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Abstract

An untenable arrangement has taken place in the psychology historically:  psychoanalysis and cognitive psychology have developed independently of one another.  However, this has only served to prevent a workable interface between them.  Indeed, they have come up with two very different ways of accounting for the exact same aspect of the psyche:  psychic structure and cognitive architecture, respectively.  Further, each has given priority to their preferred feature of the psyche:  identity for psychoanalysis, and intellect for cognitive psychology.  Yet, the two cannot be understood except in relation to one another, for they operate within the same psyche.  This paper provides a conceptual framework whereby the two can be accounted:  the imagery amalgam, itself comprised of two fundamental aspects:  the multiple array and the memory enclave.  Part I of this paper focuses on how these two aspects of the imagery amalgam operate in terms of the intellect.  Part II of this paper focuses on how the memory enclave operates in terms of identity.
Introduction

Over the years, theorists have been at no loss to speculate over the basic principles governing the operation of the psyche.  Unfortunately, this disparity of theory has resulted in fragmentation within psychology.  Perhaps nowhere is this more evident than in the fields of personality theory and cognitive psychology, which have been at odds:  “Although both personality and cognition are concerned with individual differences, there has been little confluence between the two during the 20th century.…  Personality theorists and cognitive theorists have tilled their own separate vineyards” (Endler, 2000, pp. 377, 385).  Although such a differentiation might demarcate a significant division between the subject matter of these two domains, a state of segregation is unwarranted.  

Yet, few theorists have attempted to integrate the multifarious elements of cognitive functioning into a comprehensive theoretical system.  In fact, the profession of psychology almost seems set against such a synthesis.  For example:

Psychoanalysis and cognitive-developmentalism have both made powerful contributions toward an understanding of psychological phenomena.…  Yet these understandings are essentially stranded from each other intellectually and professionally.…  While it can be pretended that this division of labor is an appropriate consequence of the separate tasks to which each theory is best suited, the fact remains that no whole theory of personal functioning will be possible in the absence of some higher order psychology in which to integrate the wisdom of each.  Lacking such a metapsychology, both academic research and clinical practice are less than they might be.  (Kegan, 1982, p. 14)


Developing such a metapsychology is the purpose of this paper.  However, rather than attempt to integrate all possible theories of cognition into a single unified framework, this paper will focus on undoubtedly the most ubiquitous, yet vague, concept of psychology:  the ego—especially as it is situated within the main theoretical constructs of cognitive psychology and psychodynamic theory:  cognitive architecture and psychic structure.  This paper presents an integral theory of the psyche in which the two can be accounted for in a larger framework that encompasses them both.

The Ego and Psychic Structure

Despite the fact that the ego, and self, has long been a topic of inquiry, there is little consistency among its many references:  “The literature of the self is massive and confusing.  Terms are not always concepts; sometimes they merely cover vacuums.  A redundancy exists…enough to fill many volumes” (Spruiell, 1995, p. 430).  Perhaps the greatest difficulty with prevailing concepts of ego and self is not so much the ambiguity as the conflation.  Not only have the ego and self been defined in a myriad of different ways, these definitions often overlap.  Indeed, at times the different meanings of the ego and self are thought to indicate the same psychic structure, starting with Freud’s seminal account:

Freud preserved throughout his writings the German Ich—“I”—for the ego as both a mental structure and psychic agency, and also for the more personal, subjective, experiential self.  In other words, Freud never separated what we think of as the agency or system ego from the experiencing self.  This use of Ich resulted in a sacrifice of clarity and precision, but it kept the meaning of the word open-ended.  (Kernberg, 1993, p. 227)


However, the choice to translate das Ich as the impersonal Latin term ego works against maintaining the personal, subjective, experiential sense of self.  Consequently, it has often been thought a separate term is needed in order to retain this absentee meaning:  “I would agree with Arlow (1991) who distinguishes ego as theoretical abstraction from self as experiential construct, each with its appropriate realm of discourse.…  Modell (1993) makes a similar distinction between the ego as objective and the self as subjective” (Meissner, 2000, p. 377).  This position has precedence in earlier philosophical accounts of the ego:  “As a result of this analysis, Kant now has two selves:  the phenomenal (empirical) self that I sometimes can catch in introspection, and a noumenal self….  The noumenal self is…the I am that transcendentally must accompany every thought” (Levin, 1992, p. 40) (emphasis in the original).  Likewise, Heidegger (1927) makes a similar distinction, splitting the psyche into the transcendental and empirical egos.
Yet, what does it mean to speak of the ego as empirical, objective, or an abstraction—over against a self that is transcendental, subjective, and experiential?  Here the situation gets particularly confusing, for the positions of the ego and self can be reversed, differentiated in exactly the opposite fashion:

The real self exists as a parallel partner of the ego and has its own development, its own capacities, and its own psychopathology.  The self and the ego develop and function together in tandem, like two horses in the same harness….  One aspect of the self could be viewed as the representational arm of the ego….  Similarly, one aspect of the ego, since it deals with volition and will and with the activation and gratification of individual wishes, could be viewed as the executive arm of the self.  (Masterson, 1985, p. 22)

With this conception, the transcendental, subjective, and experiential self is affiliated within the executive arm of the ego.  Kernberg suggests essentially the same arrangement, elaborating on the tandem nature of the two:  “I propose defining the self as an intrapsychic structure that originates in the ego and is clearly embedded in the ego” (1993, p. 230).  Like Masterson, Kernberg sees the executive function as belonging to the ego and the ego as grounded in the perceptual and conscious system, as originally suggested by Freud (1923, 1933).  Kernberg goes on to justify this conceptualization because it maintains Freud’s implicit insistence that “the self and ego are indissolubly linked.” 


But what is self, and what is ego?  As can be seen, the above references overlap and are even opposed.  What is curious is that each agrees in the existence of a subjective, executive arm over against an objective, representational arm.  The only question is which gets labeled self and which gets labeled ego, with preference going both ways.  As can be seen, self and ego are ambiguous in these accounts.  But more to the point, they are ambiguous in such a way as to produce a tripartite structure, which can be diagrammed as follows:

THE TRIPARTITE EGO




        Meissner




    subjective, 
            objective,

executive arm
     representational arm

       SELF

 EGO

        SELF





              subjective, 
     objective,

           executive arm            representational arm







                  Masterson






              (and Kernberg)
However, the confusion is easily sorted out:  each theorist picks the sense of self they prefer, and the remaining sense of self simply gets conflated into the ego.  That is, if one gives precedence to the experiential self, the objective, representational self is enfolded into the ego, which is likewise thought to be objective and representational.  One the other hand, if one gives precedence to the self as abstraction, the subjective, executive self is enfolded into the ego, which is, again, thought to be subjective and executive.
As can be seen, there are two selves, splitting the subjective, executive and objective, representational arms between them, leaving the ego to be a third arm unto itself—not only burdened with the enormity of “owing service to three masters and consequently menaced by three dangers:  from the external world, from the libido of the id, and from the severity of the superego” (Freud, 1923, p. 46), but a forth entity as well:  the subjective, experiential, and executive self.  This paper will focus on the middle term of this tripartite formulation, or what each side has in common:  the ego.  However, to do so, the two forms of self that are conflated into it must be separated out.  
Such an approach was first suggested by Hartmann (1939), who sought to clarify the ego concept by introducing the term “conflict-free sphere” of autonomous ego functioning into psychoanalytic nomenclature.  Hartmann saw the primary autonomy of the ego as not only inherently free of conflict, but also essentially synonymous with cognition:  “I refer to the development outside of conflict of perception, object comprehension, thinking, language, recall phenomena, productivity, to the well-known phases of motor development, grasping, crawling, walking, and to the maturation and learning processes implicit in all these and many others” (1939, p. 8) (emphasis in the original).  Consequently, it is suggested that the term “primary autonomous ego” is actually the most accurate label for the ego (as opposed to self, in either sense) and best referred to with more ordinary nomenclature:  cognition.  This aspect of psychic structure is situated within what cognitive psychology refers to as cognitive architecture (see Graubard, 1988; Martindale, 1991; Searle, 1990).  
The Ego and Cognitive Architecture

Psychoanalytic structural theory begins with Freud’s (1900; 1915b, c) concept of the dynamic unconscious, and is essentially a theory of memory.  Although other writers also seemed to intuit something similar (e.g., Nietzsche), Freud was the first to formally articulate its principles (Ellenberger, 1970).  The unconscious has been compared to a teapot:  coming to a boil, somehow blocked off and unable to discharge its content of steam, it bursts at the seams until, under the force of this pressure, an alternative route of discharge becomes available.  In this view, repressed mental content, like energy, never dissipates but, rather, is malleable and changes shape to suit its purposes.  As a result of this persistent distress, repression responds in recoil to traumatic events from the individual’s past still present in their memory—especially those that violate some moral imperative (Monte, 1999).  In this way, memories are kept out of the individual’s awareness and they are spared further trauma.


This process depends on the underlying structural apparatus of cognitive architecture.  This architecture can actually be thought of as consisting of two parts overall:  memory and imagery.  It is only by virtue of the joint operation of this set of faculties that understanding occurs, ultimately influencing every other activity of the psyche.  Memory and imagery are the two principle domains of cognition, and they operate in tandem.  Although texts on cognitive psychology tend to separate memory and imagery, they are best thought of as a single system.    

A simple thought experiment demonstrates the connection between them:
Remember the house where you lived growing up.  Allow the image to enter your mind freely.  Consider it a moment, just as you remember it.  Feel exactly the processes involved.  Now, imagine the house where you lived growing up.  Again, allow the image to enter your mind freely.  Feel exactly the processes involved.  Compare the two.  It should be clear that one and the same process produced the exact same end result:  an image of the house where you lived growing up, whether remembered or imagined.


In either case, some activity in the “back” portion of the brain, out of awareness and somewhat obscured, sifts and sorts through the tissues there and, suddenly, reverses its flow and pushes forward.  All at once, an image appears, apparently associated with the frontal lobe of the brain, somewhere just behind the area of the forehead, referred to colloquially as the “mind’s eye.”  Deep in the center and core of the brain (at the bulb of the brain stem as it presses into the larger brain mass) attenuating processes are also occurring, influencing and often distorting this retrieval process.  These processes of the mind operate and interact with one another such that, in the end, an image appears.  Whether remembering or imagining, they involve the same general processes.


Overall, memory can be thought of as involving three distinct meanings:

1. the overall structure of a storage facility,

2. the particular memory constructs stored there, and
3. the processes of retention and retrieval involved in storage.

This set of features is similar to that of imagery, except that imagery is typically constrained to only two comparable meanings:

1. the overall structure of a display facility, and

2. the particular imagery constructs displayed there.


Somehow, the third meaning of memory has never quite transposed into imagery, such that imagery is seen as involving processes of retention and retrieval.  In fact, it is even generous to suggest that the transposition of the first meaning has really occurred in contemporary cognitive psychology, for imagery almost exclusively pertains to the particular images displayed in the mind, without an account of the monitor by which they are displayed.  
Although memory/imagery exists as a conjoint operation, the storage facility is quite a bit more complicated than the display facility, consisting of three main components distinguished by their respective capacities:  sensory store (SS), short-term memory (STM), and long-term memory (LTM) (Atkinson & Shiffrin, 1968).  As experiences impinge upon the organism as stimuli from the external environment, or else arise from within as impulses, they register as sensations, perceptions, and emotions.  As these experiences are processed within the neural system, they make impressions upon awareness.  The residue of such impressions occur in the SS, and can be operated upon by more sophisticated cognitive processes so long as they continue to appear within this register (Neisser, 1967; Sperling, 1960).
What is permanently stored is retained in LTM.  STM, on the other hand, involves more transient storage.  However, it is not necessary to conceive of STM and LTM as two separate or distinct memory systems.  STM can be thought of as that portion of LTM currently in a state of activation.  This state of activation can only be sustained for a brief period without some intervening process of cognition, such as rehearsal or more involved information processing (Parkin, 1984; Sporer, 1991).  In other words, STM could be thought of as emerging from within the otherwise dormant structure of LTM.  In this way, not only do the elements of STM become salient relative to LTM, but their activation spreads throughout the associative strands connecting even distant or disparate elements into a larger systemic structure, also priming them for retrieval:

Intense practice in a domain creates retrieval structures:  associations between the current context and some parts of LTM that can be retrieved almost immediately without effort.  That is, the retrieval is fast and automatic without requiring voluntary resources as in intentional memory search:  the results “pop out” in memory.  [These] contents…act as the center of a focus that activates other contexts from LTM that are related to them thanks to the retrieval structures.  (Quesada et al., 2003, p. 1)

Although Quesada et al. place particular emphasis on the role of expertise in this operation, it is likely that this operation occurs in every instance of information processing, albeit with far more efficacy in the case of expertise.  Either way, while activated, such memory states are particularly accessible to retention and retrieval.  

However, there are limitations to this process.  For example, Baddeley (1986) posits that limitations in the amount of information capable of being reproduced in STM is more a function of the speed at which the information can be rehearsed, as opposed to the mere number of items appearing in storage.  Consequently, he proposes that the rehearsal process involves an “articulatory loop,” subsequently called “phonological loop,” to indicate STM is best conceived in terms of how quickly one can get back to the material being rehearsed after having engaged in some other aspect of information processing.  To complement this verbal rehearsal store, Baddeley adds a visual rehearsal store, the “visuospatial sketchpad,” with which the manipulation of data can be performed.  To organize and supervise these various functions, a further component in the system is also proposed:  the “central executive”—clearly suggestive of the executive arm of the ego.

This overall memory system is thought to represent either an enhancement or outright replacement of STM, and referred to as working memory (WM).  However, there were two significant omissions in this model:  an interface with conscious awareness (i.e., subjective arm) and an interface with LTM.  Although Baddeley does not explicitly address the former in his model, it is clearly a necessary component to cognitive processing, and has been addressed elsewhere (e.g., Global Workspace theory, Baars & Franklin, 2003).  However, in later revisions of his model, Baddeley addresses the latter omission with what he calls the “episodic buffer.”  This feature of WM is thought to operate as follows:   

integrate[s] information from the subsidiary systems [i.e., phonological loop and visuopatial sketchpad] and from LTM in a way that allows active maintenance and manipulation [of data]….  The episodic buffer is assumed to represent a storage system using a multimodal code.  It is assumed to be episodic in the sense that it holds integrated episodes or scenes and to be a buffer in providing a limited capacity interface between systems using different codes.  (Baddeley, 2002, p. 92).


In other words, the episodic buffer fulfills some of the functions previously assigned to STM.  For example, comprehending a complex language passage requires the activation of representations in LTM with the integration of such representations into a novel episodic structure.  It is assumed that this structure is held within the buffer and maintained using the attention processes of the central executive.  This, in turn, leads to the consolidation of this novel representation within LTM.  This buffer differs from Tulving’s (1983) concept of episodic memory by postulating a structure comprised of temporary storage, even if directly connected to episodic LTM.

However, memory is only one half of the process.  Indeed, imagery is intimately associated with this same operation of psychic structure as memory:

In the behavioral and social sciences, “image” is treated as an hypothetical construct, an intervening variable between the stimulus/input and the response/output.  As such, the image finds itself in the quite respectable company of the other great issues studied:  learning, motivation, memory, and perception….  [T]he image is a putated event that is influenced by both the internal and external environment, or in a relationship between stimulus and response.  (Achterberg, 1985, p. 144)

When experiential impressions are not so intense as to occupy the whole of display, they make room, so to speak, for the display of images.  Indeed, experiential impressions continue even while imagery actively operates the display, although the two cannot both occupy the same space at the same time, for one crowds the other out.  This explains why little experiential impression is noticed when an individual is in deep concentration—their attention is on the imagery, rather than the experience.  Of course, experiential impressions can easily overwhelm the display at any moment, depending on the events occurring in the world.  In that case, the individual’s imagery operates poorly, if at all, as it is unable to engage while more intense experiences take precedence. 

Consequently, the entire architecture of the memory/imagery system described thus far can be diagrammed as follows, incorporating the work of Atkinson and Shiffrin (1968) and Baddeley (1986, 2002): 
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Ss memory is retained into storage, and while passing through the WM/STM architecture, it is subject to cognitive processing.  Likewise, as imagery is retrieved into display, it passes through the very same transitional and interim state represented by this architecture.  It just depends on which way the information is headed:  SS residue from experiential impressions passing through WM on their way toward being retained into memory storage (i.e., LTM), or the activation of STM within LTM on their way toward being retrieved into imagery display (SS) and “broadcast” to conscious awareness.  In this way, the two share the same process, perhaps best described as an activation continuum, differentiated primarily according to which way the activation is going.  In other words, both WM and STM can be thought of not so much a special place as it is a special state, either the SS extending its otherwise diminishing activation into WM, or LTM as activated from its ordinary dormancy into STM.
The Imagery Amalgam

A number of things can be said about the memory/imagery architecture.  First of all, differentiating the architecture according to functions such as rehearsal can be seen as applicable to other memory/imagery functions, such as retention and retrieval.  That is, although the processes of retention and retrieval are typically thought of applying exclusively to remembering, these same processes can apply to imagination just as well.  For example, Bartlett (1932) conducted a study in which subjects were asked to recall information from a somewhat complicated and obscure story involving ghosts.  When reproducing information from this story, subjects were typically accurate in representing thematic material, but engaged in even wild conjecture about the exact details of the events, which Bartlett refers to as reconstructive inference.  In other words, as they remembered what they had read they actively imagined much of the story, albeit in a particularly significant way—such that it was consistent with the main themes of story, especially as these themes were meaningful for the participants.


Put somewhat differently, one’s experience is actually an amalgam of two features:  experiential impressions coming in—as mediated by internal images.  Consequently, an overlay of two distinct aspects is created during cognitive processing.  Either level of the overlay can be distorted or confused by the individual, especially as they tinker with the amalgam in favor of more preferable outcomes.  The experiential impressions received—whether in the form of stimuli or impulses—can be distorted or displayed inaccurately.  So, too, can the internal imagery.  This dynamic relates closely to the concept of projection, which is usually associated with two features (Hamilton, 1992; Willick, 1995):  

1. internal processes are attributed to external objects, and 

2. these internal processes are aspects of self that the individual does not like or wants to get rid of.  

However, projection can be thought of more generally this way:  no preferential regard is given to unwanted aspects of self.  Any perspective can be—and often is—subject to being used this way.  Better said, projections are not necessarily false; they are simply overlaid upon experience.  Nor do they necessarily occupy themselves with unwanted aspects of the self.  They are simply the way in which we construct images (i.e., internal objects), indicating our best understanding of events (Guntrip, 1964; Klein, 1984, 1988).  Perhaps better said, they are an expectation of events—based on attributions of past experience (i.e., memory).  In effect, they are an imagination on one’s part of the way they expect things to be.  As a result, the combination of experiential impressions entering the cognitive architecture externally and the understanding represented by images produced internally that is overlaid upon experience can be referred to this way:  an Imagery Amalgam.

Together, the two sides of the Imagery Amalgam form a single account of reality, one in which direct experience and subsequent interpretation interact.  The interactive nature of this amalgam can be seen in the transcendental reduction posited by Husserl (1960), which attempts to separate out interpretation so that experience can occur on its own.  

The area in which the reduction must primarily be carried out is the area of ordinary perception of the world; for what we have to “put in brackets” is our ordinary beliefs about the existence of things in the world, the assumptions about existence which accompany both common sense and empirical science.  When these assumptions have been put aside, we can concentrate on the concrete phenomenon before us, and only then will we be able to grasp its essence.  (Warnock, 1970, p. 34)


In a sense, this essence is no different in its nature than the assumptions (i.e., interpretations) that serve to mitigate it—for both sides consist of imagery.  That is to say, both sides are produced by inner constructions of the mind, even the experiential impressions that arise from sensory and perceptual encounters with the environment (Anderson, 2000; Watzlawick, 1984).  Simply put, experiential impressions originate within the organism as a result of its encounters with the environment, but are processed by cognitive functioning and finally represented in a form that is actually experienced by the individual.  As these impressions trigger cognitive processing, they are interpreted by cognition, which draws on memory constructs in LTM for the sake of understanding the experience.  It is in this manner that imagery gets overlaid upon experience.  
The Multiple Array
It makes sense to retain the features of Atkinson and Shiffrin’s model as they relate to the SS and STM, with one exception:  STM is better thought of as split into two components—one comprised of what Baddeley refers to as the sub-systems of the phonological loop and visuospatial sketchpad, which relate to the SS, while the other consists of the episodic buffer and relates to LTM.  Although Baddeley intended for the WM to address limitations in the operation of STM, it makes more sense to retain the concept as it was originally conceived, albeit with the innovations Baddeley suggests.  For schematic convenience, therefore, each version of the STM can be identified this way:  STM¹ for the loop and sketchpad, and STM² for the episodic buffer.  This bifurcation can be most readily seen in the operation of retention and retrieval.  Whereas STM¹ involves the rehearsal of residue left over from experiential impressions as they enter into display, STM² involves the temporary activation of components of LTM (Anderson et al., 1997).  

This arrangement is similar to the account of cognitive architecture of Ericsson and Kintsch, what could be called a cue and activation theory:

[W]e propose that a general account of working memory has to include another mechanism based on skilled use of storage in long-term memory (LTM) that we refer to as long-term working memory (LT-WM) [i.e. STM²], in addition to the temporary storage of information that we refer to as short-term working memory (ST-WM) [i.e., STM¹].  Information in LT-WM is stored in stable form, but reliable access to it may be maintained only temporarily by means of retrieval cues in ST-WM.  Hence LT-WM is distinguished from ST-WM by the durability of the storage it provides and the need for sufficient retrieval cues in attention for access to information in LTM.  (1995, p. 211)

In other words, these two systems interface via cues appearing in STM¹ that trigger particular associative domains within LTM to activate into STM².  However, in order for this to be the case, it is suggested that the SS must be conceived in terms of a multiple array, that is, according to the following metaphor:  a temperature sign, or perhaps a scoreboard.  These types of apparatus work by lighting up a particular pattern of light bulbs within their array.  Different patterns result in different meanings.  In order to simulate the effect of movement, for example, a particular sequence of patterns is stimulated.  As each individual pattern extinguishes, the next individual pattern is then stimulated, but with a slight variation depending on the appearance of movement intended.  Like frames within a movie reel, each stimulated pattern creates a sense of continuation from one to the next as they play out the entire sequence.  In so doing, each bulb has a brief remaining flicker as it is extinguished, and the next pattern is put into place.  This is the residue of the SS.  The entering into display of the experiential impressions is the very stimulation of the bulb as it is lighted.

However, obviously, problems would ensue if the next stage in the sequence were to stimulate the exact same bulb.  In that case, the residue would be corrupted with “new” data, and unavailable to be rehearsed in any event.  The only way to accommodate this difficulty would be in one of two ways:  either send the last vestiges of the flicker (i.e., residue) elsewhere, to be processed by a separate storage facility, or have a multiple array within the SS.  The former possibility was employed by Atkinson and Shiffrin by postulating the STM system, which received information from the SS through rehearsal.  But this option produces the very difficulties prompting Baddeley to conceive of WM, with its sub-systems of the phonological loop and visuospatial sketchpad.  Besides, under such an arrangement of dimming and brightening bulbs, there would be some sense of fading in and out of the experiential impressions, which is not ordinarily the case in conscious awareness.  And even if these difficulties did not exist, there would still be the question of where to put these sub-systems within the architecture.  A multiple array would solve all of these problems.

The configuration of such an array might look something like this:
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As can be seen, in each grid of the array there are four possible bulbs to be lit at any given moment, while three bulbs remain extinguished or else in a state of flickering (i.e., residue).  At the next stage of the sequence, another bulb in the grid can be stimulated, allowing the present bulb to extinguish while retaining both the overall intensity and pattern.  So long as the exact configuration of the array remains intact at each stage, both the intensity and pattern can continue unabated.  For example, the next stage in this sequence might be to travel clockwise through the four bulbs of each grid, thereby moving the entire pattern one bulb to the left, then one bulb up, than one bulb to the right, then one bulb down, keeping the pattern intact throughout—while at the same time allowing rehearsal to take place with the bulbs presently unused.  Yet, if the urgency for the particular bulbs being unused is great—that is to say, the urgency to rehearse the experiential residue—it would be possible for the sequence of the pattern to simply skip over those unused bulbs.  

In this manner, there is considerable economy of use in the architecture.  In addition, despite the movement of the pattern through the various grids, there would be no sense of fading in and out.  Put crudely, if the bulbs of one grid, or even the particular bulb of many grids (say the lower right bulb), were to go out for some reason, the pattern could simply shift to other bulbs within these grids.  Obviously, this would require considerable coordination and versatility on the part of cognitive processing, but such is frequently seen in the case of brain functioning (see Rolls, 1997; Rosenzweig, 1992; Squire et al., 2004).  


In this way, the two share the same process, differentiated primarily according to which way the activation is going.  In other words, WM is best thought of not as a distinct structural feature of the cognitive architecture, but as the memory process taking place within that architecture, especially that memory process as it interfaces between the two components of the overall STM system.  As a result, like activation generally, WM can be thought of not so much a special place as a special state, either the SS extending its otherwise diminishing activation into STM¹ through rehearsal, or LTM as activated from its ordinary dormancy into STM² through retrieval.    


These overall arrangements can be diagramed as follows: 
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As can be seen, the Imagery Amalgam can be thought of as the entire cognitive architecture, for embedded memory exists for only one reason—to interface with the multiple array.  Experience represents both the experiential impressions entering the cognitive architecture from sensation, perception, and emotion, and the images of the SS—whether produced by the residue of experience or the imagination of imagery.  However, all of this experience is mediated by understanding, which comes from information processing involving LTM.


The Memory Enclave
Rather than a teapot, a more accurate, although no less homely, metaphor for the unconscious could be put like this:  when one remembers something, they access memory to find it—something like searching through a drawer for a sock.  To think that the sock somehow jumps up out of the drawer (i.e., builds up steam) is a curious way of looking at memory.  The sock has no interest or initiative of its own.  Rather, you are doing the looking—based on your interests and initiative.  The sock just lays there, indifferent to all the tossing of garments onto the floor.  In other words, the way that steam builds up can be reconceived this way:  the search is the pressure.  As memory searches through its constructs for, say, a matching argyle, but does not find it, then it must persist in the search until it does.  However, if the matching argyle is somehow marked with a stain or a hole in it that makes it unacceptable, and unacceptable in a manner such that its even being found can not be acknowledged, then the search must continue endlessly, or at least until some more preferable substitute (i.e., symptom) is located.  

This overall process operates according to two types of functioning (Bransford, 1979; Mayer, 1992):  information processing and problem solving.  Whenever information processing cannot provide an answer or solution to the inconsistency or incongruency of experience, problem solving will engage to do so.  So long as understanding occurs, the awareness of the individual proceeds without interruption.  However, if events occur that the individual cannot understand (e.g., painful events, or even pleasant ones that are unexpected) concern creeps into awareness (Hewitt, 1994).  As a result, problem solving ensues, whether consciously or unconsciously, in pursuit of conclusions to present for decision.  Such decisions represent the best understanding the individual has for a given experience.  

Problem solving, therefore, is a complementary procedure to information processing, engaged specifically to address its deficiencies.  Information processing proceeds unimpeded only so long as things make sense.  In such a case, circumstances are recognized and interpreted (i.e., understood), and the appropriate response is, thereby, forthcoming.  However, such fortuitous circumstances tend to occur only infrequently.  More often, life throws up a curve, offering unexpected surprises.  Indeed, it is precisely because the individual does not have a ready answer that they are surprised.  Consequently, they have to manufacture one—preferably congruent to the reality that is surprising them, or at least consistent with the memory system out of which the answer is manufactured.

The Imagery Amalgam model provides the necessary architecture by which one can understand many of the functions attributed to information processing, such as template matching (Neisser, 1967), feature analysis (Pritchard, 1961), and recognition by components (Biederman, 1987).  This process can be described in the following way.  The behavior of objects and others in the environment impinges on the organism in the form of stimuli.  Added to impulses welling up from within, the stimulus of this behavior is transmitted through the neural system to the brain for processing, where it is represented in the multiple array.  

As these impressions cycle through their respective grids within the array, residue from these impressions likewise appear in the grids of the array.  This residue is processed by comparing and contrasting it with the contents of the memory enclave.  This process engages in a two-fold procedure:  1) matching the residue with the contents of LTM, and 2) retaining the residue into LTM—which happen to be exactly the same process.  That is to say, the very act of matching the two locates the exact place within LTM where the residue will be retained.  Conversely, finding the place within LTM where residue will be retained involves the act of matching the residue with the contents of LTM.  The process activates into STM² those elements of LTM that are not only necessary for this matching procedure, but also for retention.
This process also suggests the discrimination net whereby different associations within LTM are “chunked” into meaningful domains (Chase & Simon, 1973; Richman et al., 1995), along with associative priming (Meyer & Schvaneveldt, 1971).  However, the enclaves of such discrimination nets do not merely emerge into STM² from LTM.  Rather, there is also an intermediate, transitional state hovering, so to speak, between the two, imbibing of elements of both.  Whereas STM² can be thought of as present memory and LTM can be thought of remote memory, this tertiary state can be thought of as recent memory, in which elements that have been activated into STM² remain somewhat activated and, therefore, primed to reactivation.  Here are the memories of what one did maybe even as recently as a minute or hour ago, or perhaps less recently, such as a day ago, or a week ago, or a month ago, but probably not much more remote than that.  These are the memories that constitute one’s mood, as opposed to current affect, and help determine which way they might interpret present events according to how “things have been going” for the past while.

Ericsson and Kitsch describe the precipitating events (i.e., retrieval cues) whereby such discrimination nets might appear, as can be seen in the case of text comprehension:

How LT-WM functions…may be clarified [this way].  When reading a sentence as part of a larger text, the reader holds in the focus of attention a set of propositions derived from the words and phrases of the sentence….  [T]he propositions in the focus of attention correspond to the retrieval cues.  Some of these propositions are linked to propositions derived from the text on previous processing cycles and now stored in LTM.  These elements of LTM make up LT-WM….  They are in turn linked to other long-term memory elements, which thus can be retrieved indirectly.  (1995, p. 230)

As the elements of the STM¹ display are compared with those activated into STM², all the functions of cognition are capable of occurring.  However, the Imagery Amalgam possesses an additional feature over against merely comparing one focal point against the other:  these focal points actually mingle or merge together in doing so.  The only question is whether the two sides of the overlay match particularly well, or are congruent with one another.

In this way, it could be said that cognition exists at the juncture in which memory and imagery transition into and out of LTM.  In other words, as memory is retained into storage, and while passing through the WM architecture, it is subject to cognitive processing.  Likewise, as imagery is retrieved into display, it passes through the same transitional and interim state represented by WM.  It just depends on which way the information is headed:  SS residue from experiential impressions passing through STM¹ on their way toward being retained into memory storage (i.e., LTM), or the activation of STM² within LTM on their way toward being retrieved into imagery display (i.e., SS) and broadcast to conscious awareness (Baars & Franklin, 2003).  Either way, it is the same employment of architecture—i.e., retention or retrieval—determined by the direction taking place in this bilateral arrangement.
However, this display is not simply broadcast to conscious awareness.  The entire operation of information processing occurs according to a particular agenda:  what the person wants.  The information is not merely determined, but evaluated, and evaluated for its applicability in achieving the individual’s on-going goals in any moment.  In this way, attention is selective, focusing on those elements of the experiential register either most attractive or egregious, which influences one’s response accordingly.  Consequently, experience is overlaid with expectations and evaluations, and this entire amalgam of experience mediated by understanding is presented to conscious awareness—where the amalgam is actually experienced by the individual and assessed.

It is at this point that a response must be generated, for all intents and purposes another experience requiring understanding.  The initial amalgam is largely what one expects and values their experience to be.  But as the amalgam is presented to conscious awareness, the experience could actually be quite different than expected or valued, perhaps even full of surprises.  If the latter happens to be the case, problem solving ensues to determine the difference.  Nonetheless, this procedure employs essentially the same operations as information processing, except that instead of matching the content with LTM some new construction is created whereby the content can be compared.  Although it is beyond the scope of this paper to give a detailed account of this operation of cognition, a general description can be made.
As the residue is held in STM¹ as a problem state, concomitantly, a goal state is likewise imagined in STM¹ and the two contrasted and compared, and ultimately broadcast to conscious awareness for assessment.  


The idea of operators transforming the given state into a goal state can be conceived of as a problem space (Newell & Simon, 1972), which consists of five essential components that engage in problem solving:

1. Givens:  the problem begins in a certain state, comprised of (perhaps) clearly defined conditions.

2. Goals:  the solution is the goal state.

3. Subgoals:  decomposing the original goal into smaller, more manageable and attainable pieces, or subgoals.

4. Obstacles:  not only are the subgoals not known in advance, determining them is obstructed by certain features of the givens or subgoals.

5. Operators: transforming the given conditions into the goal state involves a sequence of actions involving operators.


Eventually, this entire protocol is packaged together into a single operation.  Production systems consist of a set of productions, which are rules for solving a problem (Anderson, 1983; Brown & Van Lehn, 1980; Card et al., 1983).  A distinction can be made among different kinds of productions.  Domain-specific productions apply only to certain circumstances (e.g., getting a car repaired, raising a child).  However, domain-specific productions are not particularly helpful in solving novel problem, for which there is little or no experience.  More general problem solving methods or techniques require a domain-general production.  


For example, in the case of the means-ends analysis technique, the domain-general protocol might suggest the following:  break the task down into subgoals, and these into further subgoals, and so on until subgoals are reached that indicate domain-specific protocols.  At that point, domain-specific productions can take over and solve each set of subgoals, until the final goal state is satisfied.  However, the way various elements of the problem space are represented can also have significant effects on the problem solving, such as functional fixedness or set effects (Luchins, 1942; Luchins & Luchins, 1959), in which the individual’s bias commits them to a limited selection of givens, sub-goals, or operators.  

These operations within the psyche can be diagramed as follows:
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This bilateral arrangement has significant implications for Ericsson and Kintsch’s (1995) cue and activation theory.  Simply put, it is not necessary to wait for the environment to deliver cues, as presented in the experiential register of the array.  One can manufacture cues from within, through the operation of imagery and imagination.  Once one has generated an image in the imagery amalgam, it triggers the exact same information processing protocols as those of memory, which set out to recognize and interpret the experience, as well as determine the appropriate response.  Indeed, this imagery is malleable in that it can be adjusted and adapted as information processing goes along, allowing one to “tweak” the outcome, thereby, and more fully satisfy their needs.  In this way, not only are memory and imagery two sides of the same coin, so too, therefore, are information processing and problem solving.

The Central Executive

To say that the Imagery Amalgam is broadcast to conscious awareness is another way of saying that it is broadcast to the central executive.  However, for this to be the case, the central executive must be understood in two entirely different ways:  ego and self, with self understood as the subjective, executive arm.  In this paper, ego is defined as essentially synonymous with cognition and the central executive has been associated with the operation of cognitive architecture.  This sense of the central executive is essentially the operation of information processing and problem solving—but not decision making.  Choice belongs to the subjective, executive arm, or what is known in existential writings as presence (Bugental, 1981, 1987; Heidegger, 1927).  This presence, or subjective self, is comprised of two essential aspects:  awareness and will (May, 1969; May et al., 1958; Yontef, 1993).  

In psychoanalysis, agency was originally conceived along these lines, as a verb or activity rather than a noun:  “At first [Freud] called these functional organizations ‘agencies,’ but they are now more often referred to as ‘structures’” (Boesky, 1995, p. 494).  Indeed, it is precisely this activity that prompted Freud to conflate the subjective and objective arms.  Nonetheless, the two are decidedly different.  It is the subjective, executive arm (i.e., self) that assesses and instructs cognition (i.e., ego) to carry its orders—even though cognition is capable of overriding the subjective, executive arm, especially under conditions of crisis or duress.  In fact, the normal operation of cognition is to reduce such instructions, and the productions by which they are implemented, into automatic protocols, often engaged with a minimum of thought or consideration.

Put somewhat differently, whereas the self is the locus of humanity and free will, cognition is nothing more than a machine or computer, operating blindly according to innate principles of determinism.  It is only because the instructions of the self, and the protocols of their subsequent implementation, have been committed to memory that cognition gives the appearance of decision making, for the central executive in the sense of cognition does select among thoughts and behaviors, but with two significant caveats:  either the instructions have already been received previously from the self, or cognition overrides the interface with the subjective, executive arm in order to protect it from harm.  In this way, cognition can be thought of as a self-perpetuating system, the operation of which contained within its own elements.  This way of conceiving of cognition could be put as follows:
The elements that form a dynamic system are self-organizing, but within given parameters they assume a preferred or habitual state called an attractor state.  These systems and their surroundings, however, are in flux, and a small shift in initial conditions can result in a different synthesis of elements or attractor states.  Thelen and Smith (1994) pointed out that…this labyrinthine task of coordination…is not the unfolding of an inborn blueprint or the work of a top-down master planner but the spontaneous emergence of novel and increasingly complex and differentiated states to adapt to shifts in the external and internal environments.  (Whelton & Greenberg, 2001, p. 88) (emphasis in the original)


In other words, the ego is a complex and coherent organization of a variety of sub-states, each one the coordination of a collection of innumerable subsystems (Guidano, 1991; Minsky, 1986).  However, this organization is fluid and dynamic, but not under the direction of a master self or homunculus.  Much like groups of people, there is no overall personality the result of this collection of interactive parts—except to the extent that the aggregate of individuals transform in the process of conformity and organization and present a different display than when existing alone.  No matter how much stability appears (i.e., steady-state), the apparent structure is always nothing other than the present arrangement of an underlying dynamic organization.

But the subjective, executive arm of the self is entirely different from this.  Although the self might be aware of this operation, this awareness is done to the operation, interfacing with the ego from outside of the system.  However, once the Imagery Amalgam is presented to conscious awareness, a response is required.  It is precisely at this point that the will becomes an important adjunct to awareness, and could be said to operate as follows:  wherever attention is focused, a hold is put on whatever object or event happens to be in awareness.  Consequently, these aspects of reality are given saliency, or priority.  This allows intention to pause the machinery of the mind (May, 1981), so that experience can take place without interference.  In a manner of speaking, this pause creates space within the psyche.  And this space provides something essential to the operation of the psyche:  an opening into which one can insert their will.  
As the impersonal and indifferent machinery of the intellect takes place, attention forces cognition to remain engaged and confront whatever experience is presently occurring.  In this way, one could be said to dam up their stream of consciousness (James, 1890).  As a result, whatever understanding is currently the case will persist in awareness and force cognition to act upon it accordingly.  When the will is weak, attention wanders.  In that case, cognition becomes capable of shifting gears on its own and offer up more preferable substitutes to awareness instead.  However, when the will is strong, it can persist in engaging experience, even if unpleasant or objectionable.  Likewise, it is also capable of letting the individual remain indifferent to objects in awareness and allow them to pass by uneventfully.

Since it is by definition the decision-making function, it can decide to permit influence by some memories and not others.  By maintaining a detached, observing attitude toward the other memory traces, it can allow them simply to pass away and dissipate.  [The self] can decide to step outside the chain of cause and effect.  It can decide not to remain caught up in that cycle of action and reaction determined by previous programming.  By using its full potential it acquires the property of “will”…  (Rama et al., 1998, p. 93)

Focusing awareness on experience takes attention off of conceptual interpretation, and thereby creating the possibility for greater interpersonal empathy and identity integration (Yontef, 1993).  It is precisely the process of direct experience that allows the self to engage in awareness as a present act, even though the content of awareness may be distant, or experience-far.  

Conclusion


Although psychoanalysis and cognitive psychology developed in very different milieus, and therefore developed very different approaches to the psyche, nonetheless, their theories reference the exact same aspects of the psyche.  However, whereas psychoanalysis has shown a preference for identity, cognitive psychology has shown a preference for the intellect.  The most persuasive and far reaching account of the intellect in cognitive psychology involves the information processing model of cognitive architecture.  But this model must be augmented by an understanding of how the intellect and identity interface, as can be seen by the multiple array and memory enclave—the two are, in a sense, two sides of the same coin, comprising the imagery amalgam overall.
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