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The present interdisciplinary approach aims to generate concepts that facilitate a comprehensive 

approach on the risks and threats presented by Autonomous Weapon Systems (AWS), with the 

purpose of providing strategies that contribute to the current debate on the need of its regulation 

and/or prohibition. 

 
This paper contributes to the design and development of a set of matrices that link the main 

dimensions and processes associated with AWS and the guidelines derived from the 

principles and spirit of International Humanitarian Law, Human Rights (HR) and the guiding 

principles for a reliable and responsible Artificial Intelligence (AI). 

 
As specific products, the matrices, which apply independently from the specific AI models that 

underlay AWS, focus on autonomy (human-machine interaction) and the principles of 

reliability that intrinsically must be verified. 

 
At the same time, these analyses answer the key questions raised within the United Nations in the 

Group of Governmental Experts (GGE) of the High Contracting Parties to the Convention on 

Prohibitions or Restrictions on the Use of Certain Conventional Weapons, where the matrices 

attempt to articulate themselves to international and regional dialogues and provide responses from 

IHL, AI and the key dimensions analyzed: Decision Making Levels, AWS’ Tasks and 

Functions, Operational Employment Domains and environmental requirements, 

target types and AWS’ lethal capacity, focusing on the Human System interaction required 

in each case. 

 
The analysis dynamic developed presents a different approach and perspective to the one that is now 

being discussed, which is limited since it places as center of gravity the considerations regarding use, 

regulation and prohibition focused on a product ("machine or robot") and assessments arising from 

their purely tactical use (engagement). 

 
By understanding the complexity and challenges of autonomous force application systems and subsystems, 

this proposal broadens the field of conceptual analysis to provide depth to the analysis of AWS, systems 

and processes, and their impact throughout the decision-making cycle (Political-Operational-Tactical). 

 
It is acknowledged that meaningful human control over the critical functions of AWS in relation to the 

process of command and control, targeting and use of force is imperative. Once the sequencing of the 

decision process has been determined, the degree of significant human control must be set 

through IHM (addressed in Matrix 1), followed by considering the requirements of the 

operational environment and characteristics of the objective’s context (Matrices 2.1, 2.2 

and 3). Finally, the requirements for AWS are determined in relation to the principles of reliability 

for AI (matrix M4) in order to guarantee the degree of significant human control previously determined. 

 
Through a deep multidimensional analysis, this document allows to identify preventive and/or 

anticipative actions/strategies, besides the reactive ones. This sheds light to objectives and 

intermediate (sub-optimal) strategies which contribute both to the development judging elements from a 

comprehensive approximation as its contribution to the continuity of dialogue instances and the 

progressive construction of consensus for its use, regulation, non-proliferation and/or prohibition. 
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With regards to the Key Principles of IHL, through a detailed analysis on the compliance with the 

rules of IHL in relation to AWS, the critical principles of Humanity, Reliability and Limitation are 

taken as being the most relevant when trying to establish a limit between legality and illegality in the use 

of AWS. 

 
In relation to the rest of the principles of IHL, as long as AWS cannot demonstrate empirically or 

theoretically the ability to effectively distinguish between combatants and non-combatants, Principle of 

Distinction, and that its actions allow the application of the principles of Proportionality and Precaution, 

its use should be preventively prohibited. 

 

Regarding the "Principle of Humanity", considered as one of the main sources of international law in 

general and IHL in particular, it is analyzed how this principle contradicts AWS due to the lack of 

guarantees that these systems have in the decision-making process in relation to autonomous action and 

the need to limit the effects of armed violence on the safety and health of people and civilian property. 

 
In this sense, the application of the Martens Clause shows that AWS would not act under the precepts 

and mandates of humanity and public conscience due to a lack of human emotions, empathy, compassion 

and ethical principles which belong to humanity. 

 
Therefore, the principle of humanity not only carries the effects and consequences of the use of AWS. But 

also, for the principle’s analysis and application, the system itself and its associated decision-making 

processes must be taken into consideration. The principle of humanity must be present both in the 

means, the systems to be employed and their consequences, understanding that there must be a 

significant human control in any weapon system, regardless of the technological advance that 

exists, especially in the case of anti-personnel weapons. 

 
With regards to the Principles of Reliability and Limitation, it is pointed out that, in view of the 

mandatory nature of Article 36 of Additional Protocol I, effective human control is conclusive when 

attributing personal responsibility throughout the stages of design, development and use. Thus, it is 

States, parties and individuals involved in armed conflict who are compelled by IHL, but not systems and 

machines. 

 
Article 36 of the Additional Protocol to the Geneva Conventions states that "the right of the parties of a 

conflict to choose methods or means of warfare is not unlimited and the use of weapons that cause 

superfluous injury or unnecessary suffering is prohibited". The document emphasizes that what is not 

expressly prohibited or restricted, NOT PERMITTED, should be evaluated under the 

general rules of IHL. 

 
For this reason, and considering the existence of the Guide for the Legal Review of New Weapons prepared 

by the International Committee of the Red Cross (ICRC) that takes into consideration the measures for the 

implementation of Art 36 establishes that "in the absence of a specific prohibition or restriction, 

the assessment of the legality of a new weapon system should be carried out in the light of 

general prohibitions and in accordance with the basic principles of IHL and customary 

law". 

 
In this way, States are urged to establish internationally agreed limits to ensure the protection of civilians 

by complying with IHL in the face of the dangers that these systems represent if they are not sufficiently 
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predictable, understandable and explicable. 

 
Therefore, the ICRC expressly settles the need of a total ban on systems designed for the use of 

force against people and the regulation of AWS’ design and use. 

 
The work also stresses the need for a review of the current list of Required Empirical Data within 

the Guide for the Legal Review of New Weapons, where the empirical data that would currently 

determine the legality or illegality of the new weapons systems is: 1) Technical description of the weapon, 

2) Technical functioning of the weapon, 3) Health considerations and 4) Environmental considerations. 

 
It is acknowledged that given the advancement of technology and the application of AI to weapons, other 

important factors should be considered within this list in order to measure their performance and 

ensure the specific technical reliability of AWS. Therefore, it should be added to the ICRC list the 

following considerations about a 5th element of technical and operational reliability 

(trustworthiness) which implies that it can be justifiably demonstrated - theoretically and 

operationally - that the system/s are foreseeable, with significant human control and 

allocation of individual responsibilities throughout the design, development, use and final 

disposition process. 

 
In this sense, this 5th element would oblige to review and anticipate the inherent and associated risks of 

AWS, which include among others: 1) Design, programming and production problems, 2) Possibility of 

biases in algorithms (algorithmic bias) due to human-specific subjectivities (or groups) about personal 

/cultural /ethical appraisals. Such biases would be an aggravating factor in weapons targeting humans, 3) 

Inconsistencies or hidden defects, 4) Incomplete, ambiguous, contradictory, irrelevant and/or excessive 

data and information 5) The possibility of hacking, primarily those working in nodal or networked systems, 

6) Deception or interference with sensors and/or sources. Adverse actions (adverse actions) or interference 

to sensors, 7) Challenges in identifying action traceability in order to place accountability and responsibility 

accounts where the use of autonomy and the challenges of the black box are a major obstacle, 8) Operating 

standards and targeting not covered by IHL 9) Modification of its performance in comparison to the design 

and behavior conditions, as well as the inability to solve complex situations that require an adequate 

situational awareness. 10) Associated considerations on space, time, among others. 

 
The challenge is to identify throughout the process, from decision and implementation levels, an 

appropriate balance between limitation, risk and acceptability and how to transform this inherent risk 

(uncertainty) in a residual risk scenario that makes its use in the field of IHL application politically and 

militarily acceptable, which at present is impossible due to its immature development and in the 

future, the limitations foreseen by the principles of Humanity, Limitation or Liability.
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With the considerations of analyzed IHL, the conceptual framework provided by the authors focuses on 

different conceptual matrices that would make it possible to evaluate a system’s performance, identifying 

its extreme cases and failure points, to model the ways in which it would fail and its possible effects. 

 
 
 

 

  Conceptual Matrices  

 
Matrix 1 links AWS’ Functions/tasks with Decision Levels. This matrix aims to 

preventively focus IHM on the different levels of the military political decision-making process 

that provides an adequate IHM according to the principles and obligations of IHL, identifying the 

life cycle’s phase in which human control should be exercised. 

 
Matrix 2 attempts to address the following question: How do elements of the operational 

environment-influence the quality and scope of IHM? Therefore, Matrix 2 allows, in 

general, from the framework of the Operational Domain on the Use of AWS, to link the 

requirements of the operational environment with the levels of force application (non-

lethal/ lethal capacity) of AWS. Cells indicate the type of human interaction/devices (IHM). 

 
Given the existence of different domains, for their conceptual approach, the matrix is presented in 

Matrix 2.1 and Matrix 2.2: 

 
On the one hand, Matrix 2.1: addresses the Operational Domain in general, where the 

requirements the operational environment/application’s variables of non-lethal/lethal force are 

analyzed. It establishes the minimum acceptable degree of human control at the time of force 

application. 

 
On the other hand, Matrix 2.2 focuses on the Aerospace Domain, as an example of application 

for a particular Operational Domain - and addresses the demands of the different variables of the 

operational environment versus the application of -non-lethal/ lethal force. It is responsible for 

identifying the minimum acceptable degree of human control for the application of force in this 

context. 

 
For its part, Matrix 3 is responsible for determining the degree of quality and scope that 

the IHM should have in relation to the levels of force application, the objectives’ 

characteristics and different stages of conflict management to remain within the 

framework of established IHL and ROEs. That is why it links the Objectives (target types 

and conditions depending on the strategic situation) and the Non-lethal/ Lethal capacity of AWS. 

It establishes the minimum acceptable human control in the system and the interaction between 

the human and the device in relation to the objectives set and its lethal force capability. 

 
Finally, Matrix 4 attempts to address the question: What guiding principles of AI must AWS 
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have according to the different stages of the force application process to ensure 

adequate meaningful human control? It therefore focuses on establishing the AI guiding 

principles in AWS in relation to the different stages of the force application process in order to 

ensure meaningful human control. These AI guiding principles that AWS must comply with are: 

Predictability, Understanding, Justification/Accountability and Explanation. 

 
Methodologically, matrices should not be seen as independent from each other. 

AWS should be analyzed in their design and usage context through all the above-

mentioned matrices to verify their possible development, application, or need for 

limitation, regulation and/or prohibition. At the same time, the door is left open for 

the creation of more matrices that contribute to a more detailed analysis of each 

system/operating environment. 

 
 
 

 

  Conclusion  

 
In conclusion, this document presents a concrete methodology for the conceptualization and 

characterization of AWS that serves as a starting point to analyze the demands of the minimum 

Human Interaction System required and a proper assessment of these systems’ technical and 

operational reliability in order to anticipate inherent and associated risks. 

 
The set of conceptual matrices presented would help to evaluate the performance of a system 

with the characteristics described and will provide the analysis of acceptable degrees of 

rationality and predictability in the development processes of this technology. 

 
This occurs as a result of the urgency to leave the “Moving Target” dynamic of AI, which is 

constantly evolving, causing that the proposed standards become obsolete or outdated in face 

of the continuous emergence of new risks and challenges that are generated in relation to AI for 

the future. 

 
As long as this scenario does not take place, it will be necessary for States to take actions aimed 

at the containment, limitation and prohibition of those key aspects of the process that undermine 

compliance with the principles of International Humanitarian Law (IHL), International 

Human Rights Law (HR) and the guiding principles for a reliable and responsible AI. 
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Finally, we understand that based on the transcendent risks, threats and impacts generated by 

AI - in general - and AWS - in particular - in the future of humanity (ethical dimension), the 

management of conflict (political-strategic dimension) and the engagement (operational-

tactical dimension), nor the most advanced technology development can replace those aspects 

of the human nature that allows it to avoid, overcome and/or interrupt the causal chain of a 

conflict/violence dynamic. 

 
For this reason, the principle of humanity will constitute the basic universal criteria of 

application to the conception, design, development, certification and use of AWS, assuring that 

humans -in a permanent way- are the stakeholders of their reality, creation and future. 
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