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@article{GmezRubio2018GeneralizedAM,	title={Generalized	Additive	Models:	An	Introduction	with	R	(2nd	Edition)},	author={Virgilio	G{\'o}mez‐Rubio},	journal={Journal	of	Statistical	Software},	year={2018},	volume={86},	pages={1-5}	}Generalized	additive	models	(GAMs)	are	one	of	the	main	modeling	tools	for	data	analysis.	GAMs	can
efficiently	combine	different	types	of	fixed,	random	and	smooth	terms	in	the	linear	predictor	of	a	regression	model	to	account	for	different	types	of	effects.	Then	this	linear	predictor	can	be	conveniently	linked	to	the	mean	of	the	observations,	that	are	modeled	using	a	distribution	from	the	exponential	family.	As	described	in	Wood’s	book,	GAMs	cover	a
wide	range	of	statistical	models	used	in…	The	theoretical	connection	between	these	models,	HGLMs	and	GAMs,	is	described,	how	to	model	different	assumptions	about	the	degree	of	inter-group	variability	in	functional	response	is	explained,	and	how	HGAMs	can	be	readily	fitted	using	existing	GAM	software,	the	mgcv	package	in	R.View	2	excerpts,
cites	backgroundThis	chapter	is	devoted	to	Generalized	Additive	Models	(GAMs)	which	keep	the	additive	decomposition	of	the	score	but	allow	the	actuary	to	discover	nonlinear	effects	of	features	like	policyholder’s	age	or	place	of	residence	(geographic	effect),	for	instance.S.	WoodComputer	ScienceTEST2020An	overview	of	some	widely	applicable
frameworks	for	regression	models	in	which	a	response	variable	is	related	to	smooth	functions	of	some	predictor	variables	and	the	equivalence	of	smoothing,	Gaussian	latent	process	models	and	Gaussian	random	effects	is	provided.Elmar	Spiegel,	T.	Kneib,	F.	

Otto-SobotkaMathematicsStat.	Comput.2019This	work	presents	a	solution	by	combining	a	flexible	approach	for	response	function	estimation	using	monotonic	P-splines	with	additive	predictors	as	in	GAMs,	based	on	maximum	likelihood	estimation	and	also	allows	us	to	provide	confidence	intervals	of	the	estimated	effects.M.	Ispany,	V.	Reisen,	F.
SerpaMathematics2017The	generalized	additive	model	(GAM)	is	a	standard	statistical	methodology	and	is	frequently	used	in	various	fields	of	applied	data	analysis	where	the	response	variable	is	non-normal,	e.g.,…	A	novel	method	for	the	estimation	of	variance	parameters	in	generalised	linear	mixed	models	where	multiple	quadratic	penalties	act	on
the	same	regression	coefficients	is	presented	and	penalised	splines	for	locally	adaptive	smoothness	and	for	hierarchical	curve	data	are	discussed.An	extension	to	two	popular	approaches	to	modeling	complex	structures	in	ecological	data:	the	generalized	additive	model	(GAM)	and	the	hierarchical	model	(HGLM),	which	allows	modeling	of	nonlinear
functional	relationships	between	covariates	and	outcomes	where	the	shape	of	the	function	itself	varies	between	different	grouping	levels.K.	Wyszynski,	G.	MarraComputer	ScienceComput.	Stat.2018A	detailed	hands-on	tutorial	for	the	R	package	SemiParSampleSel,	which	implements	selection	models	for	count	responses	fitted	by	penalized	maximum
likelihood	estimation	and	can	deal	with	non-random	sample	selection,	flexible	covariate	effects,	heterogeneous	selection	mechanisms	and	varying	distributional	parameters.The	simulation	study	showed	functional	mixed-effects	models	performed	reasonably	well	under	various	conditions	commonly	associated	with	longitudinal	panel	data,	such	as	few
time	points	per	person,	irregularly	spaced	time	points	across	persons,	missingness,	and	nonlinear	trajectories.This	work	proposes	a	new	boosting	algorithm	which	explicitly	accounts	for	the	random	structure	by	excluding	it	from	the	selection	procedure,	properly	correcting	the	random	effects	estimates	and	in	addition	providing	likelihood-based
estimation	of	therandom	effects	variance	structure.D.	Bates,	M.	Machler,	B.	Bolker,	S.	WalkerMathematics2014Maximum	likelihood	or	restricted	maximum	likelihood	(REML)	estimates	of	the	parameters	in	linear	mixed-effects	models	can	be	determined	using	the	lmer	function	in	the	lme4	package	for	R.	

As	for	most…	S.	WoodComputer	Science2016An	interface	is	described	based	around	an	R	function,	jagam,	which	takes	a	generalized	additive	model	(GAM)	as	specified	in	mgcv	and	automatically	generates	the	JAGS	model	code	and	data	required	for	inference	about	the	model	via	Gibbs	sampling.View	1	excerpt,	references	methodsM.
PlummerComputer	Science2003JAGS	is	a	program	for	Bayesian	Graphical	modelling	which	aims	for	compatibility	with	Classic	BUGS.	The	program	could	eventually	be	developed	as	an	R	package.	This	article	explains	the	motivations	for…	View	1	excerpt,	references	methodsR.	TeamComputer	Science2014Copyright	(©)	1999–2012	R	Foundation	for
Statistical	Computing.	Permission	is	granted	to	make	and	distribute	verbatim	copies	of	this	manual	provided	the	copyright	notice	and	this	permission	notice…	View	3	excerpts,	references	methodsChristina	GloecknerEducation2003The	modern	applied	statistics	with	s	is	universally	compatible	with	any	devices	to	read,	and	is	available	in	the	digital
library	an	online	access	to	it	is	set	as	public	so	you	can	download	it	instantly.View	1	excerpt,	references	methodsH.	KünschComputer	Science1979View	1	excerpt,	references	backgroundnlme:	Linear	and	Nonlinear	Mixed	Effects	ModelsR	package	version	3.1-137,	URL	…2018	@article{Chiang2007GeneralizedAM,	title={Generalized	Additive	Models:
An	Introduction	With	R},	author={Alan	Y.	

Chiang},	journal={Technometrics},	year={2007},	volume={49},	pages={360	-	361}	}(2007).	Generalized	Additive	Models:	An	Introduction	With	R.	Technometrics:	Vol.	



49,	No.	3,	pp.	360-361.	M.	Eckardt,	J.	Mateu,	S.	GrevenMathematics2022We	extend	the	generalised	functional	additive	mixed	model	to	include	(functional)	compositional	covariates	carrying	relative	information	of	a	whole.	Relying	on	the	isometric	isomorphism	of	the	Bayes…	Bálint	Tamási,	T.	HothornEconomics2022This	vignette	serves	as	an	online
appendix	for	the	manuscript	“Mixed-Effects	Additive	Transformation	Models”.	It	presents	details	on	estimation	and	inference	in	the	titular	model	class	as	well	as	four…	View	2	excerpts,	cites	methodsM.	
Stasinopoulos,	R.	Rigby,	F.	BastianiMathematics,	Economics2018Abstract:	A	tutorial	of	the	generalized	additive	models	for	location,	scale	and	shape	(GAMLSS)	is	given	here	using	two	examples.	GAMLSS	is	a	general	framework	for	performing	regression	analysis	where…	View	2	excerpts,	cites	methodsFast	Approximation	of	Small	p-values	in
Permutation	Tests	by	Partitionsing	the	Permutations	by	Partitioning	the	permutations	is	shown.View	3	excerpts,	cites	background	and	methodsHannes	Riebl,	P.	
Wiemann,	T.	KneibComputer	Science2022(JIT)	compilation,	and	the	use	of	high-performance	computing	devices	such	as	tensor	processing	units	(TPUs).Takuma	Yoshida,	K.	NaitoMathematics2014This	paper	discusses	asymptotic	theory	for	penalised	spline	estimators	in	generalised	additive	models.	The	purpose	of	this	paper	is	to	establish	the
asymptotic	bias	and	variance	as	well	as	the…	View	1	excerpt,	cites	methodsThe	use	of	categorical	variables	in	regression	modeling	is	discussed.	
Some	pitfalls	in	the	use	of	numerically	scaled	ordinal	variables	are	considered.View	2	excerpts,	cites	methodsA.	AgrestiComputer	Science2015This	book	presents	a	broad,	in-depth	overview	of	the	most	commonly	used	linear	statistical	models	by	discussing	the	theory	underlying	the	models,	R	software	applications,	and	examples	with	crafted	models	to
elucidate	key	ideas	and	promote	practical	modelbuilding.David	J.	OliveComputer	Science2013Several	useful	plots	for	generalized	linear	models	(GLMs)	can	be	applied	to	generalized	additive	models	(GAMs)	with	little	modification.	
A	plot	for	a	GLM	using	the	estimated	sufficient	predictor	can…	View	2	excerpts,	cites	methodsS.	Sperlich,	J.	ZelinkaMathematics2000In	Chapter	8	we	discussed	additive	models	(AM)	of	the	form	$$	E(Y|X)	=	c	+	\sum\limits_{\alpha	=	1}^d	{g_\alpha	(x_\alpha	)}	.	$$	(1)	Note	that	we	put	EY	=	c	and	E(g	α	(X	α	)	=	0	for…	View	2	excerpts,	references
background	and	methodsIntroduction.-	Model	Construction.-	Regression	with	Gaussian-Type	Responses.-	More	Splines.-	Regression	and	Exponential	Families.-	Regression	with	Correlated	Responses.-	Probability	Density…	View	1	excerpt,	references	backgroundForeword	1.	Background	2.	More	splines	3.	Equivalence	and	perpendicularity,	or,	what's
so	special	about	splines?	
4.	
Estimating	the	smoothing	parameter	5.	'Confidence	intervals'	6.	Partial	spline…	View	1	excerpt,	references	background


