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Abstract

The Deepfake algorithm allows a user to switch the face of one actor in a video with the face of a different
actor in a photorealistic manner. This poses forensic challenges with regards to the reliability of video
evidence. To contribute to a solution, photo response non uniformity (PRNU) analysis is tested for its
effectiveness at detecting Deepfake video manipulation. The PRNU analysis shows a significant difference
in mean normalised cross correlation scores between authentic videos and Deepfakes.

Keywords: Video Manipulation, Digital Forensics, PRNU, Neural Network, Deepfake.

1 Introduction

Photographic and video evidence are commonly used in the courtroom and police investigations, and are seen
as reliable types of evidence. With the advances in video editing techniques however, video evidence is becom-
ing potentially unreliable. It is probable that, in the near future, it will be required that video evidence needs to
be examined for traces of tampering before being deemed admissible to court.

A new video manipulation technique known as Deepfake has established itself online over the last few
months. Deepfake manipulation allows a user to replace the face of an actor in a video with the face of a
second actor, provided that enough images (several hundred to thousands) are available of both actors. These
videos are known as ’Deepfakes’. Deepfakes quickly gained notoriety in the media due to their application to
porn videos, where the faces of famous actresses and politicians were *Deepfaked’ into existing porn videos on
websites such as Reddit and PornHub [Matsakis, 2018].

What distinguishes Deepfakes from other video manipulation techniques are, firstly, its potential for pho-
torealistic results; with enough images of both actors, and enough computer training time, the resulting videos
can be extremely convincing. Secondly, the availability of the technique to laypersons. An app named FakeApp
was quickly released on Reddit, which is essentially a guided user interface wrapped around the Deepfake al-
gorithm, allowing users with limited knowledge of programming and machine learning to create Deepfakes.
Several other versions followed such as OpenFaceSwap [Anonymous, 2018].

The combination of photorealistic results and ease of use poses a unique forensic challenge. It becomes
increasingly feasible that every day videographic evidence has been manipulated, creating an increased need
for verified authentication methods to detect the Deepfake manipulation. This is an especially sensitive and
urgent problem in the current *fake news’ era, going beyond law enforcement and becoming relevant also to
journalists, video hosting websites, and social media users. Due to this, authentication methods which are ap-
proachable and usable for a wide and private audience are ideal.

Considering the above, this paper explores the use of photo response non uniformity (PRNU) analysis ap-
plied to Deepfakes to assess the method’s accuracy and ease of use in detecting the Deepfake manipulation. The
PRNU pattern of a digital image is a noise pattern created by small factory defects in the light sensitive sensors
of a digital camera [Lukas et al., 2006]. This noise pattern is highly individualising, and is often referred to as
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the fingerprint of the digital image [Rosenfeld and Sencar, 2009]. PRNU analysis is considered a method of
interest because it is expected that the manipulation of the facial area will affect the local PRNU pattern in the
video frames. Furthermore, it is widely used in image forensics and is as such familiar to the experts working
in the field.

2 Current authentication efforts

No academic papers could be found on the detection of Deepfakes, although efforts to detect and remove them
are being made at websites such as Gyfcat [Matsakis, 2018]. Gyfcat attempts to use artificial intelligence and
facial recognition software to spot inconsistencies in the rendering of the facial area of an uploaded video.
When a video has been flagged as suspicious, a second program masks the facial area and checks whether a
video with the same body and background has been uploaded before. If such a video is found, but the faces of
the original and the newly uploaded video do not match, then the software concludes that the new video has
been manipulated [Matsakis, 2018].

Such a method is uniquely suited to a website such as Gyfcat, where millions of videos are uploaded and
there are vast databases of reference videos. The method may not be as applicable to forensic cases, where for
instance some CCTV footage from a store robbery could be Deepfaked. Nor would it detect Deepfakes which
do not have an original version stored in the databases. As such, techniques which do not rely on vast databases
are needed.

3 Methods

3.1 Dataset

The dataset consists of ten authentic, unmanipulated videos between 20 and 40 seconds in length, and of 16
Deepfakes made by the researcher. The videos are made by a Canon PowerShot SX210 IS, and are in . MOV
format, with a resolution of 1280x720 pixels. The Deepfakes are made using the ten authentic videos captured
by the Canon PowerShot SX210 IS, and using the Deepfake GUI OpenFaceSwap [Anonymous, 2018]. Three
different actors are used interchangeably to create the authentic videos, as well as the Deepfakes.

3.2 PRNU analysis

The videos are turned into a series of frames as PNGs with the use of the software 'FFmpeg’ [FFmpeg De-
velopers, 2018], named sequentially, and kept in labelled folders. In order to increase the significance of the
expected change in PRNU pattern in the facial area of the frame, the frames will be cropped to frame the face,
also with the use of ’FFmpeg’. Each frame of a video is cropped by the exact same pixels in order to leave the
portion of the PRNU pattern which is examined consistent between each cropped frame. An example of how
the frames are cropped can be found in figure 1.

The frames are then sequentially divided into eight groups of equal size, and an average PRNU pattern
is created for each group using the second order (FSTV) method [Baar et al., 2012] with the software "PR-
NUCompare’ [Ministry of Security and Justice, 2013]. These eight PRNU patterns are then compared to one
another, and normalised cross correlation scores are returned. The variations in correlation scores and the av-
erage correlation score for each video are calculated. A Welch’s t-test will be applied to the results in order to
assess the statistical significance between the results for Deepfakes and for authentic videos [Welch, 1947].
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Figure 1: a) Frames are extracted from the video and cropped to contain the questioned face. The cropped
frames are split evenly and sequentially over eight groups. An average PRNU pattern is calculated for each
group. The PRNU pattern of each group is then compared to the PRNU patterns of the other seven groups.
Normalised cross correlation scores are calculated for each comparison. b) Frames are extracted from the
video, and cropped down to the exact same pixels which contain the questioned face.

4 Results

The mean normalised cross correlation scores per video and the variance in normalised cross correlation scores
per video are calculated. The results are illustrated in figure 2.

The results indicate that there is no correlation between the authenticity of the video and the variance in cor-
relation scores. There does appear to be a correlation between the mean correlation scores and the authenticity
of the video, where on average original videos have higher mean normalised cross correlation scores compared
to the Deepfakes. The difference in the distribution of mean normalised cross correlation scores is statistically
significant, with a p-value of 5.21 * 107°.

Variance in normalised cross correlation scores per video ) Mean normalised cross correlation score per video

|
W urenic

Figure 2: a) The average variation in correlation scores per authentic and per Deepfake video. b) The average
correlation score per authentic and per Deepfake video.

5 Conclusion

It appears that the mean normalised cross correlation score can be used to distinguish Deepfakes from authentic
videos. The dataset is too small to formulate guidelines for likelihood ratios, as is desired in forensic sciences.
However, a cut-off value of 0.05 results in a 3.8% false positive rate, and a 0% false negative rate within our
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dataset. As such, PRNU analysis may be suitable for the detection of Deepfakes. Before such an application
can be advised however, further research must be done with larger datasets in order to confirm the correlation
and to formulate reliable likelihood ratios.
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