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It’s all about the software. Until you reach the 
limits of the hardware. Then it’s all about the 
hardware [1].

[1] some geek, 2017.
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The Biorhythms of  Computer Architecture
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The Biorhythms of  Computer Architecture
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We’ve Come a Long Way, Baby!

1955: 5MB, 1 million USD 2018: 1TB (1000000MB), 500 USD
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We’ve Come a Long Way, Baby!

2019: 8TB, 240MB/s, 5ms 2010: 6TB, 2GB/s, 200us

HDDs are cheap (0.02/GB) but slow (throughput and latency). SSDs are expensive (0.20/GB) but fast 
(throughput and latency). For hot-data (which includes AI) SSDs looking more and more attractive.
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AI has broken some things….

AI algorithms suck on CPUs

AI

AI algorithms shine on Accelerators
(but data movement sucks)
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AI *needs* NVM Express (apparently)
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AI *needs* NVM Express (actually)

• 15000 image inferences per second per card (using ResNet50) at 1.3ms latency.
• 15000 images = 3GB/s (@ 200kB/image)!!
• 8 cards in a 2U server = 24GB/s (200Gb/s)!



What is NVM Express?

• Initially a protocol that sat on PCIe and used to talk to Non-Volatile Memory 
(NVM)

• Avoided vendor specific solutions for PCIe attached flash.

• Inherently parallel, which is good for NAND and for multi-core CPUs

• Out of  order execution of  commands on a queue.

• Many queues allowed.
• Lightweight (less CPU instructions per IO compared to SCSI)

• Leveraged PCIe which comes directly out of  every CPU worth caring about.
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What is NVM Express?
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One Driver to Rule Them All?!

● NVMe™ has been incredibly successful as a 
storage protocol.

● Also being used for networking (NVMe-oF™ 
and things like AWS Nitro and Mellanox’s 
Sexy NVMe Accelerator Platform (SNAP)).

● Why not extend NVMe to compute and make it 
the one driver to rule them all?
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A New Product Category 

Computational Storage Device (CSx)

Computational Storage Drive (CSD)
Computational Storage Processor (CSP)
Computational Storage Array (CSA)
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What is Computational Storage? 
SNIA has Defined the Following

Computational Storage Drive (CSD): A component that provides 
persistent data storage and computational services

Computational Storage Processor (CSP): A component that provides 
computational services to a storage system without providing persistent 
storage

Computational Storage Array (CSA): A collection of computational 
storage drives, computational storage processors and/or storage devices, 
combined with a body of control software
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40+ Participating Companies
128+ Individual Members
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Why NVMe™?

• Accelerators require:
• Low latency
• High throughput
• Low CPU overhead
• Multicore awareness
• Management at scale
• QoS awareness

• NVMe provides:
• Low latency
• High throughput
• Low CPU overhead
• Multicore awareness
• Management at scale
• QoS awareness

Real question is “Why not NVMe?”



NoLoad® CSP – Platforms

NoLoad® CSP U.2

• Standard U.2 SSD form-factor: Utilizing 
SFF-8639 connector.

NoLoad® CSP Alveo

• Standard GPU form-factor: x16 PCIe

• Deployed on Xilinx Alveo U200, 250 or 
U280

PCIe Gen4 

• 16GB/s of  data ingestion/egestion.

Eideticom NoLoad IP:

• NVM Express end-point

• Storage and Compute Accelerators

• NVMe SGL support

• CMB and P2P support

Available Now
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NoLoad® CSP - Architecture

DRAM & NVM
(off chip) 

NVMe Host
Controller

PCIe Endpoint
PCIe

x4,x8,x16

DMA
Engine

Accelerator Functions

User Supplied 
Accelerators

AXI 
Interconnect

FPGA
or

ASIC

Zlib

Eideticom 
Accelerators

Brotli

EC

AES-XTS

SHA-3
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AI
Accelerator

Here



NVMe Computational Storage for AI
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• P2P avoids CPU’s memory subsystem 

• NoLoad implements a high 
performance NVMe CMB which can be 
used for P2P DMAs.

• PCIe End-Points (EPs) are getting faster e.g. NVMe
SSDs, RDMA NICs & GPGPUs

• Bounce buffering all IO data through system 
memory is a waste of  system resources

• NoLoad P2P allows PCIe EPs to DMA to each 
other whilst under host CPU control

• CPU/OS still responsible for security, error handling 
etc.

• 99.99% of  DMA traffic now goes direct between EPs

NoLoad® CSP – Peer to Peer (P2P)
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AI

AIPCIe

• Reduced data movement
• CPU offload of  processing
• CPU offload of  DMA traffic
• Standards based drivers and software
• Vendor neutral
• Management 



NVMe CSPs, 
CSDs and CSAs

Hardware

OS

libcsnvme
SPDK

ApplicationsManagement

nvme-cli
nvme-of

Userspace



NVMe Computational Storage for AI
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Advantages of NVMe Computational Storage for AI
• Offloads inference to CSx which improves cost, power and space efficiency.
• p2pdma decouples data-plane from CPU further improving cost and power 

savings.
• CSx is a NVMe controller and can be managed at scale using NVMe-MI
• NoLoad Inference engine is a NVMe namespace and can be shared over 

Ethernet using NVMe-oF. Inference disaggregation reduces cost, saves 
space and saves power.

• No proprietary drivers. In time NVMe Computational Storage standard 
will allow for vendor-neutral approach.

• SNIA developing a vendor-neutral interface so hardware from different 
vendors is supported by the same SW stack.



NVMe Computational Storage for RocksDB
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Similar results achievable for AI inference.



Conclusions
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NVM Express for AI
• Efficient and parallel PCIe protocol for talking to PCIe-attached NVM.
• Performance metrics aligned with needs of  AI (GB/s, sub ms latency).
• Need filesystems to catch-up!

Computational Storage for AI
• Offload key AI tasks to accelerators in a standards based way.
• Move the computation closer to the data to reduce data movement and 

improve efficiency.
• Standardize accelerator interfaces and management via NVMe.



Eideticom HQ  Eideticom (Bay Area)
3553 31st NW, 168 South Park,
Calgary, AB, San Francisco, CA 94107
Canada T2L 2K7 USA

www.eideticom.com

Contact: sales@eideticom.com

http://www.eideticom.com/


Thank You!
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