Appendix A: Categorical Moderators
To test for RV interaction when the moderator is categorical, one simply needs to determine if variance of the dependent variable differs across levels of the moderator.  This can be done using equality of variance tests, such as Bartlett’s, Levene’s, or Brown-Forsythe.  Below, we demonstrate Bartlett’s test in Excel, R, and Mplus.  Because the Bartlett’s test cannot be conducted in SPSS without also using software such as Excel, we do not demonstrate Bartlett’s in Excel.  We then demonstrate Levene’s and Brown-Forsythe in Excel and offer a strategy for conducting these tests with latent variable models.  Because the test in SPSS and R that is labeled Brown-Forsythe is not in fact the Brown and Forsythe (1974, Journal of the American Statistical Association) test of equality of variances, we demonstrate these only in Excel.  All of our Excel files can be found in the other Supplemental Materials.

Our illustrations are based on data examining how the relationship between extraversion and one’s chattiness varies depending on the strength of the situation (i.e., at a funeral vs. at work).

How to Conduct Bartlett’s Test

The Bartlett’s test of equal variances generates a test statistic, B, which is approximately chi-squared distributed. 
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[bookmark: _Hlk501263909][bookmark: _Hlk501263816]Here sj2 is the variance of group j, MSw is the pooled variance (i.e, the sample size-weighted average variance) across all groups, dfj is nj-1, and dfW is ∑(dfj ).  Bartlett’s test is sensitive to departures from normality, but unlike other tests, it doesn’t require raw data to calculate. For this reason, it is particularly useful for latent variable models with categorical moderators.

In Excel:

Step 1: Calculate mean and variance for each group. 
Step 2: Calculate the degrees of freedom for each group variance (dfj) and for the pooled
variance (dfw) as described above.
Step 3: Use values from Steps 1 and 2 to calculate the MSw as 
Step 4: Take the inverse of dfj and dfw
Step 5: Take the natural log of the variance for each group and of the MSw
Step 6: Calculate df for the test itself as k – 1, where k equals the number of groups
Step 7: Calculate the numerator of the B statistic by subtracting the sum of the products of the natural log of the variance for each group and the df for each group from product of the df of the pooled variance and the natural log of the pooled variance MSw.
Step 8: Calculate the denominator by subtracting the inverse of the dfw from the sum of the
inverse of dfj and then multiplying this number by the inverse of three times dfB. Add one to this product.
Step 9: Calculate the B statistic by dividing the computed numerator by the computed
denominator. Compare to a chi-squared critical value with k-1 degrees of freedom, where k equals the number of groups (cutoffs for p<.05 for 1, 2, and 3 df respectively are 3.84, 5.99, and 7.81.  For moderators with more than 4 groups, please consult a chi-squared table).

Sample Output
[image: ]

In R:

Within R, conducting the Bartlett’s test is fairly straightforward using the following packages and syntax.  Note that R syntax is case sensitive.  Packages must be installed and active in order to run analyses. 

	library(stats)
bartlett.test(y~z,data=mydata)

[image: Macintosh HD:Users:Kate:Desktop:Bartlett's R output.jpeg]


In Mplus:

To conduct Bartlett’s test for a latent variable model, one needs to obtain the latent variances for the compressed variable at each level of the moderator. This can be combined with a test for interaction by conducting a multiple groups analysis (MGA) with the moderator as the grouping variable. After obtaining the latent variances from the MGA, use Excel to run the Bartlett’s test as described above.

Our example comes from a data set that examines how the relationship between Perceived Organizational Support (POS), tenure, and Life Satisfaction (LS) differs between supervisors and non-supervisors. POS and LS are latent variables. Supervisor status is a categorical moderator.

Step 1: Run MGA for the different levels of the moderator
Step 2: Obtain the latent variances for the dependent variable
Step 3: Use the latent variances to conduct the Bartlett’s test in Excel


[image: ]


By requesting TECH4 in the OUTPUT command, we obtain the latent variances for supervisors (0.737) and for non-supervisors (0.805).  We then enter these values into the Excel formulas described above. As can be seen in cell G7, the Bartlett’s test is not significant, indicating that the latent variances of Life Satisfaction do not differ between supervisors and non-supervisors.  Thus, it seems that RV is not the reason for any interaction.
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How to Conduct Levene’s and Brown-Forsythe Tests

The Brown-Forsythe test and the Levene’s test for variance differences are both based on a one-way ANOVA conducted on absolute values of deviation scores using the formula below.  Brown and Forsythe (1974) demonstrated that when the underlying distribution is approximately normal, it is appropriate to use group means to form the deviation scores, which is what Levene (1960) recommends.  When the distribution is heavily skewed, then the median is more appropriate.  Thus, in the Brown-Forsythe test, deviation scores are computed using medians rather than simple means, but both tests generate an F-statistic (often labeled as W) using the following:




Where

k = # of groups
ni = # of cases in group i
N = total # of cases
Zij = the absolute value of the deviation score for case j in group i, 
 = either the mean or the median of y for group i depending on whether one is computing Levene’s F or Brown-Forsythe’s F
Zi. is the mean of Zij for group i
Z.. is the mean of all Zij

In order to avoid confusion, we should mention that, although the df stipulated by Brown and Forsythe in the 1974 paper in which they developed their test for equality of variances (the JASA paper) are in fact, k-1 and N-k as we state above, some have suggested that the df in their other influential 1974 paper (in Technometrics, it’s enough to make you cry) on testing mean differences be used instead.  These df, usually attributed to Satterthwaite (1941, Psychometrika) and Welch (1951, Biometrika) are k-1 as before, and for the denominator, df are



Where



Although there may be technical reasons to use these df, the difference in cut values for studies with adequate sample sizes is negligible.  We suggest that one keep it simple and use k-1, N-k.

But enough about degrees of freedom.  A simpler way to think about the Levene and Brown-Forsythe tests is as a oneway ANOVA on absolute deviation scores.  This is demonstrated in Excel below.
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The input for the oneway ANOVA is the two columns of absolute deviation scores.  In this case, because we are conducting a Levene’s test, these are absolute deviations from the mean.  The ANOVA is a Single Factor ANOVA conducted with the Analysis Toolpak add-in (If you don’t see Data Analysis under the Data tab, hold down (alt T I) and check off Analysis Toolpak).  Of course, this ANOVA can be conducted with any statistical software, a fact that may be relevant for some Mac users.

As can be seen, the F value on 1 and 18 df, is significant, showing that the variances are significantly different at p<.05.

If one had reason to believe that there was substantial skew in the dependent variable in this analysis, then the Brown-Forsythe test is recommended instead.  This test is identical to Levene’s test except that deviations from the medians are used instead of deviations from the mean.

[image: ]

The Brown-Forsythe F is also significant, suggesting that the variances differ.

WARNING:  If one requests Levene’s and Brown-Forsythe tests in SPSS or in R, one gets the correct Levene’s value, but the value labeled Brown-Forsythe is not the test for equality of variances.  Instead, it is a robust test for the difference between means from their 1974 Technometrics article.  If one wished to generate Brown-Forsythe variance difference values in SPSS or R, one would have to generate the appropriate absolute deviation scores and then use these as input for a Oneway ANOVA.  At that point, one may as well use Excel.  Nevertheless, the SPSS syntax and R code for generating Levene’s values are as follows.

In SPSS: With y as the compressed variable and z as the categorical moderator, use the following syntax:

ONEWAY y BY z
/STATISTICS HOMOGENEITY 
/MISSING ANALYSIS.

In R: 
Levene’s Test
	library(car)
	with(data, leveneTest(y, z, center=mean))

If one is not able to add the Analysis Tookpak, then the values for Brown-Forsythe F test can be computed directly as follows:

[image: ]

Levene’s F can be generated instead simply by replacing deviations from the median with deviations from the mean in columns F and K.

What if it is the predictor whose values are compressed?  The analysis is the same.  The inputted values are always those associated with the compressed variable regardless of where it is in a causal chain.  By extension, if both the predictor and the outcome are hypothesized to be compressed, then each can be tested in turn.

What if the compressed variable is a latent variable?  We recommend that users create scale scores from the indicators of the latent variable and follow the same steps in SPSS, Excel, or R using the scale scores.  Again, one will need to convert the scale scores to absolute deviations from the mean or the median, and then conduct a one-way ANOVA.



















Appendix B: Continuous Moderators

One possible way of handling a continuous moderator is to categorize it in some way (e.g., median split, top and bottom quartile) and then conduct one of the tests described above.  A more elegant approach that maintains all of the information in the continuous moderator is to use the Breusch-Pagan test for constant error variance.  This can be conducted directly in R.  In SPSS and Excel, one generates residuals and then uses these to conduct the test.  Mplus must be tricked into conducting the test. 

How to Run the Breusch-Pagan Test in Excel and SPSS

Our illustrations are from data used to generate Figure 6 of the manuscript.

	Step 1: Regress the dependent variable onto the moderator and save the residuals	
	Step 2: Square the residuals
	Step 3: Regress the squared residuals onto the moderator
	Step 4: Multiply the R2 value obtained in Step 3 by the sample size
Step 5: This value is approximately chi-squared distributed with k degrees of freedom, where k is equal to the number of predictors.

Excel output 
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SPSS syntax and output

[image: ]
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Multiplying R2 by the sample size (i.e., 0.169*117 = 19.61) gives the chi-square value.

How to run the Breusch-Pagan test in R

library(lmtest)
bptest(lm(y~z, data=mydata)) 
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How to run the Breusch-Pagan test in Mplus

This example uses the same data as the latent variable example for Bartlett’s test. In this example, age is the continuous moderator. POS is a latent endogenous variable with six indicators. 

[image: ]The Breusch-Pagan test is conducted using the syntax below:













[bookmark: _GoBack]To determine if there is support for non-constant factor variance, users examine the value of the “b” parameter created using the MODEL CONSTRAINT command. If this value is significant, then this indicates that the Breusch-Pagan test is significant (i.e., there is non-constant factor variance). In this example, the value for “b” is not significant, which means that the variance for the latent variable is not significantly different across levels of the moderator. 
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INPUT FOR ONEWAY ANOVA

Weak Strong

Y-Mean 

Weak

Y-Mean 

Strong

Absolute 

deviation 

(Zij 

Weak)

Absolute 

deviation 

(Zij 

Strong)

6 2.4

-4 -1.6 4 1.6 Anova: Single Factor

2 0.8

-8 -3.2 8 3.2

8 3.2

-2 -0.8 2 0.8 SUMMARY

4 1.6

-6 -2.4 6 2.4 Groups Count Sum Average Variance

10 4

0 0 0 0 Absolute deviation (Zij Weak) 10 44 4.4 11.37778

8 3.2

-2 -0.8 2 0.8 Absolute deviation (Zij Strong) 10 17.6 1.76 1.820444

12 4.8

2 0.8 2 0.8

20 8

10 4 10 4

12 4.8

2 0.8 2 0.8 ANOVA

18 7.2

8 3.2 8 3.2 Source of Variation SS df MS F P-value F crit

Between Groups 34.848 1 34.848 5.280711 0.033766 4.413873

Means 10 4 Within Groups 118.784 18 6.599111

Medians 9 3.6

Total 153.632 19

Var 32.88889 5.262222

RAW DATA

The Levene's value

of 5.28 shows that 

the variances are 

significantly 

different
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Weak Strong

Y-Median 

Weak

Y-Median 

Strong

Absolute 

deviation 

(Zij 

Weak)

Absolute 

deviation 

(Zij 

Strong)

6 2.4

-3 -1.2 3 1.2 Anova: Single Factor

2 0.8

-7 -2.8 7 2.8

8 3.2

-1 -0.4 1 0.4 SUMMARY

4 1.6

-5 -2 5 2 Groups Count Sum Average Variance

10 4

1 0.4 1 0.4 Absolute deviation (Zij Weak) 10 44 4.4 12.48889

8 3.2

-1 -0.4 1 0.4 Absolute deviation (Zij Strong) 10 17.6 1.76 1.998222

12 4.8

3 1.2 3 1.2

20 8

11 4.4 11 4.4

12 4.8

3 1.2 3 1.2 ANOVA

18 7.2

9 3.6 9 3.6 Source of Variation SS df MS F P-value F crit

Between Groups 34.848 1 34.848 4.810897 0.041655 4.413873

Means 10 4 Within Groups 130.384 18 7.243556

Medians 9 3.6

Total 165.232 19

RAW DATA INPUT FOR ONEWAY ANOVA

The Brown-Forsythe 

value is, as usual,

slightly smaller but 

still shows 

significantly 

different variances
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2

B 6 2.4 -3 3 -1.4 1.96 -1.2 12 -0.56 0.3136

4 2 0.8 -7 7 2.6 6.76 -2.8 2.8 1.04 1.0816

5 8 3.2 -1 1 -3.4 11.56 -0.4 0.4 -1.36 1.8496

6 4 16 5 5 0.6 0.36 -2 ¢ 0.24 0.0576

7 10 4 1 1 -3.4 11.56 04 0.4 -1.36 1.8496

8 8 3.2 -1 1 -3.4 11.56 -0.4 0.4 -1.36 1.8496

9 12 4.8 3 3 -1.4 1.96 12 12 -0.56 0.3136
10 20 8 11 11 6.6 43.56 44 44 2.64 6.9696
11 12 4.8 3 3 -1.4 1.96 12 12 -0.56 0.3136
12 18 7.2 9 9 46 21.16 3.6 3.6 184 3.3856
13
14 df
15 pl 1
16 (N-1/(p-1) 18
37 32.8889  5.26222
18
19 Q16+(016/017)
20 FDIST(019,Q15,Q16)
21 16.4444 263111 19.07555556 IF(020<0.05,"YES","NO")
22 0.86207  0.13793
23 0.74316  0.01902
24 0.08257  0.00211 11.80811232 Welch's df
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DV

27
4.7
41
33
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6.2
6.9
6.9

3.7
57
2.8
22
6.3
6.3

6.9
15
33
27
4.7
57
6.1
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C
Residual
0.48899279
1.56314027
0.22245826

-1.0096062
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0.49179471
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-0.5809518
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0.28317721
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0.10141677
-0.8689242
0.51384075
0.58798824
0.43247673
0.57696522

D
Squared Residual
0.23911395
2.44340751
0.04948768
1.01930478

0.5408996
0.81507986
0.24186204

0.0035677

0.337505
0.68532869
0.99043255
4.03057325
1.29792529
4.45043853
1.71986239
0.57142068
0.28097549
0.08018933
0.15664284
0.86089785

0.345227
0.01028536
0.75502933
0.26403232
0.34573017
0.18703612
0.33288886

F G H I J K L

Regression Analysis ****Based on Figure 6
OVERALL FIT
Multiple R 0.41116872
R Square 0.16905972
Adjusted R Square  0.16177077
Standard Error 2.47580943
Observations 116
ANOVA Alpha 0.05

df SS MS F p-value sig
Regression 1 142.170536 142.170536 23.1939746 4.5415E-06 yes
Residual 114 698.778084 6.12963232
Total 115 840.948621

coeff std err t stat p-value lower upper
Intercept 6.89100504 0.30123077 22.8761656 2.0406E-44 6.2942692 7.48774088
Squared Residual -1.1298143 0.2345954 -4.8160123 4.5415E-06 -1.594546 -0.6650826

Breusch-Pagan Test

Chi square value 19.6109273
df 1
sig YES

=R square*sample size
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***Regress the dependent variable onto the moderator variable***

REGRESSION
/MISSING LISTWISE
JSTATISTICS COEFF OUTS R ANOVA
JCRITERIA=PIN(.05) POUT(.10)
/NOORIGIN
/DEPENDENT DV
/METHOD=ENTER Mod
/SAVE RESID.

**Compute the sgaured residuals***

COMPUTE sq_res=RES_1*RES_1.
EXECUTE.

***Regress the moderator variable onto the squared residual***

REGRESSION
SMISSING LISTWISE
JSTATISTICS COEFF QUTS R ANOVA
JCRITERIA=PIN({.05) POUT(.10)
/NOORIGIN
/DEPENDENT Mod
/METHOD=ENTER sq_res.
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Model Summary

Adjusted R Std. Error of
R Square Square the Estimate

a. Predictors: (Constant), sq_res

ANOVA,,

Sum of
Squares Mean Square

Regression 142.171 142.171 23.194
Residual 698.778 114 6.130
Total 840.949 115

a. Predictors: (Constant), sq_res
b. Dependent Variable: Mod

Coefficients,

Standardized
Unstandardized Coefficients | Coefficients
Std. Error Beta

(Constant) 6.891 22.876
sg_res -1.130 235 -.411 -4.816

a. Dependent Variable: Mod
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> ### Breuch-Pagan test for constant variance
> ## Using the bptest command in the 1mtest package:
> bptest(1lm(DV~Mod,data=Figure6data))

studentized Breusch-Pagan test

data: 1m(DV ~ Mod, data = Figure6data)
BP = 19.611, df = 1, p-value = 9.492e-06
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TITLE:
Conducting the Breusch-Fagan test in Mplus;

DATR:
FILE IS5 rv example data.dat;

VARIABLE :
NAMES ARE id PDS1 PDS2Z PDS3 PDS4 POSS POS6 age;
USEVARIABLES ARE POS1-FPOS6 age;

MISSING = ALL(=-99);

Constraint = age;

DEFINE:
standardize age;

ANALYSIS:

MODEL:
¥ BY POS1-POS6; ! Defines the latent endogencus variable.
v ON age; ! Regresses the latent dependent variable on the moderator.
¥ (resvar); ! Estimates the residual variance of y.
! Lables the residual variance of y as "resvar,"
! which allows it to be used in the MODEL CONSTRAINT command.

MODEL CONSTRARINT:
new(a b); ! pefines new intercept and slope parameters.
resvar = (atb*age)**Z; ! Constrains the residual wvariance of y to be equal
! to the regression of the squared residuals on the moderator.

OUTFUT:
SAMPSTAT;
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Console

> #Bartlett's
> bartlett.test(chatty~situation,data=chatty)

Bartlett test of homogeneity of variances

data: chatty by situation
Bartlett's K-squared = 6.3361, df = 1, p-value = 0.01183
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TITLE:
Bartlett's test in mplus example

DATR:

FILE IS5 climate.dat;
VARIRBLE:

HAMES ARE tenure POS51-POS6 L51-LS5 super;

USEVARIABLES ARE tenure FOS51-F0S6 LS1-LS5 super;

MISSING = ALL (=99);

GROUFING = super (0 = nonsupervisor, 1 = supervisor);
BNALYSIS:

TYPE = general;

ESTIMATOR= ml;
MODEL:

f1 BY LS1-LS5;
f2 BY POS1-POS6;
f1 ON f2

tenure;

MODEL nonsupervisor:

f1 BY LS1-LS5;
f2 BY POS1-POS6;
f1 ON f2
tenure;

MODEL supervisor:

f1 BY LS1-LS5;
f2 BY POS1-POS6;
f1 ON f2

tenure;

OUTFUT:
SAMPSTAT STANDARDIZED RESIDUAL TECH1 TECH4 PATTERNS;





