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Understanding
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Exercise: Let’s Ask Chat GPT

What is AI? LLM? GPT?

How do you work?

In what ways can you help me?

What are you?
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Type What It Does Key Features Where It's Used

General AI
Mimics broad human abilities to
understand and apply
knowledge.

Solves problems generally,
adapts to various situations.

Mostly theoretical:
advanced decision
systems.

Narrow AI Performs specific tasks like a
tool, within set limits.

Focused and precise, does not
think or understand.

Siri, Alexa, face ID in
phones.

GPTs Creates text that sounds like it
was written by a human.

Writes based on prompts,
used for different writing
tasks.

Chatbots, writing apps,
helping with creative ideas.

RAG / API
Uses stored information to make
AI responses more accurate and
detailed.

Pulls from databases to
improve answers.

Answering complex
questions with accurate
details.

KEY TERMS



Machine Learning and Neural
Networks aid in medical

diagnosis.

AI as a personal assistant

Desire to Be Like the Gods
Develop Tools to enhance

abilities.

Early  
Civilization

HISTORY OF ARTIFICIAL INTELLIGENCE

Tuering Computer
Turing Test

Computer’s more widely used 

1940-1980's

Desktop computers
Beginning of machine learning

The If ...Then Statement

1990's

Machines started to
outperform humans in

specific tasks.

2000-2011

2011-2020

Large Language model
brought ai to the masses

2020's

Near Future

https://th.bing.com/th/id/OIP.YxJ6Uhf7Ck_YQd_Zxn0KBAHaD6?rs=1&pid=ImgDetMain


Generating Responses:
Once the input is processed and the context is understood,
the model generates a response by predicting the next token
in a sequence based on the input and its training. It does this
iteratively until a complete and coherent response is formed.

Fine-Tuning:
By training the model further on specialized datasets, it can
be fine-tuned for specific tasks or domains, improving its
performance and relevance in particular areas.

Post-Processing:
The generated response may undergo post-processing to
ensure it is grammatically correct and contextually
appropriate. This step may also involve filtering out any
inappropriate or harmful content.

User Feedback:
Continuous user feedback helps improve the model. The
model can be updated and refined by analyzing interactions
and learning from mistakes to provide better responses over
time.

This process enables ChatGPT to generate responses that are
contextually relevant, informative, and coherent based on the
input it receive

Input Processing:
When a user types a query or prompt, it is
converted into a format that the model can
understand. This typically involves tokenization,
where the input text is split into smaller units
called tokens.

Context Understanding:
The model uses the input tokens to understand
the query's context. It considers the meaning and
relationship between words to grasp the overall
context.

Model Architecture:
ChatGPT is built on the Transformer architecture,
which includes layers of self-attention
mechanisms. These mechanisms help the model
weigh the importance of different words in the
input and capture long-range dependencies in
the text.

Training Data:
The model has been trained on a vast amount of
text data from various sources, including books,
articles, websites, and more. This training data
provides the model with a broad understanding
of language, facts, and common knowledge.

ChatGPT generates its responses through a combination of several processes. 



Applications & Use Cases
Content Creation & Editing: ChatGPT can assist in drafting articles, blog posts, and other written
content. It can provide ideas for creative writing, suggest edits for clarity and grammar, and even help
with generating poetry or storytelling.

1

Customer Service: ChatGPT can be used as a first line of support in customer service, answering
frequently asked questions and guiding users through basic troubleshooting steps.2

Tutoring: ChatGPT can serve as a learning aid in a variety of subjects, explaining concepts and
answering academic questions.3

Programming Help: ChatGPT can assist in generating code snippets, providing documentation, and
troubleshooting code issues.4

Language Translation: While not perfect, ChatGPT can provide translations for a wide range of languages.5 Brainstorming / Creativity: ChatGPT is excellent at generating idea starts and suggestions on any topic.


