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ELE-146 EXAM PREVIEW    

 

 

Instructions: 
 At your convenience and own pace, review the course material below.  When ready, 

click “Take Exam!” above to complete the live graded exam.  (Note it may take a few 
seconds for the link to pull up the exam.)  You will be able to re-take the exam as 
many times as needed to pass.   

 Upon a satisfactory completion of the course exam, which is a score of 70% or 
better, you will be provided with your course completion certificate.  Be sure to 
download and print your certificates to keep for your records.    

Exam Preview: 
1. Data centers can play different roles for cyber legacy infrastructure. Data center sites 

can be classified as having one of two main roles: Active sites or Disaster Recovery 
sites. 

a. True 
b. False 

2. Which of the following properties of a well-designed data center allows for variations 
in the data volume should not affect the DC’s quality of service? 

a. Flexibility 
b. Manageability 
c. Scalability 
d. Availability  

3. According to the reference material, Data Backup is the act of increasing the number 
of database servers which are available for clients, mainly for load balancing. 

a. True 
b. False 

4. Using Figure 10.6 Vulnerability Breakdown Based on Effect and the surrounding 
reference material, what percentage of problems lead to a denial of service in either a 
end-device or a server? 

a. 12 % 
b. 13 % 
c. 20 % 
d. 48 % 

 
 

https://www.proprofs.com/quiz-school/ugc/story.php?title=ele146-8-hrs-cyber-infrastructure-protection-vol-1-part-3-of-examv1


 

5. According to the reference material, A Denial of Service (DoS) attack is defined as an 
attack that prevents a network or a computer from providing service to the legitimate 
users. 

a. True 
b. False 

6. H.___ is an ITU defined protocol family for VoIP (audio and video) over packet-
switched data networks. The various sub protocols are encoded in Abstract Syntax 
Notation One (ASN.1) format. 

a. 323 
b. 225 
c. 332 
d. 433 

7. According to multiple reports released in the beginning of 2008, the number of 
unique malware files is increasing at an alarming rate. One study said it found almost 
___ million unique files, up from approximately 973,000 in the previous year. 

a. 4.5 
b. 5.5 
c. 6.5 
d. 7.5  

8. Using Figure 10.9. Vulnerability Breakdown Based on Source, what percentage of 
problems arise from the implementation issues? 

a. 15 % 
b. 7 % 
c. 91 % 
d. 48 % 

9. According to the reference material, device configurations have an average of ___ 
lines of code per device. A Fortune 500 enterprise that relies on an IP can easily have 
over 50 million lines of configuration code in its network. 

a. 200 
b. 300 
c. 400 
d. 500 

10. NAS are data storage devices that are connected-directly to the network with their 
own IP addresses, while SANs are storage devices which are connected to each other 
and connected to a server or a group of servers which act as access points for clients. 

a. True 
b. False 

 



PART III: TECHNICAL ASPECTS ......................... 181

Chapter 8. Resilience of Data Centers.................... 183
  Yehia H. Khalil and Adel S. Elmaghraby

Chapter 9. Developing High Fidelity Sensors 
for Intrusion Activity on Enterprise 

	 Networks ........................................................ 207
		  Edward Wagner and Anup K. Ghosh 

Chapter 10. Voice over IP: Risks, Threats, and 
	 Vulnerabilities ............................................... 223

  Angelos D. Keromytis

Chapter 11. Toward Foolproof IP Network 
Configuration Assessments ........................ .263
  Rajesh Talpade

Chapter 12. On the New Breed of Denial 
of Service (DoS) Attacks in the 

	 Internet ........................................................... 279
  Nirwan Ansari and Amey Shevtekar

About the Contributors............................................ 307

iii

CONTENTS

Preface  ..........................................................................v

ENGINEERING-PDH.COM 
| ELE-146 |



v

PREFACE

 
The Internet, as well as other telecommunication 

networks and information systems, have become an 
integrated part of our daily lives, and our dependency 
upon their underlying infrastructure is ever-increas-
ing. Unfortunately, as our dependency has grown, 
so have hostile attacks on the cyber infrastructure by 
network predators. The lack of security as a core el-
ement in the initial design of these information sys-
tems has made common desktop software, infrastruc-
ture services, and information networks increasingly 
vulnerable to continuous and innovative breakers of 
security. Worms, viruses, and spam are examples of 
attacks that cost the global economy billions of dollars 
in lost productivity. Sophisticated distributed denial 
of service (DDoS) attacks that use thousands of web 
robots (bots) on the Internet and telecommunications 
networks are on the rise. The ramifications of these at-
tacks are clear: the potential for a devastating large-
scale network failure, service interruption, or the total 
unavailability of service. 

Yet many security programs are based solely on 
reactive measures, such as the patching of software 
or the detection of attacks that have already occurred, 
instead of proactive measures that prevent attacks in 
the first place. Most of the network security configu-
rations are performed manually and require experts 
to monitor, tune security devices, and recover from 
attacks. On the other hand, attacks are getting more 
sophisticated and highly automated, which gives the 
attackers an advantage in this technology race.

A key contribution of this book is that it provides 
an integrated view and a comprehensive framework 
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of the various issues relating to cyber infrastructure 
protection. It covers not only strategy and policy is-
sues, but it also covers social, legal, and technical as-
pects of cyber security as well.

We strongly recommend this book for policymak-
ers and researchers so that they may stay abreast of 
the latest research and develop a greater understand-
ing of cyber security issues. 
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CHAPTER 8

RESILIENCE OF DATA CENTERS

Yehia H. Khalil*
Adel S. Elmaghraby*

INTRODUCTION

Data centers (DC) are the core of the national cyber 
infrastructure. With the incredible growth of critical 
data volumes in financial institutions, government 
organizations, and global companies, data centers are 
becoming larger and more distributed posing more 
challenges for operational continuity in the presence 
of experienced cyber attackers and occasional natural 
disasters. The need for resilience assessment emerged 
due to the gap in existing reliability, availability, and 
serviceability (RAS) measures. Resilience as an evalu-
ation metric leads to better proactive perspective in 
system design and management. An illustration of the 
need for resilience evaluation and a survey of relevant 
research are presented.

Many organizations now depend on their ability to 
access their data for their daily operations. Despite the 
increased power of personal computers and depart-
mental workstations, we notice an increased depen-
dency on centralized data centers due to the needs for 
data integration, data consistency, and data quality. 
With the enormous growth of critical data volumes 

________
* This work was partially funded by a grant from the U.S. Depart-
ment of Treasury through a subcontract from the University of 
Kentucky. The opinions and conclusion in this paper are the sole 
responsibility of the authors.
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for  financial, global, institute, and governmental or-
ganizations, data centers have evolved to become the 
key nerve center of the operations of these organiza-
tions. A data center is a facility used for housing a 
large number of servers/workstations, data storages 
devices, communications equipment, and monitoring 
devices as shown in Figure 8.1. The complex archi-
tecture of a data center and the variety of data types 
hosted or processed in a data center complicates their 
design, planning, and management.1

Figure 8.1. A Typical Data Center.

The fundamental purpose of any data center is to 
furnish application data access requirements; data 
center design must include operational requirements 
such as: 

•	 Physically secure and safe location.
•	 Afford reliable and dependable power supply.
•	� Healthy environment to run these devices  

safely.
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•	� Afford communications within the data center 
and with the outside world.

A well designed data center will have the follow-
ing properties:

•	� Flexibility: The ability of a DC to support new 
applications, services, and hardware substitu-
tion without major technology compatibility 
problems.

•	� Availability: There is no room for risk with crit-
ical applications so a DC should be in a good 
running condition all the time and maintain a 
high service level without any unplanned shut-
downs related to hardware failures.

•	� Scalability: Variations in the data volume 
should not affect the DC’s quality of service.

•	� Security: It maintains different factors; physi-
cal, operational, communication network, data 
storage, and application security. 

•	� Manageability: Simplicity makes it easier for 
technical support, administration staff, and for 
troubleshooting errors.2

In many scenarios, the data center is used as a 
standalone facility which is not always the case; data 
centers can play different roles for cyber legacy infra-
structure. Data center sites can be classified as having 
one of three main roles: 

1. Active Site: The main data center which process-
es all client requests and maintains local data backups. 

2. Stand-by Site: This data center is ready to pro-
cess client requests at any point of time if any request 
was redirected to it for load balancing.  It is connected 
to the active site thought fiber optics to perform syn-
chronous data replication and it is located within a 
small distance from the active site.
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3. Disaster Recovery Site: It is located geographi-
cally far away from the active site for security reasons; 
it is not ready to process user clients while the active 
site is up; and it is connected to the active site to per-
form asynchronous data replication.3

In some scenarios, those roles can be combined 
based on system requirements and the need to imple-
ment designer goals and objectives as shown in Figure 
8.2.

Figure 8.2 . Data Center Roles Summary.

To ensure the operational continuity of critical ap-
plications it is mandatory for the data center to pro-
vide satisfactory levels of data availability, integrity, 
and consistency. Yet the growing challenges that data 
centers face necessitate new methodologies and ap-
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proaches to ensure data center operational continuity, 
and threats like natural and man-made disasters and 
industrial spying elevate the necessuty for extremely 
resilient data centers. Elements of rational data centers 
include computer networks, data storage, security, 
and data mirroring as shown on Figure 8.3. 

Figure 8.3. Data Center Rational Elements.

Cyber system infrastructure evaluation is a sig-
nificant process toward systems enhancement and 
management. Conventional computer system evalua-
tors intend to examine levels of RAS for their systems 
where:

•	� A reliable system does not deliver results that 
include uncorrected corrupted data, and it 
works to correct the corruption if applicable or 
shuts the system down.

•	� Availability is the uptime of device operating 
as the percentage of total time.

•	� Serviceability measures the ease to maintain, 
diagnose, and repair the system.
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With new and emerging technologies, system 
complexity, data volumes, and new threats confirm 
the need for novel methodologies and approaches to 
assess  of  the resilience of data centers. 

Resilience is the ability of a system to resist illegiti-
mate activity and its ability to effect a speedy recovery 
as shown in Figure 8.4.4 The main aspect is to show 
how the system will be affected by the variation of the 
operational environment circumstances. However, it 
is used quite differently in different fields, for exam-
ple, computer network resilience is the ability of the 
network to provide and maintain an acceptable level 
of service under different fault or an abnormal con-
ditions caused by cyber threats or any other threats. 
While in business, resilience is the ability of a com-
pany, resource, or structure to sustain the impact of a 
business interruption, recover, and resume its opera-
tions to continue to provide minimum services. 

Figure 8.4. DC Facility Failure Process Summary.
 
The current data center metrics cover many of the 

concerns of data center designers and mangers, how-
ever there is still another set of concerns that lacks 
answers. All of the current metrics evaluate systems 
while they are operating or after a failure has oc-
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Criteria SAN NAS

Cost Expensive Inexpensive

Setup Complicated  Straightforward 

Management Easy Complicated for large 
environment 

Environment size Better for large Better for small

Disk system  
compatibility Any Device orientated 

Impact on network None Can swamp a network

curred. A proactive metric is needed to evaluate a sys-
tem during all of its stages: launched attacks, resist-
ing/adaptation to attacks, failure and recovery time, 
and patterns. 

STATE OF THE ART

Storage Research and Technologies.

Data storage is an integral part of the architecture 
of a data centers, over the years several storage solu-
tions have been developed to satisfy applications re-
quirements and demands.5 Storage Area Networks 
(SAN) and Network Area Storage (NAS) are dominat-
ing data center storage alternatives. 

NAS are data storage devices that are connected-
directly to the network with their own IP addresses, 
while SANs are storage devices which are connected 
to each other and connected to a server or a group of 
servers which act as access points for clients.6 Table 8.1 
presents preliminary guidelines for a storage solution 
selecting process.

Table 8.1. SAN vs. NAS Summary.
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SAN setup costs are getting cheaper and with 
less complicated management, so the future of SAN 
is more promising for data centers which make it the 
focus of this work. Rationally, SAN solutions have 
two components: storage servers and storage clients. The 
physical elements of SANs are as shown in Figure 8.5:

1. Disks can be connected as point-to-point with-
out an interconnection device or they can be a part 
of server-storage model. SANs are independent from 
disk types; disks, tapes, RAIDs, and file servers can be 
used.

2. Servers are fundamental elements of a SAN, 
which can be a mix of platforms and OS. 

3. Communications are implemented by a fiber 
channel, where data loss rate is zero, and there is a  
high throughput rate.

Figure 8.5. Elements of Storage Area Networks.
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Regardless of which type of storage technology is 
used within data center, storage devices are required 
to: support data Access; Protect; Store; Move; and Recover 
with minimum cost (management and setup). Tradi-
tionally researchers and engineers utilized Latency as 
a performance metric, which naturally characterizes 
hard drive access time. Input/Output (I/O) issues are 
a critical aspect of any storage solution, the gap be-
tween the server processing rate and the I/O rate is 
large. SAN producers aim to overcome this limitation 
by improving Cache memory size and Caching algo-
rithms. Yet, on the other hand, latency did not show 
how storage solutions protect & recover data, hence 
resilience metrics are required. 

It is highly recommended designating between 
two categories of the data hosted in a data center: 

1. In use data: which are accessed, modified and up-
dated.

2. In rest data: which are not used at the moment and 
only stored to be used later or for recovery purposes.

Normally, “Data In Rest” is easier to protect and 
recover while “Data In Use” requires more effort. 
Data storage solution resilience evaluation results in 
the following concerns:

1. Availability of alternative routing paths within 
the fabric cloud.

2. Routing protocols’ capability to utilize an alter-
native path with minimum cost (converging time and 
routing table size). 

3. Optimum number of local disk images, backups 
to ensure fast recovery.

4. Data backup/ mirroring process frequency. 
5. Mirroring approach impact on response time.
6. Protection techniques strength and overhead.
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A resilient storage solution will not only provide 
the optimum answer for the concerns highlighted 
above, but will also tune them up jointly, to achieve 
the maximum resilience level. 

Data Mirroring Techniques and Methodologies.

Data mirroring, data replication, and data backup 
are popular terms used in the context of data availabil-
ity, consistency, and recovery. It is vital to differentiate 
their usage, limitation, and challenges to utilize them 
for a resilient data center.7 By definition, Data Backup 
is the process of copying data (files/databases) into 
other data storage to be retrieved when needed in case 
of device failure. It is considered a regular process 
of system management and usually done overnight, 
which means a full working day’s data may be lost in 
case of a device failure. For critical applications, this 
amount of lost data is unacceptable.8

Data Replication is the act of increasing the num-
ber of database servers which are available for clients, 
mainly for load balancing. Data replication can be 
done within or off the facility. For speedy recovery 
and critical data application, Data Mirroring is manda-
tory. Data mirroring is the copying of data from one 
location to a storage device or different location in real 
time. It is always a good idea to have the mirroring 
site a safe distance from the main site.9

For resilient data centers, in addition to data rep-
lication, data mirroring is mandatory. Data mirroring 
can be implemented as synchronous or asynchronous. 
In the case of synchronous mirroring, each transaction 
is sent to the mirror site and the clients do not get a re-
sponse until the main site gets acknowledgment from 
the mirror site as shown in Figure 8.6. This approach 
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affects the system performance and increases service 
response time.

Figure 8.6. Synchronous Data Mirroring Process.

Also, data mirroring can be implemented as asyn-
chronous where the main site receives the client’s 
request, processes it, responds to the client, and then 
sends updates to the mirror site as shown in Figure 
8.7. In this case, the mirror site will be a few transac-
tions behind; but the system performance will not be 
affected.
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Figure 8.7. Asynchronous Data Mirroring Process.

Many database mirroring technologies are avail-
able on the market which require detailed investiga-
tion for the following aspects to simplify selection 
processes: 

1. Supported Platforms: Multiple platforms pro-
vide more flexibility for data centers. 

2. Change Check Capability: Current tools focus 
on  only the net data change after the last mirroring 
process occurrence.

3. Computability Issues: Most of the current tools 
work as “plug-in” with no change required for data-
base scheme and support several network topologies 
(server-server, hub-and-spokes).

4. Public Networks: New challenges for mirroring 
tools are raised when data are transmitted over public 
networks. These include: data security, TCP/IP vul-
nerability, and firewalls. 
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5. Scalability: Adding/removing sites is always 
needed regardless of how easy the reconfiguration 
process is. 

For resilient data center systems, remote sites are 
mandatory which infuses the need for powerful mir-
roring tools over public networks/Internet where a 
“hand-shaking” process requires more effort. Also 
sequential data block transmission is not appropri-
ate because of the public network/Internet nature. 
IBM Global Mirroring employs flash copy technol-
ogy which permits data blocks to be partitioned into 
smaller portions by sending them to the mirror site, 
reassembling it, and writing it to the database.

Mirroring time is the time required to mirror data 
to the remote site while pause time is where the mir-
roring tool is inactive. For many mirroring tools, those 
parameters can be controlled either by direct or in-
direct ways. Figure 8.8 illustrates two scenarios that 
show how critical the tuning of those parameters can 
be in combination with the detection time of malicious 
activities for system resilience. 

Figure 8.8. Data Mirroring Parameters and Attack 
Scenarios.
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In scenario A, data mirroring parameters worked 
together with malicious activities detection time to 
ensure that the data sent to the mirror site were er-
ror free, while in scenario B the parameters were not 
correctly tuned, which resulted in sending malicious 
data to the mirror site. Mirroring corrupted data to the 
recovery site ruins the objectives of the recovery site 
and system resilience. 

Network Connectivity Alternatives.

Network connectivity represents a significant por-
tion of data center architecture, for Interconnection, 
Data Storage, Mirroring, and Public Access as shown 
in Figure 8.9. Also, computer network subelements 
(topologies, links, connecting devices, routing proto-
cols and load balancing) are very critical aspects of 
computer network performance and resilience level.10

Figure 8.9. Data Center Network Roles Summary.

Resilience, Redundancy, and Fault Tolerance are 
widely used terms within computer network assess-
ment and design context. For decades network de-
signers and analysts used redundancy to improve 
network availability and reliability. It is essential to 
define each term. Redundancy is the process of install-
ing extra equipment to overcome any node failure. 
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It requires having a plan and tools to direct traffic 
through the replacement node, thus redundancy can-
not enhance network resilience by itself. The main 
idea of Fault Tolerance is to recognize how a node or 
device can fail and therefore take the necessary steps 
to prevent the failure. The definition of Resilience is the 
ability of a  system to maintain any disturbance with 
minimum change on performance efficiency, and to 
effect a  speedy recovery from any disturbance. 

For critical applications and legacy systems, con-
nectivity failure is an extremely hazardous situation 
because it revokes system integrity and operational 
continuity. In addition, the nature of connectivity fail-
ures is different than other computer system failures 
in the following aspects:

1. Detection: In some cases it is a complicated pro-
cess. For instance, chronic failure detection is harder 
than sudden (crash) failure detection. 

2. Cascading Nature: A simple failure can affect a 
large number of services or clients. In addition, this 
simple failure can overload other parts of the network, 
causing the system to crash resulting in more harm.

3. Origin: The same failure can be originated 
by many factors, for example, a node failure can be 
caused by power outage, software failure, or mali-
cious activities.

Network resilience assessment comprises two 
main aspects: 

1. Alternatives: It is very critical to have alterna-
tives for network elements which are not limited only 
to redundant equipment but also include alternative 
traffic routing paths. The alternative paths must be 
reserved only for major failures and ensure approxi-
mately the same cost of original route in terms of laten-
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cy and response time without causing other network 
parts failures. 

2. Recovery Tools: Redundancy is mandatory for 
resilience, in addition to tools to employ those devices 
in timely manner; routing protocols (RP) and load 
balancing algorithms (LBA) are fundamental tools to 
ensure network resilience. The ability of RP to utilize 
alternative routing paths with minimum converging 
time is essential for a resilient network. The ability of 
LBA to detect failed/recovered servers in a minimum  
amount of time is a critical issue for network resilience.

Consider the following scenario; a system that is 
using LBA with less than optimal parameter tuning 
as shown in Figure 8.10. In the first case traffic is sent 
to the server while it is down, in the second case no 
traffic is sent to server after recovery. In both cases it 
offers poor resilience level for server failure and re-
covery.11 

Figure 8.10. Load Balancing with a Poor Parameters 
Tuning Scenario.
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One of the vital parameter routing protocols chal-
lenged by multiple failures of network parts, is the 
route cost. Consider traffic sent from point A to point 
B; assuming that main route R1=(x1, x2, x7) and the al-
ternatives routes are R2=(x4, x5, x6) and R3=(x4, x3, x7) 
as shown in Figure 8.11. It is clear that x4 is common 
for both alternative routes which is not conventional 
particularly in the case of an x4 failure. Also alterna-
tive routing costs might lead to an overload of certain 
parts of the network causing even more failures.

Figure 8.11. Routing Protocols Concerns Summary.

Security Challenges and Opportunities.

The fact that the data center is the core of any legacy 
system and it hosts large critical data volumes make it 
a target for all type of attacks, physical or cyber. Sur-
veillance cam, high-tech doors, and other technologies 
improve the data center’s physical security. However, 
on the other hand, data center cyber security is a much 
more challenging process.12

Potential network Vulnerabilities, Threats, and At-
tacks must be identified to minimize security concerns. 
System Vulnerabilities refer to weaknesses in the system 
that can be attacked, while Threats are the potential to 
cause damage to data center resources. Attacks are the 
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actual use of  system Vulnerability to put Threats into 
action. System hacking is a continuous process where 
hackers continue to discover system vulnerabilities to 
develop attacks as depicted in Figure 8.12.

Figure 8.12. Developing Attacks Process.

Enumerating all possible data center vulnerabili-
ties, threats, and attacks in an exact list is not feasible, 
yet they can be categorized as Table 8.2 shows.
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Table 8.2. Vulnerabilities, Threats, and Attacks 
Categories Summary.

Even as the hacker is working hard to elude data 
center security, data center designers, venders, and 
security teams are working just as hard to ensure data 
center safety and security. Their efforts have produced 
many technologies such as firewalls, intrusion detec-
tion and prevention tools, DoS and DDoS detection 
and mitigation, access lists, and access restriction. 

Data center security has three layers: (1) networks, 
(2) applications, and (3) databases. Figure 8.13 dem-
onstrates the security mechanisms that are currently 
available.

Vulnerabilities Threats Attacks

Designing Intrusion Denial of Service (DoS) and 
Distributed DoS (DDoS)

Technologies Spam Un-authorized Access

Applications Worm Information Tampering

Database Virus Cross-site Scripting

Networks Malware IP Spoofing 

Monitoring tools Spyware Insider Malicious Activities 
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Figure 8.13. Security Layers Summary.

Security evaluation is done for different purposes:
1. Products, organization, application accredita-

tion.
2. For the development and enhancement of secu-

rity policies, methodologies, and technologies.

Researchers and system developers focus on the 
second perspective: Legacy system security assess-
ment is a very complex process for many reasons:

•	� Data Characteristics: Each data type is targeted 
by certain hackers and attacks, as in the case of 
financial, military, and industrial data.

•	� Data Status: Data that is in an Operation mode 
is harder to protect, while data in a Rest mode 
requires less effort.

•	� System Design: Used for utilities, manufactur-
ing companies. These systems will have two 
networks: business and control. This type of 
design increases system vulnerabilities and re-
quires special arrangements to ensure network 
isolation.
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For a resilient data center, security technologies 
and methodologies are expected to guarantee system 
functionality, information assurance, events manage-
ment, and correlations. Consequently, security poli-
cies must ensure a speedy detection process and the 
ability to utilize system resources to mitigate attack 
effects.

CONCLUSION

The assessment process of cyber infrastructure se-
curity requires a number of metrics including perfor-
mance, availability, and reliability. The rapid growth 
of data volumes, increased complexity of cyber infra-
structure, and the heightened levels of threat highlight 
the gap in existing evaluation metrics. Increased aware-
ness for a proactive approach addressing resilience 
in various systems including data centers demands a 
new evaluation approach. Resilience measurement of 
alternative data center designs assesses their ability 
to face man-made and natural disasters. Data center 
subsystems must be considered for a comprehensive 
resilience evaluation in addition to recovery plans 
and policies. The proposed resilience metric is proac-
tive and assesses system behavior before, during, and 
after an attack. 
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CHAPTER 9

DEVELOPING HIGH FIDELITY SENSORS
FOR INTRUSION ACTIVITY

ON ENTERPRISE NETWORKS

Edward Wagner and Anup K. Ghosh

INTRODUCTION

Future success in cyber will require flexible secu-
rity, which can respond to the dynamic nature of cur-
rent and future threats. Much of our current defenses 
are based upon fixed defenses that attempt to protect 
internal assets against external threats. Appliances 
like firewalls and proxies positioned at network seg-
ment perimeters similar to the Maginot Line attempt 
to prevent outsiders from breaking in. There are other 
mechanisms such as Public Key Infrastructure and 
antivirus software, which also provide security. This 
added layer is referred to as a “Defense in Depth” 
methodology. However, in each component of our 
security architecture vulnerabilities are revealed over 
time. These defenses lack any agility. Our defenses 
must become agile and responsive. 

In large-scale enterprise network defense, intru-
sions are detected by monitoring network flows from 
untrusted sources. Primarily, network intrusion detec-
tion systems examine traffic at Internet gateways, and 
then again at individual enterprise units or at enclave 
routers. Intrusions detected at lower organizational 
structures are detected then reported to higher report-
ing entities. The current approach to detecting intru-
sions suffers from two main problems: (1) intrusion 
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sensors are placed in locations that do not allow high 
fidelity examination of intrusion behavior; and (2) 
intrusions are detected by comparing network traffic 
to known malicious intrusion patterns. In this chap-
ter, we propose a supplemental method to correct for 
these two deficiencies. We propose high fidelity sen-
sors in the form of virtualized applications on each 
user’s machine to complement network-based sen-
sors. In addition, we equip each user such that even as 
they are reporting intrusions, their machine and data 
is protected from the intrusions they are reporting. 
Our approach will protect users from broad classes of 
malicious code attacks, while being able to detect and 
report both known and unknown attack code.

One of the core strengths of our approach is that 
most attacks are realized at the endpoint. Attack code 
is often embedded and obfuscated in network traffic 
that often flies by network sensors unnoticed. When 
reaching a vulnerable host, the code is executed. Our 
contention is that the endpoint (host) is the best place 
to detect most attack codes because it is at this point 
that the behavior of the attack codes can be observed. 
Of course, once the attack code runs, it poses a high 
potential risk to the host and network, so we virtualize 
networked applications to protect the host from the 
attack code.

The user operating environment can remain on 
the existing infrastructure, but operate in a virtual 
workspace. Bringing virtual computing to the host 
will allow compartmentalization of the environment, 
wherein untrusted applications or applications that 
run untrusted content are partitioned from the trusted 
host itself. If the untrusted application environment 
is compromised, the underlying host will remain un-
compromised. We also leverage sensor technology in 
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the virtualized environment to detect illicit changes 
and then report these to a database. The environment 
is then “refreshed” removing any persistent presence 
of a threat. The environment can be configured and 
updated frequently, then copied and distributed en 
mass. Since the provisioning of the virtual environ-
ment is done centrally, changes to the environment 
can be easily identified and captured.

This new environment becomes agile and dynam-
ic. It regains the initiative that the threat has taken and 
retained for over a decade. Malware can be stamped 
and collected as it appears. Malicious or compromised 
websites can be identified and blocked if desired, or 
monitored for intelligence purposes.

CURRENT ISSUES

According to the Center for Strategic and Interna-
tional Studies report on Cybersecurity prepared for 
President Barack Obama, potential adversaries have 
compromised and penetrated computer networks in 
the United States. These perpetrators have accessed 
and retrieved large quantities of information. In 2007, 
the compromises included the unclassified e-mail ac-
count of the Secretary of Defense and the exfiltration 
of terabytes of data from the Department of State. The 
report says that the loss of government data and intel-
lectual property threatens our economic and national 
security.1

Given this threat environment, there are signifi-
cant efforts to monitor networks. The current array of 
Intrusion Detection Systems (IDS) and Intrusion Pre-
vention Systems (IPS) are dependant on the continual 
development of signatures to find threats operating 
within the network. IDS are devices that monitor net-
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work segments with a set of signatures to match ne-
farious activity. An alert is created when a match is 
found. Analysts monitoring these systems must make 
a subjective decision whether or not to investigate the 
alert. Even if the information is correlated with other 
security devices such as firewall alerts in an Enterprise 
Security Management tool, the assessment of risk is 
imprecise. The IPS is different because it will drop 
the packets of the related session when the signatures 
match. The dropping of packets is the equivalent of 
disrupting the attack. This prevents the attack from 
being successful. While there has been continuous in-
novation to improve the ability to identify threat activ-
ity, this capability is limited by the signature’s ability 
to know the method of attack.

The use of antivirus suffers from the same inherent 
limitations of a signature-based system. The volume of 
malware is frequently described as an antivirus prob-
lem but, in fact it affects the entire system. According 
to multiple reports released in the beginning of 2008, 
the number of unique malware files is increasing at an 
alarming rate. One study said it found almost 5.5 mil-
lion unique files, up from approximately 973,000 in the 
previous year.2 The development of signatures cannot 
keep pace in a timely manner, neither can the ability to 
distribute, store, and analyze files on client hosts from 
these large databases. Thus, signature-based antivirus 
suffers from the temporal dynamics of rate of change 
of malware, the broad proliferation of malware, and 
the scalability of the distribution and storage of anti-
virus signatures. Attacks will frequently elicit the as-
sistance of users through an e-mail directing them to 
a website with malware. At other times, legitimate 
websites are unknowingly compromised. One study 
of 145,000 commonly visited Chinese websites found 
2,149, or 1.49 percent, had malicious content.”3
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The development of signatures requires the invest-
ment of resources to analyze attacks to understand the 
tactics, techniques, and procedures and then develop 
corresponding signatures. The cycle typically begins 
with actors identifying vulnerabilities, it next moves 
to the development of exploit code where defenders 
are continually seeking the formulation of mitigation 
strategies to prevent attacks. 

There are huge resources poured into the discov-
ery of vulnerabilities. Those who seek information 
on vulnerabilities are both network attackers and de-
fenders alike. Sutton and Nagle describe the emerging 
economic market of identifying vulnerabilities in their 
paper to the Workshop on Economics of Information 
Security, 2006 titled: “iDefense gains revenue by di-
rectly reselling the information, while TippingPoint 
profits by offering exclusive protection against the 
vulnerabilities they purchase via their intrusion de-
tection system (IDS) product.”4 Frequently, observers 
focus on the price paid as a result of cyber attacks, but 
few recognize the transactions occurring to develop 
signatures and other network defense measures ver-
sus the effort to exploit them.

Large organizations spend considerable resources 
to maintain their IDS/IPS infrastructure and the cor-
responding signature base. Smaller organizations fre-
quently outsource some of the effort through signature 
subscription services. In order to support the develop-
ment of signatures, there is a heavy dependence on 
analytical work to find anomalies, collect malware, 
reverse engineer them, and finally develop signatures.

Companies that provide this service do so in two 
ways. Some companies provide a fee for service. They 
rely on their own collection infrastructure to collect 
malware traversing the Internet. They may use a net-
work of “honeypots” to collect the malware. Once 
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collected they analyze the malware and develop a 
signature. These signatures and the associated threat 
warnings are then provided to their customers.

Other companies provide analytical support di-
rectly to organizations and rely on the collection infra-
structure of the supported organization. Many organi-
zations object to completely outsourcing their security 
services due to information disclosure concerns. The 
Department of Defense follows this example. The col-
lection of information and resulting analysis is com-
plex and laborious. Colonel Barry Hensley, Director 
of the Army Global Network Operations Security 
Center, described the growing demand for forensic 
analysis at the Army LandWarNet conference in 2008. 
He said, “People don’t realize the forensics handling 
process involved with identifying malicious code. . . . 
It can take weeks or months.”5 

Consumers of signature support and services finds 
it difficult to measure the effectiveness of their pur-
chase. There are many key questions for example: 
How many attacks were never detected because a sig-
nature was never developed? Were any of the signa-
tures ignored by a poorly trained IDS analyst?

Victor Oppleman, Oliver Friedrichs, and Brett 
Watson further describe the breadth and width of the 
problem with IDS/IPS in Extreme Exploits: Advanced 
Defenses Against Hardcore Hacks. They identify three 
significant reasons for the problem: (1) “The granular-
ity of the signature syntax,” (2) “Whether the signature 
detects a specific exploitation of a vulnerability or the 
core vulnerability itself,” and (3) “The author of the 
signature and the protocol knowledge he possesses.”6

Some signatures are more effective than others. 
Some signatures will alert to real threats as well as other 
traffic, which is not actually an attack. Frequently this 

ENGINEERING-PDH.COM 
| ELE-146 |



213

is referred to as a false positive rate. A more granular 
signature can frequently address this problem. Some 
signatures are written based on known exploit code, 
but there may be other exploit codes that attack the 
same vulnerability, but do not alert the same signa-
ture. Finally, the effectiveness of a signature can be a 
reflection of the skill and knowledge of its author.

The problems with IDS/IPS do not simply stem 
from the development and deployment of effective 
signatures. Potential attackers are constantly look-
ing for ways to avoid detection. In “Insertion, Eva-
sion, and Denial of Service: Eluding Network Intru-
sion Detection,” Ptacek and Newsham provide three 
examples of how threats will attempt to elude IDS at 
the network (IP) and transport (TCP) layer. The three 
examples are “IP Checksum, IP TTL, and IP Fragmen-
tation.”7

In the IP Checksum example, the method data is 
verified when it travels across the Internet and can be 
manipulated to confuse an IDS/IPS. If the IDS/IPS 
does not conduct a checksum validation, it will accept 
data in an invalid packet, which would normally be 
dropped. This may result in fake data being used to 
throw off packet inspection.

The second method is when an IDS/IPS accepts a 
packet with an invalid Time-To-Live (TTL) value in 
the IP header. Normally the endpoint would drop the 
packets with an invalid value; however, the IDS/IPS 
placed at various points in the architecture may accept 
packets with an invalid value. The result is the com-
plication of the data inspection process.

The third example of obfuscation is IP Fragmenta-
tion. Threats can cause an IDS/IPS to accept inserted 
or crafted fragmentation packets for inspection that 
would normally be discarded by the endpoint. In each 
of these examples, the threat is adding packets for 
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inspection that are used to confuse the inspection of 
other packets used in an attack.

These examples are just three ways that threats 
can avoid detection by signature-based IDS/IPSs. 
There are many more, and the number of attack 
techniques are only limited by the imagination of 
the attacker. The limitations of signature-based 
IDS/IPSs described thus far do not consider the  
evolutionary nature of the attack themselves. The shift 
from targeting hosts with exploit codes to targeting 
users with phishing e-mails highlights the difficulty in 
detecting attacks.8 The attacker may target individual 
users or large groups of users with malware attached 
to an e-mail message. The malware can compromise 
the host and initiate a communication request to an 
external host controlled by the attacker. This reverses 
the attack sequence that IDS/IPSs look for when an 
external host attacks an internal host.

If an attacker establishes an encrypted connection 
between his jump off point and the compromised 
friendly host, the traffic is never assessed. IDS and 
IPSs are not able to decrypt such traffic, no signature 
will cause an alert and the analyst is never able to as-
sess the connection.

THE VIRTUAL ENVIRONMENT

Using the innovation of the Internet Cleanroom, 
developed previously at GMU,9 the user can operate in 
a virtualized environment. This provides the first level 
of protection by isolating the user from the underlying 
host. Tools to monitor and collect information about 
threats operate in the separate host operating system 
(OS), which provides integrity to the collection of 
threat information. In signature based monitoring ef-
forts, the volume of data is enormous and unmanage-
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able. Since the virtual environment presents a known 
good, changes from that state can easily be identified 
and logged. This reduces the volume of monitoring 
data.

Figure 9.1 displays the architecture of the Internet 
Cleanroom. It shows the separation of OSs, which is 
the basis for the reliability of collected data. It also 
shows the ability to compartmentalize the user’s  
environment.

Figure 9.1. Internet Cleanroom Architecture.10

The collection architecture that is possible in this 
environment is displayed in Figure 9.2. Segmentation 
of the collection mechanism and user environments is 
achieved through the use of virtualization. Another 
benefit to collecting compromised URLs at the host is 
the easy identification of the host involved in the in-
cident. Currently, the collection of data occurs at the 
network perimeter. The Domain Name Service (DNS) 
architecture begins below the collection point and the 
volume of name resolution prevents logging, there-
fore many hosts visiting known compromised web-
sites cannot be identified. Even if the URL is identified 
and blocked a host possessing malware may operate 
on the network indefinitely without remediation.
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Figure 9.2. Collection Architecture.

The Internet Cleanroom is best deployed to coin-
cide with an existing security architecture as shown 
in Figure 9.3. To maximize protection, monitoring at 
the enclave access points should continue. As noted 
before, the use of traditional IDS/IPS tools remain 
limited in their ability to detect new and sophisticated 
threats. Alternatives like extensive review of router 
logs and netflow can be very helpful. The integration 
of the Internet Cleanroom into the Security Informa-
tion Manager architecture allows the correlation of 
host data from the Internet Cleanroom with network 
alerts from IDS/IPS. The combination of these two 
technologies brings more accurate alerts to the SIM 
analyst. In the past, information security professionals 
have desired to have access to full packet capture and 
host logs in near real time. However, the data stor-
age requirements outweighed the usefulness of the 
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data. Additionally, it overwhelms the analyst with too 
much data to review. The Internet Cleanroom’s abil-
ity to gather specific information about threats as it is 
integrated into a SIM enables greater responsiveness 
for network defense.

Figure 9.3. Security Architecture.

Making Granular Data Capture Meaningful.

The Internet Cleanroom addresses the capture 
problem by logging change data. Since the host is pro-
visioned in a VM Client, changes can be easily logged 
and sent to a SIM via a syslog. Though the number 
of host remains large, smart data capture makes this 
type of collection feasible.

Figure 9.4 shows the analyst’s view of summary 
information for hosts including infections that were 
downloaded and infected websites. The infected web-
sites information provides actionable information in 
a more timely manner. This information can be pro-
vided immediately to any program to block access to 
those websites.
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Figure 9.4. Analyst’s Report View.

While the bad URLs remain of interest, the MD5 
Hash of any malware downloaded by the host is of 
great interest to the defenders of the network. To 
gather this information typically requires a forensic 
collection on an individual host. This is a manual and 
time intensive process. However, much of this collec-
tion can now be automated in the Internet Cleanroom.

As noted in Figure 9.5, the Internet Cleanroom is 
able to automate the collection of MD5 Hash of mal-
ware and that information is immediately available to 
the analyst. Instead of the lengthy analysis of forensic 
media to collect this information, it can be obtained 
as it happens. If shared with scanning tools, which 
search for malware by MD5 Hash, network defend-
ers can be more responsive in their ability to identify 
infected hosts.
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Figure 9.5. MD5 Hash of Malware.

The discovery of malware in near real time can as-
sist in the recognition of new threat trends. Adjust-
ments to perimeter defenses can be made before the 
loss of the initiative. This type of dynamic defense 
changes the static intransient defense that has been 
unable to respond in time to developing threats.
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CONCLUSIONS

Current defenses largely rely on signature-based 
mechanisms in the network or on the host to detect 
attacks. These techniques have become largely ineffec-
tive as the proliferation of malicious software shows. 
The primary reason for their ineffectiveness is because 
malware changes its signatures faster than the mecha-
nisms have been developed to capture malware, and 
then create and distribute those signatures. In addi-
tion, we argue that network-based sensors are not 
adequate for detecting threats against networks. To 
address these deficiencies, we propose that the enter-
prise computer network defense architecture should 
include a virtualized application solution that: (a) 
protects users from unknown future infections (sig-
nature-free defenses), and (b) provides detecting and 
reporting of unauthorized system changes to a collec-
tion database.

The most obvious example of our proposed ap-
proach is a virtualized browser that users employ just 
as they use their native browser. The proposed virtu-
alized browser, Internet Cleanroom, protects the user 
from malicious web content, while also monitoring 
the virtual OS for any unauthorized changes that may 
occur as a result of browsing. The virtualized archi-
tecture effectively partitions untrusted applications 
and content from the underlying operating system 
and other applications. Any unauthorized changes are 
noted, then the virtual OS is discarded, and a pristine 
environment restored, all without any virtualization 
expertise required. The proposed approach provides 
high-fidelity detection of malicious code threats that 
can be later analyzed in forensic detail, while also pro-
tecting the user from currently unknown threats.

ENGINEERING-PDH.COM 
| ELE-146 |



221

ENDNOTES - CHAPTER 9

1. Co-Chairs, Representative James R. Langevin, Represen-
tative Michael T. McCaul, Scott Charney, Lieutenant General 
(USAF, Ret.) Harry Raduege, and Project Director James A. Lewis, 
“Securing Cyberspace for the 44th Presidency,” Washington, DC: 
Center for Strategic and International Studies, December 2008.

2. T. Wilson, “Malware Quietly Reaching Epidemic Levels: New 
Reports Say Malware Increased by a Factor of Five to 10 in 2007,” 
Dark Reading, January 16, 2008, available from www.darkreading.
com/security/vulnerabilities/showArticle.jhtml?articleID=208803810.

3. Jianwei Zhuge, Thorsten Holz, Chengyu Song, Jinpeng 
Guo, Xinhui Han, and Wei Zou, “Studying Malicious Websites 
and the Underground Economy on the Chinese Web,” Workshop 
on the Economics of Information Security, WEIS, 2008, available 
from weis2008.econinfosec.org/papers/Holz.pdf.

4. Michael Sutton and Frank Nagle, “Emerging Economic 
Models for Vulnerability Research,” Workshop on the Econom-
ics of Information Security, WEIS, 2006, available from weis2006.
econinfosec.org/docs/17.pdf.

5. Wyatt Kash, “Army cyber ops faces forensic backlog,” Gov-
ernment Computer News (GCN), August 20, 2008, available from 
www.gcn.com/online/vol1_no1/46946-1.html.

6. Victor Oppleman, Oliver Friedrichs, and Brett Watson, 
“Chapter 7, Intrusion Detection and Prevention,” Extreme Ex-
ploits: Advanced Defenses Against Hardcore Hacks, Emeryville, CA: 
McGraw-Hill/Osborne, 2005, available from common.books24x7.
com/book/id_11979/book.asp.

7. Thomas H. Ptacek and Timothy N. Newsham, “Insertion, 
Evasion, and Denial of Service: Eluding Network Intrusion Detec-
tion,” available from insecure.org/stf/secnet_ids/secnet_ids.html.

8. “Chapter XII, Deception in Cyber Attacks,” in Lech J. Janc-
zewski and Andrew M. Colarik, eds., Cyber Warfare and Cyber 
Terrorism, Hershey, PA: IGI Publishing, 2008,  available from 
common.books24x7.com/book/id_20791/book.asp.

ENGINEERING-PDH.COM 
| ELE-146 |



222

9. Wang Jiang, Anup K. Ghosh, and Huang Yih, “Internet 
Cleanroom: A System to Use On-Demand Virtualization to En-
hance Client-Side Security,” Washington, DC: Center for Secure 
Information Systems (CSIS), George Mason University, June 6, 
2008.

10. Wang Jiang, Anup K. Ghosh, and Huang Yih, “Web Ca-
naries: a Large-scale Distributed Sensor for Detecting Malicious 
Web Sites via a Virtualized Web Browser,” Washington, DC: Cen-
ter for Secure Information Systems (CSIS), George Mason Univer-
sity, November 2008, p. 6, available from CollaborateCom.org/2008/
program.php.

ENGINEERING-PDH.COM 
| ELE-146 |



223

CHAPTER 10

VOICE OVER IP:
RISKS, THREATS, AND VULNERABILITIES*

Angelos D. Keromytis

INTRODUCTION

Voice over Internet Protocol (VoIP) and Internet 
Multimedia Subsystem (IMS) technologies are rapidly 
being adopted by consumers, enterprises, govern-
ments, and militaries. These technologies offer higher 
flexibility and more features than the traditional pub-
lic-switched telephone network (PSTN) infrastruc-
ture, as well as the potential for lower cost through 
equipment consolidation and, for the consumer mar-
ket, new business models. However, VoIP/IMS sys-
tems also represent a higher complexity in terms of 
architecture, protocols, and implementation, with a 
corresponding increase in the potential for misuse. 
Here, we begin to examine the current state of affairs 
on VoIP/IMS security through a survey of known/
disclosed security vulnerabilities in bug-tracking da-
tabases. This chapter should serve as a starting point 
for understanding the threats and risks in a rapidly 
evolving set of technologies that are more frequently 
being deployed and used. Our goal is to gain a better 
understanding of the security landscape, with respect 
to VOIP/IMS, to encourage future research toward 
this and other similar emerging technologies.

The rate at which new technologies are being in-
troduced and adopted by society has been steadily 
____________

*This work was supported by the French National Research 
Agency (ANR) under Contract ANR-08-VERS-017.  
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accelerating throughout human history. The advent 
of pervasive computing and telecommunications has 
reinforced this trend. In this environment of constant 
innovation, individuals, governments, and organiza-
tions have been struggling to manage the tension be-
tween reaping the benefits of new technologies while 
understanding and managing their risks. In this strug-
gle, cost reductions, convenience, and new features 
typically overcome security concerns. As a result, 
security experts (but also the government and courts 
of law) are often left with the task of playing “catch 
up” with those who exploit flaws to further their own 
goals. This is the situation we find ourselves in with 
respect to one popular class of technologies collective-
ly referred to as VoIP. VoIP, sometimes also referred 
to as Internet Multimedia Subsystem (IMS), refers to 
a class of products that enable advanced communica-
tion services over data networks. While voice is a key 
aspect in such products, video and other capabilities  
(e.g., collaborative editing, whiteboard file sharing, 
and calendaring) are all supported. The key advan-
tages of VoIP/IMS are flexibility and low cost. The 
former derives from the generally open architectures 
and software-based implementation, while the latter 
is due to new business models, equipment, network-
link consolidation, and ubiquitous consumer-grade 
broadband connectivity.  Due to these benefits, VoIP 
has experienced a rapid uptake in both the enterprise 
and consumer markets. An increasing number of en-
terprises are replacing their internal phone switches 
with VoIP-based systems, both to introduce new fea-
tures and to eliminate redundant equipment. Con-
sumers have embraced a host of technologies with dif-
ferent features and costs, including Peer to Peer (P2P) 
calling, Internet-to-phone network bridging, and 
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wireless VoIP. These new technologies and business 
models are being promoted by a new generation of 
startup companies that are challenging the traditional 
status quo in telephony and personal telecommunica-
tions. As a result, a number of PSTN providers have 
already completed or are in the process of transition-
ing from circuit-switched networks to VoIP-friendly 
packet-switched backbones. Finally, as the commer-
cial and consumer sectors go, so do governments and 
militaries due to cost reduction concerns and the gen-
eral dependence on Commercial-off-the-Shelf (COTS) 
equipment for the majority of their computing needs. 
However, higher complexity is often the price we pay 
for more flexibility. In the case of VoIP/IMS technolo-
gies, a number of factors contribute to architectural, 
protocol, implementation, and operational complexity.

The number and complexity of the various features 
integrated in a product are perhaps the single largest 
source of complexity. For example, voice and video 
transmission typically allow for a variety of codecs 
which may be used in almost-arbitrary combinations. 
Since one of the biggest selling points for VoIP/IMS is 
feature-richness and the desire to unify personal com-
munications under the same umbrella, this is a par-
ticularly pertinent concern.

Openness and modularity, generally considered 
desirable traits, allow for a number of independent 
implementations and products. Each of these comes 
with its own parameters and design choices. Interop-
erability concerns and customer feedback then lead to 
an ever-growing baseline of supported features for all 
products. A compounding factor to increasing com-
plexity for much of the open VoIP is the “design-by-
committee” syndrome, which typically leads to larger, 
more inclusive specifications than would otherwise 
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be the case (e.g., in a closed, proprietary environment 
such as the wire line telephony network from 20 years 
ago).

Because VoIP systems are envisioned to operate 
in a variety of environments, business settings, and 
network conditions, they must offer considerable 
configurability, which in turn leads to high complex-
ity. Of particular concern are unforeseen feature in-
teractions and other emergent properties. Finally, 
VoIPs are generally meant to work over a public data 
network (e.g., the Internet), or an enterprise/operator 
network that uses the same underlying technology. 
As a result, there is a substantial amount of non-VoIP 
infrastructure that is critical for the correct operation 
of the system, including such protocols/services  as 
Dynamic Host Configuration Protocol (DHCP),1 Do-
main Name System (DNS),2 Trivial File Transfer Pro-
tocol/Bootstrap Protocol (TFTP/BOOTP),3 Network 
Address Translation ([NAT],4 and NAT traversal pro-
tocols such as Simple Traversal of UDP through NATs 
[STUN]),5 Network Time Protocol (NTP),6 Simple 
Network Management Protocol (SNMP),7 routing the 
web (HTTP,8 LS/SSL,9 etc.), and many others. As we 
shall see, even a “perfectly secure” VoIP system can 
be compromised by subverting elements of this infra-
structure. Because of this complexity, which manifests 
itself both in terms of configuration options and size 
of the code base for VoIP implementations, VoIP sys-
tems represent a very large attack surface. Thus, one 
should expect to encounter, over time, security prob-
lems arising from design flaws (e.g., exploitable proto-
col weaknesses), undesirable feature interactions (e.g., 
combinations of components that make new attacks 
possible or existing/known attacks easier), unfore-
seen dependencies (e.g., compromise paths through 
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seemingly unrelated protocols), weak configurations, 
and, not least, implementation flaws. In this chapter, 
we attempt a first effort at mapping out the space of 
VoIP threats and risks by conducting a survey of the 
“actually seen” vulnerabilities and attacks, as reported 
by the popular press and by bug-tracking databases. 
Our work is by necessity evolutionary in nature, and 
this chapter represents a current (and limited) snap-
shot of the complete space. Nonetheless, we believe 
that it will serve as a valuable starting point for under-
standing the bigger problem and as a basis for a more 
comprehensive analysis in the future.

Chapter Organization.

The remainder of this chapter is organized as fol-
lows. The second section contains a brief over view of 
two major VoIP technologies, Session Initiation Proto-
col (SIP) and Unlicensed Mobile Access (UMA). While 
we refer to other VoIP/IMS systems throughout the 
discussion, we focus on the specific two technologies 
as they are representative, widely used, and well-doc-
umented. We discuss VoIP threats in the third section, 
placing known attacks against VoIP systems within 
the taxonomy proposed by the VoIP Security Alli-
ance. We analyze our findings in the fourth section. In 
the final section, we conclude with some preliminary 
thoughts on the current state of VoIP security, and on 
possible future directions for security research and 
practices.
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VOIP TECHNOLOGIES OVERVIEW

In their simplest form, VoIP technologies enable 
two (or more) devices to transmit and receive real-
time audio traffic that allows their respective users to 
communicate. In general, VoIP architectures are parti-
tioned in two main components: signaling and media 
transfer. Signaling covers both abstract notions, such 
as endpoint naming and addressing, and concrete 
protocol functions such as parameter negotiation, ac-
cess control, billing, proxying, and NAT traversal.

Depending on the architecture, quality of service 
(QoS) and device configuration/management may 
also be part of the signaling protocol (or protocol 
family). The media transfer aspect of VoIP systems 
generally includes a comparatively simpler protocol 
for encapsulating data, with support for multiple co-
decs and (often, but not always) content security. A 
commonly used media transfer protocol is Real-time 
Transport Protocol (RTP),10 with a version supporting 
encryption and integrity, Secure Real-time Transport 
Protocol (SRTP),11 defined but not yet widely used. 
The RTP protocol family also includes RTP Control 
Protocol (RTCP), which is used to control certain 
RTP parameters between communicating endpoints. 
However, a variety of other features are also gener-
ally desired by users and offered by providers as a 
means for differentiation by competing technologies 
and services, such as video, integration with calendar-
ing, file sharing, and bridging to other networks (e.g., 
to the “regular” telephony network). Furthermore, 
a number of different decisions may be made when 
designing a VoIP system, reflecting different require-
ments and approaches to addressing, billing, mobil-
ity, security and access control, usability, and other 
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issues. Consequently, there exists a variety of differ-
ent VoIP/IP Multimedia Subsystem (IMS) protocols 
and architectures. For concreteness, we will focus our 
attention on a popular and widely deployed technol-
ogy: the Session Initiation Protocol (SIP).12 We will 
also discuss the UMA architecture,13 as a different ap-
proach to VoIP that is gaining traction among wireless 
telephony operators. In the rest of this section, we give 
a high-level overview of SIP and UMA, followed by 
a brief description of the salient points of a few other 
popular VoIP systems, such as H.323 and Skype. We 
will refer back to this overview in the third section of 
this chapter when we provide a discussion of the the 
threat and specific vulnerabilities.

Session Initiation Protocol (SIP).

SIP is a protocol standardized by the Internet Engi-
neering Task Force (IETF) and is designed to support 
the setup of bidirectional communication sessions in-
cluding, but not limited to, VoIP calls. It is similar in 
some ways to HTTP in that it is text-based, has a re-
quest-response structure, and even uses a mechanism 
based on the HTTP Digest Authentication14 for user 
authentication. However, it is an inherently stateful 
protocol that supports interaction with multiple net-
work components (e.g., middle boxes such as PSTN 
bridges). While its finite state machine is seemingly 
simple, in practice it has become quite large and com-
plicated, an observation supported by the fact that the 
main SIP Requests for Comments (RFC) 15 is one of the 
longest ever defined.   SIP can operate over a number 
of transport protocols, including Tranmission Control 
Protocol (TCP),16 User Datagram Protocol (UDP),17 and 
Stream Control Transmission Protocol (SCTP).18 UDP 
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is generally the preferred method due to simplicity 
and performance, although TCP has the advantage of 
supporting Transport Layer Security (TLS) protection 
of call setup. However, recent work on Datagram TLS 
(DTLS)19 may render this irrelevant. SCTP, on the oth-
er hand, offers several advantages over both TCP and 
UDP, including Denial of Service (DoS) resistance,20 
multi-homing and mobility support, and logical con-
nection multiplexing over a single channel. In the SIP 
architecture, the main entities are endpoints (whether 
soft phones or physical devices), a proxy server, a reg-
istrar, a redirect server, and a location server. Figure 
10.1 shows a high-level view of the SIP entity interac-
tions.  

Figure 10.1. Session Initiation Protocol (SIP) Entity 
Interactions.

The User, Alice, registers with her domain’s Reg-
istrar (1), which stores the information in the Location 
Server (2). When placing a call, Alice contacts her Lo-
cal Proxy Server (3), which may consult the Location 
Server (4). A call may be forwarded to another Proxy 
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Server (5), which will consult its domain Location 
Server (6) before forwarding the call to the final recipi-
ent. After the SIP negotiation terminates, RTP is used 
directly between Alice and Bob to transfer media con-
tent. For simplicity, this diagram does not show the 
possible interaction between Alice and a Redirection 
Server (which would, in turn, interact with the Loca-
tion Server). The registrar, proxy, and redirect servers 
may be combined, or they may be separate entities op-
erated independently. Endpoints communicate with a 
registrar to indicate their presence. This information 
is stored in the location server. A user may be regis-
tered via multiple endpoints simultaneously. During 
call setup, the endpoint communicates with the proxy 
which uses the location server to determine where the 
call should be routed. This may be another endpoint 
in the same network (e.g., within the same enterprise), 
or another proxy server in another network. Alterna-
tively, endpoints may use a redirect server to directly 
determine where a call should be directed and, redirect 
servers consult with the location server in the same 
way that proxy servers operate during call setup.

Once an end-to-end channel has been established 
(through one or more proxies) between the two end-
points, SIP negotiates the actual session parameters 
(such as the codecs, RTP ports, etc.) using the Session 
Description Protocol (SDP).21 Figure 10.2 shows the 
message exchanges during a two-party call setup. Al-
ice sends an INVITE message to the proxy server, op-
tionally containing session parameter information en-
coded within SDP. The proxy forwards this message 
directly to Bob, if Alice and Bob are users of the same 
domain. If Bob is registered in a different domain, 
the message will be relayed to Bob’s proxy, and from 
there to Bob. Note that the message may be forwarded 
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to multiple endpoints if Bob is registered from mul-
tiple locations. While these are ringing (or otherwise 
indicating that a call setup is being requested), RING-
ING messages are sent back to Alice. Once the call has 
been accepted, an OK message is sent to Alice contain-
ing Bob’s preferred parameters encoded within SDP. 
Alice responds with an ACK message. Alice’s session 
parameter preferences may be encoded in the INVITE 
or the ACK message. (See Figure 10.2.) 

Figure 10.2. Message Exchanges During an SIP-
Based Two-Party Call Setup.

Following this exchange, the two endpoints can 
begin transmitting voice, video, or other content (as 
negotiated) using the agreed-upon media transport 
protocol, typically RTP. While the signaling traffic 
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may be relayed through a number of SIP proxies, the 
media traffic is exchanged directly between the two 
endpoints. When bridging different networks, e.g., 
PSTN and SIP, media gateways may disrupt the end-
to-end nature of the media transfer. These entities 
translate content (e.g., audio) between the formats 
that are supported by the different networks.  

Because signaling and media transfer operate in-
dependent of each other, the endpoints are respon-
sible for indicating to the proxies that the call has been 
terminated, using a BYE message which is relayed 
through the proxies along the same path as the call 
setup messages. There are many other protocol inter-
actions supported by SIP that cover many common 
(and uncommon) scenarios including call forwarding 
(manual or automatic), conference calling, voicemail, 
etc. Typically, this is done by semantically overload-
ing SIP messages such that they can play various roles 
in different parts of the call. The third section contains 
examples of how this flexibility and protocol modu-
larity can be used to attack the system. All SIP traffic 
is transmitted over port 5060 (UDP or TCP). The ports 
used for the media traffic, however, are dynamic and 
negotiated via Session Description Protocol (SDP) dur-
ing call setup. This poses some problems when NAT 
or firewalls are traversed. Typically, these have to be 
stateful and understand the SIP exchanges so that 
they can open the appropriate RTP ports for the media 
transfer. In the case of NAT traversal, endpoints may 
use protocols like STUN to enable communication. Al-
ternatively, the Universal Plug-and-Play (uPnP) pro-
tocol 2 may be used in some environments, such as 
residential broadband networks consisting of a single 
subnet behind a NAT gateway. Authentication be-
tween endpoints, the registrar, and the proxy typically 
uses HTTP Digest Authentication, as shown in Figure 
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10.3. This is a simple challenge-response protocol that 
uses a shared secret key along with a username, do-
main name, a nonce, and specific fields from the SIP 
message to compute a cryptographic hash. Using this 
mechanism, passwords are not transmitted in plain-
text form over the network. It is worth noting that au-
thentication may be requested at almost any point.

Figure 10.3. SIP Digest Authentication.

Later, we will see an example where this protocol 
can be abused by a malicious party to conduct toll fraud 
in some environments. For more complex authenti-
cation scenarios, SIP can use Secure/Multipurpose 
Internet Mail Extensions (S/MIME) encapsulation22 

to carry complex payloads, including public keys 
and certificates. When TCP is used as the transport 
protocol for SIP, TLS can be used to protect the SIP  
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messages. TLS is required for communication among 
proxies, registrars, and redirect servers, but only rec-
ommended between endpoints and proxies or reg-
istrars. Alternatively, IPsec23 may be used to protect 
all communications, regardless of the transport pro-
tocol. However, because few implementations inte-
grate SIP, RTP, and IPsec, it is left to system admin-
istrators to figure out how to setup and manage such 
configurations. 

Unlicensed Mobile Access.

UMA is a 3 Generation Partnership Project (3GPP) 
standard for enabling transparent access to mobile 
circuit-switched voice networks, packet-switch data 
networks, and IMS services using any IP-based sub-
strate. Handsets supporting UMA can roam between 
the operator’s wireless network (usually referred to 
as a Radio Access Network, or RAN) and the Internet 
without losing access. For example, a call that is initi-
ated over the RAN can then be routed without being 
dropped and with no user intervention over the public 
Internet if conditions are more favorable (e.g., stron-
ger WiFi signal in the user’s premises, or in a hotel 
wireless hotspot while traveling abroad). For consum-
ers, UMA offers better connectivity and the possibility 
of lower cost by enabling new business models and 
reducing roaming charges (under some scenarios). 
For operators, UMA reduces the need for additional 
spectrum; cell phone towers and related equipment. 
A variety of cell phones supporting UMA over WiFi 
currently exist, along with home gateways and USB-
stick soft phones. More recently, some operators 
have introduced femto cells (ultra-low power RAN 
cells intended for consumer-directed deployment) 
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that can act as UMA gateways, allowing any mobile 
handset to take advantage of UMA where such de-
vices are deployed. The basic approach behind UMA 
is to encapsulate complete Global System for Mobile 
(GSM) and 3rd Generation (3G) radio frames (except 
for the over-the-air crypto) inside IP packets. These 
can then be transmitted over any IP network, includ-
ing the Internet. This means that the mobile operator 
can continue to use the existing back-end equipment; 
all that is needed is a gateway that encapsulates the 
GSM/3G frames and injects them to the existing cir-
cuit-switched network (for voice calls), as can be seen 
in Figure 10.4.  To protect both signaling and media 
traffic confidentiality and integrity while traversing 
un-trusted (and untrustworthy) networks, UMA uses 
Internet Protocol Security (IPSec). All traffic between 
the handset (or, more generally, UMA endpoint) 
and the provider’s UMA Network Controller (or a 
firewall/Virtual Private Network [VPN] concentrator 
screening traffic) is encrypted and integrity-protected 
using Encapsulating Security Payload (ESP).24

Figure 10.4. Unlicensed Mobile Access (UMA)  
Conceptual Architecture During a Call Setup.
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The use of IPSec provides a high level of security 
for network traffic, once keys and other parameters 
have been negotiated. For that purpose, the Internet 
Key Exchange version 2 (IKEv2) key management 
protocol25 is used. Authentication uses the Extensible 
Authentication Protocol method for GSM Subscriber 
Identity Module (EAP-SIM)26 (for GSM handsets) and 
Extensible Authentication Protocol method for UMTS 
Authentication and Key Agreement (EAP-AKA)27 (for 
UMTS handsets) profiles. Authentication is asymmet-
ric: the provider authenticates to the handset using 
digital signatures and public key certificates, while 
the handset authenticates using a SIM-embedded se-
cret key. It is worth pointing out that UMA provides 
stronger authentication guarantees than the baseline 
cell phone network in that the provider does not au-
thenticate to the handset in a RAN. Furthermore, the 
cryptographic algorithms used in IPSec Advanced 
Encryption Standard and 3 Data Encryption Standard 
(AES and 3DES) are considered significantly stronger 
than the on-the-air algorithms used in GSM.  Despite 
the use of strong cryptography and sound protocols, 
UMA introduces some new risks in the operator net-
works, since these now have to be connected to the 
public Internet in a much more intimate fashion. In 
particular, the security gateway must process IPSec 
traffic, including the relatively complex IKEv2 pro-
tocol, and a number of UMA-related discovery and 
configuration protocols. These significantly increase 
the attack surface and overall security exposure of the 
operators.
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Other VoIP/IMS Systems.

H.323 is an ITU defined protocol family for VoIP 
(audio and video) over packet-switched data net-
works. The various sub protocols are encoded in Ab-
stract Syntax Notation One (ASN.1) format. In the 
H.323 world, the main entities are terminals (software 
or physical phones), a gateway, a gatekeeper, and a 
back-end service. The gate keeper is responsible for ad-
dress resolution, controlling bandwidth use, and oth-
er management functions while the gateway connects 
the H.323 network with other networks (e.g., PSTN, 
or a SIP network). The back-end service maintains 
data about the terminals, including configuration, ac-
cess billing rights, etc. An optional multipoint control 
unit may also exist to enable multipoint communica-
tions, such as a teleconference. To setup an H.323 call, 
terminals first interact with the gatekeeper using the 
H.225 protocol over either TCP or UDP to receive au-
thorization and to perform address resolution. Using 
the same protocol, they then establish the end-to-end 
connection to the remote terminal (possibly through 
one or more gateways). At that point, H.245 over TCP 
is used to negotiate the parameters for the actual me-
dia transfer, including ports, which uses RTP (as in 
the case of SIP). Authentication may be requested at 
several steps during call setup, and typically depends 
on symmetric keys but may also use digital signa-
tures. Voice encryption is also supported through 
SRTP and MIKEY.28 Unlike SIP, H.323 does not use a 
well-known port, making firewall traversal even more 
complicated.  Skype3 is a P2P VoIP system that was 
originally available as a soft phone for desktop com-
puters but has since been integrated into cell phones 
and other handheld devices, either as an add-on or 
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as the exclusive communication mechanism. It offers 
voice, video, and text messaging to all other Skype 
users free of charge, and provides bridging (typically 
for a fee) to the PSTN both for outgoing and incoming 
calls and text messages (SMS). The underlying proto-
col is proprietary, and the software itself incorporates 
several anti-reverse engineering techniques. Nonethe-
less, some analysis29 and reverse engineering30 have 
taken place, indicating both the ubiquitous use of 
strong cryptography and the presence of some soft-
ware bugs (at the time of the work). The system uses 
a centralized login server but is otherwise fully dis-
tributed with respect to intra-Skype communications. 
A number of chat (IM) networks, such as the AOL In-
stant Messenger, Microsoft’s Live Messenger, Yahoo! 
Messenger, and Google Talk offer voice and video ca-
pabilities as well. Although each network uses its own 
(often proprietary) protocol, bridges exist between 
most of them, allowing inter-IM communication at the 
text level. In most of these networks, users can place 
outgoing voice calls to the PSTN. Some popular IM 
clients also integrate SIP support.

VOIP THREATS 

In trying to understand the threat space against 
VoIP, our approach is to place known vulnerabilities 
within a structured framework. While a single taxon-
omy is not likely to be definitive, using several differ-
ent viewpoints and mapping the vulnerability space 
along several axes may reveal trends and other areas 
that merit further analysis. As a starting point, we use 
the taxonomy provided by the Voice over IP Security 
Alliance (VOIPSA). VOIPSA is a vendor-neutral, not 
for profit organization composed of VoIP and security 
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vendors, organizations, and individuals with an inter-
est in securing VoIP protocols, products, and installa-
tions. In addition, we place the surveyed vulnerabili-
ties within the traditional threat spa of confidentiality, 
integrity, and availability (CIA). Finally, we ascertain 
whether the vulnerabilities exploit bugs in the proto-
col, implementation, or system configuration. In fu-
ture work, we hope to expand the number of views 
to the surveyed vulnerabilities and to provide more 
in-depth analysis. The VOIPSA security threat tax-
onomy31 aims to define the security threats against 
VoIP deployments, services, and end users. The key 
elements of this taxonomy are:

1. Social threats are aimed directly against hu-
mans. For example, misconfigurations, bugs, or bad 
protocol interactions in VoIP systems may enable or 
facilitate attacks that misrepresent the identity of ma-
licious parties to users. Such attacks may then act as 
stepping stones for further attacks such as phishing, 
theft of service, or unwanted contact (spam).

2. Eavesdropping, interception, and modification 
threats cover situations where an adversary can un-
lawfully and without authorization from the parties 
concerned listen in on the signaling (call setup) or the 
content of a VoIP session, and possibly modify aspects 
of that session while avoiding detection. Examples of 
such attacks include call re-routing and interception 
of unencrypted RTP sessions.

3. Denial of service (DoS) threats have the poten-
tial to deny users access to VoIP services. This may be 
particularly problematic in the case of emergencies, or 
when a DoS attack affects all of a user’s or an organiza-
tion’s communication capabilities (i.e., when all VoIP 
and data communications are multiplexed over the 
same network which can be targeted through a DoS 
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attack). Such attacks may be VoIP-specific (exploiting 
flaws in the call setup or the implementation of ser-
vices), or VoIP-agnostic (e.g., generic traffic flooding 
attacks). They may also involve attacks with physical 
components (e.g., physically disconnecting or sever-
ing a cable) or through computing or other infrastruc-
tures (e.g., disabling the DNS server, or shutting down 
power).

4. Service abuse threats covers the improper use of 
VoIP services, especially (but not exclusively) in those 
situations where such services are offered in a com-
mercial setting. Examples of such threats include toll 
fraud and billing avoidance.32

5. Physical access threats refer to inappropriate/
unauthorized physical access to VoIP equipment, or 
to the physical layer of the network (following the ISO 
7-layer network stack model).

6. Interruption of services threats refer to nonin-
tentional problems that may nonetheless cause VoIP 
services to become unusable or inaccessible. Examples 
of such threats include loss of power due to inclement 
weather, resource exhaustion due to oversubscription, 
and performance issues that degrade call quality.

In our discussion of vulnerabilities (whether theo-
retical or demonstrated) that follows, we shall mark 
each item with a tuple (V, T, K), where: V ∈ {1, 2, 3, 4, 
5, 6}, where each number refers to an element in the 
VOIPSA threat taxonomy from above; T ∈ {C1 , I1 , A1}, 
referring to confidentiality, integrity and availability, 
respectively; K ∈ {P2 , I2 , C2 }, referring to protocol, 
implementation, and configuration respectively; and 
confidentiality via a configuration problem or bug. In 
some cases, the same underlying vulnerability may be 
used to perform different types of attacks. We will be 
discussing all such significant attack variants.

ENGINEERING-PDH.COM 
| ELE-146 |



242

Disclosed Vulnerabilities.

Threats against VoIP system availability that ex-
ploit implementation weaknesses are fairly common. 
For example, some implementations were shown to be 
vulnerable to crashes or hanging (live clock) when giv-
en empty, malformed, or large volumes of33 INVITE or 
other messages (3, A1, I2). It is worth noting that the 
same vulnerability may be present across similar pro-
tocols on the same platform and product34 due to code 
sharing and internal software structure, or to systems 
that need to understand VoIP protocols but are not 
nominally part of a VoIP system.35 The reason for the 
disproportionately large number of denial of service 
vulnerabilities is because of the ease with which such 
failure can be diagnosed, especially when the bug is 
discovered through automated testing tools (e.g., fuzz-
ers). Many of these vulnerabilities may in fact be more 
serious than a simple denial of service due to a crash, 
and could possibly lead to remote code injection and 
execution. Unexpected interactions between different 
technologies used in VoIP systems can also lead to 
vulnerabilities. For example, in some cases cross-site 
scripting (XSS) attacks were demonstrated against the 
administrator- and customer-facing management in-
terface (which was web-based) by injecting malicious 
Java script in selected SIP messages36 (1, I1, I2), often 
through Structured Query Language (SQL) injection 
vulnerabilities.37 The same vulnerability could also be 
used to commit toll fraud by targeting the underly-
ing database (4, I1, I2). XSS attacks that are not web-
oriented have also been demonstrated, with one of the 
oldest VoIP-related vulnerabilities38 permitting shell 
command execution. Another web-oriented attack 
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vector is Cross Site Request Forgery (CSRF), whereby 
users visiting a malicious page can be induced to auto-
matically (without user intervention, and often with-
out any observable indications) perform some action 
on the web servers (in this case, VoIP web-based man-
agement interface) that the browser is already authen-
ticated to).39 Other privilege-escalation vulnerabilities 
through the web interface also exist.40 The complexity 
of the SIP finite state machine has sometimes led to 
poor implementations. For example, one vulnerabil-
ity41 allowed attackers to confuse a phone receiving a 
call into silently completing the call, which allowed 
the adversary to eavesdrop on the device’s surround-
ings.

The same vulnerability could be used to deny call 
reception of the target, since the device was already 
marked as busy. In other cases, it is unclear to devel-
opers what use of a specific protocol field may be, in 
which case they may silently ignore it. Occasionally, 
such information is critical for the security of the pro-
tocol exchange, and omitting or not checking it allows 
adversaries to perform attacks such as man-in-the-
middle, or traffic interception,42 or bypass authentica-
tion checks.43

Since SIP devices are primarily software-driven, 
they are vulnerable to the same classes of vulnerabili-
ties as other software. For example, buffer overflows 
are possible even against SIP “headphones,” much less 
soft phones, allowing adversaries to gain complete 
control of the device.44 Such vulnerabilities typically 
arise from a combination of poor (nondefensive) pro-
gramming practices, insufficient testing, and the use 
of languages, such as C and C++ that support unsafe 
operations. Sometimes, these vulnerabilities appear in 
software that is not directly used in VoIP but must be 
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VoIP-aware, e.g., fire walls45 or protocol analyzers.46  It 
is also worth noting that these are not the only types of 
vulnerabilities that can lead to remote code execution.47 
Other input validation failures can allow attackers to 
download arbitrary files from a user’s machine (1, C1, 
I2) or to place calls48 (1, I1, I2) by supplying specially 
encoded URIs49 or other parameters. A significant risk 
with VoIP devices is the ability of adversaries to mis-
represent their identity (e.g., their calling number). 
Such vulnerabilities50 sometimes arise due to the lack 
of cross-checking of information provided across sev-
eral messages during call setup and throughout the 
session (1, I1, I2).

Similar failures to crosscheck and validate infor-
mation can lead to other attacks, such as indicating 
whether there is pending voicemail for the user51 (1, 
I1, I2), or where attackers may spoof incoming calls by 
directly connecting to a VoIP phone52 (1, I1, I2).

Undocumented, on-by-default features are anoth-
er source of vulnerabilities. These are often remnants 
from testing and debugging during development 
that were not disabled when a product shipped.53 
As a result, they often offer privileged access to ser-
vices and data on a device that would not otherwise 
be available54 (1, C1, I2). One particularly interesting 
vulnerability allowed an attacker to place outgoing 
calls through the web management interface55 (4, I1, 
C2). A significant class of vulnerabilities in VoIP de-
vices revolves around default configurations, and in 
particular default usernames and passwords56 (2, C1 
+ I1, C2). Lists of default accounts are easy to find on 
the Internet via a search engine. Users often do not 
change these settings; this seems to be particularly so 
for administrative accounts, which are rarely (if ever) 
used in the home/Small Office Home Office (SOHO) 
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environment. Other default settings involve Network 
Time Protocol (NTP) servers57 and DNS servers58 (2, 
C1 + I1, C2). Since the boot and VoIP stacks are not 
necessarily tightly integrated, interaction with one 
protocol can have adverse effects (e.g., changing the 
perceived location of the phone) in the other proto-
col59 [2, C1, I2]). Other instances of  such vulnerabili-
ties involve improper/insufficient credential checking 
by the registrar or proxy60 or by the SNMP server,61 
which can lead to traffic interception (2, C1, I2) and 
user impersonation (1, I1, I2).    The integration of sev-
eral capabilities in VoIP products, e.g., a web server 
used for the management interface, can lead to vulner-
abilities being imported to the VoIP environment that 
would not otherwise apply. In the specific example of 
an integrated web server, directory traversal bugs62 
or similar problems (such as lack of proper authen-
tication in the web interface)63 can allow adversaries 
to read arbitrary files or other information from the 
device (1, C1, I2). SIP (or, more generally, VoIP) com-
ponents integrated with firewalls may also interact in 
undesirable ways. For example, improper handling of 
registration requests may allow attackers to receive 
messages intended for other users64 (2, C1, I2). Other 
such examples include failure to authenticate server 
certificates in wireless environments, enabling man-
in-the-middle and eavesdropping attacks65 (2, C1, I2).

Predictability and lack of proper use (or sources) 
of randomness is another vulnerability seen in VoIP 
products. For example, predictable values in SIP head-
er messages66 allows malicious users to avoid register-
ing, but continue using the service (4, I1, I2). Protocol 
responses to carefully crafted messages can reveal in-
formation about the system or its users to an attacker. 
Although this has been long understood in limited-
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domain protocols (e.g., remote login), with measures 
taken to normalize responses such that no information 
is leaked, the complexity of VoIP (and other) protocols 
make this infeasible. As a result, information disclo-
sure vulnerabilities abound67 (1, C1, I2).

Some of the most serious nonimplementation type 
of vulnerabilities are those where the specification 
permits behavior that is exploitable. For example, cer-
tain vendors permit the actual Uniform Resource In-
dentifier (URI) in a SIP INVITE call and the URI used 
as part of the Digest Authentication to differ, which 
(while arguably permitted by the specification) allows 
credential reuse and toll fraud68 (4, I1, P2). While rare, 
protocol-level vulnerabilities also exist. These repre-
sent either outright bugs in the specification, or un-
seen interaction between different protocols or proto-
col components. For large, complicated protocols such 
as SIP and H.323, where components (code, messages, 
etc.) are semantically overloaded and reused, it is 
perhaps not surprising that such emergent properties 
exist. One good example is the relay attack that is pos-
sible with the SIP Digest Authentication,69 whereby 
an adversary can reuse another party’s credentials to 
obtain unauthorized access to SIP or PSTN services 
(such as calling a premium or international phone 
line) (4, I1, P2). This attack is possible because in an 
authentication attack, both depicted in Figure 10.5, an 
authentication may be requested in response to an IN-
VITE message that is not usable in, for example, plac-
ing fraudulent calls. 
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Figure 10.5. SIP Relay Attack.

DISCUSSION

Looking at the vulnerabilities we have consid-
ered, a few patterns emerge. First, as we can see in 
our informal classification of vulnerability effects 
shown in Figure 10.6, half of the problems lead to a 
denial of service in either an end-device (phone or soft 
phone) or a server (proxy, registrar, etc.). This is not 
altogether surprising, since denial of service (espe-
cially a crash) is something that is easily diagnosed. 
In many cases, the problem was discovered by auto-
mated testing, such as protocol or software fuzzing; 
software failures are relatively easy to determine in 
such settings. Some of these vulnerabilities could in 
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fact turn out to be more serious, e.g., a memory cor-
ruption leading to a crash could be exploitable to 
mount a code injection attack. The second largest class 
of vulnerabilities allows an adversary to control the 
device, whether by code injection, default passwords 
and services, or authentication failures. Note that we 
counted a few of the vulnerabilities (approximately 
10 percent) more than once in this classification. The 
same pattern with respect to the predominance of de-
nial of service vulnerabilities holds when we look at 
the breakdown according to the VOIPSA taxonomy, 
shown in Figure 10.7. It should not be surprising that, 
given the nature of the vulnerabilities disclosed in 
Common Vulnerabilities and Exposures (CVE), we 
have no data on physical access and (accidental) inter-
ruption of services vulnerabilities. Furthermore, while 
“Access to Services” was a non-negligible component 
in the previous breakdown, it represents only 4 per-
cent here. The reason for this apparent discrepancy is 
in the different definitions of service: the specific ele-
ment in the VOIPSA taxonomy refers to VoIP-specific 
abuse, whereas our informal definition covers lower-
level system components which may not be usable in, 
for example, placing fraudulent calls. One state (data) 
resident on the system falls into the “access to data” 
category. The other observation here, is that while the 
VOIPSA taxonomy covers a broad spectrum of con-
cerns  or VoIP system designers and operators, its 
categories are perhaps too broad (and, in  some cases, 
imprecise) to help with characterizing the types of 
bugs we have examined.
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Figure 10.6. Vulnerability Breakdown Based  
on Effect.

Figure 10.7. Vulnerability Breakdown Based
on VOIPSA Taxonomy.
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Most categories are self explanatory; “attack the 
user” refers to vulnerabilities that permit attackers 
to affect the user/administrator of a device without 
necessarily compromising the system or getting ac-
cess to its data or services. XSS attacks and traffic  
eavesdropping attacks fall in this category, whereas 
attacks that compromise state (data) resident on the 
system fall in the “access to data” category.

The vulnerability breakdown according to the tra-
ditional CIA security concerns again reflects the pre-
dominance of denial of service threats against VoIP 
systems, as seen in Figure 10.8. However, we can see 
that integrity violations (e.g., system compromise) 
are a sizable component of the threat space, while 
confidentiality violations are seen in only 15 percent 
of disclosed vulnerabilities. This represents an inver-
sion of the perceived threats by users and adminis-
trators, who (anecdotal evidence suggests) typically 
worry about such issues as call interception and eaves-
dropping. Finally, Figure 10.9 shows the breakdown 
based on source of vulnerability. The overwhelming 
majority of reported problems arise from implemen-
tation issues, which should not be surprising given 
the nature of bug disclosure. Problems arising from 
configuration represented 7 percent of the total space, 
including such items as privileged services left turned 
on and default username/passwords. However, note 
that the true picture (i.e., what actually happens 
with deployed systems) is probably different in that 
configuration problems are most likely undercount-
ed: such problems are often site-specific and are not 
reported to bug-disclosure databases when discov-
ered. On the other hand, implementation and pro-
tocol problems are prime candidates for disclosure. 
What is surprising is the presence of protocol vulner-
abilities; one would expect that such problems were 
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discovered and issued during protocol development, 
specification, and standardization. Their mere exis-
tence potentially indicates high protocol complexity.  
The vulnerability analysis contained in this chapter is, 
by its nature, static: we have presented a snapshot of 
known problems with VoIP systems, with no correla-
tion with (and knowledge of) actual attacks exploiting 
these, or other vulnerabilities. A complete analysis of 
the threat space would also contain a dynamic compo-
nent, whereby attacker behavior patterns and trends 
would be analyzed vis-à-vis actual, deployed VoIP 
systems or, lacking access to such, simulacra thereof.70

Figure 10.8. Vulnerability Breakdown Based  
on Source (I2, C2, P2).
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Figure 10.9. Vulnerability Breakdown Based  
on Source (I2, C2, P2).

CONCLUSIONS

We can draw some preliminary conclusions with 
respect to threats and potential areas for future re-
search based on the data examined so far. These can 
be summarized as follows:

1. The large majority of disclosed threats focused 
on denial of services attacks are based on implemen-
tation issues. While fault-tolerance techniques can be 
applied in the case of servers (replication, hot standby, 
Byzantine fault tolerance, etc.), it is less clear how to 
provide similar levels of protection at acceptable cost 
and usability to end user devices. Unfortunately, the 
ease with which mass DoS attacks can be launched 
over the network against client devices means that 
they represent an attractive venue for attackers to 
achieve the same impact.
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2. Code injection attacks in their various forms 
(buffer overflow, cross-site scripting, SQL injection, 
etc.) remain a problem. While a number of techniques 
have been developed, we need to do a better job at de-
ploying and using them where possible, and devising 
new techniques suitable for the constrained environ-
ments that some vulnerable VoIP devices represent.

3. Weak default configurations remain a problem, 
as they do across a large class of consumer and en-
terprise products and software. The situation is likely 
to be much worse in the real world, considering the 
complexity of securely configuring a system with as 
many components as VoIP. Vendors must make an ef-
fort to provide secure-by-default configurations, and 
to educate users on how to best protect their systems. 
Administrators are in need of tools to analyze their 
existing configurations for vulnerabilities. While there 
are some tools that dynamically test network compo-
nents (e.g., firewalls), we need tools that work higher 
in the protocol and application stack (i.e., interact-
ing at the user level). Furthermore, we need ways of 
validating configurations across multiple components 
and protocols. 

4. Finally, there is simply no excuse for protocol-
level vulnerabilities. While techniques exist for ana-
lyzing and verifying security protocols, they do not 
seem to cope well with complexity. Aside from using 
such tools and continuing their development, protocol 
designers and standardization committees must con-
sider the impact of their decisions on system imple-
menters,  i.e., whether it is likely that a feature or as-
pect of the protocol is likely to be misunderstood and/
or misimplemented. Simpler protocols are also desir-
able, but seem incompatible with the trends we have 
observed in standardization bodies. Our plans for fu-
ture work include expanding the data set we used for 
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our analysis to include findings from academic work, 
adding and presenting more views (classifications) 
to the data, and developing dynamic views to VoIP-
related misbehavior.
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CHAPTER 11

TOWARD FOOLPROOF IP NETWORK
 CONFIGURATION ASSESSMENTS*

Rajesh Talpade

INTRODUCTION

Internet protocol (IP) networks have come of age. 
They are increasingly replacing leased-line data infra-
structure and traditional phone service, and are ex-
pected to offer Public Switched Telephone Network 
(PSTN) - quality service at a much lower cost. As a re-
sult, there is an urgent interest in ensuring IP network 
security, reliability, and quality of service (QoS). In 
fact, regulators are now requiring compliance with IP-
related mandates. This chapter discusses the complex 
nature of IP networks and how that complexity makes 
them particularly vulnerable to faults and intrusions. 
It describes regulatory efforts to mandate assessment, 
explains why many current approaches to IP assess-
ment fall short, and describes the requirements for an 
effective solution to satisfy business, government, and 
regulatory requirements.

IP networks throughout the public and private 
sectors are now mainstream. Everyday, IP networks 
are responsible for transporting real-time and critical 
voice, video, and data traffic. As a result, it is no lon-
ger acceptable for IP networks to deliver “best-effort”  
service. They are expected to perform at carrier-grade 
level. However, it is enormously challenging to deploy 
__________

* This work was supported in part by the U.S. Department of 
Homeland Security Science & Technology Directorate under Con-
tract No. NBCHC050092.
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IP networks and assure consistent, and high quality 
service delivery, given that they are such complex and 
dynamic environments.

IP networks are comprised of devices such as rout-
ers, switches, and firewalls that are interconnected by 
network links. These devices are not “plug-and-play,” 
rather, they must be provided with specific instruc-
tions, also known as scripts or configurations, which 
indicate exactly how they are to interact with each 
other to provide the correct end-to-end IP network 
service. This is why we refer to IP device configura-
tions as the DNA of the network—they literally con-
trol the network’s behavior.

Unfortunately, there is nothing simple or standard 
about these configurations. Each one must be manu-
ally programmed into the network devices, and every 
vendor uses a different configuration language for its 
devices. Furthermore, device configurations change 
virtually everyday in response to new application 
deployments, organizational or policy changes, new 
device or technology deployments, device failures, 
or any number of other reasons. Device configura-
tions have an average of 500 lines of code per device. 
A Fortune 500 enterprise that relies on an IP can eas-
ily have over 50 million lines of configuration code 
in its network. But numbers of devices and lines of 
code are only part of the problem. Configurations can 
contain parameters for about 20 different IP protocols 
and technologies that need to work together. Those 
protocols and technologies must satisfy various, con-
stantly changing service requirements, some of which 
are inherently contradictory, such as security and con-
nectivity with the Internet. So configuration errors can 
easily occur due to entry mistakes, feature interaction, 
poor process, or lack of a network-wide perspective.
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The labor-intensive and constantly changing na-
ture of IP network operations is analogous to software 
development. The key difference, as illustrated in Fig-
ure 11.1, is that software development has matured 
to the point where errors are significantly reduced by 
having different people responsible for requirements, 
code writing, and testing. More importantly, testing 
in software development is a well-established process, 
while there is no similarly rigorous process in IP net-
work deployment and operation. The impacts of con-
figuration errors are well documented. The National 
Security Agency (NSA) found that 80 percent of the 
vulnerabilities in the Air Force were due to configura-
tion errors, according to a recent report from Center 
for Strategic and International Studies (CSIS).1 British 
Telecom (BT)/Gartner has estimated that 65 percent of 
cyber attacks exploit systems with vulnerabilities in-
troduced by configuration errors.2 The Yankee Group 
has noted that configuration errors cause 62 percent 
of network downtime.3 A 2006 Computer Security 
Institute/FBI computer crime survey conservatively 
estimates average annual losses from cyber attacks at 
$167,000 per organization. 4

Figure 11.1. Inadequate Testing in IP Network 
Deployment Compared to Software Development.
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CONFIGURATION ERRORS FOUND IN 
OPERATIONAL IP NETWORKS

IP network configuration errors are hard to detect 
since they can require validation of multiple protocols 
and device configurations simultaneously. These er-
rors typically remain latent until they are exploited 
by cyber attackers, discovered by auditors, or result 
in network failures. Below are specific examples of 
configuration errors, and their potential impact on the 
organization. Many of these errors have been discov-
ered in operational networks while performing con-
figuration assessments.

Reliability.

Organizations that depend on the IP network to 
provide a very reliable service have to ensure that 
there are no single points of failure in the network. 
It is not sufficient to just provide redundant net-
work devices and links at the physical level. It is also  
critical to ensure that the configurations of the network 
devices make use of the available redundant physical 
resources, and that the redundancy is ensured across 
multiple layers. Examples of misconfigurations that 
result in single points of failure include:

•	� Mismatched device interface parameters. This 
mismatch prevents devices from establishing 
logical connectivity even though physical con-
nectivity exists.

•	� Hot Standby Routing Protocol (HSRP) incon-
sistently configured across two routers that 
are expected to mirror each other. The standby 
router will not take over when the main router 
fails.

ENGINEERING-PDH.COM 
| ELE-146 |



267

•	� Access Control Lists (ACLs) or firewall rules 
stop specific application traffic on a path. Even 
if the path provides redundancy in general, the 
ACLs/rules still are a cause for a single point of 
failure to exist for the specific application traf-
fic.

•	� Use of a single Open Shortest Path First (OSPF) 
Area Border Router (ABR). The OSPF areas that 
are connected by the ABR will become isolated 
if the ABR fails.

•	� Multiple VPN connections sharing a single 
physical link or device. The redundancy ex-
pected from the multiple VPN connections 
is not provided due to their dependence on a 
single physical resource.

In addition to the errors that introduce single 
points of failures as described above, other errors in 
configuration of IP routing protocols, such as Open 
Shortest Path First (OSPF), Border Gateway Protocol 
(BGP), Multi-Protocol Label Switching (MPLS), and 
Intermediate System to Intermediate System (IS-IS), 
can also impact network reliability. Examples of such 
errors include:

•	� Inconsistent routing parameters such as OSPF 
Hello and Dead interval across multiple rout-
ers. OSPF will not function efficiently if such 
parameters are inconsistent, resulting in 
ephemeral traffic loops and poor network per-
formance.

•	� Best practices that are proposed by vendors and 
experts for routing protocols, such as  the use of 
a full-mesh to connect all internal BGP (iBGP) 
routers, and that OSPF route summarizations  
should include IP addresses of all interfaces ex-
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cept the loopback interface of a router, are not 
followed. Not adhering to best practices gen-
erally results in an unstable network that will 
have intermittent connectivity issues that are 
difficult to debug.

•	� Use of inappropriate IP addresses, such as ad-
dresses assigned to other organizations, or pri-
vate addresses in parts of the network directly 
exposed to the Internet. Such networks will 
start advertising routes for IP addresses they 
do not own, resulting in Internet routing issues.

Security.

The most obvious configuration errors in this cat-
egory can be found in firewalls, in the form of “holes” 
that are inadvertently left in firewall configurations. 
These holes are actually rules that permit specific 
application traffic to pass temporarily through the 
firewall, and then these rules are not removed after 
they are no longer needed. Cyber attackers scanning 
enterprise networks discover these holes and craft 
their attacks on the enterprise infrastructure through 
them. Apart from the obvious firewall holes, there are 
several other examples of errors that impact security, 
such as:

•	� Static route on device does not direct applica-
tion traffic into IPSec tunnel. This results in 
sensitive traffic remaining unprotected as it 
transits the network instead of flowing through 
the secure IPSec tunnel.

•	� Best practices for Virtual LAN (VLAN) secu-
rity, such as disabling dynamic-desire and us-
ing root-guard and Bridge Protocol Data Unit 
(BPDU)-guard on switch access ports, are not 
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followed. Leaving the dynamic-desire VLAN 
feature enabled in a switch allows an attacker 
that connects to the switch to monitor all traffic 
passing through the switch.

•	� Link left active between devices. If the devices 
belong to network segments that are not meant 
to have a direct connection, then a backdoor 
has been introduced that can be exploited by 
attackers.

•	� Mismatched IPSec end-points. This results in 
sensitive traffic remaining unprotected as it 
transits the network instead of flowing through 
the secure IPSec tunnel.

•	� Adequate authentication is not used between 
devices for exchanging routing protocol infor-
mation. An attacker can connect to a network 
device and extract or inject spurious routing 
information.

Quality of Service.

IP traffic with demanding network latency and 
packet-loss rate requirements, such as Voice over IP 
(VoIP) and financial services applications, requires 
appropriate Differentiated Services and other QoS 
configurations in the network devices. In a large net-
work, it is easy to make errors in the QoS configura-
tions. Examples of such errors include:

•	� Incorrect bandwidth or queue allocation on de-
vice interfaces for higher priority traffic. Dur-
ing high-load periods, higher priority traffic 
will not receive its due bandwidth or queue, 
resulting in higher latency or packet-loss.

•	� Inconsistent QoS policy definitions and usage 
across multiple devices. The same QoS policy 
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may be implemented differently across mul-
tiple devices, resulting in application traffic 
receiving different treatment at the different 
devices, which can impact latency and packet-
loss during periods of high-load.

REGULATORS EXPECT COMPLIANCE

The world’s growing reliance on IP and the highly 
networked nature of government computing environ-
ments have also motivated a wave of regulations to 
improve security, reliability, and QoS.

In the United States, the Federal Information Se-
curity Management Act (FISMA) of 2002 requires fed-
eral agencies to develop, document, and implement 
security programs.5 Office of Management and Bud-
get (OMB) Circular A-130 (an implementation guide-
line for FISMA), establishes, among other things, a 
minimum set of controls to be included in automated, 
inter-connected information resources.6 The National 
Institute of Standards and Technology (NIST) has 
promulgated security requirements, for protecting 
the confidentiality, integrity, and availability of fed-
eral information systems and the information handled 
and transmitted by those systems.7 NIST’s “Guideline 
on Network Security Testing”8 recommends that se-
curity testing be a routine part of system and network 
administration. It also directs organizations to verify 
that systems have been configured based on appropri-
ate security mechanisms and policy. In addition, laws 
such as the Sarbanes-Oxley Act and Health Insurance 
Portability and Accountability Act, among others, are 
fueling the push for network protection.

Outside the United States, organizations such as 
the British Standards Institute (BSI), International Or-
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ganization for Standardization (ISO), and Information 
Technology Infrastructure Library (ITIL) recognize 
the complexity of IP networks and the importance of 
security. In 2006, BSI published “Delivering and Man-
aging Real World Network Security,” which explains 
that networks must be protected against malicious 
and inadvertent attacks and “meet the business re-
quirements for confidentiality, integrity, availability, 
non-repudiation, accountability, authenticity and reli-
ability of information and services. 9

MANY ASSESSMENT APPROACHES PROVE 
DEFICIENT

Many of the solutions for IP network configura-
tion assessment have proven woefully inadequate. 
They fall generally into three categories: manual as-
sessment, invasive systems, and noninvasive systems.

Manual Assessments.

In many organizations IP device configurations 
are large, complex software systems that depend on 
a hands-on, highly skilled administrator base for cre-
ation, update, and troubleshooting. Given the size of 
many networks and the cost of labor, the manual ap-
proach has obvious limitations. One large U.S. federal 
agency, for example, has 10 five-person teams han-
dling manual analysis of device configurations for its 
120 locations.

Invasive Systems.

Invasive scanning solutions, such as ping, trace-
route, and their commercial variants, send traffic to 
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devices in the network and use the responses to assess 
compliance. Such approaches work for simple usage, 
such as demonstrating IP connectivity between net-
work nodes and identifying the software version on 
the devices. However, when it comes to rigorous as-
sessment, they have serious shortcomings, including:

•	� No root-cause analysis. They can detect prob-
lems, but offer little, if any, help in diagnosing 
the configuration errors that caused them.

•	� Nonscalable. They cannot deliver “all” or 
“none” results, which generally require a huge 
number of tests. For example, to confirm that 
“There is connectivity between all pairs of in-
ternal subnets,” connectivity tests are required 
for the number of subnets squared.

•	� No testing requirements on contingencies. 
Contingencies may be security breaches, com-
ponent or link failures, changes in traffic condi-
tions, or changes in requirements themselves. 
It is impractical to simulate contingencies on 
a network that supports real-time and critical 
services. For example, to detect the existence of 
a single point of failure, one would have to fail 
each device and check whether the end-to-end 
requirement still holds.

•	� Potential to disrupt network operations. Inva-
sive scanning can introduce malware into a net-
work, or inadvertently exploit a vulnerability 
that brings down a device.

Noninvasive Systems.

Noninvasive solutions include network simula-
tion tools and Network Change and Configuration 
Management (NCCM) systems, which are analogous 
to software version control systems like Concurrent 
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Versioning System (CVS) and Source Code Control 
System (SCCS). Such systems tend to treat configu-
rations as “blobs,” and support IP device configura-
tion backups, upgrades, controlled rollbacks, and 
maintainability of device configurations. While these 
capabilities are important, they are not sufficient for 
detecting issues that must be proactively resolved to 
ensure that the network continuously satisfies service 
requirements.

Noninvasive assessment is preferable to manual 
and invasive assessment because it does not impact 
ongoing network operations, but many of the existing 
systems have limitations, including:

•	� Individual-device assessments. Configuration 
management tools assess individual devices 
in isolation using a template-based approach, 
even though structural vulnerabilities are of-
ten created by interactions between protocols 
across multiple devices. Even nonsecurity pro-
tocols can interact improperly to create struc-
tural vulnerabilities. For example, if redundant 
tunnels traverse the same physical router and 
that router fails, all tunnels fail.

•	� Nonscalable. Certain types of requirements, 
such as reachability, can be assessed by net-
work simulation tools; however they can take 
hours to compute reachability for networks 
with more than 50 devices, because they simu-
late each and every transition of the state ma-
chine of each protocol, whether it is for routing, 
security, reliability, or performance.
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TOWARD A SOLUTION THAT WORKS

Building on our long history of involvement in 
assuring all types of communications networks, Tel-
cordia has spent years researching the issues of IP 
network reliability and security. Part of this work was 
funded by the Department of Homeland Security’s 
HSARPA office. That work has yielded important in-
sight into the features and functions that an effective 
IP network configuration assessment solution must 
have, and all are capabilities that are achievable today. 

Desirable Features of a Solution.

A scalable and effective solution for performing 
IP network assessments to detect configuration errors 
needs to possess the following features:

•	� Automatic and proactive network-wide, multi-
device, and multivendor assessments against a 
comprehensive and updatable knowledge base 
that considers the network in its entirety and 
not just at a per-device level. The knowledge 
base should include rules for best current prac-
tices, regulatory compliance, and customer-
specific requirements.

•	� Findings should visualize noncompliant rules 
and devices down to the “root” cause, eliminat-
ing speculation about cause.

•	� Nonintrusive, detailed, multilevel visualiza-
tions for physical connectivity, IP subnets, 
routing, VLAN, VPN, and MPLS. These visu-
alizations, and the service reachability analy-
sis mentioned below, can be computed using 
graph theory algorithms on data from the con-
figurations.
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•	� Service reachability analysis that visualizes 
path and single points of failure between net-
work devices without generating traffic on the 
network.

•	� Network change impact analysis using the 
rules knowledge base, so new or changed con-
figurations can be analyzed to detect errors be-
fore deployment to devices.

•	� Automated reconciliation of configuration and 
inventory information to identify and eliminate 
inconsistencies and errors.

Configuration Extraction.

Network and security administrators are generally 
reluctant to share IP network device configurations be-
cause they include sensitive information such as pass-
words and IP addresses. IP address anonymization 
and password obfuscation tools are of limited benefit 
since their usage tends to result in critical information 
being removed and lost from the configurations. The 
loss of this information makes the configuration as-
sessments less effective. So for any configuration as-
sessment solution to obtain complete configurations 
from administrators, it needs to provide assurances 
that their configurations will be adequately protected.

The most effective approach for acquiring configu-
rations is for the configuration assessment solution to 
have direct read-only access to the IP network devices 
for extracting the configurations using device vendor-
supported technologies such as secure FTP or remote 
copy. This direct approach ensures that the most cur-
rent configuration information is securely retrieved 
without modification by administrators, and any other 
device-specific data relevant for validation can also be 
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retrieved. Another approach is to rely on backups of 
device configurations from a file-system. Most organi-
zations maintain versions of their IP network device 
configurations on a file system as backups, to be used 
to recover a device after its failure or for rolling-back 
configurations after an unsuccessful configuration 
change. The configuration assessment solution can ac-
quire these backed-up configurations automatically, 
either periodically or every time new configurations 
appear in the backup file-system.

Configuration Adaptors.

Supporting the desirable features identified above 
requires detailed information from the device con-
figurations. Since every IP network device vendor 
has their individual configuration language, software 
adaptors are needed that can extract the detailed in-
formation from vendor-specific format (e.g. Cisco IOS, 
Checkpoint, etc.), and convert the information into a 
vendor-neutral representation. Based on our expe-
rience, the adaptors need to extract as many as 750 
attributes from a single configuration to support the 
desired features, as compared to less than 100 that are 
extracted by NCCM systems.

Telcordia IP Assure.

Telcordia’s IP Assure solution (www.telcordia.
com/products/ip-assure) satisfies many of the re-
quirements discussed previously for IP network con-
figuration validation. Figure 11.2 illustrates the high-
level information flow that is supported in IP Assure. 
Solution details can be obtained by contacting the au-
thor.
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Figure 11.2. Telcordia IP Assure Information Flow.

SUMMARY

IP networks are no longer optional throughout 
the business and government sectors. This fact, along 
with the emergence of international regulations on 
security, reliability, and QoS, means that IP network 
assessment is a necessity. Many existing solutions on 
the market, including troubleshooting by skilled ad-
ministrators, traffic-based vulnerability and penetra-
tion testing, NCCM software, and network simulation 
tools, do not (and cannot) fulfill the world’s increas-
ingly rigorous objectives. However, the technology 
exists today for a nonintrusive and comprehensive 
IP network assessment solution. Such a solution can 
provide auditable validation of regulations, eliminate 
IP network downtime caused by configuration errors, 
and stop the cyber attacks that exploit those errors. 
Telcordia IP Assure is an example of such a solution 
that is available today.

ENGINEERING-PDH.COM 
| ELE-146 |



278

ENDNOTES - CHAPTER 11

1. “Securing Cyber Space for the 44th Presidency,” Wash-
ington, DC: The Center for Strategic and International Studies 
(CSIS), December 2008, available from www.csis.org/media/csis/
pubs/081208_securingcyberspace_44.pdf.

2. British Telecom/Gartner Study, “Security and business 
continuity solutions from BT,” available from www.btnet.cz/ 
business/global/en/products/docs/28154_219475secur_bro_single.pdf.

3. Ibid.

4. L. Gordon et al., CSI/FBI Computer Crime and Security 
Survey, 2006, available from www.cse.msu.edu/~cse429/readings06/
FBI2006.pdf.

5. Federal Information Security Management Act (FISMA) 
of 2002, available from csrc.nist.gov/policies/FISMA-final.pdf.  

6. “Security of Federal Automated Information Resourc-
es,” OMB Circular A-130, Appendix III, available from www. 
whitehouse.gov/omb/circulars/a130/a130appendix_iii.html. 

7. “Minimum Security Requirements for Federal Information 
and Information Systems,” FIPS-200, published by NIST, available 
from csrc.nist.gov/publications/fips/fips200/FIPS-200-final-march.pdf.

8. “Guideline on Network Security Testing,” SP800-42, published 
by NIST, available from csrc.nist.gov/publications/nistpubs/800-42/
NIST-SP800-42.pdf.

9. “Delivering and Managing Real World Network Secu-
rity,” British Standards Institute, 2006, available from www. 
bsi-global.com/en/Standards-and-Publications/Industry-Sectors/ICT/
ICT-standards/BIP-0068/.

ENGINEERING-PDH.COM 
| ELE-146 |



279

CHAPTER 12

ON THE NEW BREED OF DENIAL OF SERVICE 
(DOS) ATTACKS IN THE INTERNET

Nirwan Ansari
Amey Shevtekar

INTRODUCTION

Denial of Service (DoS) attacks impose serious 
threats to the integrity of the Internet. These days, 
attackers are professionals who are involved in such 
activities because of financial incentives. They bring 
higher sophistication to the attack techniques that 
can evade detection. A shrew attack is an example of 
such a new threat to the Internet; it was first reported 
in 2003, and several of these types of attacks have 
emerged since. These attacks are lethal because they 
can evade traditional attack detection systems. They 
possess several traits, such as low average rate and 
the use of TCP as attack traffic, which empowers them 
to evade detection. Little progress has been made 
in mitigating these attacks. This chapter presents an 
overview of this new breed of DoS attacks along with 
proposed detection systems for mitigating them. The 
analysis will hopefully lead to a better understanding 
of these attacks, and help to stimulate further devel-
opment of effective algorithms to detect such attacks 
and to identify new vulnerabilities which may still be 
dormant.

The Internet has become an integral part of various 
commercial activities like online banking, online shop-
ping, etc. However, the Internet has been plagued by a 
variety of security threats over the past several years. 
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The Distributed Denial of Service (DDoS) attacks re-
ceived much attention after 2000 when yahoo.com was 
attacked. After that event, DDoS attacks have been 
rampaging throughout the Internet. DDoS News,1 has 
since been keeping track of DDoS related news. A tre-
mendous amount of work has been done in the indus-
try and academia to mitigate DDoS attacks, but none 
have been able to successfully eradicate them. The 
motivations for launching attacks have shifted signifi-
cantly. Initially, they were for publicity, but now they 
are for economic or political incentives. Thus, DDoS 
attacks are a prevalent and complex problem. 

Figure 12.1 depicts the trend of DDoS attacks in the 
Internet. The x-axis indicates the efficiency of the at-
tack, indicating how much damage it can cause to the 
good traffic. The y-axis indicates the detectability of 
the attack, indicating the exposure of the attack to de-
fense systems. The early brute force attacks relied on 
sending high rate attack traffic continuously to a web-
site. They are now easily detected because many de-
fense systems can distinguish such anomalous attack 
traffic.2 The shrew and Reduction of Quality of Ser-
vice (RoQ) attacks are emerging low rate DoS attacks 
that are difficult to detect as compared to the brute 
force attack, but they primarily affect only long-lived 
TCP traffic. One major contribution of this chapter is 
to forewarn and model the emerging sophisticated at-
tacks, because attacks have a higher impact on good 
traffic and yet they are very evasive. 
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Figure 12.1. The Trend of DDoS Attacks in the 
Internet.

TRADITIONAL BRUTE FORCE ATTACKS

A Denial of Service (DoS) attack is defined as an 
attack that prevents a network or a computer from 
providing service to the legitimate users.3 It typically 
targets the bandwidth of the victim. A DDoS attack 
is defined as an attack that uses multiple unwilling 
computers to send the attack traffic to the victim. A 
DDoS attack is more lethal since it exerts a large ca-
pacity of attack traffic as compared to a DoS attack. 
These attacks are also referred to as brute force at-
tacks, since they send attack traffic at high rates and 
lack characteristics required to be stealthy. There are 
several types of brute force DDoS attacks that have 
been reported in the literature, a few of the commonly 
used attacks are described below. DDoS attacks can be 
characterized as shown in Figure 12.2.4 DDoS attacks 
can be classified by the degree of automation, i.e., the 
level of sophistication of the attack mechanism.
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Figure 12.2. Classification of DDoS Attacks.

Early attacks were manual, and were improved 
gradually. In a manual attack,5 the victims are scanned 
for a particular vulnerability which is exploited by the 
attacker to gain access into the victim’s system. An at-
tacker then use commands to control the victim dur-
ing the attack. In a semi-automatic attack, some steps 
of the attack procedure, which were originally manu-
ally performed become automated; for example, some 
of the victims are compromised to act as attack agents 
who coordinate the attack by issuing commands to con-
ceal the identity of the real attacker even if the attack is 
detected.6 The attack agents are preprogrammed with 
the necessary required commands. All  of the recent 
attacks have been highly automatic requiring minimal 
communication between the attacker and the compro-
mised machines once the attack was launched. All the 
attack steps are preprogrammed and delivered as a 
payload to infect clients, also referred to as zombies or 
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bots. Some new attack payloads, which fail to detect 
a specific vulnerability in a victim machine, will au-
tomatically scan for another vulnerability in the same 
machine. Recent botnet attacks on Estonia’s websites 
employed fully automated mechanisms.7 Botnet is a 
network of bots or zombies controlled by a botmaster.8

Classification of DDoS attacks based on an exploit-
ed vulnerability takes into account the property of the 
network or the protocol used in the attack. The catego-
ry to which the flood attack belongs is the simplest of 
all categories and is one in which an attacker relies on 
denying the network bandwidth to the legitimate us-
ers. The common example of this category is the UDP 
flood attack.9 In a UDP flood, an attacker sends UDP 
packets at a high rate to the victim so that the network 
bandwidth is exhausted. UDP is a connectionless 
protocol, and therefore it is easy to send UDP pack-
ets at any rate in the network. Another attack in this 
category is the ICMP echo flood; it involves sending 
many ICMP echo request packets to a host. The host 
replies with an ICMP echo reply to each of the two 
ICMP echo request packets, and many such requests 
and reply packets fill up the network bandwidth.

In the category of amplification attack, an attacker 
exploits a protocol property such that few packets will 
lead to amplified attack traffic. The DDoS “SMURF” 
attack, which exploits the ICMP protocol,10 falls in this 
category. It involves replacing a source IP address of 
the ICMP echo request packet with the address of the 
victim. The destination address of the ICMP echo re-
quest is the broadcast address of the LAN or so-called 
directed broadcast addresses. On receiving such a 
packet, each active host on a LAN responds with an 
ICMP echo reply packet to the victim. Typically, a LAN 
has many active hosts, and so a tremendous amount 
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of attack traffic is generated to cripple the victim. To 
avoid such an attack, most system administrators are 
advised to disable the directed broadcast addresses.

In the category of protocol exploit, a property of 
the protocol is exploited. The SYN attack11 exploits 
the TCP protocol’s three-way handshake mechanism. 
Web servers use port 80 to accept incoming HTTP 
traffic that runs on top of the TCP protocol. When a 
user wants to access a webpage, it sends a SYN packet 
to the web server’s open port 80. The web server does 
not know the user’s IP address before the arrival of the 
SYN packet. The server, upon receipt of a SYN packet, 
sends a SYN/ACK packet, and thus puts the connec-
tion in the LISTEN state. A legitimate user’s machine 
replies to the web server’s SYN/ACK packet with an 
ACK packet and establishes the connection. However, 
if the SYN packet has been sent from an attack machine 
which does not respond to the server with an ACK 
packet, the web server never gets an ACK packet and 
the connection remains incomplete. Every web server 
has a finite amount of memory resources to handle 
such incomplete connections. The main goal of the 
SYN attack is to exhaust the finite amount of memory 
resources of a web server by sending a large number 
of SYN packets. Such an attack causes the web server 
to crash. Another similar protocol exploit attack is the 
PUSH + ACK attack,12 which also falls in this category.

In the category of malformed packet attack, the 
packet header fields are modified to instigate a crash 
of the operating system of the receiver. An IP packet 
having the same source and destination IP address is 
a malformed packet.13 In another kind of malformed 
packet attack, the IP options fields of the IP header 
are randomized, and the type of service bit is set to 
one. A ping of death attack involves sending a ping 
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packet larger than the maximum IP packet size of 
65535 bytes.14 Historically, a ping packet has a size of 
56 bytes, and most of the systems cannot handle ping 
packets of a larger size. Operating systems take more 
time to process such unusual packets, and a large 
quantity of such packets can crash the systems.

DDoS attacks can also be classified by their attack 
rates, namely: continuous vs. variable. Likewise, they 
can also be classified by their impacts: disruptive vs. 
degrading. Disruptive attacks aim for denial of service 
while degrading attacks aim for reduction of quality.

NEW BREED OF STEALTHY DoS ATTACKS

Internet security is increasingly more challenging 
as more professionals are getting into this lucrative 
business. An article in the New York Times,15 describes 
one such business of selling the software exploits. 
Attacks are also getting more sophisticated, as the 
attackers are not merely interested in achieving pub-
licity. The shrew attack is one such intelligent attack, 
which was first reported in Low-Rate TCP-Targeted 
Denial of Service Attacks in “The Shrew vs. the Mice 
and Elephants,”16 followed by a series of variants.17 
This study considers these attacks as low rate DoS at-
tacks. It is typically illustrated by a periodic waveform 
shown in Figure 12.3, where T is the time period, t is 
the burst period, and R is the burst rate. 
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Figure 12.3. An Example of a Generic Low Rate  
DoS Attack Pattern.

A shrew attack exploits widely implemented mini-
mum RTO,18 property of the TCP protocol. The follow-
ing characterize the low rate TCP DoS attack:

•	� It sends periodic bursts of packets at one-sec-
ond intervals.

•	� The burst rate is equal to or greater than the 
bottleneck capacity.

•	� The burst period is tuned to be equal to the 
round-trip times of the TCP connections; this 
parameter determines whether the attack will 
cause DoS to the TCP connections with small or 
long round-trip times.

•	� The exponential back off algorithm of the 
TCP’s retransmission mechanism is eventually 
exploited.

In a Reduction of Quality of Service (RoQ) attack,19 
the attacker sends high rate short bursts of the attack 
traffic at random time periods, thereby forcing the 
adaptive TCP traffic to back off due to the temporary 
congestion caused by the attack bursts. In particular, 
the periodicity is not well defined in a RoQ attack, 
thus allowing the attacker to keep the average rate 
of the attack traffic low in order to evade the regu-
lation of adaptive queue management like RED and  
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RED-PD.20 By sending the attack traffic, the RoQ attack 
introduces transients and restricts the router queue 
from reaching the steady state. The awareness of these 
stealthy attacks demands early fixes. For simplic-
ity, the term “low rate DoS attack” refers to both the 
shrew and the RoQ attack, unless otherwise stated as 
shown in Figure 12.3. The attacker can also use differ-
ent types of IP address spoofing to evade several other 
detection systems. Owing to the open nature of the In-
ternet, IP address spoofing can still evade ingress and 
egress filtering techniques at many sites.21 A low rate 
DoS attack can use IP address spoofing in a variety of 
ways like random IP address spoofing and continuous 
IP address spoofing.22 The use of IP address spoofing 
most importantly divides the high rate of a single flow 
during the burst period of the attack among multiple 
flows with spoofed identities. This way, an attacker 
can evade detection systems that concentrate on find-
ing anomalous traffic rate. The detection systems that 
rely on identifying periodicity of the low rate DoS at-
tack in the frequency domain can detect the periodic-
ity, but they fail to filter the attack traffic because it is 
difficult to know the IP addresses that an attacker will 
use in the future.

This problem is further exacerbated by the use of 
botnets; a botnet is a network of compromised real 
hosts across the Internet controlled by a master.23 
Since an attacker using botnets has control over thou-
sands of hosts, it can easily use these hosts to launch 
a low rate DoS attack; this is analogous to a low rate 
DoS attack that uses random or continuous IP ad-
dress spoofing. Now, with the use of botnets, the IP 
addresses of bots are not spoofed and so these packets 
cannot be filtered by spoofing-prevention techniques. 
In fact, these attack packets are similar to the HTTP 
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flows. This random and continuous IP address spoof-
ing problem described above is unique to the low rate 
DoS attacks, and is different from other types of DDoS 
attacks. These attacks24 can be launched from any 
routers in the Internet; the edge routers can be easy 
targets as their capacities are small, and hence attack-
ers can easily incite denial of service to the VoIP users 
traversing those routers. Low rate DoS attacks fall in 
the DDoS attack category of variable attack rate and 
degrading impact.

The perfect attack25 is the latest attack model which 
is extremely lethal as compared to the attack models 
discussed before. The perfect attack has the ability 
to disguise itself as a normal traffic, thereby making 
detection difficult. It relies on using readily available 
botnets to send the attack traffic. Botnets are formed at 
an alarming rate today because of increasing vulner-
abilities in various software applications. The users of 
these applications are often average users who are not 
security conscious, thus leaving their systems exposed 
to exploitations. Social engineering attacks are also 
used to increase the bot population. Thus, all these 
conditions create a breeding ground for rogues to de-
velop new attacks. The perfect attack model consists 
of two parts: an initial, short, deterministic high-rate 
pulse, and a feedback-driven sustained attack period 
with a network-adaptive attack rate, as depicted in 
Figure 12.4. 
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Figure 12.4. Attack Traffic for a Perfect DDoS 
Attack.

To accomplish the objectives identified above, a 
perfect attack is envisioned to be executed as follows. 
The attack traffic is injected from a botnet toward a 
target with a bottleneck queue as described in Figure 
12.4. Initially, a high-rate pulse is sent at a rate of r for 
a duration of t that overflows the buffer such that all 
packets are dropped. This pulse is similar to a shrew 
pulse, with the main difference that it only occurs at 
the beginning, once or twice, to drop all the packets in 
the queue. Thus, after this pulse, it is assumed that all 
long-lived TCP flows are in a timeout state, and thus 
do not send traffic. The only legitimate traffic that ar-
rives immediately after the pulse is flow that is being 
established.

Thus, in the phase after the pulse, the attacker 
must fill the bottleneck queue with its own traffic as 
fast as possible and to sustain this level. Ideally, this 
filling ensures that only a small fraction of legitimate 
packets ever passes the bottleneck. Such a high drop 
rate per flow implies that: (1) a large number of SYN 
packets are dropped; (2) TCP flows experience packet 
loss already in slow start; and (3) other non-TCP traf-
fic incurs significant packet loss. Thus, in this second 
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phase, the attack traffic is sent according to the follow-
ing pattern. Denote B(t) as the available bandwidth 
at the bottleneck and C as the link capacity of the at-
tack target link. Then, the sustained attack traffic N(t) 
Equation (1) is: N(t) = C + B(t)

Under the assumption that all or the vast majority 
of the bottleneck bandwidth is consumed by the at-
tack traffic, Equation (1) aims at maintaining a steady 
consumption. This attack traffic is the TCP traffic at a 
rate equivalent to the link capacity C. To fill the bottle-
neck and to compensate for drops in the TCP attack 
rate, UDP traffic at a rate of B(t) is injected into the 
network. Note here that the UDP traffic is a function 
of the available bandwidth rather than the capacity as 
in a shrew attack or an RoQ attack. N(t) is periodically 
updated and adjusted with the time period T. The up-
date contains a rate adaptation but also the chance to 
exchange the zombies in the attack to create a diverse 
traffic pattern from different traffic sources. Thus, at 
the bottleneck, N(t) creates a traffic pattern consisting 
of a superposition of many TCP flows, with a small 
fraction of UDP traffic, whose sources vary over time. 
After each period T, a new set of TCP flows are di-
rected at the bottleneck link. These TCP flows begin 
in the slow start phase of TCP and end in the slow 
start phase as well. It is important to keep the attack 
TCP flows in slow start because they have been shown 
to affect long-lived TCP flows on shorter timescales, 
and also introducing a new TCP connection allows the 
congestion window to grow rapidly, otherwise attack 
TCP flows will enter congestion avoidance phase and 
will try to share the bandwidth with the legitimate 
TCP flows. The period T can be random so as to evade 
detection particularly for systems that try to find the 
deterministic attack pattern. Note that this interplay 
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between TCP and UDP further complicates the detec-
tion. In contrast to the shrew attack where the repeti-
tive pulses can be relatively detected, the perfect at-
tack does not create such a repetitive pattern. Instead, 
the dynamics lead to an ever changing traffic pattern 
that cannot be observed and captured by the defense.

DEFENSE SYSTEMS

Mitigating DDoS attacks is a widely studied prob-
lem, and some of the popular approaches are de-
scribed below. Defense systems can be broadly clas-
sified based on their functions. There are four main 
categories of defense systems: intrusion prevention, 
intrusion detection, intrusion response, and intrusion 
mitigation.26

Intrusion prevention systems prevent an attack 
from occurring. Ingress and egress filtering control 
IP address spoofing that is used in the attack. Ingress 
filtering only allows packets destined for the source 
network to enter the network, thereby filtering all 
other packets. It is implemented at the edge routers of 
the network, and it limits the attack traffic from enter-
ing the network. Egress filtering is an outbound fil-
ter that allows only packets with source IP addresses 
originated from the source network to exit the source 
network. Use of egress filtering controls attack traffic 
going to destination networks.27 Disabling IP broad-
casts prevents smurf attacks. Honeypots are network 
decoys,28 that study attack behavior before the onset 
of an attack. Honeypots act as early warning systems. 
Honeypots mimic all aspects of a real network like a 
web server and a mail server to lure attackers. The 
primary goal of the honeypots is to determine/derive 
the exploit mechanism of the attack in order to build 
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defense signatures against the exploit. Intrusion pre-
vention systems cannot completely prevent an attack, 
but they contain the damage of the attack. They allow 
building better defense systems by analyzing the at-
tack.

Intrusion detection systems detect an attack based 
on attack signatures or anomalous behaviors. Snort is 
a popular signature based network intrusion detec-
tion system.29 It performs protocol analysis and con-
tent matching to passively detect a variety of attacks 
like buffer overflows, port scans, and web application 
attacks. Snort uses Berkeley’s libpcap library to sniff 
packets. It uses a chain structure to maintain rules. The 
header of each chain is a tuple of source IP address, 
destination IP address, source port, and destination 
port. Various rules are then attached to the header so 
that packet information is matched to a header and 
the corresponding rules to detect an intrusion.

Anomaly detection systems rely on detecting shift 
in the normal traffic patterns of the network. The 
Reference A network management system is widely 
deployed in the Internet and is effectively used for 
intrusion detection. Consider the ping flood attack in 
which many ICMP echo request packets are sent to 
the target. The SNMP ICMP MIB group has a variable 
icmpInEchos, which shows the sudden increase in its 
count during the ping flood attack. During the UDP 
flood attack, SNMP UDP MIB group’s udpInData-
grams shows a similar increase in its count. To detect 
localized variations in important MIB variables, a time 
series is segmented in small sub-time series which are 
compared to the normal profiles. In a DDoS attack, 
variations are so intense that averaging the time series 
on properly chosen time intervals enables anomaly 
detection.
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The examples discussed above are network based 
intrusion detection systems, but intrusion detection 
can also be performed at a host. A data mining based 
approach is one such method.30 Datasets consisting of 
normal and abnormal data points are gathered and 
fed to a classification algorithm to obtain classifiers. 
Once trained on these classifiers the training datasets 
are then used to find abnormal data points. D-WARD31 
is an intrusion detection system to be installed at the 
network edges to detect attack sources. It monitors 
network traffic rates to determine asymmetry in the 
traffic rate. Typically in a DDoS attack like the SYN at-
tack, there are more SYN packets leaving the network 
as compared to ACK packets entering the network. 
D-WARD attempts to stop the attacks close to the 
sources so that network congestion is reduced. Attack 
traffic even affects traffic not intended for the victim, 
and thus D-WARD also minimizes the collateral dam-
age from the attack. Figure 12.5 shows the conceptual 
diagram of the PPM scheme where each router marks 
packets probabilistically so that the victim can recon-
struct the entire path from the source router.32

Intrusion response systems are required to find the 
source of the attack in order to stop the attack. Blocking 
the attack traffic is sometimes done manually by con-
tacting network administrators who change the filtering 
policies to drop the attack traffic at routers. If an attack-
er is using source IP address spoofing, manual filtering 
is not useful and schemes like IP traceback are required. 
IP traceback traces the IP packets back to their sources 
and helps reveal attack sources.33 In probabilistic packet 
marking (PPM)34 shown in Figure 12.5, routers mark 
their addresses on packets that traverse through them. 
Packets are selected randomly with some fixed prob-
ability of marking. Upon receiving many packets a vic-
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tim can construct the route back to the sources by read-
ing router marks. Router vendors need to enable the 
marking mechanism, so ISP participation is required. 
This scheme does not require additional overhead 
bandwidth, which is an important advantage of this 
scheme. In contrast, a scheme referred to as determin-
istic packet marking (DPM),35 shown in Figure 12.6, 
only marks packets passing through edge routers of 
the network. At the victim, a table is maintained for 
mapping between source addresses and router in-
terface addresses. This facilitates the reconstruction 
and identification of the source of the packets. Some 
countermeasures to mitigate the low rate DoS attacks 
in the Internet have been reported although none of 
them has made a comprehensive attempt to address 
such attacks with IP address spoofing.

Figure 12.5. Conceptual Diagram of the  
PPM Scheme.
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Figure 12.6. Conceptual Diagram of the DPM 
Scheme.

Pushback, also known as aggregate congestion 
control scheme (ACC),36 drops DDoS attack traffic 
by detecting the attack and sends signals to drop the 
attack traffic closer to the source as shown in Figure 
12.7. The rationale behind the pushback scheme is that 
the attack traffic has a unique signature in an attack, 
where the signature consists of identifiers such as port 
numbers, IP addresses, and IP prefixes. By detecting 
a signature in the aggregate attack traffic, upstream 
routers can be instructed to rate-limit flows that match 
the signature. A router in a pushback scheme has two 
components: a local ACC mechanism and a pushback 
mechanism.

The local ACC mechanism is invoked if the packet 
loss percentage exceeds a threshold of 10 percent. It 
then tries to determine the aggregate congestion sig-
nature and correspondingly tries to rate limit the ag-
gregate traffic. If the rate limiting does not reduce the 
arrival rate of the attack traffic below a predefined 
target rate, ACC invokes the pushback mechanism 
which sends pushback messages to the upstream rout-
ers to filter the attack traffic. By repeating this scheme 
upstream, pushback aims at rate-limiting the attack 
traffic at the source network. Throttling is another  
approach to defend web servers from a DDoS
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Figure 12.7. Conceptual Diagram of the Pushback 
Scheme.

attack. It uses max-min fairness algorithm to compute 
the rate to drop excess traffic. Upstream routers also 
participate in the scheme so as to drop the attack traf-
fic near the source. There have been several ways to 
mitigate specific DDoS attacks like SYN attacks. A 
technique, referred to as a SYN cookie, avoids giving 
server resources to the SYN packet until a SYN/ACK 
is received.37

The autocorrelation and dynamic time warping al-
gorithm38 relies on the periodic property of the attack 
traffic to detect the low rate DoS attacks. It proposes a 
deficit round-robin algorithm to filter the attack flows; 
however, it fails to drop attack packets when the at-
tacker uses the continuous cycle and randomized IP 
address spoofing since each attack flow is a combi-
nation of multiple flows and each will be treated as 
a new flow. Thus, the attacker can easily evade the 
filtering mechanism. The randomization of RTO pro-
posed to mitigate the low rate TCP DoS attack cannot 
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defend against the RoQ attack, which targets the net-
work element rather than the end host. The main idea 
reported in “Collaborative Detection and Filtering of 
Shrew DDoS Attacks using Spectral Analysis,” Journal 
of Parallel and Distributed Computing,39 is to randomize 
the minimum RTO instead of setting it to be one sec-
ond. However, it ignores the advantages of having the 
minimum RTO of one second, which was chosen as a 
balance between an aggressive value and a conserva-
tive value.

The Collaborative Detection and Filtering scheme 
proposed in, “Collaborative Detection and Filtering 
of Shrew DDoS Attacks using Spectral Analysis,”40 
involves cooperation among routers to throttle and 
push the attack traffic toward the source. They rely on 
the autocorrelation property to distinguish the peri-
odic behavior of attack traffic from legitimate traffic. 
Thus, it needs extra DSP hardware for implementa-
tion and extra memory to store the flow information 
of the attack packets to be dropped. The scheme main-
tains a malicious flow table and a suspicious flow 
table, which can be overwhelmed under the presence 
of the IP address spoofing. The novel part is the cu-
mulative traffic spectrum that can distinguish traffic 
with and without the attack. In the traffic spectrum 
with the attack, the energy is found more localized 
at lower frequencies. The attacker can randomize the 
attack parameters in the RoQ attack. This work does 
not provide clear guidelines to activate the filtering of 
attack packets.

The wavelet based approach identifies the abnor-
mal change in the incoming traffic rate and the out-
going acknowledgments to detect the presence of low 
rate TCP DoS attacks.41 This approach cannot regulate 
the buffer size so that the attack flows can be detected 
as high rate flows by the RED-PD filter, and therefore 
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the approach was subsequently dropped.42 This work 
does not consider the RoQ attack in their analysis; it 
is difficult for this approach to detect the RoQ attack 
because the average rate of an RoQ attack is very low. 
The buffer sizing scheme fails if an attacker uses IP 
address spoofing because the high rate attack flow is a 
combination of multiple low rate individual flows. A 
modified AQM scheme referred to as HAWK43 works 
by identifying bursty flows on short timescales, but 
lacks good filtering mechanisms to block the attack 
flows that can use the IP address spoofing. This ap-
proach can penalize the legitimate short bursty flows, 
thereby reducing their throughput. A filtering scheme 
similar to HAWK is proposed to estimate the bursty 
flows on shorter and longer time scales.44 The main 
idea is to use per-TCP flow rate as the normal rate, 
and anything above that rate is considered abnormal. 
The identification of flow rates is done online. On a 
shorter time scale, it is very easy to penalize a normal 
flow as a bursty flow. The proposal did not consider 
the random IP address spoofing, where every packet 
may have a new flow ID. It uses a very complex filter-
ing technique. With the use of the IP address spoofing, 
it is difficult to come up with the notion of a flow, be-
cause the number of packets per flow can be random-
ized in any fashion during every ON period.

An edge router based detection system is proposed 
to detect low rate DoS attacks based on time domain 
technique.45 Each edge router acts as an entry and exit 
point for traffic originating from that local area net-
work; essentially all incoming and outgoing traffic 
will pass through this point. The proposed detection 
system can be deployed at the edge routers of a lo-
cal area network in which the server is present. For 
illustrative purposes, it is assumed that all clients are 
outside the local area network in which the server is 
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present, so that the detection system can monitor all 
flows connecting to the server.

Figure 12.8 shows the basic layout of the system. It 
has three basic blocks, namely, flow classifier, object 
module, and filter. Each block functions as follows. 
The flow classifier module classifies packets based on 
the flow ID by means of a combination of the IP source 
address, IP source port, IP destination address, and IP 
destination port. Flow information is obtained from 
these packets, and packets are forwarded as usual by 
the routing mechanism resulting in no additional de-
lay apart from the lookup delay. The object module 
consists of various objects for each flow that is moni-
tored. A flow is monitored until it is considered nor-
mal. The filter is used to block flows that are identified 
as malicious by the object module. Consider a DoS at-
tack which tries to exploit protocol shortcomings. The 
object module maintains per flow information by cre-
ating objects per flow called flow objects. A thin data 
structure layer is designed to keep track of these flow 
objects. It maintains only those parameters which are 
exploited in the attack. This thin structure keeps track 
of information about flows classified as malicious. 
This information is then relayed to the filter module.

Figure 12.8. The Detection System Architecture.

ENGINEERING-PDH.COM 
| ELE-146 |



300

The flow objects maintain the arrival times of pack-
ets at the edge router in the pseudo transport layer. 
The malicious flow detection submodule of the object 
module computes the time difference of consecutive 
packets of each flow. The submodule computes the av-
erage high and low of the time difference values. The 
average high value of the time difference repeats peri-
odically for the attack flow; other flows do not exhibit 
this property. The malicious flow detection submod-
ule then estimates the burst length of a flow based on 
the packet arrival times. A flow exhibiting periodicity 
in the time difference graph is marked malicious, since 
no legitimate flows will show such periodicity. The 
time difference technique uses a per-flow approach to 
store the arrival times of the packets belonging to each 
flow, and computes the interarrival times between the 
consecutive packets to detect periodicity. The attacker 
using IP address spoofing can easily deceive this sim-
ple per-flow approach as the time difference approach 
will not be able to detect periodicity in the attack flow, 
which is no longer a single flow.

FUTURE RESEARCH DIRECTIONS

Mitigating perfect attack and low rate DoS attacks 
is extremely critical. Router based solutions that can 
identify and drop malicious attack traffic can be a pos-
sible defense approach. Currently, both perfect and 
low rate DoS attacks are facilitated by botnets. Mitiga-
tion of botnets can be another important step to pre-
vent stealthy DoS attacks. Botnet detection and miti-
gation is a serious challenge, because attackers find 
new vulnerabilities at a rapid pace. Secure software 
development that would be void of vulnerabilities is 
desirable. These research goals are known and emerg-
ing everyday. On the other hand, isolating bots from 
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accessing the network by using better CAPTCHAs can 
be another approach to defend against botnets until 
such a time that we can completely eliminate bots. 

CONCLUSION

In this chapter, we have presented a survey of sev-
eral traditional brute force DoS attacks and examples 
of more recent stealthy DoS attacks. We have also in-
troduced defense systems discussed in the literature, 
and identified some of their shortcomings. The focus 
of this chapter was to present some of the  latest ad-
vances in the area of DoS attacks to stimulate research 
for better defense systems and to reveal vulnerabili-
ties that may exist.
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