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PREFACE

Geotechnical Earthquake Engineering and Soil Dynamics, as well as their interface with
Engineering Seismology, Geophysics and Seismology, have all made important progress
over the past 15 years, mainly due to the development of instrumented large scale exper-
imental facilities, to the increase in the quantity and quality of recorded earthquake data,
to the numerous well-documented case studies from recent strong earthquakes as well
as enhanced computer capabilities. One of the major factors contributing to the afore-
mentioned progress is the increasing social need for a safe urban environment, large
infrastructures and essential facilities. The advances achieved are also confirmed by the
increasing number of scientific journals and publications which are relevant to the field
of Geotechnical Earthquake Engineering.

The successful International Conferences on Geotechnical Earthquake Engineering orga-
nized every 4 years by the Technical Committee of Earthquake Engineering of the Inter-
national Society of Soil Mechanics and Geotechnical Engineering constitute irrefutable
evidence as to the growing interest taken by the scientific and engineering community in
Geotechnical Earthquake Engineering.

This book contains the full papers of the invited keynote and theme lectures, including
the 2nd Ishihara lecture, given during the 4th International Conference on Geotechnical
Earthquake Engineering (4ICEGE) held in June 2006 in Thessaloniki, Greece. It pro-
vides a thorough presentation of state-of-the-art topics related to Earthquake Geotech-
nical Engineering and Soil Dynamics and their interface with Engineering Seismology,
Geophysics and Seismology. Interdisciplinary topics such as vulnerability assessment
and seismic risk management of geotechnical structures and lifelines are also addressed
and discussed. A comprehensive overview of the possibilities offered by the recent world-
wide developments in large scale testing facilities and strong ground motion arrays is also
illustrated.

The nineteen chapters of this book, prepared by distinguished scientists and experts,
provide a panorama of recent achievements in Geotechnical Earthquake Engineering.
Certain unresolved engineering issues are also highlighted and some speculations and
ideas for the future are mentioned.

The main scope of the book is to provide the engineering society, including geotechnical
and structural engineers, geologists and seismologists as well as risk managing scientists,
with the most recent advances and developments in the study of soil dynamics, earthquake
geotechnical engineering, seismology and risk assessment and management.

Kyriazis Pitilakis
Professor of Aristotle University, Chairman of 4ICEGE

Editor

v
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CHAPTER 1
SPT- AND CPT-BASED RELATIONSHIPS FOR THE RESIDUAL SHEAR
STRENGTH OF LIQUEFIED SOILS

I.M. Idriss1 and Ross W. Boulanger2

1 Department of Civil and Environmental Engineering, University of California
at Davis, California, USA
2 Department of Civil and Environmental Engineering, University of California
at Davis, California, USA

Abstract. An evaluation of post-earthquake stability of earth embankments or slopes that contain,
or are founded on, soils that may liquefy requires estimating the liquefied soil’s residual shear
strength, Sr. Decisions regarding the need for expensive mitigation efforts, including ground
improvement work, often hinge on the selected Sr values. This paper presents recommended SPT-
and CPT-based relationships for estimating the residual shear strength ratio, Sr/σ

′
vo, of liquefied

nonplastic soils in the field based on a review of prior case history studies, laboratory testing stud-
ies, and recent findings regarding void redistribution mechanisms. The recommended relationships
provide guidance regarding the unavoidable task in practice of having to extrapolate beyond the
available case history data. Limitations in the state of knowledge are discussed.

1. Introduction

Procedures for estimating the residual shear strength, Sr, of liquefied cohesionless or non-
plastic soils have evolved considerably over the past 25 years. Procedures that require lab-
oratory testing of field samples have been developed that use samples obtained by frozen
sampling techniques (e.g., Robertson et al., 2000) or samples obtained by high-quality
tube sampling techniques coupled with procedures for “correcting” the shear strength for
the estimated volume changes that occur during sampling and testing (e.g., Castro, 1975;
Castro and Poulos, 1977; Poulos et al., 1985). Procedures based on using case histories
for estimating the in-situ Sr of liquefied soils have been developed by back-analyses of
liquefaction flow slides, as first presented by Seed (1987) and since modified by a number
of investigators (e.g., Davis et al., 1988; Seed and Harder, 1990; Ishihara, 1993; Wride
et al., 1999; Olson and Stark, 2002).

Whitman (1985) described situations where pore water seepage driven by earthquake-
induced excess pore water pressure gradients could lead to the localized loosening of the
liquefied soil, or “void redistribution”, that could result in Sr being much lower in the field
than would be obtained from laboratory tests of samples at the pre-earthquake void ratio.
These situations require the presence of a soil layer of significantly lower permeability
overlying the liquefied soil layer, thereby impeding the outward seepage, as illustrated
for an infinite slope in Figure 1.1. Physical and analytical modeling studies by Kokusho
(2000), Kulasingam et al. (2004), and Malvick et al. (2004) have illustrated and evaluated

1

K.D. Pitilakis (ed.), Earthquake Geotechnical Engineering, 1–22.
c© 2007 Springer.
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Fig. 1.1. Schematic of void redistribution in a confined sand layer due to upward
seepage driven by earthquake-induced excess pore water pressure gradients

(after Whitman, 1985)

Fig. 1.2. Centrifuge model showing localized deformations beneath a silt layer
in a saturated sand slope due to liquefaction-induced void redistribution

(Malvick et al., 2004)

several factors that significantly affect the void redistribution phenomenon. For example,
the photograph in Figure 1.2 shows slope deformations that developed in a centrifuge
model of a saturated sand slope because of void redistribution-induced loosening and
strength loss in the sand immediately beneath a low-permeability silt layer. Seed (1987)
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noted that the case history based approach to estimating Sr may implicitly account for
void redistribution effects, and is therefore preferred for practice over lab testing of field
samples.

A number of definitions have been used in the literature for the shear strength of lique-
fied soils. The ultimate shear resistance, or critical state strength, that is measured in
undrained laboratory element tests may be denoted as SCS, whereas the quasi-steady state
shear resistance, which corresponds to a local minimum in the stress–strain curve from
an undrained laboratory element test, may be denoted as SQSS. Residual shear strength,
as used in this paper, refers to the shear resistance that a liquefied soil mobilizes in the
field, which can be complicated by void redistribution and other field mechanisms that
are not replicated in laboratory element tests. These three “strengths” are fundamentally
different from a mechanics standpoint, and thus maintaining a distinction is essential.

This paper presents recommended SPT- and CPT-based relationships for estimating the
ratio of residual shear strength to initial vertical effective stress, Sr/σ

′
vo, for liquefied

nonplastic soils in the field. Case history analyses by a number of investigators over the
past 20 years are reviewed and utilized. The available case history data only constrain
design relationships at low penetration resistances; therefore, the estimation of Sr/σ

′
vo at

higher penetration resistances requires extrapolation beyond the case history data. Conse-
quently, development of the recommended design relationships was guided by laboratory
testing studies and recent findings regarding void redistribution mechanisms. Develop-
ment of the SPT-based relationship is presented first, followed by development of the
CPT-based relationship. Limitations in the state of knowledge, including the uncertain-
ties in the empirical data and the challenge of quantifying void redistribution processes,
are considered.

2. Case history studies

The back-analysis of a case history involves performing a post-earthquake static stability
analysis of the earth structure with each zone of nonliquefied soil assigned a best estimate
of its shear strength, while the zone considered to have liquefied is assigned an unknown
shear strength of Sr (with φu = 0). This procedure is illustrated in Figure 1.3 for the
Lower San Fernando Dam (Seed, 1987). An upper bound estimate for Sr is the value that
gives a factor of safety against sliding equal to 1.0 for the undeformed geometry of the
slope. Another estimate for Sr is similarly obtained for the final deformed geometry of
the slope, if that deformed geometry is reasonably documented and if the final soil layer-
ing has not been seriously modified in the deformation process. Various procedures have
then been used to interpolate between these two estimates of Sr by attempting to account
for the role of sliding inertia, evolving geometry, strength losses due to intermixing with
adjacent water bodies, and other factors. For example, Olson and Stark (2002) calculated,
for the Lower San Fernando dam, Sr values of about 36 and 5 kPa for these two geome-
tries, respectively, and an interpolated best estimate of about 19 kPa. This illustrates how
the interpolation of strengths between deformed and undeformed geometries is a very
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Fig. 1.3. Back-calculation of the residual shear strength for the liquefied shell materials
of Lower San Fernando Dam using limit equilibrium analyses (from Seed, 1987)

significant and uncertain step in the interpretation of the case histories, which adds con-
siderably to the already large uncertainty in estimated Sr values. It should also be kept in
mind that what is needed for forward applications is the estimate of Sr during the early
stages of instability rather than at some later stage (e.g., after significant intermixing has
occurred).

Eighteen case histories are listed in Table 1.1 using the values published by Seed (1987),
Seed and Harder (1990), and Olson and Stark (2002). Seed (1987) evaluated 12 case
histories; ten of these are listed in Table 1.1, while two case histories of lateral spreading
were omitted. Seed and Harder (1990) reevaluated the 12 cases originally investigated
by Seed (1987) plus an additional five cases; 13 of their cases are listed in Table 1.1,
while three cases of lateral spreading and one case of limited embankment slumping
were omitted. Olson and Stark (2002) evaluated 33 case histories, which included 15 of
the cases investigated by Seed and Harder. Olson and Stark (2002) utilized a number of
procedures to back-calculate Sr. Among these procedures is the kinetic analysis, which
they considered to provide the more accurate estimation of Sr. Only ten cases had enough
subsurface and geometric information for them to complete the kinetic analysis. They
note that the procedures they used for the other cases were likely to underestimate Sr.
Accordingly, only their results based on kinetics are included in Table 1.1.

The 18 published case histories listed in Table 1.1 can be categorized into three groups as
follows:

• Group 1: Case histories with an adequate amount of in-situ measurements (e.g.,
SPT, CPT) and reasonably complete geometric details. Seven case histories (Cases
No. 1–7) fit this category.

• Group 2: Case histories with an adequate amount of in-situ measurements (e.g., SPT,
CPT) but the geometric details are incomplete. Six case histories (Cases No. 8–13)
fit this category.
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Table 1.1. Published case histories of liquefaction flow failures

Case history Residual strength, Sr (kPa) published by

Number Structure (N1)60cs-Sr
∗

❶/❷/❸
FC∗∗ Seed (1987)

❶

Seed and Harder
(1990) ❷

Olson and Stark
(2002)❸

σ′
vo(kPa)∗∗∗

1 Wachusett Dam – North Dike –/–/7 5–10/5 – – 16.0 151.2
2 Lower San Fernando Dam 15/13.5/13.5 5–90/25 35.9 19.2 18.7 166.7
3 Fort Peck Dam 11/10/12.5 55/50 28.7 16.8 27.3 351.5
4 Calaveras Dam 12/12/12.4 10–>60/60 35.9 31.1 34.5 307.5
5 Hachiro-Gata Road Embankment –/–/5.6 10–20/15 – – 2.0 32.1
6 Lake Ackerman Highway Embankment † –/–/3 0–5/0 – – 3.9 51.5
7 Route 272 at Higashiarckinai –/–/8.1 20/20 – – 4.8 49.3
8 River Bank, Lake Merced 5/6/– 1–4/3 4.8 4.8 65.7
9 Kawagishi-cho 4/4/– 0–<5/3 5.7 5.7 70.6
10 Mochi-koshi Tailings Dam – Dike 2 6/5/– >60–85/85 12.0 12.0 52.2
11 La Marquesa Dam – U/S Slope †† –/6/– 30/30 – 9.6 43.6
12 La Marquesa Dam – D/S Slope ††† –/11/– 20/20 – 19.2 47.9
13 La Palma Dam †††† –/4/– 15/15 – 9.6 37.8
14 Uetsu Railway Embankment 3/3/3 0–2/2 1.7 1.9 1.7 61.3
15 Solfatara Canal Dike 5/4/– <5–8/7 6.2 2.4 29.9
16 Koda Numa Railway Embankment 3/3/4 13/13 2.4 2.4 1.2 23.2
17 Shibecha-cho Embankment –/–/7.6 12–35/25 – – 5.6 64.7
18 Sheffield Dam 6/6/– 25–48/40 2.4 3.6 68.4

Cases 1–7 fit into Group 1, which consists of Case Histories with SPT and/or CPT measurements and reasonably complete geometric details.
Cases 8–13 fit into Group 2, which consists of Case Histories with SPT and/or CPT measurements, but geometric details are incomplete.
Cases 14–18 fit into Group 3, which consists of Case Histories with estimated SPT and/or CPT, but geometric details are reasonably complete.
∗Values of (N1)60cs-Sr from Seed (1987) and Seed and Harder (1990); for Olson and Stark, an adjustment for fines content was made to their

(N1)60 values.
∗∗Fines content (FC). Range of FC published by authors / FC value used herein to obtain �(N1)60-Sr from Table 2.
∗∗∗Values of the average pre-failure vertical effective stress, σ′

vo, obtained from Olson and Stark (2002).
†This case history was published by Hryciw et al. (1990), who obtained a value of Sr ranging from 8 to 12 kPa and (N1)60cs-Sr = 3.
††This case history was published by de Alba et al. (1988), who obtained a value of Sr ranging from 3.6 to 16.2 kPa and (N1)60cs-Sr = 6.
†††This case history was published by de Alba et al. (1988), who obtained a value of Sr ranging from 12.7 to 27.7 kPa and (N1)60cs-Sr = 11.
††††This case history was published by de Alba et al. (1988), who obtained a value of Sr ranging from 5.7 to 14.3 kPa and (N1)60cs-Sr = 4.
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• Group 3: Case histories with only estimated in-situ measurements (e.g., SPT, CPT)
but the geometric details are reasonably complete. Five case histories (Cases No.
14–18) fit this category.

Of the 13 case histories in Table 1.1 with in-situ measurements (Groups 1 and 2), all had
data on SPT blow counts while only four had data on CPT penetration resistances. For
this reason, the correlation between residual strength and SPT blow counts is developed
first, using the SPT blow counts that were reported or estimated by the researchers listed
in Table 1.1.

Values of equivalent clean sand corrected SPT blow count, (N1)60cs-Sr, for each case
history are listed in Table 1.1. The equivalent clean sand SPT corrected blow count,
(N1)60cs-Sr, is obtained from the corrected SPT blow count, (N1)60, by the addition of
�(N1)60-Sr, which is a function of fines content, FC. Thus,

(N1)60cs-Sr = (N1)60 +�(N1)60-Sr (1.1)

The values of �(N1)60-Sr initially proposed by Seed (1987) are listed in Table 1.2. Seed
and Harder (1990) used these�(N1)60-Sr values, whereas Olson and Stark (2002) did not
include any adjustments for FC in their studies. There are insufficient data to constrain
any derivation of �(N1)60-Sr, but the values recommended by Seed (1987) continue to
appear reasonable. Consequently, the values of (N1)60cs-Sr listed in Table 1.1 are those
reported by the respective investigators, with the addition of �(N1)60-Sr for the values
published by Olson and Stark (2002) as necessary.

Several other investigators have contributed to the analysis of case histories, including
those referenced in the footnotes to Table 1.1. Wride et al. (1999) back-calculated values
of Sr for most of the cases listed in Table 1.1, but chose to use the minimum value of
(N1)60 for correlating to Sr. The choice of the minimum value of (N1)60 creates two
difficulties, namely: (1) it is not certain that the data available for a given case history
included the “minimum” value of (N1)60; and (2) an inordinate amount of drilling and
sampling would be required in forward applications for a site to ensure that the minimum
value of (N1)60 has been obtained. For these reasons, the results by Wride et al. are not
included in Table 1.1. It is noted, however, that the values of Sr back-calculated by Wride
et al. are not materially different from those listed in Table 1.1.

Table 1.2. Values of �(N1)60-Sr recommended by Seed (1987)

Fines content, FC (% passing No. 200 sieve) �(N1)60-Sr
10 1
25 2
50 4
75 5
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3. SPT-based correlation for residual strength

3.1. CORRELATION OF Sr WITH (N1)60cs-Sr

Seed (1987) was the first to suggest back-calculating a residual strength, Sr, of lique-
fied soil from case histories of liquefaction failures and to correlate the Sr to equiva-
lent clean sand SPT corrected blow counts, (N1)60cs-Sr. A direct correlation between Sr
and (N1)60cs-Sr was considered logical based on critical state concepts (e.g., steady state
strength at large strains is a function of void ratio alone) and established correlations
between the overburden corrected penetration resistance and relative density.

The values of Sr obtained by Seed (1987), Seed and Harder (1990), and Olson and Stark
(2002), are listed in Table 1.1 and presented in Figure 1.4. A design relationship that has
been widely used in practice over the past 10 years for estimating Sr based on median
penetration resistance is also shown in this figure.

For stability analyses, it was recommended that the residual strength from this relation-
ship be restricted to less than or equal to the soil’s pre-earthquake drained shear strength.
This restriction avoided the use of shear strengths that, usually at shallow depths, rely on
negative pore water pressure.

Equivalent Clean Sand SPT Corrected Blowcount, (N1) 60cs-Sr
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corrected SPT blow count based on case histories listed in Table 1.1
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3.2. CORRELATION OF Sr/σ
′
VO WITH (N1)60cs-Sr

Residual shear strengths from case histories have also been normalized with respect to the
initial vertical effective stress, σ′

vo (e.g., Stark and Mesri, 1992; Ishihara, 1993; Wride
et al., 1999; Olson and Stark, 2002). The use of a normalized shear resistance, Sr/σ

′
vo,

for sand was usually based on the observation that it provides a reasonable basis for
describing the stress–strain behavior up to moderate strain levels in undrained laboratory
element tests. In addition, recent studies suggest that the effects of void redistribution,
while affected by numerous factors, may also be better represented by a correlation to
Sr/σ

′
vo than to Sr directly.

The values of Sr/σ
′
vo for the case histories listed in Table 1.1 are plotted as a function

of (N1)60cs-Sr in Figure 1.5. Recommended design relationships for estimating Sr/σ
′
vo

based on median penetration resistances are presented in terms of two different curves:
one curve for conditions where the effects of void redistribution are expected to be neg-
ligible, and the other curve for conditions where the effects of void redistribution could
be significant. These two curves provide guidance for the unavoidable task of having to
estimate the residual strengths of soils that have (N1)60cs-Sr values greater than about 14,
which is beyond the range of available case history data. The basis for the form of these
recommended curves is discussed below.

The undrained stress–strain response of saturated sand for a range of initial relative densi-
ties (DR) in direct simple shear loading is illustrated by the results in Figure 1.6 for Fraser

Equivalent Clean Sand SPT Corrected Blowcount, (N1) 60cs-Sr
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river sand by Vaid and Sivathayalan (1996). The bullet symbols on this figure identify
points of minimum shear resistance which correspond to the transition from an incremen-
tally contractive to an incrementally dilative response in undrained shearing (i.e., phase
transformation) and which have also been called a quasi-steady state condition (Ishihara,
1993). The monotonic shear resistance can increase significantly after phase transfor-
mation, with the rate of increase being greater for a higher initial DR. The normalized
shear resistance, τ/σ′

vo, for this sand at σ′
vo of 50 to 400 kPa are plotted versus DR in

Figure 1.7, showing that: (1) τ/σ′
vo at phase transformation is relatively independent of

σ′
vo for σ′

vo ranging from 50 to 400 kPa, and (1) τ/σ′
vo increases with both increasing

DR and increasing shear strain beyond phase transformation.

The values of τ/σ′
vo mobilized at quasi-steady state or at shear strains of 5 to 20%

increase rapidly as DR exceeds about 40 to 50%. This is illustrated by the results in
Figure 1.8 for undrained simple shear loading of saturated Toyoura sand at σ′

vo of 50
to 300 kPa by Yoshimine et al. (1999), as well as by the previously discussed results
for Fraser river sand in Figure 1.7. The trends in Figures 1.7 and 1.8 suggest that the
undrained shear strengths of these sands at σ′

vo less than 400 kPa would exceed their
drained strengths (e.g., τ/σ′

vo = tan φ′ ≈ 0.6) for DR greater than 50 to 60%.

The potential for void redistribution to cause localized loosening and strength loss in the
field depends on numerous factors, including the initial state and properties of the soil
(e.g., cyclic strength, DR, confining stress), the geometry and boundary conditions for
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the slope (e.g., initial shear stress distribution; arrangement, thickness, and permeability
of strata), and the characteristics of the ground motions (e.g., amplitude and duration of
shaking). In adverse conditions, the process of void redistribution progressively reduces
the shear resistance of a loosening zone until it is less than the shear resistance required
for stability. The shear resistance in a loosening zone could be locally reduced to zero
if a water film forms, but the average shear resistance over a large area is unlikely to be
zero because water films can dissipate by piping into cracks that develop as the slope
deforms and the geologic interfaces where loosening develops are likely to be irregular
enough to preclude continuous films of water over large areas. The potential for void
redistribution to cause significant slope deformations decreases quickly with increasing
DR because a greater DR has the combined benefits of reducing the volume of water
expelled by contracting zones and increasing the volume of water that can be absorbed by
dilating zones. Simple analysis models (e.g., Malvick et al., 2006) and nonlinear coupled
numerical analyses (e.g., Naesgaard et al., 2005) have illustrated the influence of various
factors under very simple conditions. The reliable application of such analysis methods
to the complex conditions encountered in the field, however, are less certain and yet to be
adequately calibrated and fully evaluated.

The Sr/σ
′
vo values in Figure 1.5 can also be interpreted as representing small fractions of

the pre-earthquake drained strength. For example, assuming tan φ′ ≈ 0.6 for loose sands,
the Sr/σ

′
vo values of 0.03 to 0.1 at (N1)60cs-Sr less than about 10 in Figure 1.5 are about

5 to 17% of the pre-earthquake drained strength (i.e., a strength loss of 83 to 95% due
to liquefaction). For situations where void redistribution is significant, it seems reason-
able to expect that the shear strength will drop to a small fraction of the pre-earthquake
drained shear strength because the impeded pore water seepage allows the soil to shear
at a sustained low value of σ′

v. Thus, these Sr/σ
′
vo ratios are believed to provide a better

representation of the potential effects of void redistribution than are provided by the direct
Sr correlation in Figure 1.4, while recognizing that neither correlation fully accounts for
the numerous factors that influence void redistribution processes.

It is also useful to compare the Sr/σ
′
vo values in Figure 1.5 to the values expected for

remolded, normally consolidated, slightly plastic silts that are at the transition between
soils that should be analyzed as sands versus soils that should be analyzed using proce-
dures appropriate for clays (Boulanger and Idriss, 2006). Such soils can be encountered
as lenses and layers in hydraulic fills or tailings embankments and have low penetration
resistances. The undrained shear strength ratio of young, normally consolidated, slightly
plastic silts can be about su/σ

′
vo = 0.22 (Ladd, 1991) and have sensitivities in the range

of 2 to 4, such that the remolded shear strength ratio, Sur/σ
′
vo, can be about 0.05 to 0.11.

Remolded strength ratios in this range of values have been reported for slightly plastic
silts and sandy silts by Vasquez-Herrera et al. (1990), Castro and Troncoso (1989), and
Finn et al. (1991). These Sur/σ

′
vo values are comparable to the Sr/σ

′
vo values for the

loose sands, silty sands, and nonplastic sandy silts represented in Figure 1.5.

The lower design relationship in Figure 1.5 corresponds to conditions where the effects
of void redistribution could be significant. This would include sites with relatively thick
layers of liquefiable soils that are overlain by lower-permeability soils that would impede
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the post-earthquake dissipation of earthquake-induced excess pore water pressures, as
discussed previously. This relationship can be represented by the following equation:

Sr

σ′
vo

= exp

(
(N1)60cs-Sr

16
+

(
(N1)60cs-Sr − 16

21.2

)3

− 3.0

)
≤ tan φ′ (1.2)

The upper design relationship in Figure 1.5 corresponds to a condition where the effects
of void redistribution can be confidently judged to be negligible. This could include sites
where the stratigraphy would not impede post-earthquake dissipation of excess pore water
pressures, such that the dissipation of excess pore pressures would be accompanied by
densification of the soils at all depths. In this case, the available experimental data and
correlations between relative density and (N1)60cs-Sr indicate that the undrained shear
resistance would increase rapidly as the (N1)60cs-Sr approaches 16 or 17 (corresponding
to a relative density of about 60%). This relationship can be represented by the following
equation:

Sr

σ′
vo

= exp

(
(N1)60cs-Sr

16
+

(
(N1)60cs-Sr − 16

21.2

)3

− 3.0

)

×
(

1 + exp

(
(N1)60cs-Sr

2.4
− 6.6

))
≤ tan φ′ (1.3)

The potential role of void redistribution or other strength loss mechanisms in the case
histories is not fully clear at this time. Physical and analytical models indicate that void
redistribution is potentially most severe for loose sands, and is likely to have played a
role in many of the currently available case histories. This would suggest the two design
relationships should be somewhat different at the lower penetration resistances, but the
current state of knowledge does not provide a basis for incorporating any difference at
this time.

The appropriate Sr/σ
′
vo ratios for σ′

vo > 400 kPa are expected to be smaller than those
recommended in Figure 1.5. For example, triaxial compression test results by Yoshimine
et al. (1999) showed that Sr/σ

′
vo ratios at a given DR were relatively independent of

σ′
vo up to σ′

vo of about 500 kPa, but decreased at higher values of σ′
vo. This effect

may be approximately accounted for by using the state normalized penetration resistance,
(N1ξ)60cs-Sr (Boulanger, 2003), in place of (N1)60cs-Sr in equations (1.2) and (1.3).

4. CPT-based correlation for residual strength

The development of a CPT-based correlation for Sr/σ
′
vo requires estimating CPT pene-

tration resistances for 14 of the 18 case histories in Table 1.1, and therefore the procedures
for estimating CPT penetration resistances are also discussed in this paper. Correlations
between CPT and SPT penetration resistances that account for the effects of fines content
and relative density are used to: (1) convert the previously derived Sr/σ

′
vo–(N1)60cs-Sr
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correlation to an Sr/σ
′
vo–qc1Ncs-Sr correlation; (2) convert the SPT data in Table 1.1,

measured or estimated, to corresponding values of CPT penetration resistance, as neces-
sary; and (3) derive an adjustment for fines content for CPT penetration resistances that
is consistent with the adjustment recommended by Seed (1987) for SPT blow counts.
The resulting correlation and case history data points are then compared to ensure that
consistency was maintained.

4.1. CONVERTING THE SPT CORRELATION

Correlations between DR, (N1)60 and qc1N in clean sands, as summarized below, were
used to convert the Sr/σ

′
vo–(N1)60cs-Sr correlation in Figure 1.5 to a Sr/σ

′
vo–qc1Ncs-Sr

correlation. The DR of clean sand has been expressed in terms of SPT (N1)60 using the
following form:

DR =
√
(N1)60

Cd
(1.4)

where DR is expressed as a ratio, rather than a percentage. Meyerhof’s (1957) original
observations indicated a Cd value of about 41. Skempton (1986) suggested, based on a
review of field and laboratory data, that the best average Cd values for normally con-
solidated natural sand deposits were about 55 for fine sands and 65 for coarse sands.
Skempton further noted that Cd varied significantly with the age of a deposit, such that
the typical Cd value for fine sands could range from 35 in laboratory tests, to 40 in recent
fills, to 55 in natural deposits.

Cubrinovski and Ishihara (1999) showed that Cd is affected by the grain size character-
istics and the type of soil under consideration. Cubrinovski and Ishihara included data
for high quality undisturbed samples (obtained by in-situ freezing) for clean sand and for
silty sand. The DR, (N1)60, fines content (FC), and median grain size (D50) values for the
high quality undisturbed samples tabulated by Cubrinovski and Ishihara are summarized
in Figure 1.9. Note that the N1 values reported by Cubrinovski and Ishihara were most
likely obtained with a delivered energy of about 78%, and were therefore multiplied by
the ratio 78/60 to obtain equivalent values of (N1)60. The average values of Cd for the
soils included in Figure 1.9 are about 51 for the clean sand samples, about 26 for the
silty sand samples, and about 39 for all samples. It is interesting to note that the value of
Cd = 39 for all samples is very close to the value of 41 originally obtained by Meyerhof
(1957).

CPT tip resistances have also been correlated to DR in various forms. Based on the work
of Boulanger (2003) and the solutions by Salgado et al. (1997a, b) for clean sands, the
following approximate relationships can be used to relate DR to qc1N:

qc1N = C1

(
25.7 + 39.7DR + 212.3D2

R

)(
Ko

0.45

)m−0.077

(1.5)
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Fig. 1.9. Variations of the parameter Cd with DR (values of relative density, N1, FC, and
D50 are from Cubrinovski and Ishihara, 1999)

m = 0.7836 − 0.5208DR (1.6)

C1 = 0.64 to 1.55 (1.7)

in which qc1 is the corrected (to σ′
vo = 1 atmosphere) CPT tip resistance and qc1N is

the normalized corrected CPT tip resistance (qc1N = qc1/Pa), Ko is the lateral earth
pressure coefficient at rest, and Pa is atmospheric pressure. The variation in the relation-
ship between qc1N and DR described by the above equations is similar to the variation
observed between (N1)60 and DR, as illustrated in Figure 1.9.

The above qc1N-DR and (N1)60-DR correlations were used by Idriss and Boulanger (2003)
to maintain consistency between SPT- and CPT-based liquefaction triggering correla-
tions for clean sands. A value of Cd = 46 was used for the SPT relationship and values
of C1 = 0.9 with Ko = 0.45 were used for the CPT relationship. These values, for
example, indicate that a DR of about 81% corresponds to (N1)60cs = 30 and qc1N = 175.
The resulting CPT expression was also shown to be closely approximated as

DR = 0.478 (qc1N)
0.264 − 1.063 (1.8)

which simplifies the computation of DR for a specified qc1N.
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Equivalent Clean Sand CPT Normalized Corrected Tip Resistance, qc1Ncs-Sr
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Fig. 1.10. Proposed curves for relating residual shear strength ratio, Sr/σ
′
vo, of liquefied

soil to median values of equivalent clean sand CPT normalized corrected tip resistance
for σ′

vo less than 400 kPa

The above expressions were used to map the Sr/σ
′
vo relationship in Figure 1.5 to the

relationship in Figure 1.10 by converting the (N1)60cs-Sr values to qc1Ncs-Sr values. The
resulting relationships can be closely approximated as

Sr

σ′
vo

= exp

(
qc1Ncs-Sr

24.5
−

(qc1Ncs-Sr

61.7

)2 +
(qc1Ncs-Sr

106

)3 − 4.42

)
≤ tan φ′ (1.9)

for the case where void redistribution could be significant, and as

Sr

σ′
vo

= exp

(
qc1Ncs-Sr

24.5
−

(qc1Ncs-Sr

61.7

)2 +
(qc1Ncs-Sr

106

)3 − 4.42

)

×
(

1 + exp
(qc1Ncs-Sr

11.1
− 9.82

))
≤ tan φ′ (1.10)

for the case where void redistribution effects are expected to be negligible.

4.2. CPT VALUES FOR CASE HISTORIES

Estimates of CPT penetration resistances for each of the case histories in Table 1.1 were
obtained using a modified form of the correlation between CPT and SPT penetration
resistances presented by Suzuki et al. (1998). Suzuki et al. showed that the ratio qc/N
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delivered to SPT sampler)

varied systematically with fines content and DR (or N). This is illustrated in Figure 1.11
showing their data in terms of qcN/(N)60 versus fines content, FC, for three ranges of
(N)60 values. Their SPT blow count data most likely corresponded to an energy ratio
of about 78%, and hence were adjusted to an equivalent energy ratio of 60% to obtain
the (N)60 values presented in Figure 1.11. The three sets of data points presented in
Figure 1.11 are for (N)60 < 6.5 (average ≈ 4), for (N)60 ranging from 6.5 to 13 (average
≈10), and for (N)60 ranging from 13 to 26 (average ≈20).

The data points for (N)60 < 6.5 covered a sufficient range of fines contents to enable
construction of a reasonable relationship between qcN/(N)60 and fines content for an
average (N)60 of 4. Also shown in Figure 1.11 are relationships that were derived for the
other two ranges of (N)60 and which follow the form derived for (N)60 = 4. These three
relationships were used, with interpolation, to estimate qcN/(N)60 ratios for different
values of (N)60 and fines content.

Fines content adjustments, �qc1N-Sr, for CPT penetration resistances were derived to
be consistent with those adopted for the SPT-based approach. The resulting values for
�qc1N-Sr are listed in Table 1.3.

CPT penetration resistances were estimated for each of the case histories listed in
Table 1.1 as follows. Values of qc1N were estimated by multiplying the SPT (N1)60 values
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Table 1.3. Recommended values of �qc1N-Sr

Fines content, FC (% passing No. 200 sieve) �qc1N-Sr

10 10
25 25
50 45
75 55

from Table 1.1 with the appropriate qcN/(N)60 ratios developed from Figure 1.11. In some
cases, Seed (1987) or Seed and Harder (1990) reported (N1)60cs-Sr values and not (N1)60
values. In those cases, (N1)60 values were estimated by subtracting the fines content
adjustment �(N1)60 from their reported values of (N1)60cs-Sr. This process was applied
separately to the data from each of the investigators listed in Table 1.1, with the resulting
(N1)60 and qc1N values summarized in Table 1.4. The exceptions were for Cases 2 and 5
by Olson and Stark (2002), for which the table lists their reported measured qc1N values
of 47 and 30, respectively. For comparison, applying the above procedure to the (N1)60
values by Olson and Stark produces estimated qc1N values of 55.2 and 29.5 for these two
cases, respectively.

Fines content adjustments based on Table 1.3 were then added to the values of qc1N
to arrive at the corresponding values of qc1Ncs-Sr. These qc1Ncs-Sr values are listed in
Table 1.5 along with the Sr/σ

′
vo values computed for each case history and each inves-

tigator. These data are plotted in Figure 1.12 together with the Sr/σ
′
vo-qc1Ncs-Sr curves

represented by equations (1.9) and (1.10). Comparison of the CPT-based results presented
in this figure with those shown in Figure 1.5 for the SPT-based results indicate a reason-
ably good consistency and correlation between the two approaches.

5. Concluding remarks

SPT- and CPT-based relationships for estimating the residual shear strength ratio, Sr/σ
′
vo,

of liquefied nonplastic soils in the field are recommended in this paper based on a review
of prior case history studies, laboratory studies, and recent findings regarding void redis-
tribution mechanisms. The recommended relationships are comparable with values rec-
ommended by other investigators for values of equivalent clean sand SPT corrected blow
counts, (N1)60cs-Sr, less than about 13 or equivalent clean sand CPT normalized corrected
penetration resistances, qc1Ncs-Sr, less than about 75, which is where the majority of the
available case history data are. The recommended relationships provide new guidance,
however, regarding the unavoidable task of having to extrapolate beyond the available
case history data in the process of estimating residual strengths of soils having (N1)60cs-Sr
values greater than about 14 or qc1Ncs-Sr values greater than about 80.

The development of the recommended design relationships, and particularly their extra-
polation to penetrations resistances that are greater than represented by available case his-
tory data, has been guided by the results of undrained laboratory test studies and recent
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Table 1.4. Values of qc1N obtained for published case histories of liquefaction flow failures

Case history Values for cases published by

Number Structure Seed (1987) Seed and Harder (1990) Olson and Stark (2002)
FC(%) (N1)60 qc1N (N1)60 qc1N (N1)60 qc1N

1 Wachusett Dam – North Dike 5 7 51.8
2 Lower San Fernando Dam 25 13 60.5 11.5 55.2 11.5 47.0
3 Fort Peck Dam 50 7 25.6 6 22.5 8.5 30.2
4 Calaveras Dam 60 7.6 25.1 7.6 25.1 8 26.1
5 Hachiro-Gata Road Embankment 15 4.4 30.0
6 Lake Ackerman Highway Embankment 0 3 25.7
7 Route 272 at Higashiarckinai 20 6.3 38.4
8 River Bank, Lake Merced 3 5 40.5 6 48.0
9 Kawagishi-cho 3 4 33.2 4 32.8
10 Mochi-koshi Tailings Dam – Dike 2 85 1 2.9 0 0.0
11 La Marquesa Dam – U/S Slope 30 4 22.0
12 La Marquesa Dam – D/S Slope 20 9 53.1
13 La Palma Dam 15 3 20.4
14 Uetsu Railway Embankment 2 3 25.5 3 25.5 3 25.5
15 Solfatara Canal Dike 7 4.6 36.8 3.6 29.2
16 Koda Numa Railway Embankment 13 1.8 13.3 1.8 13.3 3 21.9
17 Shibecha-cho Embankment 25 5.6 31.6
18 Sheffield Dam 40 2.8 13.6 2.8 13.6

Notes:
(1) Values of (N1)60 are either those published by author(s), or obtained from published (N1)60cs-Sr and adjusted by subtracting applicable

�(N1)60.
(2) Values of qc1N are obtained by multiplying the values of (N1)60 by the ratio of qc1N/(N1)60 for the applicable value of FC and (N1)60,

except for Cases 2 and 5 by Olson and Stark. Olson and Stark list values of qc1N of 47 and 30 for Cases 2 and 5, respectively, whereas
applying the above procedure to their (N1)60 values produces qc1N values of 55.2 and 29.5, respectively.
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Table 1.5. Values of Sr/σ
′
vo and qc1Ncs-Sr obtained for published case histories of liquefaction flow failures

Case history Values for cases published by

Number Structure Seed (1987) Seed and Harder (1990) Olson and Stark (2002)

FC(%) qc1Ncs-Sr Sr/σ
′
vo qc1Ncs-Sr Sr/σ

′
vo qc1Ncs-Sr Sr/σ

′
vo

1 Wachusett Dam – North Dike 5 51.8 0.106
2 Lower San Fernando Dam 25 85.5 0.215 80.2 0.115 72.0 0.112
3 Fort Peck Dam 50 70.6 0.082 67.5 0.048 75.2 0.078
4 Calaveras Dam 60 74.1 0.117 74.1 0.101 75.1 0.112
5 Hachiro-Gata Road Embankment 15 45.0 0.062
6 Lake Ackerman Highway Embankment 0 25.7 0.076
7 Route 272 at Higashiarckinai 20 58.4 0.097
8 River Bank, Lake Merced 3 40.5 0.073 48.0 0.073
9 Kawagishi-cho 3 33.2 0.081 32.8 0.081
10 Mochi-koshi Tailings Dam – Dike 2 85 57.9 0.229 55.0 0.229
11 La Marquesa Dam – U/S Slope 30 51.0 0.220
12 La Marquesa Dam – D/S Slope 20 73.1 0.400
13 La Palma Dam 15 35.4 0.253
14 Uetsu Railway Embankment 2 25.5 0.027 25.5 0.031 25.5 0.028
15 Solfatara Canal Dike 7 40.8 0.208 33.2 0.080
16 Koda Numa Railway Embankment 13 26.3 0.103 26.3 0.103 34.9 0.052
17 Shibecha-cho Embankment 25 56.6 0.087
18 Sheffield Dam 40 50.6 0.035 50.6 0.053
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Equivalent Clean Sand CPT Normalized Corrected Tip Resistance, qc1Ncs-Sr
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Fig. 1.12. Sr/σ
′
vo versus qc1Ncs-Sr for case histories listed in Table 1.5

and curves proposed for relating residual shear strength ratio, Sr/σ
′
vo,

of liquefied soil to median values of equivalent clean-sand CPT normalized
corrected tip resistance for σ′

vo less than 400 kPa

physical and analytical modeling studies of void redistribution mechanisms. A lower
design relationship was provided for conditions where the effects of void redistribu-
tion could be significant, while an upper design relationship was provided for conditions
where the effects of void redistribution can be confidently judged to be negligible. Mak-
ing the distinction between these two cases for an earth embankment or slope will require
appropriately detailed field and analytical studies.

It is hoped that the relationships included in this paper provide reasonable means for
engineers to estimate the residual strength of liquefied soils in the field. It is also hoped
that research in this area will continue using physical and analytical models to allow for
greater understanding of the void redistribution phenomenon and its effects on residual
strength.
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CHAPTER 2
LONG PERIOD STRONG GROUND MOTION AND ITS USE AS INPUT
TO DISPLACEMENT BASED DESIGN
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Structural Engineering Department, Technical University (Politecnico) of Milan, Italy
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1. Introduction

Consistently with the use of seismic inertia forces for the verification of structural
members, buildings have been traditionally designed for earthquake resistance by rely-
ing on ground acceleration from strong earthquakes to describe seismic loading; in
most applications this is quantified by acceleration response spectra. However, structural
design is increasingly becoming performance based, whereby displacements and defor-
mations of structural and non-structural members, which directly control damage, are
brought to the front stage to replace accelerations and inertia forces. Thus, the relative dis-
placement of the structure caused by the imposed ground motion, quantified through the
displacement response spectrum (DRS), becomes the primary descriptor of the seismic
demand. Methods are available to replace the actual structure (a non-linear multi-degree-
of-freedom system) with an equivalent linear 1 DOF system, in which energy dissipation
due to the non-linear response is accounted for through a large viscous damping factor.
A synthesis of the main steps involved in the (direct) displacement based approach is
provided in Figure 2.1. Since the design involves the response of the damaged structure,
which is “softer” than the undamaged one, the vibration period T at play is significantly
larger than the elastic, or initial, period. Hence, depending on the structure, DRS will
have to encompass a broad T range, e.g. up to 10 s, well beyond the typical 0–4 s range
of current norms (CEN, 2004).

With this background, a national research project called S5 was initiated in Italy in mid-
2005, aimed at providing: (a) a model of the seismic action in terms of arbitrarily damped
DRS, extending to long periods and (b) national hazard map(s) depicting the DRS values
needed for design. The project is sponsored (by the Department of Civil Defence) and
carried out jointly with other projects, for which general consistency of inputs and outputs
is a key requirement. Thus, common seismic source models for the country are adopted,
and the hazard description to be provided by S5 in the 1–10 s range should be consistent
with the short period (0–2 s) hazard mapping provided by another project.

Highlighted in this article are some salient parts and results of the work undertaken in
S5 in the engineering seismology domain, including the empirical prediction of DRS at
arbitrary damping for horizontal and vertical motion derived from a newly assembled set
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Select design displacement ∆d and
define expected displacement shape of structure

From the ductility
µ = ∆d /∆y

Compute base shear, design storey forces (and design structural members)

estimate equivalent damping ξ (of SDOF system)
ξ = ξ (µ, structural type)

After defining DRS (T, ξ) = DRS (T, 5%) η(T, ξ), find:
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Fig. 2.1. Outline of main steps of the Direct Displacement Based Design (DDBD)
method (courtesy of Prof. Rui Pinho)

of data, the amplification of spectral response on different ground profiles, and the special
analysis devoted to alluvium filled valleys and basins. Finally, the type of hazard maps
produced is illustrated both in terms of uniform hazard (UH) spectra and of a simplified
bilinear DRS model.

2. Empirical prediction of displacement spectral response (DRS)
over a broad period range

The experience gained from a previous study on DRS at long periods (Faccioli et al.,
2004) indicated at an early stage that crucial for the entire work was a tool for mak-
ing reliable empirical predictions of horizontal and vertical, arbitrarily damped DRS, at
periods from <1 s to >10 s. Existing attenuation relations for spectral ordinates typically



Long period strong ground motion and its use 25

used for European regions either do not cover the entire period range of interest (e.g.
Ambraseys et al., 1996; Sabetta and Pugliese, 1996; Bommer et al., 2000; Fukushima
et al., 2003; Ambraseys et al., 2005), or were found not to be sufficiently reliable at long
periods (e.g. Berge-Thierry et al., 2003), presumably because of the high-pass filtering of
the analog accelerograph recordings making up most of their calibration data sets.

Therefore, a new worldwide database was assembled consisting only of digitally recorded
accelerograms of shallow crustal earthquakes, carefully selected as regards ground condi-
tion at the accelerograph station, minimal long period disturbances in the recording, and
fullest possible coverage in the required magnitude and distance ranges.

The following subsections describe the data selection and the uniform processing applied,
the features of the empirical predictions obtained for, the DRS of both vertical and hori-
zontal motion, and the formulation of a simplified spectral model for design.

2.1. DATA SELECTION

As is well known, in selecting the calibration data for strong motion attenuation relations
one should avoid to adopt both excessively loose criteria, because they lead to unreliable
estimations, and the use of overly restrictive criteria that will result in lack of robustness
of the predictions.

Strong motion data sources and format. By far the largest contributing source to the
data set was the Japanese K-Net strong motion network (www.k-net.bosai.go.jp), while
the rest of the data are from California, Europe, Iran, and Turkey. Additional data
from Japan are those of the 1995 Hyogo-ken Nanbu earthquake, that were provided
at the time of the Simultaneous Simulation Experiment of the Second International
Symposium on ESG, in 1998 (ESG98 data distribution CD-ROM for the Kobe Simul-
taneous Simulation), and 10 records at rock sites, taken from the Kik-Net network
database (www.kik.bosai.go.jp). The source of Iran data was the Iran Strong Motion
Network, ISMN (www.bhrc.ac.ir/Bhrc/d-stgrmo/D-StGrMo.htm); for California we
mainly used data available from the US National Strong-Motion Network, NSMN
(nsmp.wr.usgs.gov) and, for the 1999 Hector Mine event, digital data from both the
Engineering Strong Motion Data Center, CISN (www.quake.ca.gov/cisn-edc) and from
the Southern California Seismic Network, SCSN (www.scsn.org). Concerning Europe
and Turkey, most data come from the strong-motion data archive at the Imperial College
of London (Ambraseys et al., 2002). A few (about 10) Italian records were provided by
the National Accelerograph Network (RAN).

All data were acquired in the form of uncorrected acceleration histories, including nine
records of the 1980 Irpinia (Italy) M 6.9 earthquake, which are the only analog recordings
present in the database and were inserted in it only after a careful scrutiny of their long
period characteristics.

Magnitude. Crustal earthquakes worldwide with independently determined moment mag-
nitude were considered, in the 5.0 ≤ M ≤ 7.2 range. The lower magnitude bound was
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dictated by the results of probabilistic deaggregation analyses of seismic hazard at
many sites in Italy, showing that contributions of the M < 5 events to spectral dis-
placement hazard are negligible. On the other hand, the upper bound is close to the
largest magnitude (7.41 ± 0.12, possibly overestimated) in the historical earthquake
catalogue in Italy (Gruppo di lavoro CPTI, 2004). M values of Japanese events,
representing the majority of the dataset, come from the F-Net broadband network
(www.fnet.bosai.go.jp/freesia/index-j.html), while most of those of the other events
are from the global CMT catalogue (www.globalcmt.org/CMTsearch.html).

Magnitudes of the selected crustal earthquakes in Japan do not exceed 6.8, so that all the
M > 6.8 events in the dataset are from Europe, the Middle East, and the United States.
The upper magnitude bound adopted has led to rejecting extensively recorded events such
as the 1999 (M 7.6) Chi Chi earthquake.

Distance, depth, and focal mechanism. The focal distance, R, was used, mainly for
consistency with the current model of seismic source zones (SSZ) for Italy, which asso-
ciates an “effective” focal depth to each source zone (zonesismiche.mi.ingv.it/documenti/
App2.pdf). The distance limit of 150 km was dictated by the mentioned deaggregation
analyses. In addition to excluding all subduction zone events from the calibration dataset
focal depths were restricted within about 22 km, since the largest “effective depth” class
in the Italian SSZ model is 12–20 km. For what concerns Japanese earthquakes, the K-
Net focal depths were chosen, after checking for a number of events that these are the
same as those reported in the Hi-Net database (www.hinet.bosai.go.jp), while most of
focal depths of the other events are taken from the global CMT catalogue. The smallest
value of R in the dataset is about 6 km. Using a significant number of reverse and strike-
slip fault events with well identified source geometry in the selected set, the following
relationship was obtained between the focal distance R and the nearest distance R f from
the recording site to the ruptured fault:

R(km) = 10.70 + 0.99 R f (km)(σR = 6.37 km, r2 = 0.97). (2.1)

The distribution of the data used in terms of magnitude and focal distance is shown in
Figure 2.2. Events with reverse, normal and strike-slip fault mechanisms are all repre-
sented in the database; at this stage of the study, no dependence was yet introduced on
the type of focal mechanism.

Ground categories. For consistency with CEN (2004), the four basic ground categories
A, B, C, and D defined therein mainly through the Vs30 propagation velocity index,
have been adopted for the classification of the recording sites. About 82% of the cali-
bration dataset derives from the K-Net database, with a velocity profile at the recording
sites known to a depth of 20 m at most. This created an evident practical difficulty in
classifying the sites in terms of Vs30. Four different methods were proposed in Boore
(2004) to estimate Vs30 from velocity data not reaching 30 m depth. Three of them were
applied here, and a further one was independently developed and adopted. The simplest
method in Boore (2004) assumes that the lowermost measured velocity extends to 30 m,
but this choice may lead to underestimating Vs30 because Vs generally increases with
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Fig. 2.2. Distribution of magnitude, distance and geographical origin for the
acceleration records in the database. Diamonds are Japanese data. Data from California
are represented by black circles. Black triangles are Iranian data, while asterisks refer to

data from Europe and Turkey

depth in layered media. To overcome this problem we modified the criterion by assuming
piece-wise uniform velocity profiles: specifically, the deepest measured velocity value is
increased by 20% every 10 m. Two more options were borrowed from Boore (2004): the
first is based on velocity statistics to determine site class, while the second one uses the
correlation between Vs30 and Vsd , where Vsd is the time-averaged velocity for a set of
boreholes for which the actual depth d reaches or exceeds 30 m. The correlation between
Vs30 and Vsd was calibrated ad hoc for this study using about 100 velocity profiles from
the Japanese Kik-Net network database (Figini, 2006). The actual classification of the
K-Net stations was finally established by applying the four criteria just described, and the
final decision taken on a simple majority rule.

For the recording sites from Europe and Turkey use was made of the information avail-
able in the European Strong-Motion database (Ambraseys et al., 2002), while ground
conditions for the Iran data were identified, where possible, starting from the classifica-
tion scheme proposed in Zare (2004).

Finally, for the Hector Mine earthquake, information on ground conditions is available
for CISN network stations, while many NSMN stations can be classified using on-line
data available from quake.wr.usgs.gov/∼boore.

Data processing and representation. The basic processing applied uniformly to all
records of the dataset is described in Paolucci et al. (2006); it has been shown that
removal from the entire record of the baseline offset computed from the sole pre-event
time window suffices to obtain reliable DRS ordinates at least up to 10 s period for the
accelerogram components of the lower magnitude events, and to 15 s or more for the
higher (>6.5) magnitudes. In addition, independent comparison of DRS from co-located
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broad band velocity meters and SM accelerographs confirmed the reliability of the basic
processing applied to acceleration records. The shortest period taken into account in
deriving the attenuation relations is 0.1 s, thus making it unnecessary to apply a high-
cut filter, commonly chosen to have a roll-off at 50 Hz and cut-off at 100 Hz, for digitally
recorded data (Ambraseys et al., 2005). From the acceleration histories, baseline cor-
rected as just described, the DRS ordinates were computed up to 20 s period for both
horizontal and for the vertical component of each accelerogram. The horizontal ground
motion is represented in this study by the geometric mean of the DRS ordinates of the
two recorded horizontal components at a given period, and by the single ordinate of the
vertical response spectrum. The spectral ordinates are expressed in cm.

2.2. PREDICTION EQUATIONS FOR DISPLACEMENT SPECTRAL RESPONSE

The empirical equations for the prediction of the DRS(T ) ordinates were initially taken
in the form (e.g. Ambraseys et al., 1996):

log DRS(T ) = a1 + a2 M + a3 log R + a4S1 + a5S2 + ε (2.2)

where T (s) = vibration period, and a1 . . . a5 are numerical coefficients, ε denotes a
random error term, assumed as normally distributed with zero mean and standard devi-
ation σlog DRS . S1 and S2 are dummy variables accounting for the main local ground
categories contemplated in both the Eurocode 8 and the Italian current norms (CEN,
2004; Ministero delle Infrastrutture e dei Trasporti, 2005), with the following values:
S1 = S2 = 0 for type A (rocklike) ground, with Vs30 ≥ 800 m s−1; S1 = 1 and S2 = 0
for type B (stiff) ground, with 360 m s−1 ≤ Vs30 ≤ 800 m s−1; S1 = 0, S2 = 1 for type
C ground, with 180 m s−1 ≤ Vs30 ≤ 360 m s−1, and S1 = S2 = 1 for type D (very soft)
ground, with Vs30 < 180 m s−1. Note that accounting for local ground conditions with
two dummy variables only, as in (2.2), does not allow to discriminate between the ampli-
fication ratios D/B and C/A, both equal to 10a5 S2 , and between B/A and D/C. To avoid
such ambiguity, a third dummy variable S3 should be introduced, so that the portion on
the rhs of (2.2) accounting for ground conditions would become a4S1 + a5S2 + a6S3.
In such case, S1 = S2 = S3 = 0 for ground A, while Si = 1(i = 1, 2, 3) and the other two
dummy variables would be set equal to 0 for the other ground types. Table 2.1 shows the
distribution of the calibration data in terms of M and ground type.

Table 2.1. Distribution of acceleration records in the database in terms of magnitude and ground
types (CEN, 2004)

M A B C D Unknown

5.0–5.4 17 95 97 13 34
5.5–5.9 11 141 131 38 0
6.0–6.3 8 127 135 21 16
6.4–6.6 23 96 59 15 49
6.7–7.2 9 13 11 0 22
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A number of accelerograms (121) recorded at sites with unknown ground conditions was
retained in the dataset; when regressing the data with (2.2), these sites were assumed to
belong either to class B or to class C, the latter choice providing a lower prediction error.

Some tests on the spectral ordinate at 10 s period, denoted hereinafter as D10, were
performed to investigate whether the statistical significance of the prediction would
be increased to adopt a functional form different from (2.2), e.g. by including a
quadratic dependence on M , or a dissipative attenuation term, or a magnitude-dependent
attenuation coefficient a3 (see Joyner and Boore, 1981; Fukushima, 1996; Ambraseys
et al., 2005). No significant improvement was obtained with respect to the results yielded
by (2.2), that has the additional advantage of allowing an immediate comparison with the
theoretical attenuation relation for the far field maximum ground displacement derived
in Faccioli et al. (2004) from the Brune model, i.e.

log dmax(cm) = −4.46 + 0.33 log�σ(MPa)+ M − log R(km) (2.3)

where dmax is the maximum horizontal ground displacement and�σ the stress drop. The
tests with a different functional form of the attenuation relation will be extended also to
the shorter period DRS ordinates.

The coefficients ai of (2.2) were calculated by the two-stage regression technique first
introduced in Joyner and Boore (1981), allowing to decouple the magnitude and the dis-
tance dependence. The coefficients were determined in the range 0.10 s ≤ T ≤ 20 s for
damping 0.05 (listed in Table 2.2), as well as for 0.10, 0.20, 0.30 damping.

Note from Table 2.2 that the magnitude and distance dependence of the DRS ordinates
is consistent with the theoretical relationship (2.3) at periods between about 6 s and 10 s,
confirming the soundness of the empirical prediction tool.

Table 2.2. Coefficients of Eq. (2.2) for the prediction of 5% damped DRS(T )

T (s) a1 a2 a3 a4 a5 σlog DRS

0.10 −1.7769 0.4974 −1.7479 0.0465 0.042045 0.3935
0.15 −1.757 0.5153 −1.6367 0.0689 0.1379 0.3902
0.2 −1.8922 0.543 −1.5544 0.0844 0.2343 0.3902
0.25 −2.0734 0.5801 −1.5039 0.1004 0.2917 0.3836
0.5 −2.4256 0.6585 −1.416 0.2032 0.4611 0.3689
0.75 −2.6197 0.6964 −1.3616 0.2674 0.5368 0.370
1 −2.7652 0.7499 −1.3796 0.2482 0.5016 0.379
1.25 −2.8531 0.7772 −1.3624 0.2165 0.4463 0.3732
1.5 −2.945 0.8095 −1.3752 0.1856 0.4070 0.3651
1.75 −3.0231 0.8313 −1.3711 0.1643 0.3741 0.3571
2 −3.0489 0.8413 −1.3628 0.1504 0.3450 0.3477
4 −3.7533 0.9544 −1.213 0.1314 0.2578 0.3124
6 −4.3049 1.0321 −1.0915 0.0964 0.2136 0.2896
8 −4.5001 1.0389 −0.9864 0.1089 0.2170 0.2809
10 −4.5621 1.0391 −0.9584 0.1096 0.2157 0.2694
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Fig. 2.3. DRS(T ) predicted on rock by Eq. (2.2) for different damping ratios: 5% (solid
lines), 10% (dashed lines), 20% (lines with circle markers), 30% (lines with asterisk

markers). The spectra are depicted for M = 5, 6, 6.5, 7 and three values of focal
distance R = 25, 50, 100 km. Note the spurious long period trend at MS and 6, caused

by lower S/N ratio

As shown in Figure 2.3 the median spectral shapes predicted by (2.2) on rock change
smoothly with M and exhibit the same general behaviour, i.e. a strongly increasing initial
branch up to a “corner” period varying from a few s to about 10 s (depending on magni-
tude and damping), followed by a branch that asymptotically approaches the maximum
ground displacement with a nearly constant or moderately increasing/decreasing trend.
Figure 2.3 clearly displays the effects of the long period errors that could not be removed
in the data processing: for instance, for 5 ≤ M ≤ 6, the final upward trend of the spectra
that follows a minimum occurring for 10 s < T < 16 s, is spurious. Hence, as observed
earlier, it can safely be assumed that using (2.2) with the present dataset yields reliable
DRS(T ) ordinates up to a maximum period that strongly increases with magnitude, i.e.
from about 10 s for M 5 to about 20 s for M 7.

The possible dependence of the ground coefficients a4 and a5 on magnitude was sepa-
rately investigated using the non-linear predictive relation

log DRS(T ) = b1 + b2 M + b3 log R + b4S110b
5 M + b6S210b

7 M. (2.4)
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The previous two-step approach was still used with (2.4), whereby b5 and b7 were
determined within the first step through a Trust Region minimisation procedure. Among
all possible solutions, that corresponding to the least standard error of the prediction was
chosen. As initial conditions for the iterative minimisation procedure, the coefficients
calculated for (2.2) were used, i.e. assuming b4 = a4, b6 = a5, b5 = b7 = 0 at the first
iteration. The coefficients obtained for the non-linear form (2.4) are not given herein;
the results (discussed in the following subsection) show that (2.4) leads to a negligible
decrease in the standard error of the DRS predictions. Therefore only the linear form
(2.2), or its variation containing three dummy variables for site conditions, was retained
for applications of hazard mapping.

2.3. INFLUENCE OF LOCAL GROUND CONDITIONS

The influence of local ground conditions on the DRS(T ) ordinates is first illustrated
through a version of the attenuation relations calibrated on a data sub-set consisting of
the Japanese (K-Net Kik-Net) records only, restricted to R < 75 km. This subset of about
250 records contains ground motions of engineering significance, mostly in the 0.9 to
4.0 m s−2 maximum acceleration range. The appropriate parts of the terms a4S1 + a5S2
in (2.2) and b4S110b

5
M +b6S210b

7
M in (2.4) are displayed first, since they depict directly

the spectral amplification for a given ground class (B, C, or D) with respect to class A.

Class B ground. The B/A amplification ratio is simply given by a4(T ) in (2.2) and is
shown by the shaded band on the lhs graph in Figure 2.4, corresponding to the median
value ± the s.e. of estimate of the coefficient. The spectral amplifications from other
attenuation relations (Sabetta and Pugliese, 1996; Ambraseys et al., 2005) and from CEN
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and Pugliese (1996). Line with circles is computed from Ambraseys et al. (2005). The
dashed line represents the Eurocode 8 spectral ratio (CEN, 2004). (Right) C/A ± 1 s.e.

spectral ratio obtained from Eq. (2.2) using two site dummy variables. Dashed lines
represent C/A median ratio calculated through Eq. (2.4) for the indicated magnitudes
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(2004) are also depicted, although the classification of ground categories adopted in the
former do not coincide with the present one.

The ratio B/A yielded by (2.2) is constant and equal to about 1.2 for T > 5.0 s, while it
exhibits significant broad-band amplification between 0.2 s and 5.0 s, reaching an (appar-
ent) peak between 0.7 s and 0.8 s. Three main indications may be derived from Figure 2.4:
(1) The difference between ground categories B and A is never negligible, since ampli-
fication ranges between 20% (at long period) and 75% (at T < 1 s). (2) Whichever the
dataset used to calibrate the attenuation model, spectral ratios B/A tend to agree in terms
of median amplification value, with some differences in the peak period. (3) Amplifica-
tion factors obtained from CEN (2004) are too conservative for T > 2 s, and vice versa
at lower periods.

Class C ground. The C/A spectral amplification is portrayed on the rhs graph of
Figure 2.4, which contains results yielded by both (2.2) and (2.4); in the first case
the factor shown as a function of period is a5 while in the second it is b610b

7
M . A strong

peak occurs at 1 s, with maximum amplification between about 2.7 and 4. For clarity,
amplification curves from Sabetta and Pugliese (1996) and Ambraseys et al. (2005) are
not shown in this case; the peak period of Sabetta and Pugliese (1996) for deep alluvium
sites is about the same as in this study, but peak amplification does not exceed 1.7.
The peak period from Ambraseys et al. (2005) is close to 2.0 s, with an ordinate of about
2.5. Median amplification curves yielded by (2.4), calibrated with the worldwide data-
base, are shown in the same figure for three M values; they show, as expected on physical
grounds, decreasing amplification when magnitude increases. The curves in question lie
fairly close to or within the s.e. band of coefficient a5 of (2.2), thus indicating that an
attenuation model non-linear in the site coefficients, such as (2.4), results in a marginal
improvement in statistical significance with respect to Eq. (2.2). Hence, the latter has
been generally preferred in the applications.

H/V spectral ratios. An important source of uncertainty in predictions of the ground
motion spectral amplitudes is likely to be due to errors in the attribution to ground cat-
egories based only on a geotechnical/geological site description or, ultimately, on Vs30
values. Following Zhao et al. (2006) a preliminary investigation was made on the feasi-
bility of subdividing the Japanese data subset into ground categories based on the H/V
ratio of 5% damped horizontal to vertical spectra. Thus, the H/V ratios were computed
for 0.05 s ≤ T ≤ 2 s for about 950 Japanese records, using for start the ground cate-
gories A, B, C, D, and picking from the ratio computed for each accelerogram the peak
value and the corresponding period. Finally, for each ground class, the average and stan-
dard deviation of the peak value and the dominant period associated to it were derived.
The evident aim was to detect correspondences between the geotechnical classification
adopted and the peak periods of the H/V spectral ratios, in the hope of gaining insights as
to the classification of stations with unknown soil conditions included in the worldwide
database. Results, listed in Table 2.3, show that the uncertainty associated to the average
dominant period and to average peak H/V value of each ground class is large, suggesting
that a ground classification based on these two factors would bring no improvement.
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Table 2.3. Mean peak period and corresponding peak amplification from H/V spectral ratios

Ground type Peak period (s) Peak amplification

B 0.44 ± 0.44 4.55 ± 2.38
C 0.72 ± 0.56 5.69 ± 2.90
D 0.80 ± 0.33 6.38 ± 2.58
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Fig. 2.5. (Left) Comparison of D/A, B/A, and C/A spectral amplification obtained using
two dummy variables for site description (median values, thick black lines) or three

dummy variables (shaded zones, median ±1 s.e.) for Japanese data only. (Right) H/V
spectral ratios (thin lines) vs median D/A, C/A, and B/A ratios obtained from (2.2) using

three dummy variables

The mean H/V spectral ratios for different ground categories exhibit, however, a clear
site-dependent shape, where physically meaningful dominant periods for each ground
class can be identified (Figure 2.5, rhs). Starting from this observation, we recognised
that modifying (2.2) by introducing three dummy variables was necessary to identify
without ambiguity the influence of local ground conditions by means of the attenuation
relation. The results of introducing such a modification into (2.2) are shown by the three
shaded bands on the lhs of Figure 2.5, labelled as B, C, and D and representing the s.e.
bands of the spectral ratios B/A, C/A, and D/A. The corresponding median spectral ratios
resulting from the use of only two dummy variables are represented by the black solid
curves. While the results are comparable in terms of maximum spectral amplification, the
formulation with two dummy variables is clearly inadequate to segregate the dominant
vibration periods for each ground class. The 95% confidence interval for the coefficient
of S3 always contains the D/A spectral ratio obtained with two dummy variables, while
for the C and B ground classes the spectral ratio obtained by the two formulations are
statistically equivalent only in the 0.3–0.6 s period range and for T > 1.7 s. This means
that in the interval of periods where the peak amplification for ground B and C occurs, the
difference in pattern obtained with three dummy variables is statistically significant and
clearly preferable. For the same confidence level, the coefficient of S1 is not statistically
significant for T > 0.7 s.
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2.4. VERTICAL SPECTRA

Using the same digital acceleration database, vertical components have been also
analysed in terms of the median V (T )/H(T ) response spectral ratios. In this section,
V (T ) is intended as the 5% damped DRS of the vertical component, while H(T ) is the
geometric average of the response spectral ordinates of the horizontal components at
period T .

A summary of results is plotted in Figure 2.6, for magnitude ranges from 5 to 6.6; the
median V/H ranges typically from 0.4 to 0.7, with a variation with T weakly dependent
on magnitude and distance, except for higher magnitudes and small distances, where the
ratio tends to increase, but does not exceed 0.9.

Compared in Figure 2.7 are the present results for 6.0 ≤ M ≤ 6.3 and 10 km ≤ R ≤
30 km, including the 16- and 84-percentile curves besides the median one, with the V/H
ratios deduced from a few widely used attenuation relationships. Except for Ambraseys
and Simpson (1996), exceeding the 84-percentile in a narrow range at short periods, the
other ratios lie within the variability range of our data. Note, incidentally, that the ver-
tical design spectra implemented in CEN (2004) are essentially based on the results of
Ambraseys and Simpson (1996) that, based on this study, appear to be overconservative
for T < 0.2 s.
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Fig. 2.7. Response spectral ratios V/H for 6.0 ≤ M ≤ 6.3 and 10 km ≤ R ≤ 30 km:
50-percentile (thick solid line), 16- and 84-percentile (thick dotted lines), compared with

the values deduced from the attenuation relationships (1) Bozorgnia and Campbell
(2004), (2) Ambraseys and Douglas (2003), (3) Ambraseys and Simpson (1996) and

(4) Sabetta and Pugliese (1996), with M = 6.15 and R = 15 km. Note that (2) is
independent of magnitude and distance

Although not reported here for brevity, it was verified that the dependence of V/H on the
site class is relatively modest with median values typically varying between 0.4 and 0.7
both for class B and for class C sites.

2.5. A SIMPLIFIED SPECTRAL DISPLACEMENT MODEL

In Figure 2.8 the median 5% damped displacement response spectra for different mag-
nitude ranges, without distinction of ground type, are compared with the normalised
spectrum obtained by multiplying the code (CEN, 2004) elastic acceleration spectrum
for class A ground by (T/2π)2. The observed median curves suggest that the design
spectral shape of CEN (2004), consisting, for periods larger than 0.4–0.5 s, of a bi-linear
curve with a constant plateau at long periods, provides a reasonable approximation,
while the “bell-shaped” displacement spectrum defined in the Annex A of Eurocode 8
(CEN, 2004) for T > 4 s is not strongly supported by the observations. In the sequel,
we will set the value of the long period plateau at D10, already introduced in Section 2.2.
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10 < R < 30 km) as a function of magnitude. (Right) Displacement spectral shape

according to CEN (2004)

However, there are two major drawbacks to the bi-linear curve of CEN (2004). First, the
constant plateau region is proportional to the peak ground acceleration ag , that does not
theoretically scale with magnitude as D10, as shown by the observed median curves in
Figure 2.8 and as it can be deduced by the dependence on period of the a2 coefficient in
Table 2.2. Second, a corner period TD = 2 s is prescribed in CEN (2004) as the starting
point of the constant displacement region, whatever the earthquake magnitude governing
the seismic hazard of the region of interest. These points will be further discussed in
Section 5, when displacement hazard representations will be introduced. At this stage,
we only point out that it seems more rational to approximate the displacement spectral
shape for design through the previous bi-linear curve with a constant level at T > TD .
However, instead of fixing the value of such plateau as a function of ag and TD and of
arbitrarily setting TD = 2 s, both D10 and ag should be independently determined and
TD obtained as the intersection of the two lines, i.e.

TD = (2π)2 D10

2.5ag STC
(2.5)

The advantage of using (2.5) is that the dependence of TD on magnitude is now implicit in
D10; the drawback of this simplified spectral model is that it tends to be overconservative
for intermediate periods, close to TD , as it will become clearer in Section 5.

2.6. OTHER ASPECTS

We did not consider so far the treatment devoted to source and near-field effects in
the S5 project. Briefly, there is only weak evidence of source directivity effects in the
large database discussed in Section 2.1, and these were therefore neglected. On the other
hand, remarkable radiation pattern effects for T values between few s and over 10 s were
detected for strike-slip events in the M 6.5 to 7.0 range, notably the 2000 Tottori and 2005
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Kyushu, Japan, earthquakes and the 2000 Iceland earthquake, all of them strong contri-
butors to the calibration dataset. Systematic numerical simulations were also carried out
using the D10 parameter.

The previous effects strongly depend on the fault-receiver configuration and their inclu-
sion is hardly feasible in the frame of a nation-wide probabilistic hazard analysis, not to
mention the uncertainties affecting the geometry and the slip rate of most active faults in
Italy. Nevertheless, a modified form of the attenuation relation (2.2) was developed for
D10, that includes radiation pattern terms as a function of the fault-to-receiver angle of
view. This should be apt for applications in scenario studies on a single site, with seismic
hazard controlled by the activity of a single fault.

3. Response of alluvium filled valleys and basins

While the influence of alluvium filled basins on site response has been the subject of
substantial research, the resulting modifications on the response spectra at the basins sur-
face (especially for T > 1–2 s) has not been as thoroughly investigated (see e.g. Chavez
Garcia and Faccioli, 2000) despite its importance in structural design.

Significant previous studies tried to estimate basin amplification effects through the
analysis of strong-motion data and most of them quantified basin geometry only in terms
of sediment depth (Trifunac and Lee, 1978), introducing such term in newly developed
attenuation models. Other studies tried to relate basin effects also to the relative location
of source and site position in the basin (Choi et al., 2005), or to the distance to the basin
edge (Joyner, 2000).

Herein, in order to identify how alluvium filled valleys and basins affect the DRS, we
consider both the wave field generated at the source and its propagation inside the basin
sediments by applying a recently developed Domain Reduction Method (DRM), which
allows to couple the separate analyses of source and basin response. This method, pro-
posed in Bielak et al. (2003) on the basis of earlier work, was subsequently extended in a
spectral element environment (Faccioli et al., 1997) and implemented in numerical codes
suited for 2D/3D wave propagation analyses (Faccioli et al., 2005), to which we refer for
details of implementation.

The main steps of the analyses are as follows. First a detailed numerical grid of the allu-
vium basin at study is prepared. Then the source mechanisms of interest are defined
and the complete 3D displacement field in the zone occupied by the basin is computed
using a horizontally layered local model of the Earth crust, through the efficient analyt-
ical method of Hisada and Bielak (2003). These displacements, properly manipulated,
are used to calculate the effective forces to be applied at the boundary of the numeri-
cal model of the basin as an equivalent, effective dynamic excitation. Wave propagation
inside the basin is then performed with the spectral code GeoELSE (Maggio et al., 2001;
Stupazzini, 2004) and the damped DRS are finally calculated and analysed at the surface
receivers of the basin.



38 E. Faccioli, C. Cauzzi, R. Paolucci, M. Vanini, M. Villani, and D. Finazzi

Fig. 2.9. Location of Gubbio Plain (Central Italy) and longitudinal cross-section used in
numerical analysis. The position of the digital accelerometer station GBP is also

displayed

A first application of the DRM approach was concerned with the 2D response analy-
sis of the Gubbio sedimentary Plain (Figure 2.9) to the main shock of the damaging
Umbria-Marche earthquake sequence of 1997 (26.09.97, 9.40 h, M 5.9), well recorded
by a single digital accelerograph located in the middle of the Plain (station GBP) at 40 km
epicentral distance. These analyses were intended to provide only preliminary quantita-
tive insight into the problem, since the deep structure of the Gubbio Plain has not yet
been clearly defined and is presently under study.

The source parameters and the slip distribution of the fault plane were taken from
Hernandez et al. (2004). The crustal velocity model adopted combines the description
given by the same authors, with that suggested in Mirabella et al. (2004); a smooth
decrease in the rock properties with decreasing depth was also introduced to properly
account for near-surface alteration (Cotton et al., 2006). For the valley sediments Vs val-
ues increasing from 500 m s−1 to 2000 m s−1 were derived from the inversion of Rayleigh
wave dispersion curves and site response estimation from weak motions.

Shown in Figure 2.10 are the results of the numerical analysis of the longitudinal (NW–
SE) cross-section of the valley. DRS were computed at closely spaced receivers at the
surface and then averaged according to a subdivision of the cross-section into four zones
(see Figure 2.9). The figure shows the average DRS for each zone, together with the
Type I spectrum of CEN (2004, Annex A), ground category C (applicable to most valley
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Fig. 2.10. Average 5% damped displacement response spectra ( DRS) from 2D
numerical simulations compared with the applicable Eurocode 8 (CEN, 2004) spectrum,
median (+ s.e.) values from the form (2.4) of the attenuation relation (with shading) and
corresponding strong motion record at GBP acceleration station (from simulated event

26.09.97, 9:40 h)

receivers), anchored at a 475 year peak acceleration ag = 0.23 g (yielded by regional
probabilistic hazard analysis). The DRS from the horizontal strong motions recorded at
GBP is also displayed (projected in the direction parallel to the cross-section). The mean
+1 s.e. spectral band predicted by (2.4) is also included in the figure for comparison.
The observed DRS has amplitudes that largely exceed the standard spectrum of the code
from 1.5 s to 4.5 s period. These amplitudes, moreover, cannot be matched by either the
numerical analysis or the attenuation relation. This casts proper light on the strong ampli-
fication effects affecting the response of alluvium valleys at long periods. Note that the
fundamental 1D resonant period in the deepest portion of the valley is about 3 s.

The Gubbio observations (and similar ones in other parts of the world) prompted us to
plan and perform a parametric analysis of alluvium filled valleys subjected to the radiation
of different types of earthquake sources. A 2D model borrowed from the European Project
Sismovalp (www-lgit.obs.ujf-grenoble.fr/sismovalp) was chosen for valley shape, i.e. the
so-called A0 model representative of the typical valley of the European Alps. The profile
and mechanical properties of the layers inside the basin were defined as an average over
a number of basins located in the Italian, French, and Swiss Alps. In Table 2.4 are given
the velocity model of the basin and of the rock outside and beneath it. Ground category
C identifies nearly all the sites at the surface of the basin.
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Table 2.4. Adopted sediment and crustal velocity model for parametric analyses of 2D alluvium
valleys

Valley sediments Crustal model

Thickness (m) Vs(m s−1) Thickness (m) Vs(m s−1)

15 250 30 1200
15 350 70 2000
70 450 250 2400

250 600 2350 2800
100 800 2000 3300

– – – 3500
– – 30 1200

Fig. 2.11. Valley model with numerical grid (spectral nodes). Note zone subdivision
(I, II, III, IV, V)

In Figure 2.11 the valley geometry with the spectral nodes of the 2D numerical grid is
shown. Note the subdivision of the valley into four zones, aimed at capturing differences
in the site response features. The boundary zones of the model are within a distance
of respectively 200 m and 400 m from basin edges. The grid step allows to propagate
frequencies up to about 3 Hz, with a sampling rate of 2.5 points per wavelength. The
computational mesh contains 1126 spectral elements (with 5 × 5 integration points) and
1140 spectral nodes. Absorbing boundaries were introduced on all the vertical sides of
the model and on its bottom face.

Source analysis, carried out with the Hisada and Bielak (2003) code, involved normal
(here denoted as N), reverse (R) and strike slip (SS) focal mechanism. The dip angle of the
fault was chosen to correspond to typical earthquake sources of Italy Alpine region: 60◦
for N, 20◦ for R and 85◦ for SS. A rectangular fault (L = 2W) with bilateral propagation
(hypocenter at 10 km depth) was arbitrarily placed with strike 0◦ at the origin of the
coordinate system. Rupture velocity on the fault was taken as 0.75 Vs .

The first cycle of simulations regarded an M 5.2 event, the main source parameters of
which are summarised in Table 2.5. From M , Mo and rupture area were estimated after
Wells and Coppersmith (1994). From Mo and area, the slip was estimated, while the rise
time was obtained from Geller (1976).
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Table 2.5. Source parameters of simulated event in parametric analyses

M Mo (Nm) Fault area (km2) L (km) W (km) Rise time (s) Slip (m)

5.2 7.079 · 1016 17.4582 5909.014 2954.51 0.49004 0.1141

Fig. 2.12. Outline of valley-fault configurations used in source simulations

To investigate the influence of different types of radiation from the source onto the
valley, a set of basin-fault configurations was chosen for the simulations. As shown in
Figure 2.12, the valley longitudinal axis was placed along the X and Y axes and along
the direction at 45◦, either parallel or perpendicular to them. Since the cross-section con-
sidered is non-symmetrical, some analyses involved the valley with both a “normal” and
a reversed shape. The hypocentral distance of the valley centre is about 20 km.

It is worth noting that the computational code adopted introduces an intrinsic high freq-
uency cut-off at about 3 Hz. Simulated displacement histories were at the end band-pass
filtered between 0.2 Hz and 5 Hz.

5% damped DRS were computed and then averaged over the valley zones defined in
Figure 2.11. Figure 2.13 shows the results for every zone, for the different fault mech-
anisms and configurations, but only the worst case average DRS at the surface are
shown. In each graph also the median ± s.e. interval (shaded band) from the attenua-
tion relation (2.2) is displayed, for ground type C, together with the median + s.e. band
(unshaded) of the correction obtained from Choi et al. (2005) residuals, using model B2
for Southern California. The vertical lines indicate the fundamental (average) 1D period
for the zone considered.
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Fig. 2.13. 5% damped DRS from source simulations of valley-fault configurations. Only
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fault mechanisms and configurations as identified in Figure 2.12. Each graph also
displays the median ± s.e. interval (shaded band) from (2.2), ground type C; the two
curves in grey enclose the median + s.e. band (unshaded) of the correction obtained
from Choi et al. (2005) residuals (their model B2 for Southern California). Indicated
with a vertical line is the fundamental (average) 1D period for the zone considered

No results are shown for valley positions along the X axis nor for reverse fault mecha-
nisms. The mean DRS values in these cases are in fact comfortably enclosed within the
dispersion band of the attenuation relation. The worst cases involve in particular the nor-
mal fault mechanism with the valley located along the Y axis, mainly in “reverse” mode,
giving rise to relatively severe peaks at low periods, around 0.5 s. The position of the
valley along the 45◦ direction results in high amplitudes only for the normal fault mecha-
nism, with dominant periods of about 1 s. The strike-slip mechanism tends to emphasise
mostly 1D basin response (see, e.g. zone III in the figure), while normal fault mechanisms
generate high peaks probably related to 2D basin response, at lower periods. The use of a
“reverse” valley exposes the less steep side of the valley to direct incident wave arrivals,
featuring quite different (and unexpected) 2D effects probably related to the generation
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and trapping of surface waves inside the basin. In any case, none of the results seems
clearly predictable. The most severe peaks exhibited by the simulated DRS occur in all
cases for T < 1 s and the attenuation relation (2.4), even when corrected with the resid-
uals provided in Choi et al. (2005), cannot always account for their amplitude, in some
cases quite high. This seems to confirm, albeit in a different range of periods, the previ-
ous case of the Gubbio Plain response, adding further support to the need of a separate,
appropriate quantification of DRS on alluvium basins. Additional simulations for higher
magnitudes are being carried out to reach more definitive conclusions.

4. Overdamped spectra

With reference to the illustration in Figure 2.1, the response spectra for viscous damping
ratios (ξ) different from 5% are currently obtained by applying a damping correction
factor (η) to the 5% damped spectrum, defined in the past in several ways (see e.g. Tolis
and Faccioli, 1999; Bommer et al., 2000).

In CEN (2004) the spectral reduction factor has been taken from Bommer et al. (2000) at
intermediate periods (between TB and TE )while at shorter and longer periods η increases
linearly so as to reach the value 1 at T = 0 s and T = TF (TB, TE , TF are defined in CEN,
2004 and depend on site conditions).

In order to define a reliable correction factor transforming the 5% damped DRS into the
overdamped spectra, a comparison has been made between the available factors and those
derived from UH spectra for different damping ratios (calculated as explained in Section 5
for about 50 locations equally distributed in Italy). The ratios of spectral ordinates for
T < 7 s are constant, see Figure 2.14; in this interval the formulation of CEN (2004)
provides the best agreement with the median ratios derived from the UH spectra. At
T > 7 s the ratios linearly increase, as theory predicts, and tend to reach the value 1 at
an approximate period of 25 s. This means that at such a period the relative displacement
of the oscillator roughly equals the ground displacement. Hence, the expressions for the
scaling factors proposed in this study are:

η0 = S RS(ξ)

S RS(5%)
=

√
10

5 + ξ
TB ≤ T ≤ 7 s (2.6)

η = 1

18
[(1 − η0) T + 25η0 − 7] 7 s ≤ T ≤ 25 s

Figure 2.14 shows the comparison between the correction factors (2.6) and the UH
median ratios. Although the fit of (2.6) to the data is not optimal for damping ratios
of 0.20 and 0.30, the slight overestimation of the reduction factor leads to a conservative
prediction of spectral ordinates, and hence it is deemed acceptable.
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the UH spectra computed by using attenuation relations for different damping values,
while dashed lines are the ratios yielded by (2.6)

5. Hazard representations in spectral displacements

5.1. CRITERIA FOR THE HAZARD ANALYSIS

In the engineering seismic hazard analyses, typically carried out by the classical method
of Cornell (1968), seismic sources may be represented either as SSZs that, according
to geological, seismological, and historical information, are regarded as homogenous in
terms of seismic hazard, or as geological structures with their 3D geometry that can gen-
erate strong events (characteristic earthquakes). While the full treatment of uncertainties
in PSHA would require a logic tree formulation, herein only some preliminary analyses
are presented without introducing a logic tree. For consistency with other projects men-
tioned in the Introduction, a model of homogenous SSZs, named ZS9, has been adopted
(essel.mi.ingv.it). This includes 36 SSZs for which the seismic parameters (Gutenberg–
Richter parameters, average depth, maximum earthquake magnitudes, focal mechanism)
were available. The attenuation relation (2.2) was used in the analysis, performed with
the CRISIS2003 code (Ver. 3.0.1) (Ordaz et al., 1991). The code allows for different
source-to-site distance definitions, including focal and fault distance. The fault equiva-
lent radius is estimated by different relationships (e.g. Brune, 1970). By comparing the
results obtained through the use of R (focal distance) and the fault distance derived from
(2.1), no significant differences have been found in the results for a return period of
475 years.
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5.2. EXTENT OF THE LONG PERIOD, CONSTANT DISPLACEMENT RANGE

Because, on one hand, DDBD is rather recent and, on the other hand, only few struc-
tures require accurate response spectra at long periods (T > 4 s) for design with the
traditional approach, studies that provide regional maps of parameters controlling the
response spectra at such periods are almost non-existent. In BSSC (2003) the long period
spectral response is governed by a corner period (that represents the transition from con-
stant spectral velocity to constant spectral displacement) named TL . The meaning of this
parameter is obviously akin to that of TD in Subsection 2.5. TL maps in BSSC (2003)
were prepared following a two-step procedure; in the first step the following correlation
was established between M and TL :

log TL = −1.25 + 0.3M (2.7)

This correlation was selected among several available formulas supported either by seis-
mic source theory (Brune, 1970) or by the evaluation of TL from response spectra of
strong motion accelerograms with reliable long period content, recorded during moderate
and large magnitude earthquakes. The second step made use of deaggregation analyses
(for the 2% in 50-year exceedance level for acceleration spectra) aimed at constructing
maps of modal magnitude. From (2.7) and the knowledge of the magnitude that most
influences hazard at each site it was possible to construct a TL map for the conterminous
United States.

While BSSC (2003) provides important clues as to practical ways of defining spectra
at long periods, only few records were used for calibrating (2.7) and, furthermore, the
deaggregation analysis assumed that the modal magnitude–distance bin controlling the
hazard at T = 2 s (in some cases even 1 s) would remain the same also at longer periods.

Using the Brune source model (Brune, 1970), with an average focal depth of 8 km, an
average constant shear wave velocity of 3.0 km s−1, and a stress drop of 10 MPa, the
values of the corner period listed in the second column of Table 2.6 were obtained. In
the third column, the values from (2.7) correlation are shown. These were compared, in
the remaining columns of the same table, with those estimated in this study: (a) directly
from (2.2) for ground types A and C; (b) from UH spectra (for ground types A and C)
computed at many different locations uniformly distributed in Italy;1 (c) using the bi-
linear approximation discussed in Section 2.5.

The corner period estimated from UH spectra on hard ground appears to be insensitive
to magnitude (see also Figure 2.16). As previously indicated, the bi-linear approximation
underestimates the corner periods, thus providing a conservative approximation to the
spectra at intermediate periods (see Section 5.4).

5.3. OVERDAMPED, UNIFORM HAZARD (UH) DRS

Overdamped UH spectra were calculated first directly through the attenuation relations
derived for damping ratios 0.10, 0.20, and 0.30. Then, spectra for different locations have
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Table 2.6. Comparison among values of DRS corner period obtained with different methods.

Brune
(Brune,
1970)

NEHRP
2003
(BSSC,
2003)

From Eq. (2.2) From UH spectra Bi-linear
approx.

M Ground A Ground C Ground A Ground C

5.0–5.5 1.4 2.1 4.0 1.5 6.0–8.0 1.0–2.5 0.2–1.0
5.5–6.0 2.5 3.0 5.0 4.0 6.0–8.0 2.0–5.0 0.2–1.1
6.0–6.5 4.4 4.2 6.0 6.0 6.0–8.0 4.0–6.0 1.0–2.0
6.5–7.0 7.8 6.0 6.3 6.3 6.0–8.0 6.0–8.0 1.0–2.0
7.0–7.5 13.8 8.4 6.5 6.5 6.0–8.0 6.0–8.0 1.0–2.0

Fig. 2.15. UH DRS for three selected locations: solid curves denote spectra computed
with attenuation relation for overdamped spectral ordinates, while dashed curves show
the approximate spectra yielded by application of (2.6) to the 0.05 damped spectrum

been compared with those obtained by applying the reduction factor (2.6) to the 5%
damped spectra. Figure 2.15 shows the comparison for three selected locations: Venice
(low seismicity), Gubbio (intermediate seismicity), and Brienza (high seismicity).

At long periods the approximate spectra show some differences with respect to the UH
spectra. Such differences are however small and can for practical purposes be neglected.

5.4. EFFECTS RELATED TO LOCAL SOIL AMPLIFICATION

The relationship (2.2) has been used in the hazard analyses to account for local soil
amplification through the site variables S1 and S2. Thus, UH spectra (solid curves in
Figure 2.16) for ground types A and C at some locations in Italy were evaluated and
compared with the bi-linear approximation (dashed straight lines in same figure). Note
that the spectral shapes for the two ground conditions are not substantially different and,
also, that the bi-linear spectra provide a good, mostly conservative approximation to the
UH spectra. The conservativism at periods lower than TD is a consequence of assuming a
T −1 decay of spectral ordinates between the control periods TC and TD in the reference
code (CEN, 2004) spectrum.
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Fig. 2.16. Map of the maximum magnitudes in the ZS9 model of SSZs. UH spectra for
ground types A and C are also shown at selected locations and compared with the
bi-linear approximation proposed in this study (Section 2.5). The DRS ordinates

are in cm, the periods on the abscissa in s

5.5. SPECTRAL DISPLACEMENT MAPS

Hazard maps in terms of spectral displacement have been produced with the previous
criteria and computational tools. One example, shown in Figure 2.17, illustrates the D10
map for ground type A and for 475 years return period.

The comparison between the SSZs maximum magnitude map (Figure 2.16) and the D10
map (Figure 2.17) highlights the strong dependence of long period spectral displacement
on magnitude. Figure 2.17 indicates, in fact, that D10 is less than 3 cm for the most part of
Northern Italy, while in the Southern Apennines and Sicily it reaches 18 cm. Furthermore,
according to the experts’ opinion (Calvi, 2006), the value of 3 cm represents a threshold
for structural analysis of current structures, i.e. the minimum response displacement for
which any new structure ought to be designed.
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Fig. 2.17. Spectral displacement map for site type A and for a return period of 475 years
at T = 10 s
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Notes

1To correlate each location with a magnitude interval a deaggregation analysis for DRS
at 10 s was carried out and the modal magnitude was found.
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CHAPTER 3
SITE EFFECTS: FROM OBSERVATION AND MODELLING
TO ACCOUNTING FOR THEM IN BUILDING CODES

Francisco J. Chávez-Garcı́a
Coordinación de Ingenierı́a Sismológica, Instituto de Ingenierı́a, Universidad Nacional
Autónoma de México
paco@pumas.ii.unam.mx

Abstract. Site effects are defined as the modifications that seismic motion undergoes when tra-
velling through the topmost layers before hitting the ground surface or a structure built on it. The
definition of topmost layers is frequency dependent. This paper compiles results regarding the
estimation of site effects and their use to decrease seismic risk. Site effects may be estimated either
by direct measurements or indirectly, meaning that subsoil mechanical properties and geometry
are evaluated and from them an estimate of local amplification is computed. The first approach
has the advantage of its directness. It has been shown that this approach is most effective when
local amplification is significant and brought about by a simple configuration (e.g., one soft layer
overlying a more rigid basement). However, this first approach lacks flexibility and when it fails
the invested effort is practically lost. The second approach, although more tortuous, offers larger
flexibility. It is very likely that efforts directed to the estimation of the subsoil structure, even if
not completely successful, will allow to build some model and to estimate an order of magnitude
of the amplification. Current methods used to estimate site effects based on earthquake or ambient
noise data are discussed. In addition, the main techniques that are used to estimate the subsoil
structure are reviewed, in particular, the new proposals regarding the use of the correlation of noise
measurements to determine the properties of the subsoil layers. Finally, some comments are offered
on the current approaches available to take into account site effects in the framework of building
codes.

1. Introduction

Local amplification caused by surficial soft soils is a significant factor in destructive
earthquake motion. It is frequent that site effects condition the occurrence of damages
in moderate to large earthquakes. For this reason, site effects have received much atten-
tion during the last decades. Moreover, special theme conferences have been dedicated to
this subject in its many facets (e.g., during August 2006, the ESG conference specialised
on site effects was held at Grenoble, France). Obviously, a single article cannot do justice
to such an ample subject, and this paper will deal only with some particular aspects.

The use of the term surficial soft soils is purposely vague. Very early it was recog-
nised that what we name local must be frequency dependent. Moreover, its definition
depends strongly on the medium. If the thickness of the soil layers is small, it is likely
that their effects will appear at higher frequencies. Conversely, we observe amplification
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at lower frequencies when the thicknesses involved are large. Site effects can be due to
the heterogeneity of the subsoil materials (impedance contrasts) or to irregular geometry
(amplification due to topography). Naturally, real cases involve a combination of these
two. The major effect on ground motion due to local geology is the amplification of
ground motion because of impedance contrasts underground. For example, in the case
of Mexico City, this amplification attains a factor of 40 (in average, individual obser-
vations reach a factor of 80) at the resonant frequency on the soft clays that cover the
lake bed zone of this valley. This amplification is in stark contrast with that due exclu-
sively to geometry of an otherwise homogeneous medium, i.e., the topography effect,
which does not exceed a factor of 2 even in the case of 3D topographies (e.g., Bouchon
et al., 1996). Given that it is the impedance contrast that causes the largest amplifications,
it is the geometrical irregularities of the interfaces between sediments and rock that are
most relevant. In addition, soft soils are easily eroded and the free surface usually has
not a pronounced topography. The recent years have seen many publications where the
interaction between soft soils and an irregular subsoil structure combine to enhance the
observed local amplification. Thus, we have observed a change from the 1D paradigm
to the 2D and 3D models that commonly appear in the literature these days. With the
increase in the number of dimensions (which entails a parallel increase in the number
of details required to build the model), the loss of generality naturally follows. As the
complexity of the models increases, the possibility of extrapolating the results of par-
ticular case studies to a general application decreases significantly. This is reflected in
the current difficulties we experience to translate the knowledge we have gained on site
effects into expressions that could be generally applicable in a building code, for exam-
ple. For this reason, consideration of site effects in building codes is still generally based
on the 1D paradigm.

This paper presents a compilation of results that reflects the current approaches to site
effects, without any attempt to present a complete review of the field. A cursory search
in internet using google finds almost half million references to site effects in seismology,
evidence of the health of the research on this subject and of its importance in practical
studies. The following section deals with the estimation of site effects, i.e., their direct
measurement. The different techniques currently used are mentioned, and the advantages
and disadvantages discussed. After that, the use of modelling is tackled. It is suggested
that, currently, it is not so much the modelling method as the building of a model and
its validation that are the hardest problems. A brief review of the different ways used to
estimate mechanical properties of the subsoil and its geometry is presented. Then, the
different approaches that have been proposed to include consideration of site effects in
the reduction of seismic risk are presented. Their use depends very much in the case
to case needs; either a building code, a microzonation map, or a reliable estimate for a
significant structure on its own. Finally, some concluding remarks are offered.

Throughout we will not deal with non-linear behaviour. Non-linearity is, of course, a very
important subject, but one that may be considered as a second stage in site effect studies.
Indeed, a reliable estimate of the effects of non-linearity on ground motion requires a very
dependable estimate of linear site effects at the site of interest. On top of this, the number
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of parameters that need to be known for non-linear response evaluation imposes a heavy
burden on the reconnaissance stage. In addition, the problem is again the lack of general-
ity of the results; due to the in-depth details of the mechanical behaviour of the media that
are required, non-linear studies can only be made for specific sites. The more specific the
results are to a given site, the more unlikely is their generalisation. Finally, the author’s
experience comes mostly from working in a developing country, where the means to
make a proper reconnaissance are lacking yet evaluations of site effects are needed badly.
For these reasons, this paper deals only with linear site effects, even if recognising that
it is not always straightforward to guess the modifications that non-linear behaviour will
introduce in the ground motion for the large earthquakes, those that are our real concern
in seismic risk.

2. Estimation of site effects

Site effects have been estimated using earthquake data and ambient noise records. Clearly,
earthquake data are more reliable. However, in regions of moderate seismicity, installing
a temporal network that would record enough events to compute a reliable estimate of
local amplification may be too expensive. Recording ambient noise, in contrast, is easy,
fast and very cheap anywhere. For this reason, methods based on ambient noise records
have been very much used recently. In the following lines, we will review briefly the
different techniques that have been used with those two kinds of data; earthquake and
noise records.

The analysis of earthquake data to estimate site effects has made recourse to several
techniques. It could be argued, for example, that attenuation relations that obtain inde-
pendent regressions of PGA with distance and magnitude for rock and soft soil sites
provide an estimate of local amplification. This approach has the advantage of its gen-
erality. However, the disadvantages are large; site classification is extremely imprecise,
local amplification is evaluated using a single number, and a single estimate is obtained
for all soft soil sites. In addition, PGA is a very poor measure of local amplification (see,
e.g., Chávez-Garcı́a and Faccioli, 2000).

Starting from the 1970s (Borcherdt, 1970), ratios of Fourier amplitude spectra of earth-
quakes recorded on soft soil relative to a reference station have been extensively used. The
hypotheses on which this method is based can be clearly stated, which allows appraising
the validity of its application. This is a significant advantage of this technique. Spectral
ratios are a good estimate of local amplification provided that the reference site is effec-
tively free of site effects and is located near to the soft soil site. The proximity of the
reference station must, of course, be measured in terms of dominant wavelength. The
choice of a reference station may pose large difficulties though (see, e.g., Steidl et al.,
1996), and sometimes it is an unsolvable problem. A helpful analysis of the possible
complications one may run into was presented by Steidl et al. (1996). Their conclusion
is that surface rock sites are inevitably affected by amplification at frequencies as low
as 4 to 5 Hz because of the thin weathered layer that is almost always present on rock
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sites. They advocate the use of seismic stations at the bottom of deep boreholes. Steidl
et al. (1996) show that deep borehole records, when corrected for the effect of downward
propagating waves, are the more reliable records to use as reference. This conclusion
is well substantiated but impractical in most places, especially in developing countries,
because of its large cost. A cheaper alternative is to keep those limitations in mind and to
restrict the analysis to frequencies not larger than 5 to 6 Hz. There are several justifica-
tions for this limit. First, it would avoid problems with the possible appearance of local
amplification at the reference site alluded to above, whose consequence is the underesti-
mation of amplification at the soft soil sites. In addition to this, as frequency increases,
the distance between soil and reference sites also increases in terms of wavelength, and
this could invalidate the assumptions behind spectral ratios. A further argument is that,
as frequency increases anelastic attenuation in the sediments becomes more important,
possibly eliminating the need to estimate ground motion at those frequencies. Anyhow,
it is very likely, that for frequencies larger than 5 or 6 Hz, in most cases it will be very
difficult to relate observed amplification to geological or geotechnical characteristics of
the site of interest. If shear-wave velocity is about 150 m/s, wavelength will be 25 m at
6 Hz and 15 m at 10 Hz. It becomes very difficult, and probably not very useful, to detail
the subsoil structure and its lateral changes at this scale.

An unorthodox approach to a reference site was taken by Hruby and Beresnev (2003).
They proposed to use a synthetic record computed for the site of interest as the refer-
ence against which to measure amplification in an actual seismic record. The synthetic
record was computed by those authors using the stochastic finite-fault modelling method
(Beresnev and Atkinson, 1998). The idea is interesting and may be a way out of the
dilemma posed by the impossibility of finding an acceptable reference site. Hruby and
Beresnev (2003) validated this approach for the Los Angeles basin, for which nice results
were obtained. However, this procedure cannot be generally applied at present because a
model of the regional structure model for the site under study is necessary. Moreover, this
model needs to have been validated. This requirement cannot be satisfied except for very
few locations around the world. The limitations faced by the building of a model will be
discussed in more depth in the following section.

Unfortunately, it is not infrequent that an adequate reference site is impossible to find.
For this reason, two other techniques have been applied, which do not require a reference
site. The first one is the inversion of a set of Fourier spectra for many stations and events
(Boatwright et al., 1991; Field and Jacob, 1995; Raptakis et al., 2005). This technique,
similarly to spectral ratios, has the advantage of having solid physical bases. Moreover,
the results include estimates of the magnitude of the seismic events and of the regional
Q factor that bests fits all the data. However, this method is really reliable only when
the dataset is large; a significant number of events recorded simultaneously by several
stations is necessary to obtain a reliable result.

The second technique that does not require a reference site uses spectral ratios of hori-
zontal components relative to the vertical component motion recorded at the same site.
This technique is a frequency domain application of the receiver functions proposed by
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Langston (1979). It was applied to earthquake data by Lermo and Chávez-Garcı́a (1993)
and in many recent papers. H/V spectral ratios of earthquake records have a weaker
theoretical basis than spectral ratios relative to a reference station. However, they have
been successful to estimate site effects. The reasons are the same behind the success of
receiver functions; the decrease of shear-wave velocity with decreasing depth brings the
incoming rays closer to vertical. As a consequence, vertical motion includes mostly P
waves (little affected by near-surface impedance contrasts) while horizontal components
consist mostly of shear waves. The difference between horizontal and vertical motions,
as measured by spectral ratios, would cancel common information related to source and
regional path propagation and enhance the differences, mainly due to the near surface
amplification of horizontal motion. This technique has been successful and has provided
nice estimates of local amplification. It offers an alternative when there is no reference
station, or when the reference station failed to record the same events as the soft soil sta-
tions. It works better when site effects are important, i.e., when large impedance contrasts
significantly redress the incoming rays.

Very often, however, earthquake data are not available to estimate site amplification. For
this reason, and following the work of Japanese seismologists, microtremors or ambi-
ent noise records have been used to characterise seismic response. The use of ambient
noise records to estimate local amplification was proposed a long time ago (see Bard,
1999, for a thorough review). The analysis of Fourier spectra of microtremors and the
computation of spectral ratios of microtremors relative to a reference site have both
been used. However, in recent years, we have seen the thriving of the microtremors
H/V spectral ratios (referred to simply as H/V in the following) on a very large scale.
This paper will not go through a detailed review which can be consulted, for example,
in Bard (1999) or in the many documents produced by the European project SESAME
(http://sesame-fp5.obs.ujf-grenoble.fr/index.htm). Only a few experience based consider-
ations will be discussed.

Most authors agree that H/V gives the dominant period of the soft soil layers. Of course
the term dominant period may loose its meaning in many cases where site effects are
still important. In those cases, H/V is not very useful. In addition to dominant period, the
possibility of using H/V to estimate the level of amplification has been the subject of a
large discussion. In the author’s opinion, noise can be used to determine amplification
level in some cases. Horike et al. (2001) have shown among others that amplification
computed from H/V of noise is reliable when local amplification is caused by a marked
impedance contrast at a single interface and the amplification level is important. This
means that, if H/V ratios are large, the results are usually dependable. However, when
their amplitude is small it could indicate either that amplification is not significant (and
then we need not worry about site effects) or that amplification is significant but not
due to a single impedance contrast but resulting from a complex situation (e.g., velocity
gradient). This is a large problem and one that has no general solution at present.

Probably the more reliable results are those that compare different techniques among
them. It is likely that real cases cannot depend on a single technique to estimate site
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Fig. 3.1. Location of Colima city, Mexico, and its regional geology (After
Chávez-Garcı́a et al., 2007.)

effects. Whenever possible, the more adequate results are obtained through the compari-
son and complementation of different techniques (e.g., Lermo and Chávez-Garcı́a, 1994;
Chávez-Garcı́a et al., 1999; Horike et al., 2001).

It is to be expected that this conference will show a few cases where H/V provided good
results. For this reason, this paper would like to illustrate the opposite, the case where
these measurements were not very useful, exemplified by the city of Colima in Western
Mexico (Chávez-Garcı́a et al., 2007). Large earthquakes occur in this region, the north-
ern section of the Pacific coast subduction zone in Mexico (Figure 3.1) but the seismicity
level is much smaller than further South along the subduction zone making it difficult to
record earthquakes. Previous studies (Gutiérrez et al., 1996) had shown that local amplifi-
cation (measured using earthquake spectral ratios) is significant in this city; about a factor
6 distributed in a wide frequency band. Colima is underlain by a column of volcanic sedi-
ments that attains 800 m thickness, filling a North–South valley surrounded by limestone.
These volcanic sediments are characterised by their large irregularity, with a mixture of
different kinds of avalanche, debris and lahar deposits. Figure 3.2 shows the surface geol-
ogy in the city. Different volcanic formations have been identified by geologists, but it
is far from evident that those differences are related to changes in the mechanical prop-
erties that condition seismic response. As mentioned already, previous studies indicated
significant amplification, but were unable to analyse its distribution within the city.
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Fig. 3.2. Surface geology within Colima city. The main streets and rivers are
shown with solid lines as reference. The urban zone is delimited by the rings

formed by the main streets (After Chávez-Garcı́a et al., 2007.)
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Fig. 3.3. Contour maps of (a) dominant period in sec and (b) relative amplification
derived from 125 single staton microtremor measurements, analysed using H/V,

in Colima (After Chávez-Garcı́a et al., 2007.)

A microtremor recording campaign was launched within the city of Colima. Although
only one instrument could be used, plenty of student’s time was available. Ambient noise
was recorded at a total of 310 sites in an area roughly 10 × 10 km. H/V spectral ratios
were computed. The results lead to the rejection of 185 sites; maximum amplitude of the
H/V ratios was just too small, and no dominant period could be identified. The results
for the 125 sites whose information was retained were used to draw dominant period and
maximum amplification maps for Colima (Figure 3.3). These maps are not very useful.
There is no correlation with surface geology, amplification is extremely small, and the
results are uncorrelated with previous dominant period maps. These results indicate that,
even when measurements are performed densely and carefully, if site effects are due to a
complex structure, H/V of noise will not be very useful.

When we measure site effects, if we do it correctly, we are including both the effects
of the media properties and the geometrical effects (the so-called site effects of struc-
tural origin). For example, spectral ratios relative to a reference site include all possible
contributions to local amplification, were they to come from the resonance of soft layers
or from any laterally propagating wave generated by lateral irregularities. The disadvan-
tage is precisely the same. All possible factors are included, and we have no way to
decompose the different contributions to the response brought about by different factors
(i.e., impedance contrast and geometry). If we could, it would be possible to evaluate their
relative importance. From this point of view, estimating site effects has little flexibility.
This point is improved when we estimate the soil properties with the view of computing
site response from the model built from them.
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3. Modelling site effects. The importance of the model

If site effects cannot be estimated from measurements, it may still be possible to model
them. In fact, many papers present both empirical estimates and numerical results. When
the two coincide, their mutual validation strengthens the confidence with which the results
can be used in seismic risk reduction. When empirical estimates are lacking, it might still
be possible to evaluate local amplification by computing the seismic response of the local
structure responsible for this amplification.

The first question to address when modelling site effects is the dimensionality of the
model. We may choose among 1D, 2D, or even 3D models (recall that this paper passes
over the controversy linear/non-linear), which refer to the possible irregularities that may
be included. 1D models, those that consider heterogeneities only in the vertical direction,
have been the preferred choice because of their simplicity, reliability (which is taken
here to refer to the stability of the results and not necessarily to their trustworthiness),
and the possibility of generalising the results. Cities are usually built on alluvial valleys,
with more or less flat sediments overlying a rocky basement. If the boundaries of the
valley are far from the site of interest relative to the depth of the sediments, intuition sug-
gests that 1D models are appropriate. Moreover, as it has been already mentioned, local
amplification is mostly due to impedance contrast between soil layers and their basement.
When this is the governing phenomenon, 1D models provide an excellent estimate of site
effects, and one that needs the least number of parameters. However, a word of caution
is warranted. Intuition may be wrong here. For example, Euroseistest valley (Figure 3.4)
looks as an ideal case where the 1D approximation would work well. It is 6 km wide and
the sediments are only 200 m thick. Euroseistest has been extensively studied during the
last decade and its seismic response is well known, much more than what is the usual
case in Earthquake Engineering. For this reason, Euroseistest can be considered to be a
benchmark to evaluate different ideas concerning site effects. Makra et al. (2004) used
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Euroseistest to evaluate how much detail was necessary in a model to predict the seismic
ground response of this valley. They evaluated both 1D and 2D models at the centre of
the valley. Their conclusion was that even a simplified 2D model was better than a very
detailed 1D model to predict site response. These results are a warning that tells us that
we must be careful when deciding where to concentrate the efforts. Clearly, for the end
of understanding site response at the centre of the Euroseistest valley, a rough 2D model
is better than detailed 1D analysis.

Two-dimensional models go one step further in that they allow variation of properties
or geometry along one horizontal dimension. Three decades ago, a great many papers
dealing with the simulation of ground motion in such irregular configurations were being
published. Trifunac (1971) presented the analytical solution for the ground motion at the
surface of a semi-circular, 2D alluvial valley subjected to plane SH incident waves. This
solution was for many years the benchmark against which to show the reliability of solu-
tions computed using numerical methods. In fact, when we revise the papers presenting
results of numerical modelling of ground motion for irregular local conditions during the
1980s, all those papers included some sort of validation of the method used, either com-
parison with Trifunac’s solution or with that computed using other numerical method.
This is no longer the case. Papers that present results of numerical modelling these days
need no longer need to validate the modelling method, as they have become very reliable.
Modelling methods such as finite elements, finite differences, or boundary methods have
been shown to be very reliable to compute the seismic response of complex configura-
tions, and do not pose particular problems (although the huge amounts of computer power
necessary to make the computations are still an issue in some cases). For this reason, the
problem of modelling seismic response has shifted from the method and the computer to
the building of the model; the properties to use, the geometry, and the reliability of all
those parameters. These days, the problem of defining the properties of the subsoil to be
used in a model is larger than that posed by the modelling method itself. A second obsta-
cle is that there must be a way to evaluate the results of the modelling, when often there
are no independent measures. This can be exemplified with the case of Parkway basin,
modelled by Chávez-Garcı́a (2003). There were not enough data to build a model for this
basin. For this reason, the model used was very crude; only two different media were
considered and the interface between sediments and basement was interpolated starting
from the depth estimates obtained from observed values of dominant period measured at
the surface. Surprisingly, the results were useful. In this case, validation of the model was
made using previous estimates of site effects obtained from the analyses of earthquake
data from a temporary seismograph network (Figure 3.5). Details of the observed transfer
functions were well reproduced by the model, as were the preferred directions of propa-
gation of diffracted surface waves. In addition, an estimate of the additional amplification
brought about by the 3D configuration of the basin (in addition to the amplification due
solely to impedance contrast) could be obtained. One of the conclusions of that paper
is that even a crude model can be useful. The next paragraphs present some comments
regarding the methods that have been used to obtain enough data to build a model from
which to compute local response.
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Fig. 3.5. Solid lines: observed transfer functions computed used spectral ratios relative
to a reference site for soft soil stations in Parkway basin. Dashed lines: computed
transfer functions using a very rough 3D model of the basin. Dominant period was
used to constrain the model. However, in addition to the dominant peak, additional

features of the observed transfer function are well reproduced by the 3D model
(After Chávez-Garcı́a, 2003.)

The more reliable method to determine the structure and the properties of the subsoil
materials is seismic prospecting. However, it is seldom used in site effect studies. It may
be too cumbersome to apply in a city, or straightaway impossible to use because of cul-
tural noise in a city or its sheer size (e.g., Mexico City). It could be noted that, in some
experiments, when first arrivals could not be used, advantage was taken of the surface
waves (considered to be noise in seismic prospecting) generated by the source (e.g.,
Campos-Enrı́quez et al., 2004). Other seismic prospecting methods have been developed
that explicitly exploit the surface waves such as SASW (e.g., Brown et al., 2002). How-
ever, the use of active sources is usually too expensive to be used generally in site effect
studies.

Ambient noise is much cheaper. For this reason, we have seen many applications of
microtremors to the determination of the subsoil structure. Horike (1985) showed a suc-
cessful application of frequency–wavenumber analysis of ambient noise. This technique
analyses the noise records obtained at an array of stations assuming they consist of surface
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waves. A dispersion curve is determined, and from that a soil profile is derived. Another
technique of analysis that relies in the surface waves composition of microtremors is the
refraction microtremor (ReMi) introduced by Louie (2001). The advantage in this case
is the use of an exploration seismograph, which is cheaper than 12 or 24 autonomous
seismographs. The array in this case is linear and the result is again a phase velocity
dispersion curve.

An additional method can be mentioned, based on the correlation of ambient noise
records. The history of the use of noise correlation followed different paths according
to the considered domain, either frequency or time. It is only recently that the publica-
tions are bringing together the two strands (Chávez-Garcı́a and Luzón, 2005). The use of
cross-correlation of noise records to determine the subsoil structure was proposed exactly
50 years ago by Aki (1957). He named it the SPAC (Spatial AutoCorrelation) method. If
microtremors can be assumed to consist of plane dispersive waves propagating with equal
power in all directions, Aki (1957) showed that the frequency domain cross-correlation
between stations at a given distance, averaged azimuthally, took the form of a zero-order
Bessel function, where the only unknown is the phase velocity of the waves. The details
of the method have been presented several times. The method has been applied to the
analysis of volcanic tremors (Ferrazzini et al., 1991; Chouet et al., 1998). Its applica-
tion to site effects is straightforward and many papers that use it have been published
(e.g., Apostolidis et al., 2005). Recently it has been shown (Ohori et al., 2002; Okada,
2003; Chávez-Garcı́a et al., 2005) that it is possible to use of the SPAC method without
the limitations imposed by the circular array. If the waves that form the microtremors
propagate homogeneously in all directions, a single station pair samples all directions of
propagation provided that temporal averaging is substituted for the azimuthal averaging.

If correlations in the frequency domain are useful, then because of Fourier transform,
they should also be useful in the time domain. However, the development of correlations
in time domain to explore the subsoil has a very different history. The first references are
related to exploration seismology (e.g., Claerbout, 1968). It was rediscovered by helio-
seismologists (Duvall et al., 1993), before making its appearance in acoustics and seis-
mology. In addition, time domain correlation of ambient noise has been the object of
many theoretical studies that have been able to show its relation with the character of
ambient noise and statistical properties of diffusive media. Weaver and Lobkis (2005)
retrace briefly this history. This is a field where many publications are currently being
published because development is possible in two domains, theoretical studies and prac-
tical applications.

It has been shown that the time derivative of the cross-correlation of seismic noise
between two stations is proportional to the Green’s function between them, under certain
conditions. A review has been presented in Campillo (2006). Results have been published
from very small inter-station distances (5 m in Chávez-Garcı́a et al., 2006) to very large
distances (thousands of km in Shapiro et al., 2005). Figure 3.6 shows, for example, a
seismic section obtained from cross-correlations of ambient noise records computed
for the vertical component recorded at different station pairs of a small linear array at
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Fig. 3.6. Seismic section built from cross-correlation functions between the vertical
component of pairs of stations. Each trace shows the average cross-correlation

between two stations separated the corresponding distance. A clear pulse
is observed. It corresponds to the fundamental mode of Rayleigh waves. Its phase

velocity is about 270 m/s (After Chávez-Garcı́a et al., 2006.)

Parkway basin, New Zealand. Each trace corresponds to a single station pair (Chávez-
Garcı́a et al., 2006). A clear pulse emerges, corresponding to the fundamental mode of
Rayleigh waves. It is possible to measure phase velocity dispersion in this figure (it is
about 270 m/s for the dominant frequency of the pulse, between 3 and 4 Hz).

Time domain cross-correlation of ambient noise between two sites should theoreti-
cally correspond to the complete Green’s function between them. However, observations
suggest that it is only the fundamental mode pulse of surface waves that is recovered. The
frequency analysis of that pulse allows measuring phase (for inter-station distances small
as compared to wavelength) or group (for very large inter-station distances as compared
with wavelength) velocity dispersion. Inversion of dispersion curves allows recovering a
shear-wave velocity profile.

We may note that all of these techniques give as a result a 1D profile. Indeed, all the
techniques that are based on measuring and analysing surface wave dispersion assume,
by definition, a 1D layered structure. If the structure being investigated has strong
lateral variations, these techniques will fail. If the structure has smooth lateral variations,
the repeated use of these techniques at different sites may be called for. Therefore, we
have implicitly assumed that ambient noise consists essentially of surface waves. The
fact that useful results have been obtained suggests strongly that ambient noise consists
effectively of surface waves and that body waves, if present, have smaller amplitudes.
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In addition, lateral variations of structure seem to be rather gentle at the many places
where measurements have been carried out.

To end this section, we come back to the problem of Colima. H/V spectral ratios of ambi-
ent noise were not helpful to characterise site response in this city. For this reason, we
reoriented our study to go through properties of the subsoil and modelling of seismic
response. Ambient noise was recorded using linear arrays of stations. The recorded data
were analysed using both ReMi and SPAC methods. We observed a very good agree-
ment between the results obtained from these two methods (Figure 3.7). The resulting
phase velocity dispersion curves were inverted, and 1D profiles derived for eight sites
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throughout the city. These profiles could be validated at two sites, where shallow bore-
holes had been used to measure shear-wave velocities using a suspended logging tool. The
amplification computed from the final 1D profiles was in good agreement with the previ-
ous estimates of local amplification by Gutiérrez et al. (1996). These results showed that
a credible microzonation map was not a viable alternative for the city of Colima. Due
to the large heterogeneity of the subsoil and the poor control on its properties the more
reasonable option was to propose a homogeneous amplification of a factor 6 throughout
the city in the frequency band 0.2 to 5 Hz. This conclusion offers no details on the seismic
response, but has the merit of being consistent with all available data.

The case of Colima may be more representative of the usual problems faced to build
a model of the subsoil than the Los Angeles basin, to take a very contrasting example.
Los Angeles basin has been well instrumented for many years and has been the object of
many different studies. The model that has been derived reflects a consensus among many
capable people that have committed their efforts in this task. As a result, the model is very
reliable. It has allowed the testing of many different hypotheses and the prediction of use-
ful scenarios. This effort cannot be reproduced easily elsewhere. Most site effect studies
must deal with very sketchy and incomplete information on the subsoil. Geotechnical
borehole data are very useful, but they seldom constrain the properties of the basement.
Thus, in site effect studies, rough 1D profiles are more the norm than detailed 3D models,
especially in developing countries.

4. Accounting for site effects in building codes

As mentioned above, our ability to account for site effects in a general framework like that
of a building code lags well behind our ability to compute site response at specific sites.
Numerical simulation of ground motion can successfully tackle very complex models
these days. However, the results are difficult to use for general application. In the first
place, it is harder to verify the results of the model with the generality required by a
building code. In the second place, the more complex the model is the less general will be
the results computed for it, as by nature each specific model is valid for only one specific
situation. When the most sophisticated models were 2D, it was easier to make parametric
studies (Bard and Bouchon, 1980a, b). When we turn to 3D models, this possibility is lost
because of the cost and the large number of parameters, in spite of interesting initiatives
like Sismovalp (http://www-lgit.obs.ujf-grenoble.fr/sismovalp/).

A very effective approach, one that is useful, is the classification of the soil response
using very simple parameters. The foremost example is the use of the average shear-
wave velocity for the topmost 30 m, the Vs30 value (e.g., Borcherdt, 1994). The reason
for its success is its simplicity. One may use the Vs30 value to classify the site of interest.
Expected amplification has been computed for each soil class. Lacking other information,
if we are able to guess the average mechanical properties of the topmost 30 m, this
approach is an honourable way out. There are, of course, some downsides. The largest,
in the author’s opinion, is that it assumes that the properties of the materials below 30 m
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depth are the same everywhere. Amplification is caused by impedance contrast, where
the properties of two media play an important role: those of the sediments and those of
the bedrock. If we take into account only the properties of one medium disregarding the
other, inevitably there will be sites where the actual amplification will be very different
from that predicted.

When we are able to indicate in a map those zones where we expect rather homogeneous
site effects, and characterise site effects for each one of them in simple terms, we can
produce a microzonation map. Microzonation has also been the subject of specialised
international conferences, and once again this paper cannot do justice to this subject.
A microzonation map is a tool that can have an immediate impact in risk reduction and
can be directly incorporated into building codes. Ideally, this map will evolve as more
information becomes available. In the case of Mexico City, the first microzonation map
was included in the building code of this city published in 1959. Since then, it has been
revised several times. Currently, the code includes a “nanozonation” (a term introduced
by M. Ordaz, per. comm.) of Mexico City, where the dominant period at any site within
the city is given. The design spectrum imposed by the code at each site is constructed
using five parameters, all of which are derived from the dominant period value. This
has been possible thanks to two factors. The first is that local amplification is strongly
governed by the very large impedance contrast between a soft surficial layer and its sub-
stratum we have already mentioned. A good estimate of this amplification can be obtained
assuming a homogeneous flat layer (whose thickness is assumed to change with the loca-
tion of the site of interest) overlying a rock basement. The second is the large number
of strong motion stations that were installed after the disastrous 1985 earthquake. When
the records are analysed using spectral ratios, and the resulting transfer functions inter-
preted in terms of a 1D model, it becomes possible to interpolate site effects and predict
the response everywhere. This imposes, however, that we ignore the very large scatter
observed in spectral ratios. The stability of the average that is obtained is very good, as
long as we are interested in response spectra. The reason is the extremely large amplifi-
cation due to a single subsoil interface, so large that it thwarts the significance of other
factors. However, the 1D model has strong limitations, even at Mexico City, as shown by
Chávez-Garcı́a and Bard (1994). We are faced then by the paradox that a model that is not
physically correct is very useful, while the more physically correct model (Chávez-Garcı́a
and Salazar, 2002) is not yet useful in practical applications.

Appealing as the “nanozonation” is, this approach is currently not feasible at most cities.
In addition, this approach cannot be envisaged when more than one factor contributes sig-
nificantly to site amplification. An extreme example is provided, once again, by the city
of Colima. We mentioned this city with regard to the failure of ambient noise measure-
ments to estimate site effects. In contrast, the analysis of dispersion using microtremor
data allowed to build 1D models from which site amplification was computed, which
was in good agreement with previous observations. The results, however, could not dif-
ferentiate zones within the city with different site response characteristics. In the case of
Colima, the conclusion was that it was not possible to draw a microzonation map for this
city and that the better solution was to consider homogeneous amplification throughout



Site effects: from observation and modelling to accounting 69

the city within a specified frequency band. Thus, the microzonation efforts for Colima
resulted in the absence of any zonation at all.

Finally, with a clear bias, we will mention the tentative proposal by Chávez-Garcı́a and
Faccioli (2000) to formulate a way to include 2D site effects in the framework of build-
ing codes. The number of parameters involved with the response at each site in very long
alluvial valleys makes this a daunting task. Indeed there does not seem to be an easy
way to correctly include all the effects on seismic motion due to lateral heterogeneities
in simple expressions. However, if one restricts oneself to response spectra, site to site
variations become smaller. This made possible for Chávez-Garcı́a and Faccioli (2000)
to propose an “aggravation factor”. The hypothesis is that amplification is controlled
by impedance contrast. Lateral irregularities increase this amplification by a variable
amount. If impedance contrast is large, the lateral variations of that additional amplifi-
cation can be neglected and a single factor can be used throughout the valley. This factor
would affect (one would hope it would correct) 1D amplification by the effects of lateral
irregularities. Those authors found this factor to be within 1.5 to 2 in terms of 5% damp-
ing response spectra. This factor was found to apply also to the case of Parkway valley
(Chávez-Garcı́a, 2003), notwithstanding the 3D character of its seismic response. This
seems to be a viable alternative that could at least be investigated, while we wait for the
development of better options to take 2D or 3D site effects into account in building codes.
Of course, if ground motion duration is an issue, the “aggravation factor” is not useful.

5. Concluding remarks

We have discussed two possible paths to estimate site effects. The first one is direct mea-
surement of the local amplification. This path is more direct but offers less flexibility. In
addition, there may be cases where we run the risk of accepting an erroneous estimate
of local amplification because of the difficulties involved in its verification. This risk is
reduced when we are able to use more than one independent estimate. The second path is
a very indirect one; determine subsoil structure and from there compute expected ampli-
fication. This second path compensates its shortcomings and tortuousness with its greater
flexibility. Of course no single approach is appropriate for all circumstances. An impor-
tant consideration is that, in many cases, developing countries face a large seismic risk.
The scientific challenges related to site effect estimation are the same as anywhere else.
However, the resources available with which to cope with them are much smaller. This is
an important consideration to make when developing techniques.

In dealing with site effects, one must separate two different objectives. Although the two
are related, each project may require the emphasis to be placed on one of them as both are
necessary and one cannot substitute the other. The first objective is the prediction of local
amplification at a given site, maybe to modify a regional estimate of expected ground
motion. A microzonation map is a clear example. This objective is better served by an
approach relying on direct estimates of the local transfer function or some proxy for it,
such as regressions of intensity estimates or the use of the H/V spectral ratio using either
earthquake or noise data.
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The second objective is not so focused on an immediate application and could be stated
as the understanding of the characteristics of ground motion. It is clear that this objective
may be out of the question for many engineering projects, yet this is the more satisfying
objective, at least from the scientific point of view. One could translate understanding a
particular situation of site amplification as the ordering of the factors that contribute to the
site response. Take for example Mexico City, a paradigmatic case for site amplification.
Our current understanding of site effects there is that the first and most important factor
in the observed response is the impedance contrast between a thin layer of extremely soft
clay and its volcanic substratum. This factor alone allows reproducing the amplification
of ground motion and its geographical distribution. However, this factor is insufficient
to explain site response because it is incomplete. Models based on 1D approximation
fail to reproduce the observed long duration of strong ground motion in this city. The
reason for this failure is that the long duration is the result of a very long excitation
wavefield, produced by the distance between Mexico City and the epicentral zone and
the diffraction of the incident wavefield by the geological heterogeneities that plague the
crustal structure in central Mexico. We note that, in the case of Mexico City, site effects
are not to be understood if we do not consider the whole path between the subduction
zone and the city (more than 300 km, see, e.g., Furumura and Kennett, 1998; Chávez-
Garcı́a and Salazar, 2002). This is a sobering reminder that site effects are not necessarily
related exclusively to the site and that it is not always valid to separate source and path
effects from them. The classification of the contributing factors in order of importance is
fundamental here because at present we are not able to model every possible contributing
factor. We must choose what to model and where to direct the available resources. Site
effects continue to be a very exciting and useful field of research.
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Chávez-Garcı́a FJ, Salazar L (2002) Strong motion in central Mexico: a model based on data analy-
sis and simple modeling. Bull. Seism. Soc. Am. 92: 3087–3101
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Abstract. The comprehensive calculation of site specific earthquake characteristics on the ground
surface for microzonation requires input acceleration time histories compatible with the regional
earthquake hazard representing source factors. Real and simulated acceleration records were used
as input for site response analyses to evaluate the reliability and to observe the induced variability.
The second component of site specific calculations is site characterisation and establishment of rep-
resentative soil profiles down to engineering bedrock that represent the site factors. Grid systems
with 250 m × 250 m cells were adopted to define the site conditions in terms of representative soil
profiles for each cell. The third component of the site specific calculations is the analytical pro-
cedure used for site response analysis and the interpretation scheme of the calculated site specific
parameters. Parametric studies were conducted for the probabilistic assessment of microzonation
with respect to ground shaking intensity and liquefaction susceptibility as well as for vulnerabil-
ity assessment based on acceleration response spectra, peak ground accelerations, and cyclic shear
stress variation with depth, calculated by site response analyses for each cell.

1. Introduction

Site specific free field earthquake characteristics on the ground surface are the essential
components for microzonation with respect to ground shaking intensity, liquefaction
susceptibility, and for the assessment of the seismic vulnerability of the urban environ-
ment. The microzonation methodology can be considered as composed of three stages.
In the first stage, regional seismic hazard analyses need to be conducted to estimate
earthquake characteristics on rock outcrop for each cell. In the second stage, the rep-
resentative site profiles should be modelled based on the available borings and in-situ
tests. The third stage involves site response analyses for estimating the earthquake char-
acteristics on the ground surface and the interpretation of the results for microzonation
(Ansal et al., 2004a, b). In addition to the generation of base maps for urban planning,
microzonation with respect to spectral accelerations, peak accelerations and velocity on
the ground surface can be used to assess the vulnerability of the building stock (Ansal
et al., 2005a, 2006b) and lifeline systems.

The regional earthquake hazard may be based on probabilistic or deterministic approach.
In the case of microzonation for urban planning, it is preferable to adopt a probabilistic
earthquake hazard assessment but in the case of earthquake scenarios for estimating
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possible earthquake damage, depending on the seismicity of the investigated region,
deterministic approach can be preferable (Erdik et al., 2004). Independent of the method-
ology adopted for the earthquake hazard evaluation, whether it is probabilistic or deter-
ministic, realistic recorded (Bommer and Acevedo, 2004) or simulated acceleration time
histories are needed to conduct site response analyses for the investigated area.

2. Input motion

One of the sources for the major uncertainty in ground response analysis arises from
the variability of the input earthquake motion (Boore, 2004). Adopting a probabilistic
approach, two hazard compatible alternatives, real and simulated acceleration time his-
tories, were investigated. For both options earthquake hazard compatibility with respect
to the expected fault type, fault distance, and magnitude was taken into account in the
selection and in the generation of the acceleration time histories. The site response analy-
ses were conducted using 1D equivalent linear model (Idriss and Sun, 1992) for the same
area and for different site profiles to evaluate the reliability and variability of earthquake
characteristics on the ground surface.

2.1. REAL ACCELERATION RECORDS

In using previously recorded real acceleration time histories, scaling scheme of the
selected acceleration records becomes an important decision point. To evaluate the effects
of different scaling options, the selected set of earthquake acceleration time histories were
scaled with respect to peak ground acceleration (PGA), peak ground velocity (PGV),
and Arias intensity (AI). Site response analyses for the same soil profiles are repeated
and the variability of earthquake characteristics on the ground surface induced by scaling
is evaluated. Scaling of input time histories was carried out in time-domain that involves
only the amplitude of the time series (Ansal et al., 2006a; Durukal et al., 2005, 2006).

The selected site is located in Gölcük; a town in the epicentre area of the 1999 Kocaeli
earthquake. Detailed site investigations were carried out in the town as a part of the
post-earthquake studies (Ansal et al., 2000). The selected soil profile extending down
to 45 m depth is analysed by Shake91 (Idriss and Sun, 1992). The regional earthquake
hazard was estimated with earthquakes in the magnitude range of 7.0–7.5 that can be
characterised by PGA = 0.35 g, PGV = 30 cm/s (Ambraseys, 1995; Joyner and Boore,
1988). AI is estimated as 2 m/s for the magnitude and distance range considered based
on the empirical attenuation relationship proposed (Travasarou et al., 2003; Siyahi et al.,
2001).

The ground motion sets were downloaded from PEER website (PEER, 2006). The
criteria used in the selection were magnitude range of Mw = 7.0 – 7.5, strike slip earth-
quake mechanism, and site conditions with NEHRP (BSSC, 2001) site classification of
B/C boundary. The site distance range of 0–40 km was considered with respect to four
increments as; 0–10 km (11 records), 10–20 km (14 records), 20–30 km (10 records),



Source and site factors in microzonation 75

2

S
P

E
C

T
R

A
L 

A
C

C
. (

g)
S

P
E

C
T

R
A

L 
A

C
C

. (
g)

S
P

E
C

T
R

A
L 

A
C

C
. (

g)

0-10km 10-20km 20-30kmPGA PGA PGA 30-40km PGA

PGVPGV
PGV

PGV

AI

PERIOD (s)

average

PERIOD (s) PERIOD (s) PERIOD (s)

AI AI AI

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

2

1.5

1

0.5

0
0.1 1 10

Fig. 4.1. Elastic acceleration spectra with respect to scaling scheme and fault distance

and 30–40 km (12 records) to evaluate the effect of distance as well as the scaling
scheme. The elastic acceleration response spectra calculated on the ground surface by
site response analysis for the same soil profile for four distance ranges are shown in
Figure 4.1.

The results indicate that the scatter in the calculated amplitudes of elastic acceleration
response spectra is increasing with distance for all scaling schemes. In addition, ampli-
tudes of the average spectra for all three scaling schemes and for four distance ranges
are also different. As can be observed in Figure 4.2, the amplitudes of the average elastic
acceleration spectra are increasing with fault distance for PGA and AI scaled records but
not for PGV scaled records. In general PGA scaling gave the most conservative elastic
acceleration spectra almost in all cases.

When the results are compared with respect to average spectral accelerations calculated
using different time histories recorded at different distances, there are differences in PGA
scaled input motions, but there is almost no difference in PGV or AI scaled records.
However, even though average spectra do not show any distance dependence for PGV and
AI scaling, the scatter and the change in the range of the calculated acceleration spectrum
shown in Figure 4.1, indicate the importance of the distance as one of the controlling
parameters.

The scatter and range of elastic acceleration response spectra on the ground surface cal-
culated by site response analyses increase with distance of the recorded time histories for
all scaled input motions. This could lead to different spectral accelerations if the scat-
ter is evaluated by statistical procedure based on a probabilistic approach. Therefore, it
would be essential to select the real time histories for site response analysis at compatible
distance range as determined by the site specific hazard study.
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Fig. 4.2. Average elastic response spectra for different distance
increments and scaling scheme

2.2. SIMULATED ACCELERATION RECORD

The second option is to use simulated acceleration time histories generated compatible
with the estimated earthquake hazard spectra. The hazard spectrum compatible accelera-
tion time histories generated for each cell based on the procedure suggested by Deodatis
(1996) and Papageorgiou et al. (2000) were utilised for conducting site response analy-
ses. Three simulated acceleration time histories were used for each cell for site response
analyses. The average of the calculated acceleration response spectra was used for micro-
zonation with respect to ground shaking intensity and for fitting the best NEHRP enve-
lope spectra to calculate the spectral acceleration to be used in assessing the building
stock vulnerability.

The microzonation maps with respect to spectral accelerations at short period range using
one set of simulated (Kılıç et al., 2006) and two different sets of real acceleration time
histories are shown in Figure 4.3. Even though there is a general agreement among all
three options, there are also important differences. In this case, it would be difficult to
justify the selection of one option to estimate the building stock vulnerability. As can
be observed, using simulated acceleration time histories generally yielded higher ampli-
tudes indicating more conservative solution. However, the degree of conservatism cannot
be identified and the generated acceleration records may be considered unrealistically
demanding as shown in Figure 4.4. Thus at this stage the use of regional earthquake
hazard compatible previously recorded and PGA scaled real acceleration records appear
more suitable for microzonation studies.
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Fig. 4.4. Two sets of scaled real and one set of simulated acceleration records used
for site response analyses for one cell

In the case of real acceleration records, it could be preferable to conduct site response
analyses using large sets of data to eliminate the differences observed between different
sets as shown in Figure 4.3. One alternative is to adopt a probabilistic interpretation for all
elastic acceleration spectra with predefined exceedance probability to calculate the elastic
acceleration spectra to be used for microzonation and for vulnerability assessment.
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3. Site characterisation

The investigated regions may be divided into cells by a grid system and site characteri-
sation may be performed for each cell based on the available borings and other relevant
information by defining a representative soil profile. Shear wave velocity profiles need
to be established down to the engineering bedrock with estimated shear wave velocity of
700–750 m/s.

The case study selected for evaluating the effects of site characterisation as well as scaling
procedures adopted for site response is near the city of Izmir (Durukal et al., 2005). The
site response analyses were conducted using Shake91 for the four soil profiles where in-
hole shear wave velocity measurements were performed previously. These four borings
are at the same site with spacing around 100 m, thus it is possible to assume that all of
these four borings with measured shear wave velocity profiles could be in the same cell.
The measured shear wave velocity profiles given in Figure 4.5 indicate the variability
in the site conditions at one cell where for all practical purposes only one site specific
elastic acceleration spectra is needed for microzonation and to evaluate the building stock
vulnerability.

The effects of scaling for each soil profile were evaluated together to observe the
effects of site variability in relation with the scaling of input motion. The scaled accele-
ration records were applied as rock outcrop motion where the engineering bedrock
(Vs = 750 m/s) was taken at 45 m depth for four soil profiles.

The regional earthquake hazard analysis yielded an earthquake magnitude of 6.5–7.0
with an epicentre distance of 10–20 km. The hazard compatible input earthquake data
were composed of 20 acceleration time histories recorded between 10 and 20 km fault
distances. Site response analyses were conducted using scaling parameters determined
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Fig. 4.6. PGA Histograms on the ground surface for PGA scaled acceleration
records for four soil profiles

from related attenuation relationships as PGA = 0.25 g,PGV = 30 cm/s, and AI =
55 cm/s (Joyner and Boore, 1988; Ambraseys, 1995; Travasarou et al., 2003).

The peak ground acceleration histograms calculated for four soil profiles shown sepa-
rately in Figure 4.6, indicate the importance of the variations in the soil profiles. Thus
one option to account for these differences in the soil profile at the site is to consider the
site response results obtained for four soil profiles together and to determine the varia-
tion of peak ground acceleration with respect to different scaling procedures adopted as
shown in Figure 4.7 for 80 site response analyses. The distribution of calculated PGA
is assumed to fit normal distribution and PGA values corresponding to probability of
exceedance level of 10% were calculated as shown in Figure 4.7.

The adopted procedure accounts for the statistical variability in the site conditions, there-
fore more consistent results would be obtained with respect to the initially selected hazard
level. However, the limited number of soil borings and in-situ tests can be a problem for
evaluating the statistical variability of the site conditions. In such cases, the site varia-
bility may be taken into account by assuming that this variability can be modelled by
normal distribution with an assumed standard deviation. And thus the site response char-
acteristics in terms of PGA or elastic acceleration response spectra can be calculated with
respect to selected exceedance levels.

Based on the histograms for the calculated PGAs for all four borings and taking into con-
sideration all three parameters calculated to determine the variability in each set (kurtosis
and normalized standard deviation being minimum, and range being the smallest), among
the three scaling options evaluated, the scaling with respect to peak ground accelerations
yielded the most appropriate results for site response analyses and should be preferred
for microzonation and vulnerability assessment of the building stock.
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4. Microzonation

4.1. MICROZONATION WITH RESPECT TO GROUND MOTION

With the increase in the analytical, in-situ, and laboratory investigation capabilities, there
has been significant increase in the accumulated databases concerning the regional
geological formations, earthquake source mechanisms, seismic activity, and earth-
quake ground motion records. In the light of these scientific and technical advances,
it became feasible to conduct seismic microzonation maps at urban level with sufficiently
large scales. The main objective is to estimate earthquake characteristics on the ground
surface based on more comprehensive analyses taking into account major controlling
factors.
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Microzonation studies were carried out for five municipalities located in different parts of
the Marmara Region, Turkey. Depending on the availability of geological, geophysical,
and geotechnical data the investigated areas were divided into total of 819 cells by a grid
system composed of 500 m × 500 m or 250 m × 250 m (Erdik et al., 2005; Ansal et al.,
2006b).

Three real acceleration time histories compatible with the earthquake hazard assessment
in terms of probable magnitude, distance, and fault mechanism were selected as the input
rock outcrop motion (Ansal et al., 2006b). The input acceleration time histories were
scaled for each cell with respect to the peak accelerations obtained from earthquake
hazard study (Erdik et al., 2005). The three scaled acceleration time histories for each cell
were used as input motion for site response analyses using Shake91 (Idriss and Sun, 1992)
and the average of the PGAs and acceleration response spectra at the ground surface were
determined for each cell to obtain the necessary parameters for microzonation.

The ground shaking intensity map presents the estimated relative shaking intensity levels
based on the combination of two parameters. The peak spectral accelerations (at 0.2 s)
calculated from Borcherdt (1994) using equivalent (average) shear wave velocities for
the top 30 m were adopted as one of the microzonation parameters. The second para-
meter used was the average spectral accelerations calculated between the 0.1 s and 1 s
periods using the average acceleration spectra determined from the results of the three
site response analyses conducted for each cell. The microzonation with respect to ground
shaking intensity was established with respect to these two parameters.

The approach adopted in the assessment of the calculated microzonation maps involves
the division of the area into three zones as A, B, and C (Ansal et al., 2004a, b). Since the
site characterisations, as well as all the analysis performed, require various approxima-
tions and some assumptions, it was preferred not to present the numerical values for any
parameter. In all cases, the variations of the calculated parameters are considered for each
study area separately and their frequency distributions were calculated. Thus the zone C
shows the most unsuitable 33 percentile (e.g. high spectral accelerations or high spectral
amplification), zone B the medium 34 percentile, and zone A shows the most favourable
33 percentile (e.g. low spectral accelerations or low spectral amplifications). Thus the
final microzonation map is a relative map defined in terms of three zones independent of
the absolute values of the ground shaking intensity as shown for Bandırma in Figure 4.8.

4.2. MICROZONATION WITH RESPECT TO LIQUEFACTION SUSCEPTIBILITY

Liquefaction of soil layers has been a major cause of damage to soil structures, lifeline
facilities, and building foundations during the past earthquakes. The approach that has
gained wide acceptance within the framework of urban planning is to establish micro-
zonation maps with respect to liquefaction susceptibility to mitigate possible earthquake
damage related to liquefaction (Kavazanjian et al., 1985; Todorovska, 1998; Ansal and
Tönük, 2005).
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Fig. 4.8. Microzonation with respect to ground shaking intensity (Ansal et al., 2005a)

Liquefaction susceptibility microzonation maps were also produced for the five munici-
palities in the Marmara region (Erdik et al., 2005; Ansal et al., 2006b) to be used for urban
planning. The local soil stratifications and soil characteristics were determined based on
previously and recently conducted soil borings. The investigated regions were divided by
grid systems with cell size of 250 m×250 m or 500 m×500 m depending on the available
borings and other relevant information (Ansal et al., 2005b).

The liquefaction susceptibility is based on the calculation of the safety factors along
the top 20 m depth for each soil profile for all liquefiable soil layers according to Youd
et al. (2001) based on the available SPT-N blow counts and using the average peak
ground accelerations calculated from site response analyses. The liquefaction potential
(“liquefaction potential index”, PL) for each borehole was determined according to
Iwasaki et al. (1982).

Two variables are required for the assessment of liquefaction susceptibility: (1) seismic
demand on the soil layers, expressed in terms of cyclic stress ratio, CSR; and (2) capacity
of the soil layers to resist liquefaction, expressed in terms of cyclic resistance ratio, CRR.

The oldest and still the most widely used approach as summarised by Youd et al. (2001)
is the simplified procedure for assessing liquefaction susceptibility originally proposed
by Seed and Idriss (1971) based on SPT–N values and cyclic stress ratio calculated using
stress reduction factor. The cyclic stress ratio, CSR, is expressed as

CSR = τav

σ′
v

= 0.65
amax

g

σv

σ′
v

rd (4.1)
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where amax = peak horizontal ground surface acceleration; g = acceleration of gravity;
σv = total vertical overburden stress; σ′

v = effective vertical overburden stress;
rd = stress reduction factor. The average value of rd is calculated as given by Youd
et al. (2001);

rd = (1.00 − 0.4113z0.5 + 0.04052z + 0.001753z1.5)

(1.00 − 0.4177z0.5 + 0.05729z − 0.006205z1.5 + 0.00121z2)
(4.2)

where z is the depth below ground surface in metres.

There have been various studies concerning the definition of stress reduction factor in
the literature (Idriss and Boulanger, 2003; Cetin et al., 2004). In most of these studies,
different formulations were proposed to calculate the variation of cyclic stress ratio that
would be induced by the design earthquake and almost all of them are only dependent
on the depth in the soil profile. In the recent formulation proposed by Cetin et al. (2004),
the effect of other factors such as peak acceleration on the ground surface, magnitude
of the design earthquake, and soil stiffness at the top 12 m in addition to the depth from
the ground surface were considered as factors controlling the variation of stress reduction
factor or in more general terms variation of maximum shear stresses with depth.

The more comprehensive alternative is to calculate average shear stress with depth using
site response analyses. The comparison of the variation of CSR calculated using the sim-
plified formulations proposed by Youd et al. (2001) and Cetin et al. (2004) and site
response analyses given in Figure 4.9 indicates significant differences among the three
approaches (Ansal and Tönük, 2006). The differences are not consistent and depend very
much on the properties of the soil stratification, shear wave velocity profiles, and peak
ground accelerations. The observed general trend indicates that the variation of CSR,
calculated by site response analysis is higher compared to CSR calculated using the
simplified stress reduction factor.

The CSR calculated by the procedure suggested by Youd et al. (2001) depends only on
depth of the element and ground water level and incapable to account for the changes
in the soil profile. Depending on the soil stratification and stiffness of the soil layers the
variation of CSR obtained by site response analysis could be considered more reliable.
Thus based on the results obtained in this study, the formulation suggested by Youd et al.
(2001) in general yielded values on the unsafe side.

The approach adopted to perform microzonation maps in terms of liquefaction suscep-
tibility was based on the method summarised by Youd et al. (2001) and Iwasaki et al.
(1982). The safety factors were calculated along the whole 20 m depth of the borehole
for all liquefiable soil layers using the available SPT-N blow counts based on (a) CSR
using peak ground accelerations calculated from site response analysis and rd procedure
suggested by Youd et al. (2001) and (b) CSR calculated by site response analyses.

The liquefaction potential for each borehole was calculated according to the procedure
proposed by Iwasaki et al. (1982) using the variation of the safety factors with depth.
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Fig. 4.9. Comparisons of CSR by site response analysis and rd simplified procedure
recommended by Youd et al. (2001) and Cetin et al. (2004)

The severity of possible liquefaction at any site was quantified by introducing a factor
called the liquefaction potential index, PL, defined as

PL =
∫

F(z)w(z)dz (4.3)

where z is the depth below the ground water surface, measured in metres; F(z) is a
function of the liquefaction resistance factor, FL, where F(z) = 1 – FL but if FL> 1.0,
F(z) = 0; and w(z) = 10 – 0.5z. Eq. (4.3) gives values of PL ranging from 0 to 100.

Based on the results reported by Iwasaki et al. (1982), three zones (A, B, and C) were
identified with respect to liquefaction potential index. Zone C is where the liquefaction
potential index is PL > 15, zone B is the intermediate zone where the liquefaction poten-
tial index is 5 ≤ PL ≤ 15, and zone A is the safest zone where liquefaction potential
index is PL < 5.
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The microzonation maps for liquefaction susceptibility determined by this approach using
the safety factors computed by rd simplified formulation and using the values obtained by
site response analyses. There are differences between the two approaches and these may
be considered significant with respect to urban planning as can be observed in Figure 4.10
for Gemlik city.

Fig. 4.10. Microzonation for Gemlik using stress reduction factor by Youd et al. (2001)
and by site response analysis (Ansal and Tönük, 2006)
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5. Spectral accelerations for vulnerability assessments

A parametric study was conducted to observe the effect of averaging and adopting a
probabilistic approach (i.e. 10% exceedance probability) by assuming that the calculated
elastic acceleration spectra can be modelled by normal distribution for all the period
range considered. An example of the best fit NEHRP envelope obtained by this approach
with respect to elastic acceleration response spectra with 10% exceedance probability
is shown in Figure 4.11 in comparison with the average and all acceleration response
spectra calculated for the selected (20) PGA scaled input acceleration time histories. The
NEHRP design spectrum is preferred because of its flexibility in defining short period
spectral accelerations and for vulnerability assessment of the building stock (Erdik and
Fahjan, 2005).

However, the question of conservatism again becomes important as can be observed in
Figure 4.12. One justification for using the probabilistic interpretation of the calculated
elastic acceleration response spectra from all site response analyses using larger number
of real input acceleration records is the capability of defining a hazard level in accor-
dance with the purpose of the microzonation. The criteria adopted in this scheme was to
use the same hazard level (10% exceedance probability) that was used to calculate the
earthquake hazard on the rock outcrop used for site response analyses. The approach is
still not completely probabilistic since the variability of the soil profile was not taken into
account in a probabilistic manner.

The average acceleration response spectra obtained for each cell from site response analy-
ses were evaluated for determining the spectral accelerations for the short period (Ss) cor-
responding to 0.2 s and for the long period (S1) corresponding to 1 s. An approach was
adopted to determine the best fit envelope to the calculated average acceleration response
spectra (Ansal et al., 2005b). All the requirements of the NEHRP design spectra were
applied in obtaining the short (Ss) and long (S1) period spectral ordinates. The two inde-
pendent variables in the developed optimization algorithm were Ss and S1.

Fig. 4.11. Typical best envelope NEHRP spectra fitted to 10% probability of exceedance
elastic acceleration response spectra, in comparison with the average and all acceleration

response spectra calculated by site response analysis
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Fig. 4.12. Comparison of zonation with respect to spectral acceleration at T = 0.2 s
calculated as (a) the average of all site response analyses and (b) corresponding

to 10% exceedance probability

In order to determine the vulnerability of the building stock, the earthquake ground
motion characteristics used in the assessment of the structural vulnerability may be cal-
culated based on the conventional NEHRP procedure considering the microzonation map
obtained in terms of NEHRP site classification as well as by site response analyses.

The comparison between the spectral accelerations obtained from site response analy-
ses using the best envelope fitting procedure with the values obtained by the NEHRP
formulation indicates as shown in Figure 4.13 that the values obtained by site response
analyses shows much larger scatter. The difference in the data range is much more sig-
nificant in the case of short period spectral accelerations. This may be the indication of
more accurate determination of site effects. This is partly due to the fact that shear wave
velocity ranges used in the NEHRP site classes are defined within relatively large ranges
as shown in Table 4.1.

Most of the cells in the study areas were classified as NEHRP class C or D, as a result
the spectral accelerations calculated on the ground surface based on the conventional
formulation using NEHRP site related parameters Fa and Fv were same and the minor
differences were due to the differences in the outcrop motion characteristics determined
from the earthquake hazard study.

The variability of the calculated parameters to be used for the vulnerability assessment of
the building stock is an important factor. Considering the variability taken into account by
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response analyses and based on NEHRP formulation for all five cities

Table 4.1. NEHRP Site classification with respect to equivalent shear wave velocities

Site classification Average shear wave velocity range

A Veq > 1500 m/s
B 1500 m/s > Veq > 760 m/s
C 760 m/s > Veq > 360 m/s
D 360 m/s > Veq > 180 m/s
E Veq < 180 m/s

assigning different earthquake characteristics leading to different time history inputs for
each cell and due to the differences in the soil profile, it appears logical to use the spectral
acceleration values obtained from site response analysis for the vulnerability assessment.
However, it is also possible to argue that the sophistication introduced during this process
may not always give more correct or accurate results. In addition, the decision of using
one of the spectral accelerations determined by best envelope approaches would play
a very important role on the amplitude of the estimated vulnerability of the building
stock.

At the present, one way to resolve these ambiguities is to rely on expert judgement and
previously obtained damage data in similar earthquakes. However, the statistical eval-
uation of all the spectral accelerations obtained by both procedures may be useful in
the decision process. One possible and positive interpretation of these results could be
towards supporting the reliability of the site response analyses and thus one may conclude
that it may be recommendable to conduct site response analyses to determine spectral
accelerations and PGA on the ground surface to be utilised in assessing the vulnerability
of the building stock rather than using the NEHRP procedure which appears to be rather
limited.
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6. Conclusions

Parametric studies were conducted to evaluate the significance of the induced variability
arising from different types and sets of input acceleration records, differences in site char-
acterisation, and due to the differences in the interpretation schemes adopted for micro-
zonation with respect to different parameters.

The results obtained support the use of previously recorded real acceleration time histo-
ries as input motion for site response analysis. Among the scaling options studied, PGA
scaling, in addition being on the conservative side, yielded more realistic ground motion
characteristics. The fault distance of the acceleration records used in site response analy-
sis is one of the parameters that affect the outcome both with respect to peak ground or
spectral accelerations, thus acceleration records need to be selected compatible with the
regional hazard in terms of fault type, magnitude, and fault distance.

The Zeytinburnu case study was used to compare microzonation maps with respect
to PGA and spectral accelerations using real and simulated sets of input acceleration
records. For each set, microzonation maps were different even though the differences
may not be very significant. These results indicate the importance of the input motion
selection scheme. One possibility is to use larger sets of input motion and adopt a proba-
bilistic procedure assuming normally distributed PGA and spectral accelerations.

An interpretation scheme based on probabilistic evaluation of site response results with
respect to set of input acceleration records and site conditions would reflect the uncer-
tainty based on the selection of exceedance levels in accordance with the adopted ini-
tial probabilistic earthquake hazard level. Thus it may be more suitable for probabilistic
microzonation studies.

Site response analyses and two empirical formulation suggested in the literature were
used to calculate stress reduction factor for estimating liquefaction susceptibility with
depth. There were significant differences among the results obtained by the three
approaches. It was observed that in general the variation of CSR with depth, calcu-
lated by site response analysis is higher compared to CSR calculated using the simplified
formulation for the stress reduction factor.

For the assessment of the vulnerability of the building stock, the average acceleration
response spectra obtained for each cell from site response analyses were evaluated for
determining the spectral accelerations for the short period corresponding to 0.2 s (Ss)
and for the long period corresponding to 1 s (S1). An approach was adopted to deter-
mine the best fitting envelope to the calculated average acceleration response spectra.
The results obtained are compared in terms of short period (0.2 s) and long period (1 s)
spectral accelerations obtained by NEHRP. The spectral accelerations determined by fit-
ting NEHRP spectrum to response spectrum obtained by site response analyses vary in
much broader range. In most cases spectral accelerations obtained by the NEHRP simpli-
fied procedure would yield values on the unsafe side compared to those determined by the
site response analyses. Thus it would be more reliable to perform site response analyses
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to determine the PGA and spectral accelerations on the ground surface to be used for the
vulnerability studies.
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Abstract. In this new century, new large-scale testing facilities are being developed worldwide for
earthquake engineering research. Concurrently, the advances in Information Technology (IT) are
increasingly allowing unprecedented opportunities for: (i) remote access and tele-presence during
extended remote off-site experimentation, (ii) hybrid simulation of entire structural systems through
a multi-site experimentation and computational overall model, and (iii) near-real time data archival,
processing and sharing. In this paper, a representative set of such state-of-the-art testing facilities
is presented. Attention is focused on geotechnical earthquake engineering applications including
instrumented test sites, mobile and large-scale testing laboratories, and centrifuge testing. Using
such facilities, a number of collaborative research efforts are also included for illustration. The
potential for further worldwide joint activities is finally highlighted.

1. Introduction

Over the last 50 years, earthquake engineers have relied on data from laboratory experi-
ments and from post-earthquake reconnaissance efforts to gain knowledge and confidence
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in our numerical analysis techniques and our design procedures. Recognizing the scarcity
of reconnaissance data and the need for elucidating the response mechanisms associ-
ated with actual structures, full-scale and near full-scale experimentation is becoming
an essential component of our research procedures. Such relatively expensive and time-
consuming testing approaches, in turn motivate collaboration and the undertaking of
research by expert teams covering experimentation, computational analysis/validation,
and for the state of practice implications. With the aid of modern IT tools, geogra-
phically distributed experimental facilities and researchers are able to work together and
capitalize on new and valuable data sets, of high relevance to full-scale seismic response
scenarios.

In this paper, the elements and capabilities of a representative set of such world-class
experimental facilities is presented. Examples of related collaborative research projects
are included for illustration. The facilities are grouped into the categories:

1. Instrumented test sites to monitor ground response, structural response, and the asso-
ciated soil–structure interaction (SSI) mechanisms. Of such sites, the elements and
activitites of the Euroseis project in Greece, and the University of California, Santa
Barbara (UCSB) George E. Brown Network for Earthquake Engineering Simulation
(NEES) sites (Garner Valley and Wildlife Refuge in the USA) are presented.

2. Mobile testing laboratories to exert dynamic excitation in-situ. Such facilities are
transportable to any appropriate site and/or structure, where high levels of shaking
may be imparted to document the response of full-scale and near full-scale soil, SSI,
and structural behaviour. Of such facilities, the NEES shakers at the University of
California, Los Angeles (UCLA), and the Vibroseis trucks at the University of Texas
at Austin are discussed.

3. Large shake table facilities and large displacement containers provide the option to
exert high levels of shaking on full-scale or near full-scale models of ground layers,
and SSI scenarios. Foremost among such facilities today are the three-dimensional
(3D) E-Defense laboratory in Japan, the NEES Large High Performance Outdoor
Shake Table (LHPOST) at the University of California, San Diego (UCSD), and the
NEES Large-displacement split container at Cornell University. Elements of these
facilities are briefly presented and discussed.

4. Providing convenience and increasing the practical range of testing scenarios, the
Centrifuge testing technique has been a resource to elucidate the mechanisms asso-
ciated with seismic performance of soil and soil–structure systems. In this paper, the
facilities at Cambridge in the UK, LCPC in France, and the NEES centrifuge testing
seismic capabilities at the University of California, Davis (UCD), and Rensselaer
Polytechnic Institute (RPI) are discussed.



A review of large-scale testing 95

A number of related collaborative research efforts will be also highlighted to demonstrate
the strong potential of such large-scale research facilities. In this regard, international
worldwide collaboration appears to be a critical element in harnessing the power of this
new experimentation approach, and the related validation/verification efforts, and associ-
ated positive implications for the state of practice.

2. Instrumented test sites

2.1. EUROSEIS PROJECT

EUROSEIS is a large physical laboratory (Test Site), located at a distance of 30 km from
Thessaloniki (at the epicentral area of the M6.5 1978 earthquake), in northern Greece
(Figure 5.1). About 150 seismic events have been recorded. Of those, about fiveevents
are considered of moderate strength with peak acceleration of as much as 130 gals. The
remainder are weak tremors with peak accelerations of about 50 gals. The EUROSEIS-
RISK project encompasses integrated experimental and theoretical research studies in
seismology, applied geophysics, engineering seismology, earthquake engineering, soil
dynamics, and structural engineering. Specific topics include seismic hazard assessment,
monitoring of seismicity (Table 5.1), design of two-dimensional (2D) and 3D soil models
for site response evaluation, 2D/3D theoretical computations, site effects, soil–structure
interaction (SSI) effects in the presence of yielding buildings or bridges, and validation
of retrofitting techniques (http://euroseis.civil.auth.gr, Euroseistest 1993–1995, Euroseis-
mod 1996–1998, and EUROSEISRISK Seismic 2002–2005).

Fig. 5.1. Location of the test site in Greece, and Tectonic sketch of the Mygdonian
basin together with the investigated area (box) and the epicentre of the 1978

Ms = 6.5 Volvi earthquake (shown by the star)
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Table 5.1. Statistics on earthquakes in the vicinity of the test-site over the last 10 years

Magnitude

Hypocentral
distance

>7 6 to 7 5 to 6 4 to 5 3 to 4

<20 km 4 31
20 to 50 km 5
50 to 100 km 1
>100 km 2 5

2.1.1. Project objectives
The main objectives during the time-period of the test-site operation have addressed the
following issues:

• Definition of the geologic structure of the basin using geophysical and geotechnical
studies in order to fully identify both dynamic properties and geometry of the main
soil formations.

• Studies of seismicity, seismic hazard, and attenuation of strong ground motion using
a large variety of approaches and techniques.

• Empirical and theoretical studies of site effects with emphasis on the development
as well as the validation of existing and new numerical codes for the simulation of
ground motion.

• Experimental and numerical dynamic behaviour analysis of soil–foundation–
structure interaction for a six-storey model R/C building and a model bridge.

• Contribution to the ongoing elaboration of the new generation of Eurocode 8.

• Creation of a database of high quality and well constrained data easily accessible
through Internet that may be used to better understand the complex phenomena,
for the validation and improvement of existing codes in all aspects of earthquake
engineering.

2.1.2. General description of the test site
Geometric configuration. The area of the basin is about 15 km × 8 km (= 120 km2)
in size. The free surface is almost flat with exceptions at the northern and southern
boundaries where a series of hills and mountains define the physical limits of the basin.
Figure 5.2 shows a characteristic 2D cross-section at the centre of the basin and Figure 5.3
shows a map of the area of interest. In both figures, the location of sensor stations is
depicted together with some details of the geologic structure (layering, geologic back-
ground, tectonic evidences, physical limits, etc.). The sediments-bedrock boundaries
together with some important ruptures and seismic faults inside the basin form a rather
complex but at the same time very common geologic structure.
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Fig. 5.2. 2D N-S cross-section at the centre of the valley. A to G represents
different soil and rock (G) categories

Fig. 5.3. Map with the surface accelerographs (green rectangles)
and the geologic background

Geological conditions. Numerous surveys on geology, geomorphology, tectonic, seis-
micity, water and aquifer level as well as geotechnical and geophysical surveys, GPS
geodetic monitoring, etc., have been performed during the last 40 years. In the last 15
years (since the beginning of the project in 1993) a series of well oriented geotechnical
and geophysical studies have contributed to the knowledge of the 3D complex structure
of the basin.

The geology is composed of two main sedimentary geologic systems and the crystalline
basement. The sedimentary units, Mygdonian and Promygdonian are differentiated by
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their corresponding geological age. The first system was formed in the initial (older)
Promygdonian basin during the Quaternary and consists of four successive formations
such as conglomerates, sandstones, silt/sand sediments, and red clay beds. The second
one was formed in the latter (younger) Mygdonian basin during the Neogene and consists
mainly of mixtures of sands, silts, and clays. Bedrock depth inside the basin ranges from
about 200 to 420 m. Bedrock is deeper in the western part of the basin rather than the
eastern part (∼200–300 m). At the northern and the east-southern boundaries of the
basin, a rather fractured and weathered outcrop rock appears at the free surface giving
the opportunity to use it as reference in site response studies. Water table ranges from
2 to 3 m (at the centre) down to 18 to 20 m (at the edges).

Geotechnical and geophysical conditions. Among the principal goals of Euroseistest
project was the accurate assessment of thickness, stiffness, and attenuation of the soil
materials (Pitilakis et al., 1999; Kudo et al., 2002). All in-situ (drillings, sampling, SPT
and CPT) and laboratory (cyclic triaxial and resonant column tests, and other classi-
cal laboratory tests) geotechnical surveys together with geophysical (seismic prospect-
ing, PS logging, electrical soundings and tomographies, aeromagnetic and gravitometric
measurements) surveys were used. The entire area of the basin was covered to derive
both dynamic properties and geometry of the main geologic formations, in terms of site
response requirements. For this reason, an important campaign of field measurements
was carried out mainly in two stages.

In the first stage, the geophysical campaign concerned the NS cross-section and was
mainly conducted in the period 1993–1997 using seismic methods such as surface
wave inversion (SWI), P and SH refraction (REF), crosshole and downhole (CH, DH)
tests, in order to get both geometry and properties of a large volume of soil forma-
tions. Few electrical and magnetic soundings were also performed. In addition to the
seismic prospecting, a detailed geotechnical survey was performed including drillings,
sampling, ground water table measurements, SPT and CPT, and cyclic triaxial and
resonant column (RC) tests. Additional boreholes were drilled for the installation of
downhole 3D accelerometers, one pore-pressure sensor, and for special experiments using
underground explosions.

In the second stage, during the period 2001–2004, additional CPT tests were performed
at more than 20 sites along the EW direction together with long scale refraction measure-
ments. These experiments covered a distance of about 20 km using forward and reverse
long seismic profiles. Underground big explosions inside boreholes were used as seis-
mic sources. The receivers were 3D accelerographs and seismographs installed at inter-
distances between 60 and 130 m. At the borders of the basin, a large number of electrical
tomographies of about 1.0 km each and soundings were also performed in order to get
information about the shape of the edges. To get a systematic and complete image of the
characteristics of the basin’s structure, a large number (more than 30) of well distributed
ambient noise measurements (SPAC method) were also performed in order to get vertical
shear-wave velocity Vs profiles (down to the bedrock top surface). For all soil formations,
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specific (shear modulus–shear strain–damping) G-γ-D curves have been also proposed
describing the dynamic soil properties for linear elastic and nonlinear conditions.

The soil-layering from surface to bedrock presents a successive increase of the stiffness
with Vs velocities from 90 to 450 m/s (mixtures of recent fills, loose sandy-sands, and
soft clays with gravels at a thickness of some decades of metres) to 500 to 850 m/s
(redbeds from stiff clays with gravels-stones, conglomerate and sandstones for a thickness
larger than 100 m). The velocities and their variation with depth are not uniform in the
whole area of the basin. This knowledge resulted from the synthesis of a great number
of data (drillings, sampling, geophysical–geotechnical, passive (noise) and actual sur-
veys, empirical transfer functions, parametric modelling, etc.). Finally, the 3D soil model
of the Mygdonian sedimentary basin has a rather asymmetrical semi-cylindrical shape,
which deepens at the open edges with different rates of deepening and without very strong
immersions. Table 5.2 presents the classified basic soil formations met in the whole area
of the basin together with the Vp and Vs velocities.

2.1.3. Instrumentation
At the broader area of the basin, a large permanent seismological network with more than
15 broadband stations operates continuously since 1981, providing useful information
for the seismicity recorded in the whole Northern and Central Greece including the north
Aegean Sea as well as the surrounding northern countries. This array operates under the
responsibility of AUTh (GL). Additional national permanent seismological and accelero-
graphic arrays with more than 80 instruments each (from National Observatory of Athens
and ITSAK) provide full catalogues of weak and strong earthquakes in Greece.

Table 5.2. Geophysical parameters and soil description for the basic soil formations. Formations
A, B, C, and D are included in the upper (Mygdonian) system and E, F, G∗, and G in the lower one
(Promygdonian). The characteristic Vs velocities of both main systems and the bedrock basement
are also given as average velocities of the defined sub-layers from the top down to the bedrock

Layer Description Vs (m/s) Vp (m/s) Vpw (m/s)

A Silty–clayey sand 95–150 220–450
B Silty sand and sandy

clay
150–250 300–350 900–1650

C Marly silt and silty
sand

250–400 400–800 900–2200

D Marly sandy clay and
clayey silt

400–550 1650–1900

E Clayey silt-sand and
sandy clay

560–650 2200–2750

F Clayey silt-sand and
sandy clay

600–900 2200–2750

G∗ Weathered Schist 1000–1700 3000–3500
G Gneiss 2300–2600 4300–4900
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Inside the sedimentary basin, a well designed 3D permanent strong motion array with
an X shape and almost equidistant stations covers its central part. The array covers a
surface of about 6 km × 8 km. At the intersection-point a dense downhole vertical array
of six 3D accelerometers (at depths of 0, 21, 40, 72, 136, and 196 m) connected to the
same 18 channel acquisition system, gives the third dimension of this array. At the outcrop
rock site, operates a 2–3D sensor downhole vertical array. All the 20 instruments (surface
and downhole) of the array (Figure 5.4) are digital accelerographs with A/D converters
larger than 18 bits, supported by GPS, permanent remote monitoring and power supply.

In the middle of the basin, very close to the downhole array site, a system of well instru-
mented structural models (six-storey R/C model 1:3 building and a pier bridge) are con-
structed and instrumented operating on a permanent basis (Figure 5.5), providing data
on the structural behaviour, the soil–structure interaction and the wave field generated
around the structures. The permanent accelerograph array comprises Mt. Whitney, K2,
Etna, Guralp CMG-5 instruments.

Fig. 5.4. 3D sketch of the permanent accelerograph network

Fig. 5.5. Experimental field facilities to study SSI effects and the behaviour
of RC. structures (Instrumented five-storey RC building with masonry in fills

and a pier bridge on surface foundation, models’ scale 1:3)
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2.1.4. Main scientific and engineering outcomes
The following items present a short summary of major scientific and engineering
achievements for many topics in earthquake engineering, engineering seismology and
seismology, taking advantage of a multidisciplinary field and laboratory experiment
using the largest infrastructure in Europe (for further details, please see Raptakis et al.,
1998, 2000, 2005; Chávez-Garcı́a et al., 2000, 2002; Margaris and Hatzidimitriou, 2002;
Moczo et al., 2002, 2004; Parolai and Bard, 2003; Guéguen and Bard, 2005; Makra et al.,
2001, 2002, 2005; and Manos et al., 2005).

• Faulting patterns from stress-field analysis and neotectonic information.

• Optimization of algorithms for earthquake relocation.

• Deterministic and seismic probabilistic seismic hazard assessment for the broader
EUROSEISTEST area and related scenarios of strong ground motion.

• Local attenuation relations and regional attenuation kappa-values determination.

• Source parameter estimation of events that triggered the strong motion array.

• Evaluation of liquefaction susceptibility at several sites based on CPT measurements.

• More than 150 Vs profiles defined from passive (noise) and active (explosives) tech-
niques in the whole area of the basin.

• Synthesis of all past and new data sets to get a reliable 3D model.

• Definition of the 3D geological model of the Mygdonian basin.

• Determination of 3D velocity model of the broader Mygdonian area for site effects
studies.

• Empirical evaluation—using all available techniques—of site effects based on noise
and earthquake recordings for the whole basin.

• Theoretical analysis of site effects using different 1D, 2D, 3D soil models and mod-
elling methods.

• Confrontation with empirical data and results in both time and frequency domains.

• Development of improved numerical codes for 2D and 3D simulation of ground
motion.

• Validation of new and existing numerical models with recorded ground motion
data.

• Creation of the seismic waveform database.

• Implications of the results of site effect analysis in complex media (valleys and
basins) in seismic codes.

• Investigation of the SSI effects with experimental and numerical approaches.
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• Evaluation of existing finite difference (FD), FE and boundary element (BE) codes
for site and SSI effects.

• Investigation of the beneficial or detrimental role of SSI effects in presence of
yielding of the superstructure lying over a very soft soil.

• Examination of the nature and the effect of the waves transmitted by the oscillation
of the superstructure to the foundation level and the surrounding soil.

• Scrutinize the effect of foundation flexibility (i.e. footing/single cast-in-drilled-hole
piles towards pile group) on the extent of dynamic SSI phenomena.

• Identification of possible code implications of soil–structure interaction phenomena.

2.2. UCSB NEES GARNER VALLEY AND WILDLIFE TEST SITES
(DR. JAMIESON STEIDL, PI)

At the University of California, Santa Barbara (UCSB), the Garner Valley and the Wildlife
refuge sites have been instrumented and are available for research (http://nees.ucsb.edu/).
A brief description is included below (material below is extracted from the website
http://nees.ucsb.edu/).

2.2.1. Soil and seismic characteristics at Garner Valley
The NEES field site in the Garner Valley (Figure 5.6) is very well suited to the study of
soil–foundation–structure interaction and liquefaction. The area is located near several
active faults on low density alluvial soil with a near surface water table. The site has
been thoroughly characterized recently through borehole geotechnical tests and in other
studies over the last 10 years.

Additionally, the valley bedrock is basin shaped and late arriving surface waves have been
observed (likely Love waves), travelling from the edge of the basin. The torsions gener-
ated on foundations by Love waves are considered to be especially destructive. Thus, this
field site provides a possibility to observe Love waves on a fully instrumented structure.

2.2.2. Geologic conditions
The upper 18–25 m consist of soil rich in organics and alluvium. Soil types present are
silty sand, sand, clayey sand, and silty gravel. There is a gradual transition from alluvium

Fig. 5.6. Garner Valley SFSI field site and SFSI structure
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Fig. 5.7. Location of Garner Valley (red triangle), recorded seismicity (circles),
shaded relief, and faults (black lines)

to decomposed granite from 18 to 25 m. Decomposed granite consisting of gravelly sand
exists between 25 and 88 m. At 88 m the contact with hard competent bedrock is reached.
The bedrock is granodiorite of the Southern California Peninsular Ranges batholith. The
water table fluctuates at the Garner Valley site depending on the season and rainfall totals.
In the wetter years the water table is at, or just below the surface in the winter and spring
months. In the summer and fall months, or the entire dry years, the water table drops to
1 to 3 m below the surface.

2.2.3. Garner Valley SFSI structure
The Garner Valley Soil–Foundation–Structure Interaction (SFSI) test facility is com-
posed of a medium-scale reconfigurable steel-frame structure founded on a rigid massive
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Fig. 5.8. Garner Valley ite during a UTexas collaborative study using T-Rex

concrete slab on grade. The superstructure is of a size appropriate for testing on one of
the NEES shake tables. Shakers can be mounted on the roof for active experiments to
complement passive earthquake monitoring. The SFSI facility was designed to study the
passage of waves through the soil column below the structure, up through the foundation
and into the structure. Often the observations of ground shaking recorded on the founda-
tion of structures is not the same as that recorded on open ground due to the interaction
between the soil and foundation. Understanding these interactions at a relatively simple
site using a simple structure is a primary purpose of this facility. In addition, using a
remotely operable shaker attached to the roof of the structure, temporal changes in the
structures response can be monitored. Environmental factors like temperature and the
level of saturation of the near-surface soil can have an effect on its response.

2.2.4. Wildlife refuge liquefaction field site
This liquefaction field site has been thoroughly characterized through geotechnical bore-
hole samples, as was a nearby site that was previously studied by the USGS. Located
in California’s Imperial Valley the Wildlife Liquefaction Array (WLA) field site records
numerous earthquakes daily in this seismically active area at the southernmost terminus
of the San Andreas Fault system.

WLA is located on the west bank of the Alamo River 13 km due north of Brawley,
California and 160 km due east of San Diego. This area has been frequently shaken by
earthquakes with six events in the past 75 years generating liquefaction effects within
10 km of the WLA site.
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Fig. 5.9. Wildlife refuge instrumented site

Fig. 5.10. The liquefaction field site thoroughly characterized through geotechnical
borehole samples, and the nearby site previously studied by the USGS

Seismic records from the WLA site provide essential information about the liquefaction
phenomenon. In particular, predicting the ground response, ground failure, and
liquefaction effects from earthquakes using computer models requires such an instru-
mented site to validate the simulation methods against real observations.

Researchers are using earthquakes that occur on a daily basis near this site, as well as
active testing using mobile shakers to try to better understand how the near-surface geo-
logic conditions affect the ground shaking at this location.
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3. Mobile laboratories

3.1. NEES FACILITIES AT UCLA (http://nees.ucla.edu,
PROF. JOHN WALLACE, PI)

NEES at UCLA includes mobile dynamic excitation shakers and a fully mobile
data acquisition laboratory. Capabilities include satellite Internet transmission as
well (thus allowing for tele-participation). In addition, a CPT truck is available for
estimation of soil properties in-situ (material below is extracted from the website
http://nees.ucls.edu).

3.1.1. Eccentric mass shakers
Three eccentric mass shakers have been developed to enable forced vibration testing of
full-scale buildings.

1. MK-14A: An omni-directional eccentric mass vibrator capable of low frequency,
high amplitude harmonic loading. It has an operating frequency range of 0.1–4.2 Hz
and maximum load of 20 kips.

2. MK-15: Two uni-directional eccentric mass vibrators (Figures 5.11 and 5.12) with a
wide frequency range (0–25 Hz) and large force capability (100 kips).

For all three eccentric vibrators (MK-14A-5500 and MK-15’s), a wireless control option
was added to enable the operator (in the mobile command centre) to remotely control the
shakers. Furthermore, synchronization between the MK-15 shakers is possible with the
use of the new Vector motor drives. Two or more vibrators, spaced apart on a struc-
ture, can provide the tested structure with torsional as well as translational forcing, or

Fig. 5.11. MK-15 eccentric mass shaker during UCSD Elliot Field testing
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Fig. 5.12. nees@UCLA team at the Four Seasons building in Sherman Oaks, CA

Fig. 5.13. UCLA NEES linear inertial shaker

enhance the response of one particular mode over another by force appropriation, which
can be very helpful in distinguishing between closely spaced modes of vibration.

The three eccentric mass vibrators are useful for testing a wide range of structural sys-
tems, including moderate-scale destructive dynamic testing.

3.1.2. Linear shaker
The linear inertial shaker (Figure 5.13) capable of broadband excitation was developed
jointly by Anco Engineers, dSPACE Inc., and Sysendes. The shaker controllers allow
either force or displacement control. The nominal performance specifications for the lin-
ear shaker are a peak force amplitude of 15 kips, 30 inch stroke, and 90 gpm servovalve
capacity.

3.1.3. Cone penetration testing truck
The UCLA NEES equipment portfolio includes a Hogentogler cone penetration test-
ing truck (Figure 5.14), equipped with a seismic-piezocone to characterize soil consis-
tency, pore water pressure, and shear-wave velocities. The rig has a 20-ton hydraulic
push capacity. The rig weight is approximately 6 tons, and side augers provide additional
reaction forces. The rig is equipped with 30 m of rod length. A fully automatic 5-channel
ESFCS data acquisition system records measurements of cone tip resistance, sleeve fric-
tion, probe inclination, pore water pressure, and shear-wave velocities.
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Fig. 5.14. Cone penetration testing truck
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Fig. 5.15. UCLA NEES Satellite Transmission System

3.1.4. Satellite system
The satellite system service is provided by PSSI (Figures 5.15 and 5.16). It boasts a 1.8 m
dish with GPS positioning and automatic satellite tracking for ease of deployment. Satel-
lite modems, amplifiers, GPS navigation equipment, etc. are all housed in the equipment
rack in the mobile command centre.

It provides for unlimited 128 Kbps bandwidth connectivity anywhere in the world
with a view of the southwestern sky. Bandwidths of 512 Kpbs, 768 Kbps, 1 Mbps, and
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Fig. 5.16. Mobile command centre

1.544 Mbps (T1) are available on-demand at any time. The data that is consolidated in the
mobile command centre is transmitted via satellite to a downlink hub in Las Vegas where
it then travels over the commodity internet to the NEESpop server on the Campus-LAN.

3.2. NEES FACILITIES AT THE UNIVERSITY OF TEXAS (http://nees.utexas.edu/,
PROF. KENNETH STOKOE II, PI)

NEES at the University Texas is an equipment site that specializes in dynamic field testing
using large-scale shakers. The equipment includes three mobile shakers that have diverse
force and frequency capabilities, an instrumentation van that houses state-of-the-art data
acquisition systems, and a large collection of field instrumentation. The field equipment
can be used in a variety of applications, including shear-wave velocity characterization,
liquefaction testing, geophysical testing, and dynamic testing of structures. During exper-
iments, the instrumentation van can connect to the NEESgrid via a satellite modem allow-
ing offsite access to both live video and data (material below is extracted from the website
http://nees.utexas.edu).

3.2.1. Cruiser (instrumentation van)
This instrumented van (Figure 5.17) was developed in house as a mobile command centre,
designed to be able to get to and operate in remote locations for extended periods of time.
It provides power, communication, video uplink, and data streaming capabilities at the
experiment site.
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Fig. 5.17. Utexas van

Fig. 5.18. Utexas Thumper

3.2.2. Thumper
Intended as both a high frequency source (Figure 5.18) with useful force up to 500 Hz and
as an urban source built on top of a standard Ford 650 chassis. Total weight: is 22,000 lbs
(9,990 kg) with vibration orientations possible in the vertical and horizontal directions.
Peak force of about 6000 lbs becomes stroke and flow limited at 17 Hz and falls off above
approximately 225 Hz due to valve limitations.

3.2.3. T-Rex (tri-axial vibrosies)
One of only a few large vibrosies (Figure 5.19) which provide axis transformation
between vertical, inline, and cross-line at the push of a button (Buggy-mounted vibrator).
Possible vibration orientations in the vertical, transverse, or longitudinal directions. Cone
penetrometer functionality has been added to rear of vehicle. Peak force: of 60,000 lbs
(267 kN) in the vertical direction, and 30,000 lbs (134 kN) in the horizontal direction.
Peak force frequency range is 12 Hz–180 Hz (vertical) and 5 Hz–180 Hz (horizontal).

3.2.4. Liquidator (low frequency vibrosies)
The only large vibrosies (Figure 5.20) designed to provide useful force below 1 Hz which
enables low frequency liquefaction studies (Buggy-mounted vibrator). Vibration can be
imparted in the vertical or the horizontal directions. Cone penetrometer functionality has
been added to rear of vehicle. Peak force: is 20,000 lbs (89 kN), with peak force at 1 Hz:
of 10,000 lbs (45 kN).
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Fig. 5.19. UTexas T-Rex (tri-axial) vibroseis

Fig. 5.20. Liquidator (low frequency) vibroseis

3.2.5. Representative collaborative research project
A collaborative project (Figure 5.21) led by Professor Sharon Wood (U. Texas) addressed
the important topic of improved knowledge of soil–foundation–structureinteraction
(SFSI). It also provided an ideal opportunity for demonstrating and challenging the new
NEES model for conducting research. The prototype structure selected for investigation is
a continuous bridge structure. The dynamic response of this structure is influenced by the
ground motion and the nonlinear characteristics of the soil, foundation, and superstruc-
ture. It is impossible to determine which will control the system response a priori. It is
also impossible to test a single physical model of the prototype structure and reproduce all
key aspects of the system. Therefore, a series of four complementary physical models are
to be tested at four different sites: (1) centrifuge tests of individual bridge bents to eval-
uate the nonlinear response of the soil and foundation system (http://nees.ucdavis.edu),
(2) dynamic field tests of individual bents using mobile shakers (Figure 5.22) to evaluate
the response of the soil, foundation, and structure (http://nees.utexas.edu), (3) shaking
table tests of a three-span model to evaluate the nonlinear response of the superstruc-
ture subjected to bi-directional, incoherent support motion (http://nees.unr.edu), and
(4) laboratory tests of large-scale individual columns to evaluate strength degradation in
flexure and shear (Purdue University).
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Fig. 5.21. Scope of research project

Pre-Installation Filling with concrete 

Shaking with Thumper Testing with T-Rex 

Fig. 5.22. Field test model construction and dynamic excitation (http://nees.utexas.edu)
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Computational simulation also has a central role in the project for relating the individ-
ual component and system experiments. Simulation is needed to design and interpret
the individual experimental tests. An important deliverable of the project is improved
computational models for SFSI, calibrated from the experiments, in a form available for
community use.

4. Large-scale testing facilities

4.1. NEES FACILITIES AT CORNELL (http://nees.cornell.edu,
PROF. HARRY E. STEWART, PI)

The Cornell Large-Displacement Facility is a unique, world-class resource for research,
education, and outreach focused on underground lifeline response to large ground defor-
mation and the seismic performance of highly ductile above-ground structures using
advanced materials and construction (material below is extracted from the website
http://nees.cornell.edu).

Figure 5.23a shows a 3-D perspective view of the Cornell facility to scale, showing a
split test basin similar to one previously used for large-scale experiments. The split basin
in the figure involves approximately 54 m3 of soil, thus illustrating the size of test that
can be run using the full capacity of soil stored in the facility soil storage bins (55 m3).
Large-displacement hydraulic actuators are used to move the test basins. Reaction for the
actuators is provided by a modular reaction wall, which is heavily post-tensioned and
anchored to bedrock with a system of rock bolts.

Figure 5.23b shows a new split test basin with a 65◦ fault crossing. One section of the
basin is fixed to the low section of the modular reaction wall and the other movable.
Buried in the test basin is a nominal 400-mm-diameter, IPS, HDPE pipe. The pipe section
is approximately 11 m long and fixed at the test basin ends. There is roughly 1.2 m of
soil cover above the pipe. The movable basin can be displaced 1.2 m along the 65◦ split,
placing the pipe in tension and severe bending. This experiment engages over 100 tons of
soil.

Figure 5.23c shows an overhead view of the test basing after movement. The deformed
shape of the pipeline is sketched on the photo. In the figure the zones of active and passive
soil movement can be seen close to the simulated fault. Figure 5.23d shows an alternate
view of the test basing, showing the zones of soil movement. Experiments in the test
basing also have been completed with a nominal 152-mm-diameter steel pipe and a nom-
inal 254-mm-diameter HDPE pipe section.

Large-scale experiments also were successfully completed to evaluate the effects of
earthquake-induced ground rupture on welded steel pipelines with elbows. Figures 5.23e
and 5.23f show two experimental basins with a total of 60-65 metric tons of soil that were
displaced 1 m relative to each other to simulate the type of abrupt displacement generated
by liquefaction-induced lateral spread, landslides, and surface faulting.
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a)  Perspective and Schematic Views of Large-Scale
Test Facility

b) Overhead View of Simulated Fault Rupture
and HDPE Pipeline Deformation
(Image courtesy of N. Olson with photo taken at
Cornell NEES Equipment Site)

c) Overhead View of Simulated Fault Rupture and
HDPE Pipeline Deformation
(Image courtesy of N. Olson with photo taken at
Cornell NEES Equipment Site)

d)  Active and passive soil zones following fault
offset.

e) Overhead view of test basin before the
experiment (NOTE: Basin is over 10m long, max.
5m wide and 1.2m deep)

f) Overhead view of test basin after the
experiment (NOTE: Basin is over 10m long,
max. 5m wide and 1.2m deep)

Fig. 5.23. The NEES Cornell Testing Facility
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4.2. UCSD SHAKE TABLE (http://nees.ucsd.edu,
PROF. JOSE’ RESTREPO, PI)

The University of California, San Diego (UCSD) Large High Performance Outdoor
Shake Table (LHPOST) is being developed at the Englekirk Field Station, a site located
15 km away from the main UCSD campus. The shake table, acting in combination with
equipment and facilities separately funded by the California Department of Transporta-
tion (Caltrans), which include a large laminar soil shear box (inside dimensions of the
box are 6.71 m long by 2.90 m wide by as much as 5 m in height) and two refillable soil
pits, represents a one-of-a-kind worldwide seismic testing facility (Figure 5.24).

This unique facility enables next generation seismic experiments to be conducted on
very large structural and soil–foundation–structure interaction (SFSI) systems such as
full-scale buildings, single and multiple column bridge bents in a laminar soil box,
utility/lifeline structures such as electrical sub-stations, nuclear containment casks, and
seismic isolation systems. Moreover, the proximity of a soil pit to the UCSD LHP Out-
door Shake Table will allow hybrid shake table-soil pit experiments to be conducted.
UCSD is convinced that this innovative piece of NSF equipment in conjunction with the
Caltrans SFSI facility will add unique testing capabilities to NEES and consolidate the
leadership of the NEES collaboratory as a worldwide predominant earthquake testing
consortium.

(a) Facility layout including shake 
table and adjacent large soil pit 

(b) 7-Storey Shear building model on
shake table 

(c) Bridge abutment soil model 
construction on shake table 

(d) Close-up of soil container on shake
table during Model construction

Fig. 5.24. UCSD NEES Large High Performance Outdoor Shake Table (LHPOST)
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The NEES/LHP Outdoor Shake Table is a 7.6 m wide by 12.2 m long single Degree-of-
Freedom (DOF) system with the capability of upgrading to 6-DOF. The specifications for
the first phase of the facility are a stroke of ±0.75 m, a peak horizontal velocity of 1.8 m/s,
a horizontal force capacity of 6.8 MN, an overturning moment capacity of 50 MN-m for
a 400 ton specimen, and a vertical payload capacity of 20 MN. The testing frequency
range will be 0–20 Hz. Although this table is not the largest of its kind in terms of size in
the world, the velocity, frequency range, and stroke capabilities make it the largest table
outside Japan and the world’s first outdoor shake table. The facility will add a signifi-
cant new dimension and capabilities to existing United States testing facilities with no
overhead space and lifting constraints.

4.3. JAPAN E-DEFENSE SHAKE TABLE

The E-Defense, one of the largest shaking table facilities in the world (Figure 5.25), was
opened in 2005, commemorating the tenth anniversary of the 1995 Kobe earthquake. The
shaking table facility is located at the Hyogo Earthquake Engineering Research Center
(E-Defense) of the National Research Institute for Earth Science and Disaster Prevention
(NIED).

The E-Defense shaking table platform has a dimension of 15 m long and 20 m wide. It is
supported on fourteen vertical hydraulic jacks and connected to ten horizontally hydraulic
jacks, five each in both NS and EW directions, and can move in three directions. It has a
payload capacity of 1200 tons with maximum accelerations, velocities, and displacements
of 9 m/s2, 2 m/s, and 1 m in both horizontal directions and of 15 m/s2, 0.7 m/s, and 0.5 m
in the vertical direction. About 900 channels of amplifiers and AD converters can be
mounted under the shaking table platform for monitoring various outputs during shaking.

4.3.1. Recent shaking table tests at E-Defense
Large shaking table tests with a soil–pile–structure model were conducted to investigate
the following:

1. Inertial and kinematic effects on pile stress and failure.
2. Earth pressure acting on embedded foundation.

Fig. 5.25. E-Defense Shake Table schematic with planned liquefaction SFSI
experiments in a 2D circular laminar container, and a waterfront pile-supported structure
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3. Stress states in soil and its effect on sub-grade reaction development.
4. Deformation and failure mode of pile foundations under near prototype scale.

To investigate inertial and kinematic effects on failure and deformation mode of piles
during three-dimensional shaking, physical mode tests were conducted (Tabata and Sato,
2006). A 3 × 3 steel pile group (each pile had a diameter of 152.4 mm and a wall thick-
ness of 2.0 mm) supporting a foundation with or without a superstructure was set in a dry
sand deposit prepared in a cylindrical laminar box with a height of 6.5 m and a radius of
8.0 m (Figure 5.26). The piles were set up with a horizontal space of four-pile diameters
centre to centre. Their tips were jointed to the laminar box base with pins and their heads
were fixed to the foundation of a weight of 10 tons. Experimental variables included the
natural period of the superstructure and the presence of foundation. Many strain gauges,
accelerometers, velocity metre, earth pressure transducers displacement transducers, set-
tlement metres and load cells, about 900 sensors in total, were placed in the deposit
as well as on the pile-structure model. The tests were conducted under one-, two- or
three-dimensional shaking with three types of ground motion having a peak acceleration
adjusted from 0.3 m/s2 to 8.0 m/s2.

Figure 5.26 shows a test model constructed in a cylindrical laminar box, 150 tons in
total with a height of 6.5 m and a radius of 8.0 m, placed on the large shaking table.
The cylindrical laminar box consists of 41 ring flames, enabling shear deformation of the
inside soil during two-dimensional horizontal shaking. The total weight of the test model
excluding the cylindrical laminar box and its attachments was 750 tons. After setting the
pile group in the laminar box, the sand was placed a relative density of about 70% to form
a uniform deposit with a thickness of 6.3 m. A total of five test series were conducted, in
which the presence of foundation embedment and superstructure, and the natural period
of the superstructure, as well as the type of input motions, and their components and
maximum acceleration were varied (Tokimatsu et al., 2007).

D, E A, B

1.6m

1.0m

0.5m

6.
3m

8.0m

Elevation of soil-pile-structure model

0.3m

Plan view of pile group

Superstructure

Column
Foundation

N

S

W E

0.6m

Fig. 5.26. Test layout in laminar container mounted on the E-Defense Shake table
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Fig. 5.27. Superstructure before and after test

4.3.2. Representative test results
The superstructure became inclined after the final test (Figure 5.27). The piles yielded
and buckled not only at their heads but also at depths from 0.7 m to 1.2 m during the final
stage of shaking resulting in permanent deformation and inclination of the superstruc-
ture. The direction of pile deformation corresponds to those of the strong axes of ground
displacement and acceleration, indicating that the ground displacement as well as inertial
force had a significant effect on the failure of piles.

5. Earthquake loading aboard geotechnical centrifuges

Laboratory testing of small scale models is a particularly fruitful avenue in earthquake
geotechnical engineering due to the paucity of data collected during real earthquake
events which are both rare and often unpredictable. However, the particularly strong
dependency of strength and stiffness of soil on the confining stress dictates that the mod-
els need to be tested under realistic stresses and strains. This could be readily achieved in
a geotechnical centrifuge, provided suitable shaking tables that can impart strong earth-
quake loading to the models in-flight, can be mounted on to the centrifuge. This technique
is generally termed as dynamic centrifuge modelling and has been widely used in USA,
Europe, and Japan.

About 30 large geotechnical centrifuges (radius larger than 3 m) are in operation in the
world carrying out many a kind of tests on footing, piles, tunnels, retaining walls, slopes.
The payload capacity of many of the centrifuges is between 1 and 2 tons and models can
be tested between 100 and 200 gravities.

Centrifuge model testing of the effect of earthquakes on geotechnical structures and of
liquefaction of soils has been pursued actively worldwide. Of particular interest to many
researchers are soil liquefaction and lateral spreading and their effects on a variety of
geotechnical structures. Of the 32 geotechnical centrifuges listed in Japan by Kimura
(2000), several of which were installed after the Kobe earthquake, 15 were equipped with
shakers. The percentage of research papers devoted to earthquake modelling in the Cen-
trifuge international conferences also attests to the increasing importance of this rather
new field (Figure 5.28).
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Fig. 5.28. Evolution of the number of papers presented at the Centrifuge
conferences in the fields of earthquake simulation

5.1. DYNAMIC CENTRIFUGE MODELLING

In the early 1990s, significant progress in earthquake centrifuge modelling has been made
within the framework of the North American programme “VELACS” (VErification of
Liquefaction Analysis using Centrifuge Studies). Eight laboratories were associated to
perform several series of very well-designed cross tests on soil liquefaction as well as
to compare the data with numerical model predictions (Arulanandan et al., 1994). Based
on this landmark series of tests, it became evident that repeatability of centrifuge tests
on liquefaction is guaranteed only when the shakers are able to reproduce the repeatable
earthquake loading. Preparation of the soil sample (including saturation) and of the model
also exerts a strong effect on the quality of the experimental approach (Madabhushi et al.,
2006). In Europe, only Cambridge University (UK), CEA-CESTA (France), and LCPC
up to now have carried out dynamic centrifuge experiments, and with entirely original
systems at Cambridge University and CEA-CESTA.

5.2. SHAKING FACILITIES AT CAMBRIDGE UNIVERSITY

Recently, the “Stored Angular Momentum” (SAM) actuator (Madabhushi et al., 1998;
Coelho et al., 2006) is being employed. In the SAM actuator, high levels of energy
are stored in a flywheel spinning at a high angular velocity. Thanks to a fast acting clutch,
the stored energy is transferred to shake the model (Figure 5.29). The SAM actuator
gives the user control of duration, frequency of the tone burst, and intensity of the earth-
quake loading. This system has proved quite successful and has to date produced about
10 PhDs and a significant number of publications. In general, mechanical shaking sys-
tems are inexpensive to build and can generate strong earthquakes. Their limits consist of
the difficulty of mimicking a realistic earthquake input motion during testing and of the
mechanical noise produced. Cambridge University is now starting the development of a
2-D servo-hydraulic shaker to provide the ability to model both horizontal shaking and
vertical shaking on an independent basis.
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Fig. 5.29. ESB model container mounted on the shaking table on the SAM actuator,
and the SAM actuator showing the 3-phase motor and flywheels

The Cambridge Philosophy has been to use single frequency tone bursts as input motions
and investigate the soil response. For liquefaction problems, where the sole purpose of
input motion is to generate excess pore water pressures that cause soil liquefaction, this
type of input motion is considered satisfactory. On the other hand if the purpose of the
dynamic centrifuge test is to investigate dynamic soil–structure interaction say in dry
soils, then more realistic input motions may be required. Recently Madabhushi et al.
(2006) have investigated the influence of type of input motion on the excess pore pressure
generation in saturated sand beds.

5.3. PNEUMATIC SHAKER AT CEA-CESTA, FRANCE

Two decades ago, the CEA-CESTA used small explosions at the end of an air blast mod-
ification chamber. The resulting air blast would then be modified by resonating cavities
and finally applied to the model through a membrane rubber (Zelikson and Leguay, 1985).
A new pneumatic system (Figure 5.30) to generate vertical or horizontal shocks has also
been designed (Sabourault et al., 1999).

5.4. EARTHQUAKE SIMULATION AT LCPC, FRANCE

An innovative shaker has recently been put in operation in the LCPC centrifuge. It was
manufactured by Actidyn Systems and includes a dynamic balancing feature, both with
respect to the mechanics and at the command-control level. This feature makes it possible
to generate amplitude excitations, with direction and frequency being chosen in advance
and controlled. The second advantage of this dynamic balancing feature is the reduction
or elimination of vibrations currently being transmitted to the machine.

Figure 5.31 shows the LCPC shaker and the laminar box developed by LCPC. In
Figure 5.31, an example of results of the commissioning tests recently carried out is
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Fig. 5.30. CEA-CESTA pneumatic shock actuator

shown. A Mexico earthquake record was simulated at 50 g and a very good agreement is
observed between the acceleration recorded on the table and the specified values.

5.5. RECENT ADVANCES IN EARTHQUAKE ACTUATION WORLDWIDE

The most widespread shakers installed on geotechnical centrifuges are indeed large1D
shaking tables using servo-hydraulic actuators. Some 2D shakers already exist
(Figure 5.32) or are being developed in Honk-Kong, in USA (Davis and RPI), in
Korea (Daejon), and in England (Cambridge). There is a definite need to understand
the interplay of the vertical shaking effects along with the horizontal shaking. Europe
needs to engage in this development and develop a 2D actuation facility. Currently,
efforts are underway at Cambridge in this direction.

A great stride forward is being taken thanks to the North American project “NEES” (Net-
work for Earthquake Engineering Simulation), launched in October 2000. More than US$
9 million of investment allowed upgrading the UC Davis (UCD) and RPI (New York) cen-
trifuges. In the UCD facility, upgrades include the 2D (horizontal and vertical) shaker and
a robot (Figure 5.33). Seismic and electrical tomography and 3D image processing will
also be introduced. The data obtained during earthquake centrifuge tests are transmitted
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Fig. 5.31. The LCPC shaker, laminar box, and a Mexico earthquake
record simulated at 50 g—Comparison between the recorded acceleration (in blue)

and the specified values (in red)

Fig. 5.32. Left to right: 2D shaker of UC Davis that can deliver horizontal
and vertical shaking, 2D shaker of the University of Hong Kong (two horizontal
directions) (Shen et al., 1998), and 2D shaker at RPI (two horizontal directions),

and RPI 2D Laminar Container

in real time onto the NEES network (http://nees.ucdavis.edu/). A robot has also been
installed on the RPI centrifuge (http://nees.rpi.edu/) along with the new 2D shaker (hori-
zontal X- and Y-axis).

In Europe, there is a need to establish a network similar to USA-NEES. As a prelim-
inary step in that direction, the centres within UK dealing with earthquake modelling,
i.e. the shaking table facility at Bristol, the geotechnical centrifuge facility at Cambridge,
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Fig. 5.33. UCD (left), and RPI (right) in-flight robots

and the sub-structure testing facility at Oxford are being linked under the UK-NEES pro-
gramme funded by EPSRC to a tune of US$ 1 million. The completion of this networking
activity will enable distributed testing to happen between these centres in the UK. The
UK-NEES will also be linked to USA-NEES which is expected to lead to strong collabo-
ration with partners in the USA. Success of this UK-NEES may spawn an European-wide
network between shaking table facilities at JRA in Italy and elsewhere, the geotechnical
centrifuge facilities and the field monitoring sites at Thessalonica, Greece.

6. International collaboration

6.1. LARGE TESTING FACILITIES WORLDWIDE

As discussed by Pinto et al. (2006), in a recent report edited by Taucer and Franchioni
(2005) a review of the existing testing facilities for earthquake research and qualification
is provided. In another report, Taucer (2005) discusses enhancement of existing facili-
ties in order to address new scientific topics in earthquake engineering. A summary of
the worldwide Shake Table (ST) facilities is revisited herein for illustration (Figure 5.34).
A quick look at Figure 5.34 shows that there is a quite balanced distribution of experimen-
tal facilities between American, Asiatic, and European continents, which would indicate
that the research communities are backed by a suitable set of experimental facilities,
which provide support to the progress on understanding and advancing earthquake resis-
tant design and practice, training, and education worldwide. However, it is known that:
(a) most of the infrastructures are essentially concentrated in a small number of countries,
namely USA, Japan, and Italy and (b) a large part of the earthquake research community
does not have access to those facilities.

6.2. EUROPEAN EXPERIENCE ON COLLABORATION

In Europe, the earthquake engineering laboratories initiated an enlarged collaboration
at the beginning of the 1990s, as a direct consequence of financial support from the



124 Ahmed Elgamal et al.

Shake Tables

0

2

4

6

8

10

12

14

EU East Europe Asia America

Region

N
b

. o
f 

S
h

ak
e 

T
ab

le
s

Area [m2]

<15

15-30

30-100

>100

Shake Tables

0

2

4

6

8

10

12

14

EU East Europe Asia America

Region

N
b

. o
f 

S
h

ak
e 

T
ab

le
s

Payload [kN]

<200

200-500

500-1000

>1000

Fig. 5.34. Synopsis of large-scale earthquake Shake tables worldwide

European Commission. Five major shaking tables were involved, together with the ELSA
reaction wall facility at JRC Ispra. As stated by Severn (2000), as a result of provid-
ing access to researchers from Member States, a major step forward was made in the
fidelity and accuracy with which these six facilities could be used, leading to significantly
enhanced performance. This major advance has put European earthquake engineering
infrastructures at the international level and has opened up several new research areas for
experimental study. Collaboration between the infrastructures group and three successive
Research Networks has allowed significant progress to be made towards the validation of
many aspects of Eurocode 8 and the mitigation of seismic risk.

It is noted that the first large-scale earthquake tests on structures for design with the
Eurocodes (Eurocode 8) were performed in the framework of ECOEST with an enlarged
research network of the earthquake engineering community (PREC8 Research Network,
Coordinated by Prof. Calvi from the University of Pavia) acting as external user(s) of
the facilities. The PREC8 network involved 18 European research groups working on the
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following 4 broad themes, chosen because of their importance to the new European
Seismic Design Code, namely: (1) Reinforced Concrete Highway Bridges (ISMES,
Bristol, JRC Ispra), (2) Reinforced Concrete Frames (Athens), (3) Infilled Frames
(Athens, ISMES, Bristol, LNEC); and (4) Geotechnical structures (Bristol).

Given the success of the co-operation and collaboration between research infrastructures,
external researchers (Universities and Laboratories), and the outcome of the research
activity and its relevance for European standards in process of development and approval
by the European countries, the consortium was further financed to continue its activities,
addressing now new topics, as part of the programme of the research network ICONS—
Innovative Concepts for New and Existing Structures, with emphasis on: (1) Seis-
mic Actions, (2) Assessment, strengthening and repair, (3) Innovative design concepts,
(4) Composite structures, and (5) Shear-wall structures.

In the context of the 5th Programme of the Commission, the consortium was further
expanded (ECOLEADER) and earthquake engineering research concentrated on the top-
ics of the Network—Safety Assessment for Earthquake Risk Reduction—(SAFEER)
research programme, namely: (1) characterization of seismic hazard, (2) assessment and
design in low seismicity regions, (3) strategies/techniques for risk reduction, and (4) risk
assessment systems. Details of the experimental research carried out at the European lab-
oratories can be found in Severn (2000) and in the 27 Technical report series ECOEST-
PREC8 (1996), ECOEST2-ICONS (2001), and CASCADE (2005). They were written
and edited by several European researchers and published by the National Laboratory for
Civil Engineering, Lisbon, constituting important milestones of the pioneering European
cooperative research on earthquake engineering, involving experimental facilities, their
users and the research community.

6.3. THE USA NEES INITIATIVE

As mentioned earlier, in the second half of the 1990s, the U.S. National Science Foun-
dation (NSF) initiated a programme aimed at establishing the Network for Earthquake
Engineering Simulation (NEES). As stated by Nelson et al. (2000) NEES is a project
aiming at providing a national, networked collaboratory of geographically-distributed,
shared-use next-generation experimental research equipment sites, with tele-observation
and tele-operation capabilities, which will transform the environment for earthquake
engineering research and education through collaborative and integrated experimentation,
computation, theory, databases, and model-based simulation to improve the seismic
design and performance of U.S. civil and mechanical infrastructure systems.

The NEES project developed by NSF through a series of competitive programme solic-
itations: (a) “System Integration” (SI) to develop the high performance system for the
NEES collaboratory, (b) “Earthquake Engineering Research Equipment” NEES research
equipment sites, and (c) a “Management Consortium” to operate the NEES collabora-
tory through 2014. In fact, all the three components have been developed in coordi-
nation, and today NEESinc, with headquarters located in Davis, California, acts as the
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management consortium, integrating: (1) a system of 15 shared experimental facilities
(NEES Research Sites), (2) a Cyberinfrastructure Center (NEESit) that operates and sup-
ports the extensive IT infrastructure used by NEES, and (3) a system of centralized reposi-
tories for storing shared documents, experimental data, simulation programmes, software
tools, etc.

NEES is an outstanding initiative fostering collaboration in earthquake engineering
research and is really pioneering in taking full advantage of the information and com-
munication technologies as well as the most recent innovations and concepts in the IT
sector. As stated in the NEESinc website, “NEES will revolutionize earthquake engi-
neering research and education. NEES research will enable engineers to develop better
and more cost-effective ways of mitigating earthquake damage through the innovative
use of improved designs, materials, construction techniques, and monitoring tools. This
research can also help prevent infrastructure damage from other natural disasters and
from terrorism. Preparing for and protecting against these threats makes American com-
munities more resilient and enhances their ability to meet the challenges posed by future
disasters.”

6.4. INTERNATIONAL COLLABORATION CHALLENGES
AND OPPORTUNITIES

Concerning co-operation for experimental facilities, there are several requirements but the
most important seems to be the issue of “standardization” for data models and formats
and communication protocols between countries and researchers, which will facilitate
data exchange and interoperability. The international community is challenged to develop
an international shared repository for earthquake engineering data, which could be used
for research and education. A workshop on data standardization was organized during
the 2004 World Conference on Earthquake Engineering held in Canada. Recently, NEES
organized a dedicated world forum, which is addressed in the next section.

The NEES World Forum was organized by the NSF and hosted by NEES in San Fran-
cisco, March 2006 (Spencer et al., 2006). As stated by the organizers, the purpose of the
World Forum is to engage a representative international group of researchers and research
administrators to discuss and promote opportunities for collaboration with the NEES and
similar programmes worldwide, as well as the linkages necessary to facilitate this collab-
oration. A brief overview of discussions during this world forum is included below.

6.4.1. Simulation
Simulation includes both computational and physical experimentation. Distributed and
hybrid testing both fall within this class of techniques. Larger and faster simulation was
identified as the immediate need within this cyberenvironment. To adequately study cer-
tain classes of systems, real-time simulation capabilities are required and should be pur-
sued. The most significant strides will be made within the community by leveraging
resources and sharing successes through the use of an open source, open architecture
approach for the benefit of researchers worldwide.



A review of large-scale testing 127

6.4.2. Cyberenvironments
The challenge here is to explore how cyberenvironments can be leveraged to connect a
geographically distributed set of international researchers for meaningful collaborative
research. Focus was placed on: (1) identification of technological barriers that currently
hinder international collaboration and (2) formulation of solutions that would assist in
overcoming such barriers. It was argued that cyberenvironment software and hardware
should be easier to use. To this end, some degree of standardization should be introduced
to the earthquake engineering cyberenvironments to facilitate easier exchange of ideas
and data across national boundaries. The cyberenvironment should also be designed to
evolve with emerging information technologies to address additional demands from the
research community.

6.4.3. Data infrastructure
It was envisioned that an international data repository would contain both experimental
simulation data and analytical/numerical simulation data. Under consideration were basic
policies, data models, metadata, procedures for documenting experiments and numerical
simulations, and protocols for data curation, management, and maintenance.

7. Summary and conclusions

A class of large-scale testing facilities for earthquake engineering applications was
presented. A wide variety of testing approaches and capabilities is currently available
worldwide for documentation of seismic and dynamic moderate- and high-amplitude
levels of structural response. The presented facilities include in-situ field testing sites,
dynamic testing mobile laboratories, large-scale testing laboratories, and geotechnical
centrifuges. Representative collaborative efforts using these facilities were discussed.
Opportunities and challenges associated with worldwide collaboration were also high-
lighted.

It is envisioned that collaboration will increasingly become a common mode of con-
ducting experimental research. Convenient availability of the experimentation data sets
is an essential element, in view of the uniqueness and high expense associated with this
type of large-scale testing. Definition of effective approaches towards such of worldwide
collaboration is underway, in order to set the stage for a new paradigm in earthquake
engineering research and education.
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Chávez-Garcı́a FJ, Raptakis D, Makra K, Pitilakis K (2002) The importance of the reference station
in modelling site effects up to larger frequencies. The case of “Euroseistest”. Proc. 12th ECEE,
Paper No. 589

Coelho PALF, Haigh SK, Madabushi G (2006) Effects of successive earthquakes on saturated
deposit of sand. 6th ICPMG ’06, Ng et al. (ed), Hong Kong, 4–6 August, Taylor & Francis,
Vol. 1, 443–448

ECOEST2-ICONS Series Reports (2001) Published by LNEC, Lisbon
ECOEST-PREC8 Series Reports (1996) Published by LNEC, Lisbon
Euroseismod Volvi-Thessaloniki: Development and Experimental Validation of Advanced

Modeling Techniques in Engineering Seismology, Earthquake Engineering. Commission of the
European Communities, 1996–1998

EUROSEISRISK Seismic Hazard Assessment, Site Effects and Soil Structure Interaction Studies
in an Instrumented Basin (EVG1-CT-2001-00040), 2002–2005

Euroseistest Volvi-Thessaloniki: A European Test Site for Engineering, Seismology, Earthquake
Engineering and Seismology. Commission of the European Communities, Project EV5V-CT93-
0281 (DIR 12 SOLS), 1993–1995
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CHAPTER 6
MODELLING OF DYNAMIC SOIL PROBLEMS

David Muir Wood
Department of Civil Engineering, University of Bristol, Queen’s Building,
University Walk, Bristol, UK
d.muir-wood@bristol.ac.uk

Abstract. Some possibilities for the modelling of dynamic soil problems are described. Two basic
features of constitutive models to be used in numerical analysis to simulate soil response under
non-monotonic loading are: a description of the small strain elastic behaviour which will evolve
and develop its own anisotropies as the stress or strain history unfolds; and provision for plasticity
on reversal of stress or strain path. Laboratory geophysical techniques provide one possibility for
tracking the evolution of stiffness anisotropy but have uncertainties of interpretation. Macroele-
ment modelling is a form of numerical simulation using simple elemental systems which introduce
important features from constitutive modelling. It lends itself to rapid parametric study of effects
of geotechnical and seismic nonlinearity. Physical modelling can provide controlled data for vali-
dation of numerical modelling: the design of such models requires consideration of scaling laws.
Results of some model tests on a single degree of freedom structure with a special isolating foun-
dation are shown.

1. Introduction

Geotechnical modelling (Muir Wood, 2004) is undertaken to increase understanding of
the mechanisms that occur in geotechnical systems in order to be able to predict the
performance of those or other related systems. Prediction involves extrapolation from
known behaviour towards an unknown region: the quality of the prediction will be as
good as the quality of the models underpinning the understanding of the system.

The principal types of model used to predict performance of dynamic geotechnical prob-
lems are numerical and physical models. In general numerical models will be calibrated
against observations made on physical models. However, contained within the numeri-
cal modelling and implicit in extrapolations made on the basis of physical modelling is
some assumed constitutive model for the soil behaviour. Such constitutive models are
themselves inspired by direct observation of material behaviour at the element level.

We begin by describing a rather elegant class of constitutive model for soils and then show
how laboratory dynamic testing can feed into the selection of soil parameters. Physical
modelling using an earthquake simulator has been used to support studies of mitigation
of seismic response of existing foundations: some results will be shown as an example
of data generation for calibration of numerical models. The nature of soil nonlinearity is
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such that the constitutive models are subtle and the numerical analyses can be lengthy.
Macroelement modelling can provide a shortcut for parametric study of system behav-
iour. The underlying principles of the constitutive models guide the choice of appropriate
features for the macroelement models.

2. Constitutive modelling framework

Desirable features of a constitutive model appropriate for dynamic problems are shown
in terms of the dependence of incremental soil stiffness on history (Figure 6.1). After any
corner in the strain path, the incremental stiffness immediately increases by an amount
dependent on the sharpness of the corner and then decays as deformation continues
(Figure 6.1a, b). Seismic loading is quintessentially about strain paths with multiple irreg-
ular corners: in any seismic loading event with variable amplitude of cycles of loading the
stiffness will vary constantly. Contrast this with the ability of an elastic-perfectly plastic
model such as the widely used Mohr–Coulomb model (Figure 6.1c, d) which only has
two values of incremental stiffness: the full elastic stiffness and zero.

Ingredients necessary for a successful model include: hardening plasticity to model the
steady change in stiffness with strain; and kinematic yielding to imprint on the model
some memory of recent history. Figure 6.2 illustrates the way in which kinematic yield-
ing can function in an extended Mohr–Coulomb model in two views of effective stress
space. Figure 6.2a shows mean effective stress p′ and distortional stress q; Figure 6.2b
shows a deviatoric view of principal stress space. In each diagram there is a small region
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Fig. 6.1. (a) Typical irreversible stress–strain response and (b) typical variation
of incremental stiffness for soil; (c) stress–strain response and (d) variation of

incremental stiffness for elastic-perfectly plastic model



Modelling of dynamic soil problems 133

q

p'

elastic region
failure

failure
kinematic 

yield surface

stress path

σx

σz

σy
a.

b.

Fig. 6.2. Outline of kinematic hardening soil model in (a) q : p′ effective stress plane
and (b) deviatoric stress plane

which travels around with the recent stress history, which represents the extent of the
elastic region for the soil. In Figure 6.2a this elastic region is a ‘wedge’ representing a
small range of values of mobilised friction; in Figure 6.2b it is a ‘bubble’ which floats
around. The detailed implementation of kinematic hardening plasticity needs additional
ingredients: for sands, the strength depends on density and mean stress level; a flow
rule is required to define the way in which plastic strains develop when the stress state
is engaging with the kinematic yield surface shown in Figure 6.2. Severn-Trent sand
(Gajo and Muir Wood, 1999a,b) is a complete soil model which makes current strength a
variable dependent on state parameter (Been and Jefferies, 1985) and describes softening
of dense sands while retaining a simple monotonic distortional hardening relationship. In
an undrained cyclic triaxial test it shows progressive pore pressure build-up and eventual
liquefaction.

3. Fabric, soil stiffness and laboratory geophysics

The moving yield surface defines the current region of stress space which can be reached
elastically as a result of the recent stress history. Once the stress path engages with this
surface and starts to push it around, irrecoverable deformations will occur and the ‘fabric’
of the soil will change. The geometric fabric describes the orientation of contacts, and the
kinetic fabric describes how these contacts are actually being used to carry forces through
the soil. One geometric fabric can carry many different external loads: kinetic fabric
can change much more rapidly than orientation fabric which requires significant relative
movement of particles. The fabric of soils can only be seen incompletely—radiographic
techniques reveal local variations in density (Muir Wood, 2002) and photographic tech-
niques can monitor movement of individual particles (White et al., 2003). The way in
which stress is carried through the soil by chains of particles can only be seen through
numerical analysis. These force chains are anisotropic and the stiffness properties of the
soil will also in general be anisotropic and evolve with stress history.



134 David Muir Wood

+

–

+

+

–

+

+

–

+

+

–

+

bender element
shear waves

extender element
compression waves

Fig. 6.3. Piezoelectric bender and extender elements for generation
of shear waves and compression waves

Pluviated samples have a vertical axis of symmetry leading to cross-anisotropic stiffness
which matches the symmetry of the conventional triaxial apparatus for vertical samples.
Exploration of stiffness in such a way as to leave the fabric undisturbed requires very
small perturbations: laboratory geophysical techniques are an obvious choice.

Bender elements (Figure 6.3) (Pennington et al., 1997; Lings and Greening, 2001) have
become particularly popular as a laboratory geophysical technique for their ability to
give a ‘zero strain’ or ‘constant fabric’ stiffness—we can probe the stiffness characteris-
tics of the soil without disturbing the arrangement of the soil particles. A two-layer piece
of piezoelectric material is electrically wired in such a way that, when a voltage pulse is
applied, one layer wants to extend, the other to contract. The device is thus forced to bend.
Embedded in the boundary of a soil sample, this pulsed bending generates a shear wave
which passes through the soil sample to be received by a similar element at the other side
of the sample. The velocity at which the wave travels across the sample can be directly
interpreted in terms of shear stiffness. We have also developed a ‘bender-extender’ ele-
ment (Figure 6.3) (Lings and Greening, 2001) which, when excited in such a way that
both layers extend together, tends to generate more of a compression wave through the
soil. This can be detected in essentially the same way as the shear wave. In dry soil, the
compression wave can reveal relevant stiffness information. We have used bender ele-
ments in end-to-end measurements in triaxial apparatus and also for measurement across
a diameter of the sample, installing them through the flexible membrane surrounding the
sample.

The wave velocity is proportional to the square root of the appropriate elastic stiffness.
The determination of the shear wave velocity requires the determination of the time it
takes for the wave to travel from transmitter to receiver. There are many reasons why this
is not straightforward. The dynamic motion is heavily damped as it passes through the soil
so that the received signal has a much lower amplitude than the sent signal. The received
signals never bear much resemblance to the sent signals because of reflections from the
boundary and because of the dispersion of the wave through the soil—the dependence
of the shear wave velocity on the frequency of the perturbation—and most input signals
do not contain only one single frequency of excitation. The bender may try to excite
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(Arroyo et al., 2006)

a pure shear mode of deformation in the soil but it will certainly generate other modes
of deformation including compression waves which will travel at the compression wave
velocity.

Numerical simulations of excitation of a bender element in the end of a cylindrical elastic
soil sample have been performed using the three dimensional finite difference program
FLAC-3D confirming the non-ideal nature of the wave (Arroyo et al., 2006). Figure 6.4
shows the time history of the wave (a single sinusoidal pulse at input) as it propagates
along the axis of the cylinder with non-absorbing boundaries. Local effects, especially
reflections from the lateral boundaries, turn the input trace into something more complex.
As the distance along the axis increases the second peak actually becomes bigger than
the first one.

The synthetic signals from the numerical simulation can be inspected in an attempt to dis-
cover an objective procedure for estimating the arrival time so that the shear wave velocity
can be calculated (Figure 6.5). People have proposed various geometrical characteristics
of the received wave that can be extracted more or less automatically (Figure 6.5): the
most obvious one would be when the receiving bender element starts to move (T0); but
the moment of first significant reversal (T1) or the first crossing of the time access (T2) or
even the second peak (T3) might provide more geometrical consistency. One of the diffi-
culties of using the first point of movement (T0) is that very often the received trace may
well be preceded by a small movement associated with the arrival of the compression or
p-wave—which is evident also in a typical experimental record (Figure 6.6). With these
geometrical definitions (Figure 6.5), the received signal of the numerical calculations
can be interpreted automatically to estimate the values of apparent shear wave velocity.
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Fig. 6.6. Experimental observation of motion at bender element receiver for wave
propagation through sand in cubical cell (Sadek, 2006)

The resulting velocities are shown in Figure 6.7 (normalised with the actual shear wave
velocity) for different distances along the axis of the sample. (Velocity estimates made
using a cross-correlation technique Vcc, which seeks the optimum match between the
shapes of the input and received waveforms, and a frequency domain cross-spectrum
technique Vcs which analyses the dependence of the phase of the received signal on fre-
quency for a continuous harmonic input signal are also included.) The further the receiver
from the source the closer all the velocity estimates approach the compression wave
velocity Vp/Vs = 1.5.
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Both simulation and experimental observation show very clearly the difference between
the input and received waves: the output signal contains much richness which could in
principle be decoded to reveal more information about the constitutive properties of the
soil and the effectiveness of the boundaries.

4. NEMISREF mitigation of foundation response

A case history of physical modelling on the earthquake shaking table at Bristol University
is provided by the NEMISREF project (New Methods of Mitigation of Seismic Risk on
Existing Foundations), an EU funded project under the GROWTH programme involving
academic and industrial partners from UK, France, Greece, Portugal and Romania.
It addressed three themes: liquefaction of foundation soils, site effects (horizontal ground)
and site effects (slopes). Here we show some of the results of modelling relating to the
second theme.

Horizontal ground shaking is a major cause of damage during earthquake events. The
design of new buildings can take advantage of many technologies to mitigate the hazard,
but these mitigation techniques are quite costly, intrusive and damaging when used to
retrofit an existing structure. Site effects result in neighbouring locations experiencing
significantly different levels of shaking during earthquakes. The main motivation of the
NEMISREF project was to investigate how an engineered modification of the character-
istics of foundation soil could produce an artificial site effect which would significantly
improve the effect of earthquake motion on the structure itself.
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The EUROSEISTEST project (Pitilakis et al., 2005) provided a reference site and struc-
ture for the NEMISREF studies of site effects. The heavily instrumented test site of
EUROSEISTEST is established in the epicentral area of the Thessaloniki 1978 earth-
quake (Ms = 6.5), 30 km northeast from Thessaloniki, an active graben with an annual
extension rate of a few millimetres. The soft-loose soils at the surface have shear wave
velocity Vs < 160 m/s.

The EUROSEISTEST research infrastructure includes two instrumented reinforced con-
crete model structures (scale 1:3), with surface foundations, in the centre of the valley:
a five-storey reinforced concrete building with infill masonry walls and a pier bridge with
deck. Forced vibration tests, short and long distance deep blast tests and pull-out tests
have been performed, and a few records of small real earthquakes are also available.

The single degree of freedom sway frame model of the EUROSEISTEST structure used
in the shaking table tests is shown in Figure 6.8. The model sits on the surface of a
bed of Hostun sand in a shear stack (Crewe et al., 1995) with dimensions: 1.19 m long,
0.55 m wide and 0.81 m deep. The shear stack (or laminar box) is constructed from a
series of rectangular aluminium box section rings. Each ring is separated from the rings
above and below by neoprene blocks in such a way that the box has high flexibility when
shaken in its long direction and can, as far as possible, permit the sand mass to deform
as if it were an infinite free field. When empty the shear stack has a resonant frequency
of about 7.7 Hz with 3% damping. When filled with dry sand, pluviated to a void ratio of
about 0.76 (relative density about 70%) the resonant frequency is about 26.5 Hz with 8%
damping.

The model on the shear stack was shaken on the Bristol 6-axis shaking table which has a
3 × 3 m working platform controlled by eight 50 kN actuators (Crewe, 1998). The tests
described here were all controlled to generate purely unidirectional horizontal shaking
along the long axis of the shear stack. Experience at Bristol has shown that the distribution
of mass on the shaking table in almost any model means that there is a serious likelihood

Fig. 6.8. Model single degree of freedom structure: dimensions in mm
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of small but significant parasitic undesired motions including vertical and lateral motion,
yawing and pitching which need to be actively controlled to be zero.

The linear scale factor for model design was driven by the need to permit the full develop-
ment of a seismic bearing capacity failure mechanism on either side of the model when
installed within the shear stack. A foundation width of 120 mm was chosen, giving a
length scale factor of n� = 120/3500. The width of the model foundation (440 mm) is
close to the width of the shear stack (550 mm). No attempt has been made to apply scaling
relations to the prototype foundation soil profile or to the footing load. If the footing load-
ing were to be scaled together with the length scale, the load applied would be low and
possibly insufficient to reveal the effect of any putative mitigation scheme. A model mass
of 130 kg distributed over the model foundation reproduces the prototype 25 kPa bear-
ing pressure and promotes soil–structure interaction effects in the shaking table model.
To preserve the structure/foundation mass ratio of the prototype, 80 kg of the total mass
are attributable to the ‘foundation’ and the remaining 50 kg to the ‘structure’. The height
of the model structure above the model foundation is the scaled distance between the
centre of mass of the prototype structure and the prototype foundation.

In the model structure (Figure 6.8) the foundation and structural mass are connected by
a series of flexible steel columns, hinged to the structure. The natural resonant frequency
of the model structure can be tuned between 4.4 Hz and 22.5 Hz by changing the number
and thickness of these columns. The lowest value in this range reproduces the natural
frequency (first mode) of the prototype; the highest is close to the scaled natural frequency
of the prototype when modelled at 120/3500 scale (24 Hz).

Thus the design of the model represents a compromise. It is supposed that, because of
the uncertainties of the stress level dependency of the soil behaviour, there is an advan-
tage in working with stress levels around the foundation which are similar in model and
prototype. It is not possible simultaneously to match the gravitational gradient of vertical
stress. The increase in stress at a depth equal to the width of the foundation is of the
order of 60 kPa in the prototype (more than twice the applied foundation loading) but is
negligible in the model. However, the shaking table model is sufficiently large to provide
a useful set of observations from which extrapolation to prototype scale can be made by
means of numerical modelling—with an appropriate constitutive model. For scaling of
frequency, the dominant effect is the length scale, and, in the region of interest around
the foundation, the stress level and hence the soil stiffness are roughly the same in model
and prototype. Frequency then scales with square root of the inverse of the linear scale:
the resonant frequency and damping of the model measured by securing the model foun-
dation to the shaking table (‘fixed-base’) are 22.5 Hz and 2.4% respectively, close to the
fundamental frequency of the prototype (4.4 Hz) when scaled with the model/prototype
length scale factor of 120/3500 (≈23.9 Hz).

The mitigation scheme studied in the NEMISREF project involved the construction of
a ‘soft caisson’ around and beneath an existing foundation (Figure 6.9). By inserting a
horizontal slip layer at some moderate depth (for example around 10 m), and also insert-
ing soft trenches around the foundation, the foundation can be somewhat isolated from
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Fig. 6.9. Scheme for improvement of seismic performance of existing foundation
by introduction of a soft caisson

upward propagating shear waves. In addition, the soft caisson adds the mass of the soil
within the caisson to the mass of the structure and this modifies the dynamic performance
by reducing the resonant frequencies. There are evidently potential practical problems
with such a mitigation scheme, not least the need to ensure static stability particularly
against rotation.

Modelling such a soft caisson provides its own challenges. The intention is that the weak
layer should have a very low angle of friction. Assuming that the soft lateral walls (par-
allel to the direction of shaking) offer negligible shear stiffness, the resonant frequency
for the mitigated system is around 0.9 Hz. With the scale factor for frequency, this gives
a target model resonant frequency of around 5 Hz. The model soft caisson was contained
within a plywood box resting on a base layer which was modelled by an array of roller
bearings. These were found to permit sliding at a slope inclination of about 1.8◦—close
to the target value. The soft walls were modelled using cylinders of neoprene sponge
sandwiched between the side walls of the plywood box and outer plywood sheets. The
stiffness of the system could be tuned by altering the number and geometry of these cylin-
ders: using four cylinders on each wall, with length 57 mm and diameter 60 mm gave a
system resonant frequency of 7 Hz which was deemed to be near enough to the target
frequency.

The shear stack was excited horizontally by two earthquake time histories (Figure 6.10):
the Y–Y component of the Friuli-San-Rocco earthquake (15/9/76) and the N–S compo-
nent of the Vrancea earthquake (4/4/1977). Similitude requires time to be scaled by a
factor of 5.4 (1/

√
n�): the 16.75 s Friuli-San-Rocco earthquake is replayed over 3.1 s; the

40 s Vrancea earthquake, over 7.4 s. The applied accelerations are shown in Figure 6.10 in
both time and frequency domains. The Vrancea time history (Figure 6.10c, d) is charac-
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terised by a single massive pulse at a frequency of about 3.5 Hz; the Friuli-San-Rocco
history (Figure 6.10a, b) contains energy peaks at a number of frequencies.

The wider bandwidth of the Friuli-San-Rocco input motion induces a richer response
in the unmitigated state. Accelerations are amplified by a deposit which undergoes
appreciable shear strain. Excitation of the soil-structure interaction system results in
rocking accelerations and settlements of the model structure at around 12 Hz. For this
input motion, the mitigation scheme brings substantial improvements to the response
(Figure 6.11). The amplification of acceleration within the soil deposit in the unmodified
model disappears. Acceleration attenuation occurs at frequencies above 7 Hz, the reso-
nant frequency of the model mitigation scheme. Rocking accelerations and inter-storey
sways of the model structure are similarly improved.

However, with negligible energy at either the resonant frequency of the deposit (29 Hz)
or the resonant frequency of the soil–structure interaction system (12 Hz), the Vrancea
input motion produces small shear strains, settlements and structural rotations in the
unmodified situation. The soft caisson has a resonance at 7 Hz and as a consequence
has a major response to the Vrancea energy spike at 3.5 Hz. ‘Mitigation’ leads to
increased accelerations in the foundation soil; there are beneficial effects of soil–structure
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(a), (b) the Friuli-San-Rocco input motion; (c), (d) the Vrancea input motion;
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interaction but these do not outweigh the adverse effects of acceleration amplification:
the frequency analysis of inter-storey sway is shown in Figure 6.11. For the Vrancea
input motion, the mitigation scheme has an adverse effect.

It is not surprising that the mitigation scheme is successful when the frequency content
of the input motion lies clearly above the resonant frequency of the mitigation scheme.
Subject to satisfying conditions of static stability, reducing the stiffness of the soft caisson
improves its benefit and widens its range of application. This sounds easier in theory than
in practice where the frequency content of the earthquake motion is almost certain to be
a surprise.

5. Macroelement analysis

The (apparent) randomness of natural earthquake motions means that any one motion
may not be typical: a given system may respond in a completely different way to two dif-
ferent input histories (Figure 6.11). In addition, the degree of nonlinearity in any geotech-
nical system is such that the responses to apparently only slightly different inputs may
be significantly different: the response is chaotic. One solution is to perform model tests
using a very large number of different input motions, all of which are somehow related
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in magnitude (probably all fitting a controlling frequency spectrum). If this is combined
with other parametric studies then this implies a very large number of tests in order to
ensure that attribution of consequences is secure.

In an extensive numerical study of the seismic response of a reinforced soil retaining wall,
Hatami and Bathurst (2001) show that the response of the wall is influenced by, but not
correlated with, many different characteristics of the input motion including: predomi-
nant frequency, peak ground velocity, earthquake intensity and duration of strong ground
motion, and whether the input is a harmonic motion or a recorded earthquake accelero-
gram. A similar conclusion is reached by Simonelli and Viggiani (1995) from sliding
block analyses (Newmark, 1965) of slope movement in earthquakes. Experimental stud-
ies of much simpler physical systems have shown clear evidence of chaotic response with
non-monotonic relationships between, for example, amplitude of input motion and mag-
nitude of permanent displacement response. This should also lead to caution in selecting
and relying on particular input time histories.

Numerical modelling using a full finite element or finite difference analysis may be a
heavy-handed way of seeking insight into some aspects of a problem of geotechnical
behaviour. Macroelement modelling can be a helpful intermediate way of introducing
some realistic geotechnical nonlinearity in order to compare different constitutive pos-
sibilities or to provide rapid ‘order-of-magnitude’ estimates of response against which
the results of more extensive numerical—or physical—modelling can be compared. Such
speedy modelling can be particularly beneficial where the concern is to study the dynamic
response of a nonlinear geotechnical system, and, in particular, to study the way in which
that response is influenced by the nature of the dynamic input motion. This has been the
motivation behind the development of the macroelement model for a gravity retaining
wall that is described here.

The system being considered is illustrated in Figure 6.12 (Muir Wood and Kalasin, 2004).
This system contains enough detail to have a realistic geotechnical ‘feel’ about it while
still retaining the simplicity associated with the macroelement approach. The wall inter-
acts with the ground in two ways: the wall sits on a foundation described by a foundation
macroelement or transfer function; the wall retains backfill soil and the interaction with
the retained soil is described by the wall macroelement.

The foundation macroelement is subjected to simultaneous and interacting vertical,
horizontal and moment loading. The macroelement model adopted here has emerged
from several parallel experimental and theoretical studies of the response of footings
(e.g., Nova and Montrasio, 1991; Cremer et al., 2001). The incentive for these investiga-
tions came from the demands of offshore foundations which are subjected to horizontal
loads which are of magnitude comparable with the vertical load.

The response of the footing can be described by a macroelement model with exactly
the same features as a constitutive model describing the behaviour of a single soil
element—replacing work-conjugate groups of strain increment and stress variables with
work-conjugate groups of displacement increments and force resultants. Constructing
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this model within an elastic-plastic framework it is then necessary to make the usual
statements about the ingredients of the model: elastic response; yield surface bounding
elastically attainable states (Figure 6.13); plastic potential describing the mechanism of
plastic deformation; and a hardening law.

For the interaction between the wall and the retained soil a rudimentary macroelement
model can be devised by assuming that the earth pressure coefficient at any height in the
soil is controlled by an elastic-perfectly plastic relationship (solid lines in Figure 6.14)—
introducing a series of nonlinear independent Winkler springs. Analysing the different
possible regimes of response—depending on the direction of translation and rotation of
the wall and on whether the earth pressure at the top or bottom of the wall has reached the
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limiting Rankine active (A) or passive (P) value—interaction surfaces can be generated
for the force and moment developed on the wall as a function of the two displacement
components (Figure 6.15).

Our understanding of the response of soil elements under non-monotonic loading
(Section 2) shows that at the element level any successful model will have to incorporate
the possibility of kinematic hardening so that response (a) is influenced by recent history
and (b) shows the occurrence of irrecoverable strains well before the bounding yield
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Fig. 6.16. Kinematic ‘ice-cream cone’ yield surface inside bounding surface
of macroelement foundation model of DiPrisco et al. (2003)

surface is reached. Exactly the same arguments apply to the macroelement modelling.
For the wall macroelement this can be achieved by modifying the Winkler springs to
have the hysteretic characteristics of the dashed lines in Figure 6.14, so that whenever
the direction of relative movement of wall and retained soil changes the local response is
elastic. For the foundation macroelement DiPrisco et al. (2003) have added a kinematic
yield surface inside the ‘bounding’ surface of Figure 6.13 (Figure 6.16). A macroelement
that neglects the plasticity that occurs almost throughout the loading history will not be
satisfactory.

Earthquake motion tends to be of quite short duration with a very few cycles of high accel-
eration and many cycles of much lower acceleration with a typical duration of 10–20 s
depending on the location and nature of the earthquake. Once the motion becomes large
enough to move into the regimes of nonlinear response of the wall interacting with the
foundation and the retained soil, then the detail of the movement of the wall depends on
the exact time within the earthquake that particular large pulses of ground acceleration
occur. This can be illustrated by showing the dependence of the translation and rotation
of the wall on the amplitude of the earthquake relative to the critical steady unidirectional
acceleration required to generate active failure of the wall (Figure 6.17).

The system being analysed is extremely nonlinear. The input motion that is generated by
an earthquake is extremely irregular. Put together, the overall system response is some-
what chaotic. There is no linear variation of displacement or rotation of the wall with
this relative magnitude of the input motion (Figure 6.17). In fact, for some time histo-
ries of input motion there is not even a monotonic variation of movement with relative
acceleration input magnitude.

The response of this simple macroelement system confirms rather clearly that, so far as
performance of the system is concerned—the permanent displacement developed during
the seismic event—the occurrence of high acceleration pulses of short duration is not
necessarily devastating. The macroelement model also allows us to explore parametric
variations of both the geotechnical features of the system and the input motion itself in
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order to understand their interaction. The response is chaotic in the sense that the outcome
is sensitive to the detail of the input motion and the time history.

6. Conclusions

Whatever the category of modelling that is undertaken, some detailed constitutive model
is required: constitutive modelling plays a key role in defining characteristics of soil
response to be simulated and in establishing the route to extrapolation from model or
field observations. Key characteristics of the mechanical behaviour of soil elements under
non-monotonic loading provide a strong hint as to the way in which macroelement models
should be constructed to describe geotechnical systems. Even with these realistic features,
macroelement models are considerably simpler numerically and more rapid to use than
full finite element analyses from which there seems little prospect of escape for study of
complex systems. Laboratory geophysics can provide a means of probing the evolving
elastic anisotropy of the soil, but even in this controlled laboratory situation (or perhaps
because of this) the dynamic signals are not easy to decode—they contain much richness
of information about the detail of the passage of waves through the particulate soil which
has not yet been greatly exploited. Nevertheless, the benefit of using such techniques for
anchoring the elastic properties and for revealing information about evolving fabric is
clear.

In the end any form of numerical modelling of static or dynamic geotechnical problems
will need to be validated against observations from physical experiments at some scale.
There is a role for all forms of modelling. Macroelement modelling—provided it can be
calibrated for correct values of controlling parameters—provides a useful and effective
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route for parametric study of both geotechnical and seismological variables. Provided
the macroelement contains sufficient realism, it can aid understanding of the influence of
nonlinearity and indicate clearly the potential for chaotic response.
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243–256

Pennington DS, Nash DFT, Lings ML (1997) Anisotropy of Go shear stiffness in Gault clay.
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CHAPTER 7
FIELD SEISMIC TESTING IN GEOTECHNICAL
EARTHQUAKE ENGINEERING
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Department of Civil, Architectural and Environmental Engineering,
The University of Texas at Austin, U.S.A.
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Abstract. Field seismic testing is an active and growing area in geotechnical earthquake engi-
neering. The primary purpose of the field tests is to develop compression-wave velocity (Vp) and
shear-wave velocity (Vs) profiles. These profiles are used to represent the stiffnesses of the geologic
materials in the small-strain range. Many seismic methods are available for shallow investigations
as discussed in the paper. Shallow investigations are defined as profiling to depths less than 75 m.
Developments are occurring in profiling to intermediate (75 to 225 m) and deep (greater than 225 m)
depths. The seismic methods used for deeper profiling are the downhole, suspension logging, and
surface-wave methods. Examples of deeper profiling are presented. In addition, field seismic meth-
ods are being developed to perform parametric studies in situ. Examples are presented that show
in-situ measurements of the effects of: (1) stress state on Vs and Vp, (2) nonlinear straining on
shear modulus, and (3) cyclic loading leading to liquefaction.

1. Introduction

The starting point when evaluating the response to earthquake shaking of critical facil-
ities founded on or embedded in the earth is small-strain stiffness profiles, expressed
by the variation of compression-wave velocity (Vp) and shear-wave velocity (Vs) with
depth (Kramer, 1996). Profiles of Vp and Vs are measured in the field using seismic
methods. The seismic method or combination of seismic methods employed in field
investigations depends upon: (1) the geologic profile, (2) the maximum profiling depth,
(3) the size of the investigation area, and (4) the critical level assigned to the structure
or facilities. In many instances, the field investigation is limited to the top 30 m at one
to three locations. The purpose of the investigation is to evaluate the average Vs over
the top 30 m (Vs 30) for use in a code-based design. Both intrusive and nonintrusive
seismic methods are used in these shallow investigations and only one field method
is employed. Intrusive methods used in such investigations are the crosshole, down-
hole, seismic cone penetrometer (SCPT), seismic flat-plate dilatometer, and suspension
logger (P–S logger). The nonintrusive methods are surface-wave methods and are based
on measuring Rayleigh-type waves. The spectral-analysis-of-surface-waves (SASW) and
multi-channel-analysis-of-surface-waves (MASW) methods are two active-source meth-
ods employed in shallow investigations.
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The state of practice in shallow seismic investigations is good and improving. As noted
above, a number of field seismic methods are readily available for use. Improvements in
analysis methods, instrumentation and automation associated with the methods are occur-
ring. The number of knowledgeable engineering practitioners is also increasing, and areas
of application are growing. Surface-wave testing is the most rapidly growing area, due in
large part to the efficiency and cost-effectiveness of nonintrusive testing. Developments
are also occurring in two other aspects of field seismic testing. The first is profiling to
deeper depths in all types of geologic settings. The second is performing parametric stud-
ies in situ. The effects of parameters such as stress state, strain amplitude, and cyclic
loading leading to liquefaction are being evaluated in situ. Developments in both aspects
are briefly discussed below and are covered in more detail in the presentation.

2. Deeper seismic profiling

In the past decade, considerably deeper investigations have been required at critical sites
in the United States, with profiling depths in the range of 125 to 450 m. Intermediate and
deep wave-velocity profiles have been measured with two or three seismic methods at
several of these sites. Intermediate-depth profiles are defined as having maximum depths
in the range of 75 to 225 m and deep profiles have depths exceeding 225 m. (Shallow
profiles are defined as profiles less than 75 m deep.) The seismic methods used in deeper
profiling have been downhole testing, surface-wave based tests and P–S suspension log-
ging as discussed below.

Intermediate and deep profiles have been measured at several locations including:
(1) Yucca Mountain, Nevada, (2) the northern Mississippi embayment, (3) the Salt
Lake Valley, Utah, and (4) the Hanford Site near Richland, Washington. The spectral-
analysis-of-surface-waves (SASW) method was used at each location, and measurements
were performed over lateral extents ranging from 10 to 200 km. The large vibrator used
as the SASW source is called “Liquidator”. Liquidator is shown in Figure 7.1a. It is a
one-of-a-kind, low-frequency vibrator that is specially designed to give high-force output

Fig. 7.1. Large mobile vibrators used as controllable, high-energy seismic sources:
(a) the low-frequency vibrator called Liquidator and (b) the tri-axial vibrator

called T-Rex
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(a peak force of about 90 kN) in the low-frequency range (about 1 to 4 Hz). Liquidator
is part of a shared-use equipment site that is operated by the University of Texas at Austin
(nees@utexas) and funded by the U.S. National Science Foundation (NSF) as part of
the George E. Brown, Jr. Network for Earthquake Engineering Simulation (NEES).
Statistical analysis of nine, intermediate-depth Vs profiles of the alluvium at the Hanford
Site is presented in Figure 7.2. The median Vs profile and the associated coefficient of
variation (COV) are shown in Figure 7.2a and b, respectively. These results compare well
with measurements from independent downhole tests, with the average median value of
Vs from each test method within 4% over the same test depths. However, due to various
constraints, downhole testing was only performed to an average depth of about 70 m.

Deep Vp and Vs profiles have also been measured by the downhole and P–S suspension
logging methods at the Hanford Site. In this case, testing was performed in three bore-
holes spaced around the footprint of one set of buildings. Testing was conducted to a
maximum depth of about 440 m. In the downhole test, generating measurable compres-
sion (P) and shear (S) waves at depths of 300 to 400 m was challenging due to the alternat-
ing layers of soil interbeds and basalt. Therefore, the triaxial vibrator, called “T-Rex”, was
used as the seismic source. (Measurements with the P–S suspension logger were easier to
perform at the deeper depths since the wireline tool containing the source and receivers
is lower to the test depths.) T-Rex is another large vibrator operated by nees@utexas.
T-Rex is capable of generating large dynamic forces in any of three directions (X, Y, or
Z directions). The peak forces are about 270 kN in the vertical (Z) direction and about
135 kN in either horizontal direction. The vibration direction can be changed at the touch
of a button. These capabilities, combined with the ability to prescribe the source signal,
made T-Rex an excellent source for deep downhole profiling. The use of 20- to 50-Hz,
fixed-sine input signals with 4 to 10 cycles worked well. Example travel-time records
are presented in Figure 7.3. Sets of P- and S-wave records at depths of 137 and 290 m
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Fig. 7.3. Example compression (P) and shear (S) wave records using T-Rex as the
downhole seismic source: (a) receiver at an intermediate depth of 137 m and (b) a deep

depth of 290 m (from Li, 2007)

are shown in Figures 7.3a and b, respectively. Relative times of the direct P and S wave
on each waveform are shown in the figure. These relative points were tracked throughout
the complete depth range from which Vp and Vs profiles were determined.

3. In-situ parametric studies

Field seismic methods are also being developed to permit in-situ evaluation of various
parameters that affect the dynamic response of soil during earthquakes. These parameters
include: (1) state of stress, (2) strain amplitude in the nonlinear range, and (3) dynamic
loading at strains creating pore pressure generation leading to liquefaction. The methods
involve applying static and dynamic loads near the surface of the soil deposit and mea-
suring the response of the soil mass beneath or around the loaded area using embedded
instrumentation. In all cases, T-Rex (see Figure 7.1b) is an excellent source in applying
both static and dynamic loads.

Two field approaches that are used to measure nonlinear shear moduli are shown in
Figure 7.4. The first approach (Figure 7.4a) utilizes a surface footing that is dynamically
loaded horizontally (Park, 2007). This approach is also used to evaluate the effect on Vs
and Vp of in-situ changes in stress state as discussed below. The second approach (Fig-
ure 7.4b) utilizes a drilled shaft that is dynamically loaded vertically (Kurtulus, 2006).
The third parametric study, involving controlled loading at strain levels that create pore
pressures, is simply an adaptation of the surface-footing arrangement in Figure 7.4a.
In this case, the embedded instruments are placed at larger depths below the surface,
with the locations being within the upper portion of the potentially liquefiable soil layer
(Cox, 2006). Brief examples of each parametric study are presented below.

Example 1 Log Vs–Log σo Relationship. This example, shown in Figure 7.5a, presents
one set of measurements in which the log Vs– log σo relationship was determined (Stokoe
et al., 2005). A 1.2-m diameter concrete footing was used as the loading platen. The soil
beneath the footing was a poorly graded sand (SP) that was lightly cemented, overcon-
solidated, and unsaturated. Staged loading was performed with increasing static vertical
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Fig. 7.4. Generalized testing arrangements to measure nonlinear shear-wave propagation
in situ with a dynamically loaded foundation: (a) surface foundation and (b) drilled shaft

(from Stokoe et al., 2006)
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Fig. 7.5. In-situ evaluation of two parameters that affect the dynamic response of soil:
(a) the variation of VSvh with increasing stress (from Stokoe et al., 2005) and

(b) comparison of the G/Gmax– log γ relationships measured in the field and laboratory
(from Park,, 2007)

loads. At each static vertical load, small-strain, horizontal dynamic loads were generated
which permitted vertically propagating and horizontally polarized shear waves (Svh) to
be measured. The stress state in the soil is expressed by the vertical and horizontal total
stresses at each measurement depth, σv and σh, respectively, as discussed by Stokoe and
Santamarina (2000). Clearly, the variation in Vs with stress state was measured. The log
Vs– log σv · σh relationship reveals several important points that are discussed in the pre-
sentation (and in Stokoe et al., 2005, 2006).
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Fig. 7.6. In-situ evaluation of liquefaction resistance: (a) test area that is stage loaded
and (b) in-situ pore pressure generation curves obtained from one test (from Cox,, 2006)

Example 2 Nonlinear Shear Modulus Measurements Using a Surface Footing. The sec-
ond example is presented in Figure 7.5b. In this example, a 0.9-m diameter surface foot-
ing was loaded with a constant vertical force. At this point, the footing was staged loaded
with increasingly larger horizontal dynamic loads. Shear waves with increasing strains
amplitude were measured from which the G–log γ and G/Gmax– log γ relationships were
evaluated. The soil was a poorly graded sand and silty sand (SP-SM) that was lightly
cemented. Results from an intermediate dynamic loading stage are shown in Figure 7.5b.
Measurements of G in the linear range (hence, Gmax) and in the nonlinear range were
clearly conducted. The maximum shearing strain was only 0.02% since this was an inter-
mediate stage. The field G/Gmax– log γ relationship shows that the value of the elastic
threshold strain (γt

e) in the field is around 0.002% at the imposed stress level. Compari-
son of the field relationship with laboratory results using an intact specimen is also shown
in Figure 7.5b.

Example 3 In-Situ Dynamic Liquefaction Test. An in-situ dynamic liquefaction test is
under development (Rathje et al., 2004; Cox,, 2006). It is designed to measure pore water
pressure generation under dynamic loading at field sites. T-Rex is used to provide the
dynamic loading. The generalized test configuration is illustrated in Figure 7.6a. Shear
waves dynamically load the test area. The level of shaking is controlled by specifying
the number of cycles and their amplitudes. The shear waves induce cyclic shear strains
which generate excess pore water pressure in the test area. One example of testing at the
Wildlife Site in Imperial Valley, CA is shown in Figure 7.6b. This work is discussed in
detail by Cox, (2006).

4. Conclusions

Field seismic testing to determine Vs and Vp profiles at depths less than 75 m is widely
done in geotechnical earthquake engineering. This profiling is defined as shallow
profiling herein, and many field methods are available. Deeper profiling is less often



Field seismic testing in geotechnical earthquake engineering 157

performed but is required in the earthquake design of some critical facilities. The down-
hole, suspension logging and surface-wave methods are applicable for profiling at the
intermediate (75 to 225 m) and deep (greater than 225 m) depths associated with deeper
profiling.
In-situ testing to study parameters that are important in geotechnical earthquake engineer-
ing is also progressing. Parameters such as stress state, strain amplitude, and liquefaction
potential are being studied in situ with seismic tests.
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CHAPTER 8
LIQUEFACTION STRENGTHS OF POORLY-GRADED AND WELL-GRADED
GRANULAR SOILS INVESTIGATED BY LAB TESTS

Takaji Kokusho
Civil Eng. Department, Faculty of Science & Engineering,
Chuo University, Tokyo Japan
kokusho@civil.chuo-u.ac.jp

Abstract. In order to understand differences in liquefaction behavior of well-graded gravelly soils
compared to poorly-graded sands, a series of lab tests was performed on granular soils with dif-
ferent particle gradations or fines content having different relative densities reconstituted in labo-
ratory. Large soil container tests indicated that SPT N -value of well-graded gravels of relative
density higher than 50% is considerably larger than that of sand of the same relative density, result-
ing in lower liquefaction strength of gravelly soils than that of poor-graded sand under the same
corrected N -value, N1, for N1> 25–30. Cyclic triaxial tests on reconstitutes specimens indicated
that relative density can serve as a proper index to uniquely evaluate liquefaction strength cor-
responding to 5% DA strain for variety of granular soils having different gradations. In contrast,
post-liquefaction undrained residual strength for larger strain is not uniquely determined by relative
density but largely dependent on particle gradations. Also found was that the liquefaction strength
clearly reduces with increasing fines content Fc both in well-graded and poorly-graded soils but
the reduction occurs in a smaller range of Fc in accordance with smaller critical void ratio for
well-graded soils than for poorly-graded sand. Increase in Fc also reduces post-liquefaction resid-
ual strength of granular soils particularly for higher relative density. Greater reduction occurs in
smaller Fc range for well-graded soils than for poorly-graded sand because of the difference in the
critical void ratio.

1. Introduction

So far, liquefaction research on granular soils has been focused on poorly-graded sandy
soils. However, liquefaction of well-graded gravelly soils, though less frequent in past
records than that of sands, has increasingly been witnessed during recent earthquakes.
During the 1995 Hyogoken Nambu earthquake in Japan, reclaimed ground in Kobe filled
with decomposed granite sandy soil called Masado containing large quantity of gravel
and fines fraction liquefied extensively despite a widely accepted perception that gravelly
soil was harder to liquefy than sand because of larger uniformity coefficient and larger dry
density. The SPT N -value of the gravelly soil uncorrected by overburden stress was as low
as 5 to 15. During the 1993 Hokkaido Nansei-Oki earthquake, rock debris avalanche soil
containing large size rocks as well as sands and silts liquefied in Mori town in Hokkaido
causing differential settlements of wooden houses. The SPT N -value was 8–16 and the
S-wave velocity was unbelievably low as 60–90 m/s (Kokusho et al., 1995). During the
1983 Borah Peak earthquake in Idaho, USA, fluvial sandy gravel liquefied extensively
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Fig. 8.1. Unadjusted SPT N -value versus S-wave velocity relationship for recently
liquefied gravelly soils (Kokusho et al., 1995)

triggering lateral spread in gently sloping ground. The N -value of the loosely deposited
gravel layers was 5–9 and the S-wave velocity 90–160 m/s (Andrus, 1994). Besides these
cases, liquefaction of gravelly soils was also reported during several earthquakes, such as
the 1948 Fukui earthquake in Japan, the 1964 Alaskan earthquake, Chinese earthquakes,
etc. Figure 8.1 summarizes SPT N -values versus Vs relationships of liquefied gravelly
deposits in recent years.

Figure 8.2 exemplifies typical grain size curves of the gravelly soils liquefied recently.
They are actually the mixture of gravels, sands and sometimes even finer soils.
In Figure 8.3, the mean grain size (D50) is plotted versus the uniformity coefficient
(Cu) for the same gravelly soils. So far, the upper limits for D50 and Cu are about 20 and
300 mm, respectively, but no limit may reasonably be justified, indicating that gravelly
soils can liquefy if they are loose enough no matter how well graded and how coarse
they may be. Dry densities of these gravelly soils are relatively high (1.7–2.0 t/m3 for
reclaimed soil in Kobe and 2.0–2.1 t/m3 for debris avalanche soil in Hokkaido) due to
large uniformity coefficients, actually much higher than typically liquefiable loose sands
(e.g. 1.4–1.5 t/m3 for alluvial Niigata sand). Gravelly soils can be densely packed and
are normally believed to be stiffer and seismically more stable than sands. However,
gravelly soils as previously mentioned can sometimes have unexpectedly low N -value
and S-wave velocity.

It should also be noted that permeability of well-graded gravelly soils cannot not be high
enough to retard pore-pressure buildup, because sand particles filling the voids of gravels
keep the permeability no higher than sandy soils. For example, permeability coefficients
of the order of 10−2–10−4 cm/s are reported for gravelly layers in Japan; reclaimed DG
fill of Port Island, Pleistocene gravel layer in Osaka and Holocene fluvial gravel near
Tokyo (JGS Committee, 2001).
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Figure 8.4 summarizes undrained cyclic strengths of well-graded gravelly soils plotted
versus SPT N1-values (N -values normalized for effective overburden stress of 98 kPa)
based on previous researches (Tanaka et al., 1992; Andrus, 1994; Kokusho et al., 1995;
Inagaki et al., 1996). Most of the undrained strengths (the stress ratio for 2%–2.5% double
amplitude strain in 15–20 cycles) were obtained by cyclic triaxial tests on intact samples



162 Takaji Kokusho

0

0.5

1

1.5

2

0 20 40 60 80 100 120 140 160

C
yc

lic
 s

tr
es

s 
ra

tio
  R

L

(ε
D

A
=

2.
0-

2.
5%

, N
c=

15
-2

0)

Normalized SPT N -value  N1

Poorly graded fine sand
(Yoshimi et al.1989)

Pleistocene gravel (Tanaka et al. 1992)      
Mori Debris gravel (Kokusho et al. 1995)
Kobe DG Gravel (Inagaki et al. 1996)
Idaho Holocene gravel (Estimated from PGA)     
(Andrus 1994) 

Fig. 8.4. Normalized SPT N1-value versus cyclic stress ratio
of well-graded gravelly soils

recovered by in situ freezing sampling. For data points of Idaho gravel represented by
solid circles with arrows in the chart, the stress ratio was evaluated from PGA (Peak
Ground Acceleration) during the 1983 Borah Peak earthquake, indicating that the critical
curve for the onset of liquefaction may be located somewhere below the points.

On the same chart, the similar relationship for poorly-graded clean sand with uniformity
coefficient Cu = 1.6 on average proposed by Yoshimi et al. (1989) is drawn with a
dashed curve. It is remarkable that the solid curve approximating well-graded gravelly
soils have almost the same stress ratio as clean sand for N1 smaller than 20–25. The solid
curve in Figure 8.4, however, tends to largely deviate from the curve of sand as N1-value
gets larger than around 25–30. It is also noted that all the gravelly soils actually liquefied
during recent earthquakes have N1-value no larger than 25 and also contains measurable
fines; fines content Fc = 8%–18% for Kobe DG gravel, Fc = 8.5% for Mori debris
gravel and Fc = 3%–18% for Idaho fluvial gravel.

In order to understand differences in liquefaction behavior between poorly-graded and
well-graded soils from the view point of particle gradation, results of a series of basic
laboratory tests carried out by the present author and his colleagues are addressed here;
(a) soil container tests for the effect of grain size distribution on N -value and Vs,
(b) undrained triaxial tests for the effect of grain size distribution on liquefaction and
post-liquefaction strength and (c) undrained triaxial tests for the effect of fines content on
liquefaction and post-liquefaction strength.
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2. Effect of grain size curve on S-wave velocity and N-value

Kokusho and Yoshida (1997) investigated the effect of particle gradations on N -values
and S-wave velocities by large scale soil container tests for sands and gravels with vary-
ing Cu. Artificial soil layers were made in a large steel soil container, 2.0 m inside diame-
ter and 1.5 m height, as shown in Figure 8.5. The soil layers were saturated and vertically
loaded hydraulically with given overburden stresses by a rubber bag installed just beneath
the container cap. The overburden was initially set as 50 kPa and then increased step by
step either to the maximum of 200 kPa in the first series of test (named here as LC test) or
to the maximum of 1 MPa in the second series called here as HC test. The stress condition
in the soil layer was monitored vertically and horizontally by pressure cells installed at
the bottom and side walls of the container. The soils were placed in the container with
various initial density either by foot-tamping or by a mechanical tamper. Standard Pene-
tration Test (SPT) was carried out through openings in the container cap into soils loaded
with various overburden stresses under K0-condition. The K0-value, σ ′

h/σ
′
v , evaluated as

a ratio of the measured horizontal effective pressure σ ′
h versus the vertical pressure σ ′

v was
K0 = 1/2–1/4 in most cases but K0 = 1/5 for very dense soils. Velocity of SH-wave
generated from a steel rod and vertically propagating upward was measured by using a
set of sensors embedded in the soil layer as depicted in Figure 8.5.

Five soils with different particle gradations shown in Figure 8.6 were used in the test;
two types of river sands (TS and TKS sands) and three types of gravels (G25, G50 and
G75 gravels) with different mean grain size D50 and different uniformity coefficient Cu.
The particle gradations were chosen to represent typical granular soils in nature covering
poorly-graded sands to well-graded gravels. Gravel particles composing the materials
were sub-round and hard in quality. The maximum and minimum densities of the soils
were determined by using similar methods as will be explained later, but with a larger
mold of 30 cm in diameter. In Table 8.1, physical properties of the soils are listed.

Pressure cell

Wave 
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2000 mm

15
00
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m
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Pressure cell
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penetration

tests

(a) Section (b) Plan

Pressure cell

Fig. 8.5. Circular steel soil container with overburden pressure
(Kokusho and Yoshida, 1997)
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Table 8.1. Physical properties of tested soils

Soil Mean grain Uniformity Soil grain Min. void Max. void
size D50 (mm) coeff. Cu density ϕs ratio emin ratio emax

(g/cm3)

TS sand 0.34 1.95 2.701 0.584 0.966
G25 gravel 1.13 5.67 2.674 0.334 0.567
G50 gravel 2.28 11.3 2.668 0.240 0.429
G75 gravel 7.30 31.1 2.653 0.161 0.308
TKS sand 0.15 1.88 2.660 0.595 1.023

2.1. S-WAVE VELOCITY

The S-wave velocity measured in the container tests for the five tested soils are first
normalized by the vertical and horizontal stresses, σ ′

v , σ ′
h , as

Vs0 = Vs/
{(
σ ′
v/p0

) (
σ ′

h/p0
)}m (8.1)

and the normalized S-wave velocity Vs0 is plotted versus void ratio in Figure 8.7, where
p0 = 98 kPa is unit pressure. The power m in the Eq. (8.1) was evaluated by regression
analysis on slopes of normalized Vs versus

{(
σ ′
v/p0

) (
σ ′

h/p0
)}

plots of individual test
results. It is clearly seen that Vs0 is almost linearly related to void ratio but the relationship
is different from one soil to another. Similar relationships derived by Hardin and Richart
(1963) for Ottawa sand and quartz sand are also superposed in Figure 8.7, indicating
that their relationships are located near the sands tested here, but quite different from
well-graded gravelly soils not only in void ratio but also in the range of S-wave velocity.
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Thus, it is obvious that the S-wave velocities of granular soils are not determined by a
unique function of void ratio but highly variable with a difference in particle gradation.

In order to formulate the S-wave velocity of granular soils with widely different particle
gradations, normalized S-wave velocities corresponding to emax and emin (see Table 8.1),
denoted as V s0min and V s0max , respectively, were introduced. These values were deter-
mined at junctions of diagonal straight lines approximating the data points with vertical
lines of emax and emin (indicated by the arrows) and plotted in Figure 8.7 with large solid
symbols; circles for V s0min and squares for V s0max , respectively. It should be noted in
Figure 8.7 that V s0min , despite some scatters, tends to be almost stable, while V s0max

obviously increases as the uniformity coefficient Cu of soil increases from poorly-graded
sands to well-graded gravels. In other words, the minimum S-wave velocity of well-
graded gravels will remain at almost the same level as that of poorly-graded sands despite
much lower void ratio than sands. This finding may help to explain why the S-wave veloc-
ity in the debris flow gravel in Mori could take as low as 60–90 m/s (Kokusho et al., 1995).
In contrast, the maximum S-wave velocity of well-graded gravels tends to increase con-
siderably with increasing Cu. The values of V s0min and V s0max are plotted against Cu in
the semi-logarithmic plot in Figure 8.8. These plots can be approximated by simple equa-
tions indicated on the chart. The power m in Eq. (8.1) obtained by regression analysis can
be assumed almost constant as m = 0.125 (Kokusho and Yoshida, 1997). Thus, S-wave
velocity of granular soils including poorly-graded sands and well-graded gravels may be
formulated by the next equation.

V s = [136 + {440Cu/(Cu + 1.4)− 136}Dr ]
{(
σ ′
v/p0

) (
σ ′

h/p0
)}0.125 (8.2)
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In Figure 8.9, the estimated Vs from Eq. (8.2) are compared with the values measured in
the tests, indicating that the empirical equation evaluates most of the test results with a
factor of 1.2 to 1/1.2.
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2.2. SPT N -VALUE

Based on a number of the soil container tests for four different soils listed in Table 8.1
from poorly-graded sand to well-graded gravels, measured N -values are normalized as

N0 = N/
{(
σ ′ + 2σ ′

h

)
/3p0

}n (8.3)

and plotted versus the void ratio in Figure 8.10. It was found that, on the full logarith-
mic chart, the data points may be approximated by parallel lines with different locations
depending on different particle gradations.

The maximum and minimum N -values; N0max and N0min corresponding to emin and
emax (see Table 8.1), defined as intersections of the straight lines for individual soils
are marked with large solid circles and large solid squares, respectively, in Figure 8.10.
N0max tends to increase drastically for soils with higher uniformity coefficient, while
the minimum N0min stays almost constant. This implies that N -values of well-graded
gravels can be as small as poorly-graded loose sand if they are loose enough despite
tremendous differences in void ratio, whereas N -values can be considerably larger than
that of dense sand if they are dense enough. In Figure 8.11, the normalized N -values N0
are plotted versus the relative densities Dr , indicating that well-graded gravels can take a
wider range of N -values than poorly-graded sand and the difference in N -values between
soils of different particle gradations widens for Dr larger than around 50%.

In Figure 8.12, the values of N0max and N0min are plotted against uniformity coefficient
Cu in the full logarithmic scale, which may be formulated by straight lines shown in the
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figure. Based on the linearity of the normalized N -value versus void ratio relationships
observed in Figure 8.10, N -value may be formulated by the next equation

N = N0min (N0max/N0min)
D∗

r
(
σ ′

m/p0
)n (8.4)
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where D∗
r is logarithmic relative density defined here as

D∗
r = log (emax/e)/(emax/emin) (8.5)

The values of power n is plotted against D∗
r and approximated by a simple function as

n
(
D∗

r

) = 0.27
(
D∗

r

)−0.4 (Kokusho and Yoshida, 1997). Thus N -value can be expressed
by uniformity coefficient Cu, logarithmic relative density D∗

r and confining pressure
σ ′

m as

N = 5.8
(

7.3Cu
0.46

)D∗
r (
σ ′

m/p0
)n(D∗

r ) (8.6)

This equation is superposed in Figure 8.11, indicating a fairly good coincidence with the
test results.

Thus, the empirical formula have been determined from the large soil container tests.
Needless to say, the soil conditions may not be exactly the same as natural soils and the
constants presented in Eqs. (8.2) and (8.6) have to be revised if additional data from nat-
ural soil deposits becomes available. However, the basic trends presented in the empirical
equations seem to hold in evaluating the effect of particle gradations on S-wave velocities
and N -values for granular soils in general.

3. Effect of grain size distribution on cyclic strength

As demonstrated in Figure 8.2 and by other data (Kokusho and Tanaka, 1994), grav-
elly soils in nature are mostly well-graded with smooth grain size curves. Undrained
cyclic strength of well-graded gravelly soils is not understood so well- as poorly-graded
sands with regard to their density, particle gradations, etc., though they have significance
in liquefaction potential evaluation for seismic design. Consequently, systematic cyclic
undrained triaxial tests have been performed (Hara and Kokusho, 2000; Kokusho and
Komiyama, 2001; Kokusho et al., 2004) for granular soils with different relative densi-
ties Dr , different Cu and different fines content Fc.

3.1. SOIL MATERIALS

Granular soils tested were three types, shown in Figure 8.13 and named here as RS1, RS2
and RS3, reconstituted from sands and gravels originated from a river, particle shapes
of which are sub-rounded and hard to crush. Uniformity coefficients of RS1, RS2 and
RS3 are Cu = 1.44, 3.79 and 13.1 respectively. In RS1 and RS3, fines (finer than 75 µm)
were mixed stepwise to reconstitute soils containing fines up to Fc (fines content) =
30% as shown in Figure 8.13. The fines were silty and clayey soils with low plasticity
index of Ip = 6 sieved from decomposed granite in reclaimed ground of the Kobe city,
Japan.
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Relative density, Dr , is a pertinent parameter to evaluate mechanical properties of granu-
lar soils of different particle gradations and defined by soil dry density ρ based on maxi-
mum and minimum dry densities, ρmax and ρmin, respectively, as

Dr = 1/ρmin − 1/ρ

1/ρmin − 1/ρmax
× 100% (8.7)

Here, ρmax and ρmin were determined by a standardized test method of Japanese Geotech-
nical Society utilizing a soil mold of 195 mm inner diameter and 200 mm depth. For the
maximum density ρmax , soil was compacted in the mold by a vibrating disc in five lay-
ers. For the minimum density ρmin , soil was gently placed into the mold through a metal
funnel elevated slowly with zero drop height. Details of the test method are described in
Hara and Kokusho (2004). Figure 8.14 shows relationships of maximum and minimum
densities versus fines content obtained for the soil materials used in this research. If the
data at Fc = 0% is concerned, both minimum and maximum densities tend to increase
from RS1 to RS3 with increasing Cu.

3.2. TEST METHOD

In a triaxial apparatus used in this research, the specimen size was 100 mm in diameter
and 200 mm in height. The diameter of 100 mm was about five times the maximum
particle size of RS3. The soil specimen was loaded cyclically by a pneumatic actuator
from above as a stress-control test as indicated in Figure 8.15. The soil specimens were
prepared by wet tamping because other preparation methods such as air-pluviation or
water-pluviation tend to intensify soil particle segregation for well-graded granular soils
containing fines. The relative density of the specimen was approximately adjusted to
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target values Dr = 30%, 50% and 70% by a tamping method. The specimen was isotrop-
ically consolidated by the effective stress of 98 kPa with the back-pressure of 294 kPa.
The Skempton’s B-value larger than 0.90 was measured in all tests indicating almost
perfect saturation considering that well-graded soils with small void ratios have theoreti-
cally smaller B-values than poorly-graded soils even if they are fully saturated (Kokusho,
2000). The axial stress was cyclically controlled by sinusoidal waves with the frequency
of 0.1 Hz. The membrane penetration effect on undrained cyclic strength was found gene-
rally small, less than 10% even for the coarsest RS3 material, because the specimen sur-
face were actually smooth because of rich content of sand.

3.3. EFFECT OF PARTICLE GRADATION FOR CLEAN GRANULAR SOILS

Figure 8.16 exemplifies typical relationships between the cyclic stress ratio, RL (σd/2σ′
c;

σd = single axial stress amplitude, σ′
c = effective confining stress), for attaining 5%

double amplitude (DA) strain versus the number of loading cycles NL for the three soils
for relative density Dr ≈ 50%. This stress ratio defined by 5% DA strain is almost iden-
tical with that defined by nearly 100% pore-pressure buildup at least for Dr ≈ 60% or
smaller (Hara and Kokusho, 2000). In Figure 8.17, the stress ratios for 5% DA strain cor-
responding to NL = 20, RL20(DA = 5%), which are often used as liquefaction strength
in engineering practice in Japan, are plotted versus relative density Dr . The data points
for soils RS1, RS2 and RS3 are located nearer to each other although some differences
are visible at around Dr = 50% and 90%.

In order to see the effect of particle gradations on the strength more clearly, Figure 8.18
shows the relationship between RL20 and Cu for different Dr . Small differences in Dr
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for individual plots on Figure 8.17 are adjusted based on the slopes of regression curves
to evaluate RL20 at the target relative densities Dr = 20%–90%. The stress ratio RL20
increases with increasing Cu for Dr = 50% and 90% while it stays almost constant
for other Dr . Hence, it may be said that the undrained cyclic strength is not so much
dependent on Cu or soil particle gradation in contrast to its large dependency on Dr .
Data points by Tanaka et al. (1987) in Figure 8.18 indicate that the trend is essentially
the same although there exists one distinct separation. Thus, undrained cyclic strength
defined by the stress ratio attaining 5% DA strain is strongly dependent on the relative
density despite large difference in absolute density due to the difference in particle gra-
dation. In other words, liquefaction strength (normally defined by 5% double amplitude
strain or nearly 100% pore-pressure buildup) is not so much sensitive to the absolute den-
sity but more dependent on the relative density. Combining this finding with the fact that
N -values of well-graded gravels are considerably larger than that of sands of the same
Dr for Dr > 50% as shown in Figure 8.11, the reason can be explained why the relation-
ship between liquefaction strength versus SPT N1-value of well-graded gravels largely
deviates from that of poorly-graded sands for N1 > 25–30.

3.4. EFFECT OF FINES CONTENT

As indicated from previous case histories, liquefied gravelly soils sometimes contained
measurable fine soil particles smaller than 0.075 mm. It was demonstrated for poorly-
graded sands by quite a few laboratory tests that liquefaction strength clearly decreases
with increasing content of low plasticity fines under a constant relative density (e.g. Sato
et al., 1997). In order to examine the effect of fines content on undrained cyclic strength
of well-graded soils and compare it with poorly-graded sands, a series of tests have been
conducted by mixing fines with RS1 and RS3 as depicted in Figure 8.13.

Figure 8.19 exemplifies typical relationships between the cyclic stress ratio, RL for attain-
ing 5% DA strain, and the number of loading cycles NL for RS1 and RS3 of relative
density Dr ≈ 50% with fines content Fc changing stepwise from 0% to 30%. Though the
data points show large scatters for smaller Fc for RS3 in particular, the strength obviously
tends to decrease with increasing Fc. It can be pointed out that the slopes of RL versus
NL curves are apparently steeper for well-graded RS3 than for poorly-graded RS1 with
various fines content. Also noted is that the decrease in the strength is drastic for initial
small increase of fines content from 0% to 10% particularly in RS3 while the change
occurs more gradually in RS1.

In Figure 8.20, the stress ratios for 5% DA strain corresponding to NL = 20, RL20(DA =
5%), are plotted versus Fc for RS1 (smaller symbols) and RS3 (larger symbols) of relative
densities Dr ≈ 30%, 50% and 70%. Solid symbols at Fc = 0% correspond to the
data shown in Figure 8.17. Despite some data dispersions, liquefaction strength defined
by RL20(DA = 5%) obviously decreases with increasing Fc particularly for larger Dr

not only for RS1 (poorly-graded sand) but also for RS3 (well-graded soil). The strength
reduction may be somehow attributable to the role of fines as lubricators to decrease
positive dilatancy, though the exact mechanism is not yet clarified.
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It is noted in Figure 8.20 that the decrease occurs in smaller Fc range for RS3 (Fc <
10%) than for RS1 (Fc < 30%) and the strength tends to recover slightly for larger Fc
for RS3. In order to explain the difference between RS1 and RS3, let us look into the
relationships between dry soil density and fines content shown in Figure 8.14, in which
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the density tends to first increase and then decrease with increasing fines content, taking
some peak values in between. If a soil is simplified as a combination of gap-graded coarse
grains (sand or gravel grains) and fines, the fines fill the voids of the coarse grains up
to some limit (critical fines content; CFc) and then start to overflow the voids, leading
complete change of soil structure from coarse grain supporting to matrix supporting.
Correspondingly, the density increases in the interval Fc = 0 to CFc because the void is
filled with fines without increasing the total soil volume and then start to decrease because
the total volume increases with increasing fines matrix of lighter density.

Figure 8.21 illustrates schematically how the voids of coarse grains are completely filled
with fines at the critical fines content, where nc and n f are porosities for coarse grains
and fines, respectively. If this ideal situation is postulated, then CFc can be formulated as

C Fc = (
nc − ncn f

)
/
(
1 − ncn f

)
(8.8)

Values of nc and n f are quantified from minimum and maximum densities, and hence
critical CFc can be calculated as listed in Table 8.2 for different relative densities Dr by
assuming that both coarse grains and fines have the same Dr as the total relative density.
Thus, under the simple assumption, CFc is calculated as 28%–29% for RS1 and 17%–
19% for RS3 for Dr = 30%–70%. This difference in CFc reflects largely different void
ratio between RS1 and RS3. These CFc values superposed in Figure 8.14 are somewhat
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Table 8.2. Critical fines content calculated by simple model for RS1 and RS3 with different relative
density Dr

Relative density Porosity nc Porosity Criticle fines
Dr (%) n f content CFc (%)

RS1 RS3 Fines RS1 RS2

0 0.519 0.406 0.642 27.9 19.6
30 0.491 0.363 0.595 28.1 18.8
50 0.471 0.332 0.557 28.3 18.0
70 0.449 0.298 0.510 28.5 17.2
100 0.412 0.238 0.419 28.9 15.4

larger than Fc corresponding to the peak values of the maximum density both for RS1
and RS3. It is probably because the actual particle gradations are not so distinctly gap-
graded and the fines matrix starts to overflow before completely filling the voids of coarse
soils. Nevertheless the value of Fc for the peak of the maximum density in Figure 8.14
is evidently smaller for well-graded RS3 than poorly-graded RS1 because CFc for RS3
is smaller than RS1. Accordingly, most of the strength decrease tends to occur due to
smaller increase of Fc in well-graded soils (RS3) than in poorly-graded sand (RS1).

Figure 8.20 clearly indicates that increasing fines tend to decrease liquefaction strength
irrespective of particle gradation. In the current liquefaction potential evaluation, based
on liquefaction case histories, higher liquefaction strength is given to a soil deposit con-
taining more fines, if the penetration resistance is the same. If the same penetration resis-
tance means the same relative density under the same overburden, the present test results
seem quite contradictory to the current practice, implying that the penetration resistance
will decrease with increasing fines content more drastically than the liquefaction strength.
Further research for the effect of fines content on penetration resistance and liquefaction
strength is needed (e.g., Kokusho et al., 2005).
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4. Effect of particle gradation on post-liquefaction behavior

It is well known that liquefaction-induced damage sometimes takes place not directly by
the seismic inertia force but by static shear stress caused by dead weights of structures due
to the loss of effective stress after the onset of initial liquefaction. In order to investigate
the effect of particle gradation and fines content on the post-liquefaction behavior of
granular soils, undrained monotonic loading tests were carried out for the same soils
previously used immediately after prior undrained cyclic loading.

4.1. EFFECT OF PARTICLE GRADATION IN POST-LIQUEFACTION
SHEAR BEHAVIOR

Figure 8.22(a) exemplifies deviatoric stress or pore-pressure versus axial strain relation-
ships obtained in undrained monotonic loading tests carried out without preceding water
drainage just after cyclic loading for the three soils, RS1, RS2 and RS3 with relative
densities of about 50%. In the cyclic loading tests, all specimens attained almost 100%
pore-pressure buildup and about 10% DA axial strain and hence can be defined as being
already liquefied in a normal engineering practice. In the initial response to monotoni-
cally increasing strain in Figure 8.22(a), deviatoric stress and pore-pressure change grad-
ually up to some asymptotic values. It is remarkable that despite the same Dr -value, the
induced stress is quite different for soils with different particle gradations.

In Figure 8.22(b), typical effective stress paths are shown on the mean effective stress
(p′) versus deviatoric stress (q) plane. All paths start near the origin after the full pore-
pressure buildup and go up along straight failure lines to the right end marked with open
circles, although in the soil RS2 the path is a little curved near the right end. From the
slopes of the straight sections, internal friction angles for effective stress φ′ are evaluated
as 36.1◦ for RS1, 38.4◦ for RS2, 39.0◦ for RS3. This indicates that post-liquefaction dila-
tancy generating negative pore-pressure is more pronounced in well-graded soils despite
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the same relative density. In Figure 8.23, deviatoric stresses q at axial strain of 25%
evaluated by all post-liquefaction tests are plotted versus Cu of tested soils with open
circles. Data points for tests without cyclic loading (preliquefaction condition) defined
at 15% strain are also plotted on the same chart with open triangles. Drastic increase in
shear resistance for large strain with increasing Cu is evidently seen from the curves
approximating the plots whether or not the soil is subjected to preceding undrained
cyclic loading. The increase seems to occur mostly in the interval of Cu between 1.4
and 4.

Based on the findings mentioned before, it can be said in general that well-graded gravelly
soils are prone to liquefaction corresponding to almost full pore-pressure buildup and
5% DA axial strain as much as poorly-graded sands, so long as their relative density
is the same. However, if strength at larger strain is concerned, the relative density is no
more a pertinent parameter. Instead, particle gradation represented here by the uniformity
coefficient Cu makes a big difference even for soils of the same relative densities. This
implies that well-graded clean gravelly soils are less prone to post-liquefaction failure
accompanying large deformation. Considering that the uniformity coefficients of natural
gravelly soils are normally larger than several tens as indicated in Figure 8.2, their post-
liquefaction undrained strength corresponding to 25% axial strain may be judged at least
eight times larger than poorly-graded sands according to Figure 8.23. This may be able
to explain why liquefaction-induced damage in gravelly deposits was less witnessed in
past earthquakes. Post-liquefaction large ground deformation such as cracks, differential
settlements, etc. is harder to develop in well-graded soils than poorly-graded sands even
after initial liquefaction with almost full pore-pressure buildup.
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4.2. EFFECT OF FINES CONTENT IN POST-LIQUEFACTION
SHEAR BEHAVIOR

Figure 8.24(a) and (b) shows deviatoric stress or pore-pressure versus axial strain rela-
tionships obtained in post-cyclic undrained monotonic loading tests for RS1 and RS3,
respectively, of different fines content having relative density of about 50%. In prior cyclic
loading history, all specimens attained almost 100% pore-pressure buildup and more than
10% DA axial strain. In the initial stage of monotonic loading, stress increases gradually
with increasing strain reflecting softened shear stiffness due to preceding cyclic loading.
The induced stress is much higher for RS3 than RS1 due to the difference in particle
gradation as explained before. In both RS1 and RS3, however, increasing fines content
tends to dramatically reduce the stress recovery after liquefaction. In Figure 8.25(a) and
(b), post-liquefaction residual strengths defined as the deviatoric stresses at 20% axial
strain are plotted versus fines content for RS1 and RS3, respectively, with Dr = 30%,
50% and 70%. Although the absolute strength shown in the figures with solid symbols
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Fig. 8.25. Post-liquefaction deviatoric strength by monotonic undrained tests for two
soils with different fines content

have some scatters, reflecting difficulties in controlling preceding cyclic straining history
precisely as 10% DA strain, relative strength reduction normalized by the strength for
Fc = 0 shown with thin curves in the figures may make the following observations pos-
sible. Both in RS1 and RS3, residual strength decreases more drastically in denser soils
than looser soils. Although, the relative strength decreases eventually to less than 10%
with increasing Fc for all the soils, it occurs by a smaller increase of Fc in RS3 than RS1.

The reason may again be explained by the difference in critical fines content CFc or void
ratio between RS1 and RS3 mentioned before. A soil structure change from coarse-grain
supporting to matrix supporting occurs near the critical fines content which is much larger
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for RS1 than for RS3. The residual strength reduction is much more considerable than
the cyclic strength reduction indicated in Figure 8.20. Thus, fines content in liquefiable
granular soils has more significant effect on post-liquefaction residual strength than lique-
faction strength. Figure 8.25 also indicates that, for the same increment of fines content,
the strength reduction occurs more drastically in well-graded soils than for poorly-graded
soils particularly for higher density.

5. Conclusions

Recent case studies indicate that gravelly soils can liquefy if they are loose enough no
matter how well graded and how coarse they may be. Gravelly soils liquefied during
recent earthquakes have N1-value no larger than 25 and also contain relatively large quan-
tity of fines. It is also indicated that liquefaction strength of well-graded gravelly soils
largely deviates from that of poor-graded sand for N1-value higher than 25–30, although
it shows almost the same stress ratio as poorly-graded loose sand for N1 smaller than
that. In order to understand the differences in liquefaction or post-liquefaction behavior
of well-graded soils in contrast to poorly-graded sands, experimental results of soil con-
tainer tests and undrained triaxial tests for soils with different particle gradations were
examined, yielding the following major findings:

(1) S-wave velocities of granular soils are not determined by a unique function of void
ratio but highly dependent on particle gradation. Minimum S-wave velocity of well-
graded gravels remains at almost the same value as that of poorly-graded sands
despite much lower void ratio than sands. In contrast, maximum S-wave velocity
of well-graded gravels tends to increase considerably with increasing Cu.

(2) N -value of well-graded gravels can be as small as poorly-graded loose sands if
their relative density Dr is low enough despite tremendous difference in void ratio,
whereas it can be considerably larger than that of sands for Dr > 50%. This may
explain why the relationship between liquefaction strength versus SPT N1-value of
well-graded soils deviates from that of poor-graded sands for N1 > 25–30.

(3) Liquefaction strength of granular soils defined by RL20 (DA strain = 5%) may
be uniquely evaluated by relative density, Dr , despite large difference in particle
gradations.

(4) Liquefaction strength defined by RL20 (DA strain = 5%) obviously decreases with
increasing Fc particularly for larger Dr not only in poorly-graded sands but also
in well-graded gravels. The decrease for well-graded soils occurs in smaller Fc
range in accordance with smaller critical fines content or smaller void ratio than for
poorly-graded sands.

(5) Post-liquefaction strength for larger strain of 20%–25% is not uniquely determined
by relative density but largely dependent on particle gradations. Namely, soils with
larger Cu and larger absolute density tend to exhibit considerably larger residual
strength.
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(6) Increasing Fc considerably reduces post-liquefaction residual strength of granular
soils particularly for higher density. The effect is more pronounced by a smaller
increase of Fc in well-graded gravels because of smaller critical fines content or
smaller void ratio than in poorly-graded sands.
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CHAPTER 9
SHALLOW AND DEEP FOUNDATIONS UNDER FAULT RUPTURE
OR STRONG SEISMIC SHAKING

George Gazetas, Ioannis Anastasopoulos, and Marios Apostolou
Laboratory of Soil Mechanics
National Technical University of Athens, Greece

Abstract. Two topics of interest in soil–foundation–structure interaction are presented: the first
refers to the consequences on shallow and deep foundations and their superstructures from a seismic
fault rupture emerging directly underneath them; the second topic addresses the seismic response of
tall structures resting on shallow foundations that experience uplifting and inducing large inelastic
deformations in the soil. The numerical and analytical methodologies developed for each topic
have been calibrated with centrifuge experiments. The outlined parametric results provide valuable
insight to the respective soil–foundation interplay, and could explain qualitatively the observed
behaviour in a number of case histories from recent earthquakes.

1. Introduction

Thirty years ago research and practice on dynamic soil–structure interaction (SSI) meant
primarily the study of how soil compliance influences the dynamic response of super-
structures (buildings, bridges, critical facilities). Determining the foundation stiffness and
damping for various modes of vibration, foundation geometries, and soil profiles under
essentially elastic conditions was a key intermediate step in such analyses.

In recent years the term has expanded to encompass studies related to all aspects of soil
and foundation design against earthquakes, including the response of retaining systems
and underground structures, the influence of liquefaction and lateral spreading, and the
effects of ground deformation arising from a rupturing fault emerging under a foundation.
There has been an evolutionary progress from idealised linear visco elastic soils and elas-
tic structural system, to nonlinear inelastic response of soils and structures. This chapter
highlights two such problems in which an interplay between the soil and structure takes
place under conditions of large soil deformations and even failure.

A number of unresolved soil–foundation–structure interaction (SFSI) problems were
the subject of investigation in a joint research project titled “Fault-Rupture and Strong
Shaking Effects on the Safety of Composite Foundations and Pipelines” (acronym:
QUAKER) that provided many of the findings reported in this paper. Conducted by
research teams from the University of Dundee, Géodynamique et Structure, LCPC-
Nantes, Studio Geotechnico Italiano, and National Technical University of Athens,
the study of each topic was undertaken using an integrated approach, comprising

185

K.D. Pitilakis (ed.), Earthquake Geotechnical Engineering, 185–215.
c© 2007 Springer



186 George Gazetas, Ioannis Anastasopoulos, and Marios Apostolou

three interrelated steps: field studies, centrifugal experiments, and numerical/analytical
modelling. Specifically:

• Field studies of documented case histories motivated our investigation and offered
material for calibration of the theoretical methods and analyses.

• Carefully controlled centrifugal experiments helped in developing an improved
understanding of mechanisms and in acquiring a reliable experimental data base for
validating the theoretical simulations.

• Theoretical methods (analytical or numerical) calibrated against the above field and
experimental data offered additional insight into the nature of the interaction, and
were utilised in developing parametric results and design aids.

This paper summarises some of the key findings of these theoretical studies, which were
later supplemented with further analyses by the authors pertaining to pile and caisson
foundations. The emphasis of the paper is on elucidating the soil–foundation interaction
in the presence of large soil deformation, and near failure conditions.

2. Fault-rupture propagation and its interaction with foundations

2.1. STATEMENT OF THE PROBLEM

It has long been recognised (Duncan and Lefebvre, 1973; Bray, 1990) that a “strong”
structure founded on/in soil can resist successfully the loading induced by a rupturing
seismic fault. In the Kocaeli, Düzce-Bolu, and Chi-Chi earthquakes of 1999 numerous
structures (single-storey and multi-storey buildings, bankers, bridge piers, retaining struc-
tures, electricity pylons, dams, tunnels) were located directly above the propagation path
of the rupturing (normal, strike-slip, reverse) faults. Some of these structures exhibited a
remarkably good behaviour. This observation had a strong motivating influence for our
research effort. For it became immediately clear that the strict prohibition: “Do not build
in the immediate vicinity of active faults!”, which the prevailing seismic codes invariably
imposed, was unduly restrictive (and in many cases meaningless).

Indeed, along the ground surface in the free–field, “ruptures are neither continuous, nor do
they follow precisely the surface outcrop of pre-existing faults” (Ambraseys and Jackson,
1984).

In addition to several geologic factors that contribute to such behaviour, significant
appears to be the role of a soil deposit that happens to overlie the rock base through
which the rupture propagates. If, where, and how large will the dislocation emerge on the
ground surface (i.e. the fault will outcrop) depends not only on the style and magnitude
of the fault rupture, but also on the geometric and material characteristics of the overly-
ing soils. Field observations and analytical and experimental research findings (Cole and
Lade, 1984; Lade et al., 1984; Bray et al., 1994a, b; Lazarte and Bray, 1995) show that
deep and loose soil deposits may even mask a small-size fault rupture which occurs at
their base; whereas by contrast with a cohesive deposit of small thickness, a large offset
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in the base rock will likely cause a distinct fault scarp of nearly the same displacement
magnitude. One important finding of the above studies is that the rupture path in the
soil is not a simple extension of the plane of the fault in the base rock: phenomena such
as “diffraction” and “bifurcation” affect the direction of the rupture path, and make its
outcropping location and offset magnitude difficult to predict.

Our interest here is not on the propagation of a rupture within the soil, but on how a struc-
ture sitting on top of the fault breakout behaves. It turns out that a fascinating interplay
takes place between the propagating fault rupture, the deforming soil, the differentially
displacing foundation, and the supported structure. Two different phenomena take place.
First, the presence of the structure modifies the rupture path. Depending on the rigidity of
the foundation and the weight of the structure, even complete diversion of the fault path
before it outcrops may take place. Obviously, the damage to a given structure depends
not only on its location with respect to the fault outcrop in the “free-field”, but also on
whether and by how much such a diversion may occur. Second, the loads transmitted
from the foundation on to the soil tend to compress the “asperities” and smoothen the
“anomalies” of the ground surface that are produced around the fault breakout in the
free-field, i.e. when the structure is not present. Thus, depending on the relative rigidity
(bending and axial) of the foundation with respect to the soil, as well as on the magni-
tude of the structural load, the foundation and the structure will experience differential
displacements and rotation different from those of the free-field ground surface.

This phenomenon, given the name “Fault-Rupture–Soil–Foundation–Structure Inter-
action” [FR–SFSI] by Anastasopoulos and Gazetas (2007), is briefly elucidated in the
sequel for shallow and deep foundations.

2.2. NUMERICAL ANALYSIS AND RESULTS: SHALLOW FOUNDATIONS

The problem studied here is illustrated in Figure 9.1. We consider a uniform soil deposit
of thickness H at the base of which a normal fault, dipping at an angle α (measured
from the horizontal), produces downward displacement (“dislocation”, “offset”) of verti-
cal amplitude h. The analysis is conducted in two steps. First, fault rupture propagation
through soil is analysed in the free-field, ignoring the presence of the structure. Then,
a strip foundation of width B carrying a uniformly distributed load q or a multistory
frame–structure is placed on top of the free-field fault outcrop at a specified distance S
(measured from its corner), and the analysis of deformation of the soil–structure system
due to the same base “dislocation” h is performed. The analyses are conducted under
2D plane-strain conditions—evidently a simplification, in view of the finite dimensions
of a real structure in the direction parallel to the fault. The relative location of outcrop-
ping is varied parametrically through the distance S. Comparing soil and ground–surface
deformations in the two steps gives a first picture of the significance of SFSI.

Among several alternatives that were explored, the FE model shown in Figure 9.2 pro-
duced results in excellent accord with several centrifugal experiments conducted at the
University of Dundee for both steps of the analysis (Anastasopoulos et al., 2007a, b).
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Fig. 9.1. Configuration of the soil–foundation system subjected to a normal fault
dislocation at the base rock

Fig. 9.2. Finite element discretisation and the two steps of the analysis: (a) fault rupture
propagation in the free-field, and (b) interplay between the outcropping fault rupture and

the structure (termed Fault Rupture–Soil–Foundation–Structure Interaction, FR-SFSI)
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A parametric investigation revealed the need for a long (B = 4H) and very refined mesh
(element size of 0.5–1.0 m) along with a suitable slip-line tracing algorithm in the region
of soil rupture and foundation loading. An elastoplastic constitutive model with the
Mohr–Coulomb failure criterion and isotropic strain softening was adopted and encoded
in the ABAQUS finite element environment. Similar models have been successfully
employed in modelling the failure of embankments and cut slopes (Potts et al., 1990).
Modelling strain softening was shown to be necessary; it was introduced by suitably
reducing the mobilised friction angle ϕmob and the mobilised dilation angle ψmob with
increasing plastic octahedral shear strain. With all the above features, the FE formulation
is capable of predicting realistically the effect of large deformations with the creation and
propagation of shear bands.

The foundation, modelled with linear elastic beam elements, is positioned on top of the
soil model and connected to it through special contact elements. The latter are rigid in
compression but tensionless, allowing detachment of the foundation from the bearing
soil (i.e. gap formation beneath the foundation). The interface shear properties follow
Coulomb’s friction law, allowing for slippage. Both detachment and slippage are impor-
tant phenomena for a realistic foundation model.

A typical result elucidating the interplay between loose (Dr = 45%) soil, rupture path,
and a perfectly rigid foundation carrying a 4-storey structure is given in Figure 9.2. A base
rock dislocation of 2 m (5% of the soil thickness) is imposed. The structure is placed
symmetrically straddling the free-field fault breakout (i.e. the foundation is placed with
its middle coinciding with the location where the fault would outcrop in the free-field).
Yet, a distinct rupture path (with high concentration of plastic shearing deformation and
a resulting conspicuous surface scarp) is observed only in the free-field. The presence of
the structure with its rigid foundation causes the rupture path to bifurcate at about the
middle of the soil layer. The resulting two branches outcrop outside the left and the right
corner of the foundation, respectively. The soil deformations around these branches are
far smaller and diffuse than in the free-field, and the respective surface scarps are much
milder. Thanks to the substantial weight of the structure and the flexibility of the ground,
the structure settles and rotates as a rigid-body. The foundation does not experience any
loss of contact with the ground; apparently, the foundation pressure is large enough to
eliminate any likely asperities of the ground surface.

As a result of such behaviour, the structure and its foundation do not experience any
substantial distress, while their rotation and settlement could perhaps be acceptable.

The main factors influencing FR-SFSI are:

• the style of faulting (normal, thrust, strike-slip), the angle of dip and the offset
(dislocation) at the basement rock,

• the total thickness (H) of the overlying soil deposit, and the stiffness (G), strength
(ϕ, c) and kinematic (ψ) characteristics of the soil along the depth,
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• the type of the foundation system (for example, isolated footings, mat foundation,
box-type foundation, piles, caissons),

• the flexural and axial rigidity of the foundation system (thickness of mat foundation
cross-section and length of tie beams, etc.),

• the load of the superstructure and the foundation,

• the stiffness of the superstructure (cross section of structural members, spacing of
columns, presence or not of shear walls), and

• the location S from the foundation corner to the free-field outcrop.

However, a detailed investigation of the role of all the above parameters is beyond the
scope of this chapter. Reference is made to Anastasopoulos (2005) and Anastasopoulos
and Gazetas (2007b) for such a parameter study. Here we only outline a few characteris-
tic results pertaining to a 20 m wide rigid mat foundation, supporting a 2-storey building
frame. The soil layer is either loose (Dr ≈ 45%) or dense (Dr ≈ 80%) sand of total thick-
ness H = 40 m. Three locations of the foundation with respect to the free-field outcrop
are considered: S = 4, 10, and 16 m, i.e. near the left edge, in the middle, and near the
right edge of the foundation, respectively.

Figures 9.3–9.5 portray the response of the soil–foundation–structure system for each
location S and each of the two soil densities, for a parametrically variable ratio of base
dislocation over layer thickness: h/H = 1–5%.

Shown in each figure are the deformed mesh, the distribution of plastic strains, the diver-
sion of the rupture D, the vertical displacement profile �y, the distortion angle β, and
the contact pressures pν along the soil–foundation interface. In all cases the results are
compared with the corresponding free-field results to visualize the effects of FR-SFSI.
The contact stresses are compared to their initial distribution (i.e. for h/H = 0, before
the bedrock displacement is applied) to reveal which parts of the structure are losing con-
tact with the bearing soil, and hence foundation uplifting takes place. The left part of the
building that uplifts will be denoted as uL, the right uR, and uC if the uplifting takes place
around the centre. In similar fashion, the part of the foundation that maintains contact will
be denoted as bL, bR and bC, if it is located at the left side, the right side, or the middle,
respectively.

The following trends are worthy of note:

(1) For the fault emerging (without SFSI) near the left edge (s = 4 m, or S/B = 0.20),
this lightly loaded foundation for a relative base dislocation h/H = 5% would
cause only a minor diversion of the rupture path, easily noticeable only in the loose
soil (about 2 m towards the hanging wall, to the left of the building). The differential
settlement is higher on loose sand. The main difference between the two soils is in
the uplifting of the foundation. In dense sand the building loses contact at both
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Fig. 9.3. FR-SFSI analysis of 2-storey, B = 20 m building, with a 1.3 m thick slab
foundation. Fault rupture in the free-field emerging at s = 4 m: (i) deformed mesh

and plastic strain, (ii) vertical displacement at the surface, (iii) contact pressure p, and
(iv) distortion angle β. The results of the FR-SFSI analysis (red lines) are compared

with the free-field results (blue lines) for h/H = 1 to 5%

sides, uL ≈ 5 m, uR ≈ 3 m; with only its central part maintaining contact over a
width bC ≈ 12 m. On the other hand, in loose sand the building uplifts only at the
left side, uL ≈ 3 m.

The foundation distress is about 50% higher in the dense sand, as a result of the creation
of a wider cantilever, whereas in the loose sand the greater compression of the scarp is
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beneficial. However, the differential settlement and (rigid-body) rotation of the founda-
tion is three-time higher on the loose sand.

(2) For the fault emerging (without SFSI) in the middle of the foundation (S = 10 m,
or S/B = 0.50) the rupture path is diverted, becomes very diffuse, and bifurcates
for h/H = 5%. The left branch (which is a secondary one) diverts by about 3 to 4 m
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towards the hanging wall. In both cases of loose and dense sand a fault scarp devel-
ops beneath the building. The foundation maintains always contact at its left edge
and at its middle part. In dense sand, moving from left to right, there is first a
small part of the building bL ≈ 2 m that is in contact, followed by an uplifted
portion, uL ≈ 4 m, then the middle part that remains in contact, bR ≈ 10 m,
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and finally the far most right part of the foundation that uplifts uR ≈ 4 m. Although
the situation is qualitatively similar with loose sand, uplifting is much less exten-
sive (uR ≈ 1 m). The effective width of the foundation, i.e. in contact with the soil,
is now: bL = bC ≈ 19 m. And the differential settlement is about 2 m in both cases.

(3) For the fault emerging (without SFSI) near the right edge of the foundation (S =
16 m, or S/B = 0.80), we see again diversion, diffusion, and a minor bifurcation
of the rupture path for h/H = 5%. The right branch (which is the most significant)
diverts slightly towards the footwall by about 2–4 m, while the (barely noticeable)
left branch is diverted towards the hanging wall (≈3 m). But a clear significant
difference is noted between the loose and dense sand cases:
• The fault scarp that is formed near the right edge of the building is conspicuous

only with loose sand.
• On dense sand, the middle part of the building loses contact with the bearing

soil, uC ≈ 11 m, while the left and right part of it remain in contact, bL ≈ 2 m
and bR ≈ 7 m.

• On loose sand, the response is quite favourable: not only is the dislocation
diverted by more than 4 m and outcrops beyond the right edge of the struc-
ture, but full contact is maintained over the whole length of the soil–foundation
interface.

• The distress of the foundation is thus significantly less with loose than with
dense sand. Also smaller on loose sand is the (rigid-body) rotation of the foun-
dation.

Such a good response of a building on loose soil on the “hanging wall” is reminiscent
of several success stories from the Kocaeli 1999 earthquake, especially of the building in
Denizerler across the entrance from the Ford factory, near Gölcük (see Anastasopoulos
and Gazetas, 2007).

(4) Although not shown here, the effect of an increase in the number of stories from 2
to 5 is quite beneficial on loose sand, but almost negligible on dense sand. The most
significant benefits are the decrease of foundation rotation (and of building tilting)
and the elimination of a large part of uplifting. As a consequence, the survival of a
“heavy” building on top of a major fault rupture in loose soil seems quite possible,
in qualitative accord with numerous such success stories in several earthquakes.

2.3. NUMERICAL ANALYSIS AND RESULTS: DEEP FOUNDATIONS

Whereas piles are used for protecting structures by helping to keep total and differential
settlements small, their role in supporting structures straddling seismic faults is far from
clear. Scant (perhaps only circumstantial) evidence from recent earthquakes has impli-
cated the piles in some structural damage—see for example the analysis of the damage of
the pile-supported Attaturk Stadium in Denizerler during the Kocaeli Earthquake (Anas-
tasopoulos and Gazetas, 2007a,b). Systems “tied” to the different blocks of the fault may
indeed be vulnerable. An interesting analogy has been brought to our attention by Pro-
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fessor J. Bray (2005): deep-rooted trees being torn apart by a fault rupturing directly
underneath, apparently as a result of their roots being pulled in opposite directions.

Two typical foundation systems are examined here in order to highlight the interaction
between a deep foundation and an emerging fault rupture:

• a 3 × 3 capped pile group and

• a square rigid embedded foundation (“caisson”).

A 3D finite element model was developed for each case, using eight-noded elements, and
employing the same soil and interface constitutive models as described in the preceding
section. Figure 9.6 presents a plane section of the complete model. In both cases the soil
deposit consisted of dense sand, of total thickness H = 20 m. Needless to say, the choice
of this limited depth was motivated solely by the desire for the smallest possible size of
this 3D model.

2.3.1. Piles
The piles are of length Lp = 15 m, diameter dp = 1 m and are spaced 4 m apart (from axis
to axis). Their cap is 10 m × 10 m in plan and 2.5 m thick, and carries a structural vertical
load of 10 MN. A rigid connection is assumed between cap and piles (fixed-head piles).
Only ideally elastic pile behaviour is considered at the present time, although the neces-
sity for accounting for pile inelasticity will become apparent (if a realistic assessment of
the response of the system to large fault offsets is needed).

Aiming at giving a first picture of the possible straining to be experienced by the piles,
Figure 9.7 portrays the deformed finite-element mesh with the distribution of plastic shear
strains. Four positions of the pile group with respect to the outcropping fault in the free-
field are examined: S = 1, 5, 9, and 13 m, where S is measured from the edge of the pile
cap (which lies 1 m to the left of the nearby pile axis). Then Figure 9.8 presents detailed
results (deformations and internal forces) for the case of S = 5 m, only. Several trends
are worth noting in these figures:

(1) For S = 1 m, when the fault emerges near the left edge of the pile group (and
the group is therefore almost all in the footwall), a slight diversion of the rupture
path to the left takes place. A very distinct scarp is formed immediately next to the
piles. The scarp forms a slope of about the same angle α as that of the triggering
basement rupture, and is appreciably larger than the imposed base offset, �. The
pile group, however, remains almost intact: there is no displacement or rotation of
the pile and only the piles in the front row experience some (rather minor) distress
(bending moments of the order of 300 kNm).

(2) For S = 5 m, the fault would have emerged at the centre of the foundation in the
free–field. The presence of the axially loaded piles makes the rupture path: (i) to
partly divert to the left and emerge just at the edge of the front of piles, and (ii) to
become diffuse in the region between the piles. Substantial rotation and horizontal
displacement of the pile cap take place. The front row of piles is being “pulled”
outward and downward by the “dropping” hanging wall of the fault; as a result very
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large bending moments would develop at the pilehead, in excess of 12 MNm for a
dislocation of 2 m. The middle row of piles would experience much less distress,
but the last row and especially the corner piles would develop substantial bending
moments (almost 6 MNm for a dislocation of 2 m), as a result of being “pushed”
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s = 9m

s = 1m s = 5m

s = 13m

Fig. 9.7. Deformed mesh of the soil–pile–cap system with the concentration of plastic
octahedral strains, for different positions (s = 1–13 m) of the emerging fault rupture

near their middle. Notice the completely different pattern of bending moments with
depth between front-row and back-row piles in Figure 9.7: whereas for pile 1 (front
row) the maximum is at the top, for pile 6 (corner pile) the maximum appears at
10 m depth. Evidently, such large bending moments, especially in the front row,
exceed the maximum conceivable capacity of a well-reinforced 1 m diameter pile,
implying structural failure at least of conventional-type piles.

(3) For S = 9 m, the fault would have emerged near the right edge of the group in the
free-field. The piles with their presence and transmitted loads diffuse the rupture,
thereby suffering unequal settlements and nonuniform large displacements. As a
result, the rotation and lateral displacement of the cap and the bending moments in
the piles attain very large (unacceptable) values.

(4) Finally, for S = 13 m (free–field fault outcrop 3 m beyond the pile cap), there is a
slight diversion of the rupture to the right with a simultaneous slight diffusion of
the plastic shear strains. Only the last row of piles is stressed significantly (max
M ≈ 4 MNm for h = 2 m). There is apparently no rotation of the pile cap, but a
downward and outward displacement are unavoidable; such displacements might
have a detrimental effect on a framed structure, one column of which is supported
on the studied piled foundation.
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for a 3 × 3 capped pile group, for a fault rupturing position s = 5 m. Pile:
dp 1 m,Lp = 15 m, pile cap: B = L = 10 m,N = 10 MN; soil dense sand
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In conclusion, it appears that the response of piled foundations may be less favourable
than that of rigid mat foundations. However, two significant limitations of the performed
analyses on which these conclusions are partly based must be noted here:

• perfect (“bonded”) contact was assumed between piles and soil and

• the piles were modelled as a perfectly elastic material.

As a result of the first assumption, the forces upon the piles by the outward and down-
ward moving “hanging wall” are exaggerated. Soil sliding around the piles would reduce
the magnitude of such “drag” forces, thereby leading to smaller pile distress and smaller
cap rotation/displacement. Regarding the second assumption, note that the large bend-
ing moments in the piles would not of course materialize in reality, since their ultimate
structural capacity cannot be exceeded. Prediction of the consequences of the unavoid-
able redistribution of loads among the piles, and among piles and raft, cannot be made
reliably with the results presented above for purely elastic piles.

2.3.2. Rigid caisson
The caisson is 10 m × 10 m in plan and also 15 m in depth. It carries 10 MN vertical load.
Only fully bonded contact between the caisson and the soil is considered—an idealization
that is likely to lead to a conservative assessment of the caisson displacement/rotation.

Dominant role in the response of a given caisson to fault rupturing underneath plays its
position with respect to the free-field rupture outcropping. Again four such positions are
considered: 1, 5, 9, and 13 m. Figures 9.8 and 9.9 portray the deformed mesh with the
distribution of plastic octahedral shear strains for each value of S. Figure 9.8 gives the
plane section α (along the axis) while Figure 9.9 depicts a 3D view (of half the model).
The following conclusions are drawn:

(1) For S = 1 m, the fault emerges to the left of the caisson, diverted slightly, and forms
a distinct scarp similar to that in the case of the piled foundation. The caisson does
not experience any measurable rotation or displacement.

(2) More significant is the diversion of the rupture path in case of S = 5 m; the fault
now emerges vertically along the side of the caisson. The latter hardly “feels” the
rupture, experiencing a rotation of merely 1◦ for a vertical component of dislo-
cation h = 2 m. By contrast, recall that the corresponding piled foundation had
developed a rotation and horizontal displacement, while its front row of piles had
been substantially distressed.

Notice also that a secondary rupture has begun to form, propagating at an angle of about
30◦ to the left of main rupture. It is about to reach the ground surface for h = 2 m, and
the associated graben between the two normal ruptures is (barely) visible in the scale of
the figure.

(3) For S = 9 m, the rupture is diffused the caisson rotates substantially to the left
(8◦ for h = 2 m), and an active state of stress develops on the back side of the
caisson. Clearly this behaviour is not so favourable; for instance it would cause
distress in a framed structure one column of which is supported on such a caisson.
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(a) Section aa; (b) 3D view
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But by contrast to the piled foundation, the capability of the caisson to transmit the
vertical load would be hardly affected.

(4) For S = 13 m, the rupture path “hits” the base corner of the caisson and “defracts”
to the right, emerging at the ground surface at a distance of S = 18 m, i.e. 5 m to
the right of the free–field outcrop. The caisson essentially follows the movement
of the “hanging wall”, thereby experiencing an appreciable rotation of about 3◦ for
h = 2 m.

In conclusion, it appears that the response of deep embedded foundations (“caissons”)
would in most cases be quite satisfactory, especially if structural provisions are taken
to accommodate their unavoidable rotation at large fault offsets. Once again, one of the
limitations in our modelling, namely the assumption of a perfectly-bonded interface, may
have exaggerated the lateral displacement/rotation of the caisson.

3. Nonlinear response of shallow foundations to strong seismic excitation

3.1. INTRODUCTION

The conventional approach to foundation design introduces factors of safety against
sliding and exceedance of ultimate capacity, in a way similar to the traditional sta-
tic design. This approach involves two consecutive steps of structural and foundation
analysis:

(a) Dynamic analysis of the structure is performed in which the soil is modelled as an
elastic medium, represented by suitable translational and rotational springs (and,
sometimes, with the associated dashpots). The dynamic forces and moments trans-
mitted onto the foundation are derived from the results of such analyses along with
considerations for inelastic structural response (e.g. by reducing the moments in
columns through the behaviour [“ductility”] factor q).

(b) The foundations are then designed in such a way that these transmitted horizontal
forces and overturning moments, increased by “overstrength” factors, would not
induce sliding or bearing capacity failure.

The use of “overstrength” factors is necessitated by the so-called “capacity design” prin-
ciple, under which plastic hinging is allowed only in the superstructural elements—not
in the below–ground (and thus un-inspectable) foundation and soil. Therefore, structural
yielding of the footing and mobilization of bearing capacity mechanisms is not allowed.
Only a “limited” amount of sliding deformation and uplifting at the foundation–soil
interface is allowed. However, there is a growing awareness in the profession of the
need to consider soil–foundation inelasticity, in analysis and perhaps even in design (see
Paolucci, 1997; Pecker, 1998; Martin and Lam, 2000; Allotey and Naggar, 2003). This
need has emerged from:

• The large (often huge) acceleration (and velocity) levels recorded in several earth-
quakes which are associated with even larger elastic spectral accelerations (of the



202 George Gazetas, Ioannis Anastasopoulos, and Marios Apostolou

order of 2 g). Enormous ductility demands would be imposed to structures by such
accelerations if soil and foundation “yielding” did not effectively take place to limit
the transmitted accelerations.

• In seismically retrofitting a building or a bridge, allowing for soil and foundation
yielding is the only rational alternative. Because increasing the structural capacity
of some elements would imply that the forces transmitted onto the foundation be
increased, to the point that it would not be technically or economically feasible
to undertake them “elastically”. Thus, new retrofit design guidelines (FEMA 356)
explicitly permit inelastic deformations in the foundation.

Even with new structures, it has been recognized that with improved analysis methods we
need to better evaluate performance in terms of levels of damage. For the superstructure,
“performance-based” design or equivalently “displacement-based” design have been
used for a number of years, with inelastic “pushover” analyses becoming almost routine
in seismic design practice. It is logical to extend the inelastic analysis to the supporting
foundation and soil.

3.2. NEW DESIGN PHILOSOPHY: “PLASTIC HINGING” IN SHALLOW
FOUNDATIONS

Excluding structural yielding in the isolated footing or the foundation beam, three types
of nonlinearity can take place and modify the overall structure–foundation response:

(a) Sliding at the soil–foundation interface: This would happen whenever the transmit-
ted horizontal force exceeds the frictional resistance. As pointed out by Newmark
(1965), thanks to the oscillatory nature of earthquake shaking, only short periods
of exceedance usually exist in each one direction; hence, sliding is not associated
with failure, but with permanent irreversible deformations. The designer must only
ensure that the magnitude of such deformations would not be structurally or oper-
ationally detrimental. Although this philosophy has been applied to the design of
earth dams and gravity retaining walls, its practical significance for foundations
might be somewhat limited in view of the large values of the coefficient of friction
at soil–footing interface and the passive–type resistance often enjoyed by embed-
ded foundations.

(b) Separation and uplifting of the foundation from the soil: This would happen when
the seismic overturning moment tends to produce net tensile stresses at the edges
of the foundation. The ensuing rocking oscillations in which uplifting takes place
involve primarily geometric nonlinearities, if the soil is competent enough. There
is no detriment to the vertical load carrying capacity and the consequences in terms
of induced vertical settlements may be minor. Moreover, in many cases, footing
uplifting is beneficial for the response of the superstructure, as it helps reduce the
ductility demands on columns. Housner (1963), Pauley and Priestley (1992), and
many others have reported that the satisfactory response of some slender struc-
tures in strong shaking can only be attributed to foundation rocking. Deliberately
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designing a bridge foundation to uplift in rocking has been proposed as an effec-
tive seismic isolation method by Kawashima and Hosoiri (2005). Moreover, even
with very slender and relatively rigid structures, uplifting would not lead to over-
turning except in rather extreme cases of little concern to the engineer (Makris and
Roussos, 2000; Gerolymos et al., 2005).

In soft and moderately-soft soils much of what was said above is still valid, but inelastic
action in the soil is now unavoidable under the supporting edge of the uplifting footing in
rocking. At the extreme, inelastic deformations in the soil take the form of mobilization
of failure mechanisms, as discussed below.

(c) Mobilisation of bearing capacity failure mechanisms in the supporting soil: Such
inelastic action under seismic loading would always be accompanied with uplifting
of the foundation. In static geotechnical analysis large factors of safety are intro-
duced to ensure that bearing capacity modes of failure are not even approached.
In conventional seismic analysis, such as in the EC8 – Part 5 bearing capacity is
avoided thanks to an “overstrength” factor of about 1.40. The oscillatory nature of
seismic shaking, however, allows the mobilisation (for a short period of time!) of
the maximum soil resistance along a continuous (“failure”) surface. No “collapse”
or overturning failure occurs, as the applied (causative) moment “quickly” reverses,
and a similar bearing-capacity “failure” mechanism may develop under the other
edge of the foundation. The problem again reduces to computing the inelastic defor-
mations, which in this case means permanent rotation. The designer must ensure
that its consequences are not detrimental.

The concept of allowing mobilization of bearing capacity mechanisms in foundation
design may represent a major change in foundation design philosophy (FEMA, 1997;
Pecker, 1998). However, for analysis of the ultimate response of a structure–foundation
system to extreme earthquake shaking, accounting for such a possibility is necessary.
Martin and Lam (2000) illustrate with an example of a hypothetical structure contain-
ing a shear wall connected with a frame how dramatically different are the results of
analyses in which inelastic action in the soil is considered or is ignored. With inelastic
action (including uplifting) the shear wall “sheds” some of its load onto the columns of
the frame, which must then be properly reinforced; the opposite is true when linear soil–
foundation behaviour is assumed. Thus, computing the consequences of “plastic hinging”
in shallow foundation analysis may be a necessity.

The interplay between uplifting and mobilization of bearing capacity mechanisms is
governed primarily by the following factors:

• the vertical foundation load N in comparison with the ultimate vertical capacity Nult,
expressed through the ratio χ = N/Nu,

• the height, h, of the mass centre of gravity from the base compared with the founda-
tion dimensions (width B, length L) and

• the intensity, frequency content and sequence of pulses of the seismic excitation.
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3.3. CHARACTERISTIC RESULTS
3.3.1. Static nonlinear (“pushover”) analysis
Figure 9.10 sketches the problem considered here: a B = 2b = 6 m wide foundation on
moderately soft soil layer, supporting a 2h = 12 m high bridge pier (an effective aspect
ratio 2h/b = 4).

Two different models of soil–foundation interaction are implemented to determine the
static response to progressively increasing lateral (inertial like) loading:

• an elastoplastic Winkler model and

• a finite-element inelastic model

Details of the models are described in Apostolou (2007), while an extensive calibration
of these methods against centrifuge experiments have been presented in the 4th ICEGE
Conference (Apostolou et al., 2007). The finite element mesh and some of its character-
istics are shown in Figure 9.11.

A typical “pushover” moment–rotation relationship of the foundation under constant
vertical load is sketched in Figure 9.12(a, b). In both figures uplifting of the founda-
tion signals the end of the linear M–θ range, and in both there is a limited moment
capacity, associated with a bearing capacity failure mechanism. The difference between
the two figures stems from the consideration of P–δ effects in Figure 9.12(b), as the
additional moment, Nhθ, of the structure weight becomes significant at large values of
rotation.

The elastic rotation is obtained through the rotational stiffness of the foundation in full
contact with the soil. Analytical closed form expressions for a variety of foundation
shapes, and idealised soil profiles has been presented by Gazetas (1991).

FI
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Fig. 9.10. Slender structure–foundation–soil system studied
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The ultimate capacity of the soil–foundation system under combined of vertical load N,
shear force Q, and moment M is best expressed in terms of the interaction surface in
M–N–Q space. Several references can be cited for numerous examples on such a rep-
resentation (e.g. Butterfield and Ticof, 1977; Pecker, 1998; Houlsby, 2003). For slender
structures that are of interest here, most significant is the ultimate diagram in M–N space.
An example of such a diagram, in dimensionless form, is given in Figure 9.13. It is based
on an idealised elastoplastic Winkler model with the limiting pressures pu, being equal
to (π + 2)Su, where Su is the undrained shear strength of the “ϕ = 0” soil. The figure
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plots and gives the analytical expressions of the interaction ultimate curve, as well as its
decomposition into uplift only and soil-yield only curves, in the form

Mu/Nu B = f(χ)

in which χ = N/Nu, and B = 2b is the width of the rocking foundation. Notice the
symmetric response about χ = 0.5; for this value of χ the largest possible overturning
moment,

max(Mu) = 0.125NuB = 1/4 Nub
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is achieved. Moreover, the passage to the inelastic soil domain also occurs at χ = 0, when

max(Melast) = 0.0833NuB = 1/6 Nub

The above (Mu : Nu) diagram is in excellent accord with the lower-bound solution of
Houlsby and Purzin (1999). It refers however to loads applied at the foundation level,
i.e. without P–δ effects. When the latter are taken into account, there is a slight drop
in the ultimate capacity. For the aforesaid slender geometry of the bridge pier (2h =
12 m,B = 2b = 6 m) this drop, as seen in Figure 9.14, is about 25% so that now:

max Mu ≈ 0.10NuB = 1/5 Nub

More significant however seems to be the reduction in ductility capacity of the P–δ

affected system, as seen in Figure 9.12.

For completeness, also sketched in Figure 9.14 is the plot on the FE mesh of the �σν

isostress contours, at M ≈ (2/3)max Mu.

3.3.2. Seismic response
The significance of uplifting and soil inelasticity on the seismic response of the slender
structure of Figure 9.10 is explained in Figures 9.15 and 9.16. Seismic excitation in the
form of a long-period Ricker pulse (TE = 2.2 s,PGA = 0.20 g) is applied at the bedrock
and is propagated through soil to produce a free-field “input motion” of a dominant period
TE = 1.8 s and PGA = 0.34 g. Such a Ricker-type excitation represents long-period
pulses that are often attributed to near-source rupture-directivity effects.

The response is highlighted in terms of M–θ and M–w hysteresis loops (Figure 9.15), as
well as time-histories of rotation θ, settlement w, and acceleration Acm at the superstruc-
ture (Figure 9.16). Two cases are considered:

• a “light” weight structure: N = (1/4)Nu = 1000 kN, corresponding to χ = 0.25

• a “heavy” weight structure: N = (3/4)Nu = 3000 kN, corresponding to χ = 0.75
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Fig. 9.15. Load–deformation curves (M–θ and M–w) in the two examined cases under
earthquake loading. The outcropping excitation is a long duration Ricker pulse
(TE = 2.2 s,PGA = 0.20 g). The gray lines are the monotonic loading curves

Several conclusions may be drawn from Figures 9.15 and 9.16:

• For the light structure: The initial loading cycle follows the monotonic pushover
M–θ curve. Upon unloading after a small excursion in the descending branch of
the monotonic curve, the path follows with small deviations the original monotonic
curve. This is evidence of reversible behaviour—the result of nonlinearly elastic
uplifting response. However, after a substantial excursion into the descending branch
unloading departs slightly from the virgin curve, as soil inelasticity is “activated”
due to the large concentration of the applied normal stress when uplifting reduces
substantially the area of contact.

• For the heavy structure: The departure of all branches of loading–unloading–
reloading cycles from the monotonic curve is far more substantial—apparently the



Shallow and deep foundations under fault rupture or strong seismic shaking 209

−0.2

−0.1

0

0.1

0.2

θ
[r

ad
]

−0.6

−0.4

−0.2

0

0.2

w
[m

]

−0.4

−0.2

0

0.2

0.4

0 4 8 12 16

t [sec]

A
cm

[g
]

N=1000 kN

N=3000 kN

Fig. 9.16. Time-histories of the structure and foundation response under earthquake
loading. The outcropping excitation is a long duration Ricker pulse

(TE = 2.2 s,PGA = 0.20 g)

result of strongly inelastic soil behaviour as the bearing capacity failure mechanisms
(left and right) are fully “activated” in this case.

• The moment–settlement curves (M–w) reflect the above M–θ response, with the
curve of the light-weight case showing the smallest deviation from the monotonic
curve, and of the heavy weight the largest.

• From a design perspective, soil–foundation–structure interaction (SFSI) plays a
beneficial role in reducing the acceleration ACM at the centre of mass of the super-
structure. This reduction is much greater in the heavy-load case, as result of signifi-
cant soil inelasticity induced by the rocking foundation (“inertial” nonlinearities).



210 George Gazetas, Ioannis Anastasopoulos, and Marios Apostolou

• The “penalty” of the heavily loaded foundation is to sustain substantial additional
vertical settlements, �W (of about 20 cm); by contrast the lightly loaded foundation
ends-up with the same settlement as its original static settlement, w ≈ wo ≈ 5 cm.

• Particularly significant, although somewhat coincidental, is the very small residual
rotation in both cases. This is due to the largely symmetric nature of the excitation, as
a result of which the heavily loaded foundation develops “left” and “right” bearing-
capacity failure mechanisms. The resulting two-sided inelastic deformations lead to
a symmetric downward displacement (:�w) with only a minor residual rotation�θ.
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Terzaghi K (1943) Theoretical soil mechanics. John Wiley & Sons, Inc. New York, N.Y
Thorel L, Rault G, Garnier J, Escoffier S, Boura C. Soil–footing interaction: building subjected to

lateral cyclic loading, ICPMG06, 6p. (in press)
Ticof J (1977) Surface footings on sand under general planar loads. PhD thesis, Southampton

University
TRISEE (1998) 3D site effects and soil–foundation interaction in earthquake and vibration risk

evaluation. In: Facciolli E, Paolucci R, Vanini M (eds) EC: Directorate General XII for science,
research and development

Ukritchon B, Whittle A, Sloan S (1998) Undrained limit analyses for combined loading of strip
footings on clay. J. Geotech. Geoenv. Eng. ASCE 124(3): 265–276

Vesic A (1973) Analysis of ultimate loads of shallow foundations. J. Soil Mech. Found. Div. ASCE
99, No. SM1: 45–73



CHAPTER 10
SEISMIC DESIGN AND PERFORMANCE OF SURFACE FOUNDATIONS

Michael Pender
Department of Civil & Environmental Engineering, University of Auckland,
New Zealand
m.pender@auckland.ac.nz

Abstract. Within the context of shallow foundation design this paper considers the need for more
effective interaction between geotechnical and structural design teams so that progress towards
the integrated design of structure–foundation systems can be achieved. The paper considers four
aspects: (i) the role of the shallow foundation bearing strength surface, (ii) the variability in soil
properties relative to variations in structural properties, (iii) the observation that bed-of-spring mod-
els cannot represent correctly vertical and rotational stiffness of shallow foundation, and (iv) an
example of the numerical prediction of seismic response of a low-rise structure founded on shallow
foundations is presented which indicates that moment free connections between the foundations
and building columns leads to a more economical design.

1. Introduction

Given the very powerful computer resources that are now available for civil engineering
and infrastructure design, a pressing need is to improve interaction and communication
between the structural and geotechnical communities. An obvious priority is for the two
communities to work together in a more integrated fashion. The most direct way in which
this can be achieved is by the two groups developing integrated numerical models of
complete structure–foundation systems. Too often in the past the practice has been for
consideration of the foundation and superstructure to be considered almost in isolation.
Lapsing into anthropomorphism, we can say, that from the perspective of an incoming
earthquake, the structure and the foundation system supporting it is seen as a single entity.
If this is accepted then the design approach needs to be based on a single integrated model
of the building–foundation system. Nowadays exceedingly capable software is used for
analysis and design of structures. The full potential of this software will not be realised
until a complete model of the structure–foundation system is used.

This point of view is certainly not based on the assumption that the future of engineering
design lies in evermore sophisticated software in a manner that reduces human input and
minimises opportunities for engineering judgement – certainly not. But what is intended
is that the exercise of engineering design judgement will be enhanced, so enabling the
designer to obtain a more realistic understanding of the how the design will perform, and
yet this is not a big step forward for the capabilities of available software. What is needed
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is simply that the human side of the process is organised to realise the best output from
the numerical modelling.

The above sets a very broad scenario. This paper is concerned only with shallow founda-
tions. A further limitation is that it will not be considering liquefaction effects on shallow
foundations.

The paper starts with consideration of the bearing strength of shallow foundations under
earthquake loading. The conventional wisdom is that the design of shallow foundations
is controlled by considerations of settlement and differential settlement rather than bear-
ing strength. This may be true enough for foundations subject only to static vertical
load, but when cyclic moment loading is involved, such as in earthquake, wind and
wave loading, then the stability is extremely sensitive to small increases in the applied
moment. The designer needs to take account of this. Next the effect of soil variability
relative to the variability of the properties of structural elements is discussed. Then the
limitations of bed-of-spring models for shallow foundations is discussed. Finally, an
example of the integrated design of three-story framed structure on shallow foundations
is presented.

2. Ultimate limit state design of shallow foundations in Eurocode 8

Bearing strength theory gives us a way of estimating what combinations of vertical load,
horizontal shear, and moment mobilise all the available shear strength of the soil under-
lying and surrounding a shallow foundation. The sum total of these combinations forms
a bearing strength surface in a three-dimensional space.

A convenient way of presenting the surfaces is to use axes defined in terms of dimension-
less parameters, one for vertical load, another for horizontal shear and a third for moment
applied to the foundation. The suite of dimensionless parameters is defined as

V = V

Vuo
, H = H

Vuo
, M = M

Vuo B
(10.1)

where:

B is the width of the foundation

Vuo is the ultimate vertical that may be applied to the foundation, in the absence of shear
and moment loading, evaluated using conventional bearing capacity equations

V , H and M are a combination of actions that induce an ultimate limit state, i.e. the
coordinates of a point on the bearing strength surface

V , H and M are the normalised foundation actions.

To account for the effect of seismic inertia in the material beneath the foundation the
following two additional dimensionless parameters are used.
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Fundrained = ρag B

su
, Fdrained = ag

g tanφ
(10.2)

where:

Fundrained and Fdrained are the dimensionless parameters for undrained and drained load-
ing respectively:

ag is the horizontal acceleration in the soil beneath the foundation

φ is the angle of shearing resistance of the soil

ρ is the density of the soil

g is the gravitational acceleration

Several bearing strength surfaces appear in the literature dating from about the time
of the paper by Butterfield and Gottardi (1994), Gottardi and Butterfield (2003). Bear-
ing strength surface expressions for conventional bearing capacity equations are given
by Pender (2006). Eurocode 8, Part 5 (CEN, 2003) has a bearing strength surface which
allows for the effect of earthquake acceleration in the soil beneath a strip foundation. The
surface specified in EC8 is

f 8
(
V , H ,M, F

)
=

(
1 − eF

)cT (
β

∣∣H
∣∣)cT

V
a
[(

1 − m F
k
)k′

− V

]b
+

(
1 − f F

)cM ′ (
χ

∣∣M∣∣)cM

V
c
[(

1 − m F
k
)k′

− V

]d
− 1 = 0 (10.3)

where: the numerical values for the eight parameters in this equation, a–d, cT , cM , β
and χ , are specified in Annexe F of EC8, Part 5. There are two sets of parameters, one
for undrained conditions and the other for drained behaviour of the soil. Note that Equa-
tion (10.3) employs a slightly different notation from that used in EC8, Part 5.

The background to the derivation of this surface is given by Salençon and Pecker
(1994a, b) and Pecker (1997). Design examples using this equation are given in Chap-
ter 10 of Fardis et al. (2005).

Figures 10.1 and 10.2 show the surfaces for the short term undrained loading of saturated
clay and drained loading of cohesionless soil. Both surfaces are limited to positive V
values simply because there must always be a compressive load on the foundation. The
diagrams have positive and negative values for H as the earthquake is a back and fourth
motion. Similarly, the foundation moment M can be positive and negative during the
earthquake. Thus the surfaces in Figures 10.1 and 10.2 present the upper halves only of
the complete surfaces. In Equation (10.3) this is handled by using only the magnitude of
the normalised horizontal shear and moment.

The EC8 expressions are developed for a strip foundation. The document does not include
shape factors that would allow the capacity to be increased to handle rectangular founda-
tions, although Paulocci and Pecker (1997) have given expressions for these.
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Fig. 10.3. Comparison of the undrained (a) and drained (b) H–V and M–V sections
of the EC8 bearing strength surfaces for strip foundations at the ground surface

Figure 10.3 compares sections of the EC8 surfaces. The sections are a longitudinal section
in the V ,M boundary with the H = 0 plane, the V − H boundary in the M = 0 plane.
It is notable that, in terms of normalised parameters, the foundation on clay has a greater
volume within the bearing strength surface.

2.1. ACCELERATION INDUCED REDUCTION IN VERTICAL
FOUNDATION STRENGTH

The terms in the brackets on the bottom line of Equation (10.3) show how the vertical
bearing strength, in the absence of shear and moment loading, is reduced by horizontal
acceleration in the soil beneath the shallow foundation. The reduction of V with increas-
ing F is plotted in Figure 10.4, the left hand side for the undrained case and the right hand
for the drained case. In the diagram Vend is the value to which V , under zero shear and
moment, is reduced by the horizontal acceleration in the ground beneath the foundation.
This figure shows first that the range of values for Fundrained is quite different from those
for Fdrained. The limiting condition when Vend becomes zero gives the maximum possible
value for F .

The maximum value for Fdrained is 1.04 and for Fundrained is 3.60. Figure 10.4 also shows
that for the drained case there is a rapid decline in V once F is below about 0.9. This
might be a manifestation of the “fluidisation” effect noted by Richards et al. (1993)
when discussing the effect of horizontal acceleration on the bearing strength of shallow
foundations in sand.
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Fig. 10.5. Undrained sections of the EC8 bearing strength with increasing level of
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2.2. UNDRAINED RESPONSE

Figure 10.5 has plotted sections of the undrained bearing strength surface for a range of
values of Fundrained. The top part of the figure gives the V − H boundary in the M = 0
plane, whilst the bottom part of the figure gives V − M boundaries in the H = 0 plane
through the surface. This figure shows that as long as V < 0.33 then values of Fundrained
up to about 1.5 have very little effect on the foundation bearing strength, so an assess-
ment ignoring the effect of horizontal acceleration would be adequate. This is in line with
the observation of Auvinet et al. (1986) that shallow foundations in clay, with appropri-
ate static bearing strength factors of safety, perform well in earthquakes. Furthermore
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it is known that the undrained shear strength of clay is increased at high strain rates
(e.g. Ishihara, 1996; Ahmed-Zeki et al., 1999) and that, for insensitive clays, the post-
cyclic loading undrained shear strength is not greatly diminished (Andersen et al., 1980;
Ishihara, 1996). This observation indicates that the assessment of the bearing strength of
shallow foundations on saturated clay can often ignore the effect of earthquake accelera-
tion, as indicated in EC8 Part 5, and that traditional bearing strength approaches, which
have greater scope for shape and embedment effects, can be used.

However, there is one important modifying factor that needs to emphasised. The
Fundrained dimensionless parameter indicates that there is a size effect on the undrained
bearing strength of a shallow foundation associated with the inertia loading of the soil
beneath the foundation. Fundrained is a function of the product of ag B, so that an earth-
quake acceleration that is of negligible consequence for a foundation, say 2 m wide,
might be of significance for one 20 m wide. This was also noted by Pender (1995) on the
basis of a very simple analysis using a two block failure mechanism.

The undrained shear strength, su , in Fundrained suggests a clay soil. However, saturated
sand also has an undrained shear strength (although it is rather more difficult to estimate
than su for clay). Thus the comments in this section apply, in principle, to shallow founda-
tions on saturated sand. Saturated sand presents problems as the behaviour is very much
affected by cyclic loading. Leaving aside the question of liquefaction (as one would not
consider a shallow foundation on a liquefiable deposit of sand) and considering dense
sands one still observes that cyclic loading leads to a significant softening of the material
(Ishihara, 1985) although not necessarily a loss in strength. Eurocode 8 suggests a way
to handle this phenomenon. A model factor is introduced into the top line of the defini-
tion of the dimensionless parameters in Equation (10.3). This is intended to make some
allowance for the uncertainty in the material and in particular to accommodate any dif-
ferences between the actual material behaviour and that assumed in deriving the bearing
strength surface specified in Equation (10.3). Values given in EC8 for this model para-
meter are given in Table 10.1. Clearly the main “target” in this table is loose saturated
sand. It is well known that shallow foundations in these materials are likely to be subject
to liquefaction, so that consideration of this case is unlikely.

2.3. DRAINED RESPONSE

Deposits of dry cohesionless soil will respond in a drained manner to earthquake loading.
Figure 10.6 has plotted sections of the drained bearing strength surface for a range of
values of Fdrained. The top part of the figure gives the V − H boundary in the M = 0

Table 10.1. Bearing strength model factors given in EC8

Medium-dense to Loose dry Loose saturated Nonsensitive clay Sensitive clay
dense sand sand sand

1.00 1.15 1.50 1.00 1.15
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Fig. 10.6. Drained sections of the EC8 bearing strength with increasing level of seismic
acceleration

plane, whilst the bottom part of the figure gives V − M boundaries in the H = 0 plane
through the surface. Comparison of Figures 10.5 and 10.6 shows that the drained response
is very much more sensitive to inertia loading than the undrained response. Note also that
the definition of Fdrained is such that there is no suggestion of a size effect on drained
response so the inertia effect will be important for shallow foundations of any size.

Figures 10.4, 10.5 and 10.6 are presented simply to clarify the workings of the EC8
bearing strength surface. They are not needed in making calculations of the response
of shallow foundations to earthquake loading, that is taken care off by Equation (10.3),
in which sense Equation (10.3) is operated as a “black-box”. Examples of the use of
Equation (10.3) are given by Fardis et al. (2005).

An attractive feature of Equation (10.3) is that it does not focus on the vertical bear-
ing strength of the shallow foundation in the manner of the more usual ultimate limit
state methods, even when shear and moment loading are involved (Pender, 2006). Equa-
tion (10.3) simply checks that the state point does not lie beyond the bearing strength
surface.

3. Serviceability limit state design of shallow foundations
for earthquake loading

In evaluating shallow foundation deformations during earthquake excitation it is neces-
sary consider the stiffness and damping properties of the soil and also the effect that
the structure–foundation system has on the earthquake motions. This is usually divided
into two steps – kinematic and inertial interaction, which is explained by Mylonakis
et al. (2006). Dynamic stiffness and damping values for shallow foundations are given
by Gazetas (1991) and Mylonakis et al. (2006).
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Fig. 10.7. Foundation–structure model for computation of system earthquake response

A method of representing the foundation and attached structure is shown in Figure 10.7.
This reduces the attached structure to a single degree of freedom and models the founda-
tion as a rigid block with three displacement degrees of freedom. Although the model in
Figure 10.7 is a simplification of a real foundation–structure system there are still many
parameters required to set up the model: two masses, two moments of inertia, the dimen-
sions h, d, He, the stiffnesses k, K f 1, K f 2, Kθ as well as the damping values associated
with each stiffness. The outputs from the model are the displacements u, uo, and θ , as
well as the actions in the various springs. Shallow foundation stiffness and damping val-
ues are frequency dependent. Usually the values associated with the first mode period of
the system are used. Mylonakis et al. (2006) show how combining stiffness and damp-
ing within a complex impedance leads to efficiencies in the calculation of the system
response.

The above paragraphs refer to elastic soil behaviour. It is well known that soil is not elastic
for other than very small shear strains. Fully nonlinear dynamic numerical analyses are
possible, but they are hardly design tools. One approach uses an approximate equivalent
linear calculation in which the stiffness of the soil is decreased and the damping increased
as the level of earthquake excitation increases, but the calculations are still performed
assuming elastic behaviour. Suggestions along these lines are given in the EC8 Part 5 and
FEMA 273 (FEMA, 1997). Those from EC8 are repeated here in Table 10.2 and those in
FEMA 273 in Table 10.3.
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Table 10.2. Degradation of soil stiffness according to ground acceleration from EC8 Part 5

Ground acceleration ratio, αS Damping ratio Vs/Vsmax G/Gmax

0.10 0.03 0.90 (±0.07) 0.80 (±0.10)
0.20 0.06 0.70 (±0.15) 0.50 (±0.20)
0.30 0.10 0.60 (±0.15) 0.36 (±0.20)

Table 10.3. Degradation of soil stiffness according to ground acceleration effective shear modulus
and shear wave velocity from FEMA 273

Effective PGA (g) (at 5% damping) 0.10 0.70

Ratio of effective to initial shear modulus (G/Go) 0.50 0.20
Ratio of effective to initial shear wave velocity 0.71 0.45

The paragraph immediately following this table in FEMA 273 recommends that the equivalent
modulus is calculated according to the above, then response calculations done by taking an upper
and lower bound – twice the equivalent modulus and half the equivalent modulus.

Lo
ad

Deformation

1

4k

1

k

Upper bound

Lower bound

Fig. 10.8. Suggested upper and lower bounds on soil stiffness given in the FEMA 273
document (cf Table 10.3)

Tables 10.2 and 10.3 allow for natural variability of the soil and uncertainties in site
investigation by giving bounds on the effect of the earthquake excitation on degradation
of the soil modulus. The FEMA 273 document is quite specific as shown in Figure 10.8.
With respect to damping EC8 gives single values, in contrast to the bounds on stiff-
ness, whereas FEMA 273 makes no mention of soil damping. The damping values in the
EC8 table represent hysteretic dissipation in the soil, radiation damping, if appropriate, is
additional.
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The response of the structure–foundation system is what the designer needs to predict.
If a response spectrum approach is being used, one aspect of this is to evaluate the way
the stiffness of the structure and foundation contribute to the first mode period of the
system. Similarly the soil damping, both radiation and hysteretic, need to be combined
with the structural damping.

These two factors, variability of the soil properties relative to those of the structure, and
combination of damping values, need structural engineering and geotechnical engineer-
ing teamwork to arrive at the appropriate design model. It is of note that the FEMA 273
document makes this point in the Chapter 4 dealing with foundations.

Figures 10.1 and 10.2 deal with the ultimate bearing strength of the foundation. In this
section we are considering dynamic response of the foundation under the assumption
that the soil contribution can be modelled by assuming that the soil behaves “elasti-
cally”. In other words what is envisaged here is a two stage process. First check to see
that the foundation actions do not violate the bearing strength surface. Then evaluate the
deformations of the foundation assuming “elastic” behaviour. The two-step nature of this
process may be perceived as a disadvantage and so one wonders if there might be an
alternative. Given the magnificent computing resources available today a fully nonlin-
ear dynamic analysis of the structure–foundation system could be suggested. However,
as stated above, this is not a design approach. What is attractive is the concept of a macro-
element to represent the elastic and nonlinear behaviour of the foundation block shown in
Figure 10.7 in one computational entity. This has the elastic vertical, lateral and rocking
stiffnesses of the foundation to represent the response of the foundation at low levels of
excitation. In addition the bearing strength surface acts as yield boundary and so a plas-
tic method is used to estimate permanent deformations of the foundation. The criterion
for satisfactory foundation response is then based on the residual permanent displace-
ments and rotations. Macro-elements have been developed by Paolucci (1997), Cremer
et al. (2001) and Gajan et al. (2005a). Centrifuge model testing also provides informa-
tion about the likely earthquake response of shallow foundations on idealised soil profiles.
Data obtained by Gajan et al. (2005b) indicates that the limiting factor on the performance
of shallow foundations might be the residual deformation at the end of the earthquake.

Further insight into foundation–structure interaction during earthquakes can be obtained
by analyzing data from the recorded response of structures during earthquake shaking,
particularly where data from several instruments located at different positions in the struc-
ture and the surrounding ground are available. A comprehensive study of this type has
been reported by Stewart et al. (2001). Some of the results are presented in Figure 10.9
in which the period lengthening attributed to soil–structure interaction is plotted against
a dimensionless parameter involving the shear wave velocity of the soil and the first
mode period and height of the structure. The results indicate that soil–structure induced
period lengthening is usually less than 20% of the first mode period (that is T̃ /T < 1.2)
although there may be some cases where the lengthening is considerably greater. From
this one concludes that, from the perspective of foundation design, the effects modelled
by the foundation block in Figure 10.7 are generally modest. Possibly more significant
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for design are the jumps between the different seismic hazard coefficient curves specified
in EC8 for various ground types. Not surprisingly, this places a premium on good quality
site investigation before design proceeds too far.

4. Spring models for shallow foundations on soil

A popular method for modelling soil–structure interaction is to represent the soil as a
bed of independent springs. It is well established that this provides valid modelling for
structural elements that are flexible in comparison to the medium which supports them.
One the other hand the model does not give valid soil–structure interaction modelling
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for rigid structural elements. The basis for these comparative comments is, of course,
response of a continuous elastic medium.

The main thrust of this section of the paper is concerned with the vertical and rotational
stiffness of shallow foundations. The stiffnesses obtained using the two models are com-
pared. The main conclusion is that, for given dimensions of a rigid rectangular foundation
resting on the ground surface, the rotational stiffness of a bed of springs is less than that of
the same foundation on a continuous elastic material. Furthermore, when the soil is mod-
elled as a nonlinear material the ratio of rotational to vertical stiffness gradually decreases
as bearing failure is approached.

4.1. SHALLOW FOUNDATIONS ON A CONTINUOUS ELASTIC SOIL

Gazetas (1991) presents a set of expressions, developed by him and his co-workers, giv-
ing vertical and rotational stiffness of rigid shallow foundations of arbitrary shape and
embedment condition. At this point we consider only foundations on the ground surface.

The vertical stiffness of a rectangular foundation on a bed of springs is given by

KV springs = Abks (10.4)

where: KV springs is the vertical stiffness of the foundation on a bed of springs and ks

is the spring stiffness per unit area of the foundation and Ab is the contact area of the
foundation.

The rotational stiffness of the rectangular foundation on a bed of springs is given by

Kθ springs = 1

2
A f skss2

NL springs/2∑
j=1

(2 j − 1)2 (10.5)

where:

ks is the vertical stiffness of the bed of springs per unit area of the foundation,

s is the spring spacing (assumed to be the same in the length and breadth directions),

j is a counter,

NL springs is the number of rows of springs (assumed to be even) in the longitudinal direc-
tion of the footing (= L/s),
and A f s is the area of the foundation associated with each row of springs (= B × s).

In Figure 10.10 the ratio of the rotational stiffness to the vertical stiffness of square foun-
dations resting on the ground surface is plotted for both the elastic soil and the bed
of springs. These calculations were done by setting the spring stiffness for the bed of
springs so that, for a given foundation dimension, the vertical stiffness was the same
for both models. Figure 10.10 makes very clear that the rotational stiffness of a shallow
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Fig. 10.10. Ratio of the rotational to vertical stiffness of square rigid shallow
footings, for a uniform elastic foundation material and the foundation represented

as a bed of discrete springs

foundation on a bed of springs is considerably less than that when the foundation is on a
continuous elastic material.

The explanation of this difference is apparent if one considers the reaction pressure dis-
tribution beneath these foundations. For the bed of springs at every point the reaction
pressure depends only on the displacement at that point. So for uniform vertical dis-
placement of a rigid foundation there will be a uniform reaction pressure. Similarly for a
rotational displacement of a foundation on the bed of springs the reaction pressure distri-
bution will be linear following the spring displacements. However for a rigid foundation
on a continuous elastic material the reaction pressure distribution is not uniform for a
uniform settlement. The pressure tends to be very large at the edges. The reason for this
is that the strains imposed on the soil are very large at the edges of a rigid foundation.
Furthermore the pressure at any point beneath the foundation influences the pressure at
every other point beneath the foundation. The calculated pressure distribution for uni-
form vertical displacement of a rigid square footing and is plotted in Figure 10.11a. The
vertical load applied to the foundation resting on saturated clay with an undrained shear
strength of 100 kPa is such that V/Vuo = 0.33. The calculation was done using the well-
known solution for the vertical displacement of the surface of an elastic half-space when
a pressure loading is applied over a rectangular area (cf, for example, Poulos and Davis,
1974). In a similar manner the pressure distribution when the foundation is subject to
moment can be calculated. The distribution when the foundation is subject to moment
superimposed on the vertical loading is plotted in Figure 10.11b. The magnitude of the
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Fig. 10.11. (a) Pressure distribution beneath a vertically loaded rigid square shallow
foundation. (b) With moment superimposed on the vertical load

moment in this case is such that one edge of the foundation is at the point of generating
negative contact pressure, that is the edge of the foundation is about to start pulling on the
soil below, clearly this is not possible, and the underside will start to detach from the soil.

Thus for both vertical and moment loading of rigid shallow square foundations on a
continuous elastic soil the reaction pressure distribution is far from constant, or linear,
and is concentrated towards the edges. It is the concentration of the reaction towards
the edge of the foundation that is the explanation for the rotational stiffness of the foun-
dation on the continuous elastic soil being so much larger than the rotational stiffness
of the same sized foundation on a bed of springs, the stiffness of which is adjusted so
that the vertical stiffness of the foundations is the same. The underlying reason is that
for the spring foundation there is no interaction between the springs so that what hap-
pens at one point has no communication with what happens at the other points. In the
FEMA 273 document an attempt is made to address this problem by recommending that
the springs at the edge of the foundation stiffer than those under the centre part of the
foundation.

If one is concerned only with elastic modelling this incompatibility between the two
models can be remedied by adding an additional rotational spring beneath the footing, or
alternatively adding additional width to the footing and adjusting the spring stiffnesses
so that the vertical and rotational stiffnesses of the footing from the spring model are the
same as those for a continuous elastic medium. Both of these approaches were explored
by Wotherspoon et al. (2004) and Pender et al. (2006). However, one can ask why go to
all this trouble? Surely the correct foundation stiffness can be obtained by using separate
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discrete springs for the rotational and vertical stiffness of the footing, as is catered for
in the majority of software packages for the analysis of structures. The attraction of the
bed of springs is simply that it allows modelling of the progressive uplift of the shallow
foundation under moment loading. The quest to achieve a correct ratio of vertical to
rotational stiffness is to ensure that any progressive uplift from the edges of the footing is
modelled realistically.

4.2. NONLINEAR SOIL STRESS–STRAIN BEHAVIOUR

What we have touched upon only briefly so far is the fact that the reaction pressure
beneath our footing is limited by the ultimate bearing pressure of the soil beneath. We
are then presented with the possibility that the elastic calculations discussed above might
be totally misleading and that nonlinear soil behaviour will eliminate the peaks in the
pressure distribution at the edges of the foundation. If this was the case then the linear
pressure distribution of the bed of springs might be found to be a more realistic pressure
distribution not only because of computational convenience but also because it represents
more adequately the actual behaviour of the soil–structure interaction. Presented below
are some results along these lines, but at this stage for strip foundations rather than the
square footings discussed above.

The basis of this work is an implementation in FLAC (Fast Lagrangian Analysis of
Continua, Itasca, 2005) of a simplified nonlinear stress–strain model for soil (Pender,
1999). The average bearing pressure–settlement curve calculated for a rigid strip foun-
dation subject to gradually increasing vertical load on a saturated clay (undrained shear
strength of 50 kPa) produced by this model is shown in Figure 10.12a. The numerical
result approaches the theoretical ultimate bearing pressure (qu = 5.14su = 257 kPa).
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Fig. 10.12. (a) Average bearing pressure–settlement curve for a rigid strip
foundation on a nonlinear soil. (b) Decreasing ratio of rotational to vertical stiffness

as bearing failure is approached
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In Figure 10.13a the distribution of vertical pressure beneath the footing is plotted at a
vertical load at which V/Vuo = 0.33. Comparing Figures 10.11a and 10.13a (and making
due allowance for the fact that Figure 10.9 is for a square footing whilst Figure 10.11 is
for a strip foundation, and that the undrained shear strength of the soil in Figure 10.11 is
100 kPa and that of Figure 10.13 is 50 kPa) it is apparent that the nonlinear stress–strain
behaviour of the soil means that although the concentration of vertical stress at the edge
of the footing is still apparent it is not as sharp as in the elastic case.

The next step in the FLAC modelling is to apply some moment loading. First the footing
is taken to the “working” vertical load and then, while keeping the vertical load constant,
some moment is applied to the footing. The easiest way to apply these loads is by impos-
ing displacements at the nodal points and evaluating the applied actions from the nodal
forces. For the vertical loading of the rigid footing uniform vertical displacements are
imposed, whilst for the subsequent moment loading an additional displacement profile
is applied which has a linear downward displacement on one side of the footing and an
upward displacement on the other, but zero vertical movement at the centre.

The pressure distribution beneath the foundation on a nonlinear soil is shown in
Figure 10.13b. It is of note that at this point the vertical displacement of the footing
edge is zero (that is the upward rotational displacement is equal to the downward ver-
tical displacement at the commencement of the moment loading). This is an interesting
demonstration of how the simple spring model does not represent what is occurring
beneath the footing – if the spring model was used then the reaction pressure at the edge
of the foundation at that moment would be zero.
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We are now in a position to compare the rotational and vertical stiffness of the founda-
tion on the nonlinear soil. Because of the nonlinearity this is not as simple as the ratio
plotted in Figure 10.10, now it depends on the vertical load applied to the foundation.
Presented in Figure 10.12b is the ratio of rotational to vertical stiffness at various points
around the average bearing pressure–settlement curve (Figure 10.12a), from initial points
with “elastic” behaviour to points approaching bearing failure. That is we evaluate, for
values of the vertical load on the footing, the rotational stiffness for the initial application
of moment with the vertical load held constant and the vertical stiffness for an additional
vertical load increment with no moment. This ratio is found to decrease as the load on
the footing increases, or in other words as nonlinear soil behaviour becomes more sig-
nificant. Therefore as the footing load increases the stiffnesses of the footing decrease
but the decrease in the rotational stiffness is more rapid than the decrease in vertical
stiffness.

It was commented earlier that the distribution of bearing pressure shown in Figure 10.13b
is not linear, but the peak at the edge is not as severe as that for the continuous elastic
model. The decreasing stiffness ratio plotted in Figure 10.12b indicates that as bearing
failure of the footing is approached it is possible that the bed of springs model represents
the rotational stiffness of the footing more effectively.

The above discussion shows that when considering foundation stiffness the simple rep-
resentation of the soil beneath a shallow foundation as a bed of springs is unlikely to be
fully satisfactory. When the soil behaves as an “elastic” material (a common representa-
tion when the loads on the foundation are considerably less than the bearing strength) the
bed of springs, calibrated so that the vertical stiffness is correct, under predicts the rota-
tional stiffness of the foundation. We found that when nonlinear soil behaviour occurs the
nonlinearity has a more significant effect on the rotational than on the vertical stiffness.
Consequently, nonlinear soil behaviour appears to lead to an improvement as the stiffness
ratio decreases with increasing nonlinearity, Figure 10.12b. However, even then the sim-
ple spring approach, with nonlinear springs, is not fully satisfactory as the pressure at the
footing edge is still not zero when the displacement is zero, Figure 10.13b.

Despite these difficulties it may be possible to get the approximately correct stiffness
behaviour for the footing if a bed of nonlinear springs is coupled with a nonlinear rota-
tional spring at the centre of the footing. This means that the correct stiffness ratio could
be achieved in the “elastic” region. Like the linear springs this spring would need to be
nonlinear with a decreasing rotational stiffness as the rotation increases. In this way it
might be possible to develop a suitable nonlinear spring configuration that represents the
foundation stiffness. However, even if this is achieved the model would not give the cor-
rect bending moment and shear force distribution in the footing. So obtaining a valid
stiffness model for a shallow foundation is fraught with difficulties, but certainly more
than a simple bed of springs is needed.
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5. Integrated design of structure–foundation systems

In recent years there has been a rising demand for superior performance under earth-
quake loading of both existing and new infrastructure. Assessing accurately the existing
state of foundation systems is particularly demanding. By considering the structure and
foundation as an integrated system, new opportunities may arise for achieving superior
performance; an example of this is the purpose of this part of the paper which extends
initial work in this area (Wotherspoon et al., 2004a, b).

Computer modelling was undertaken using Ruaumoko (Carr, 2004), a nonlinear dynamic
structural analysis program. Yielding of beams and columns in the structure can be
included. Both yielding of the foundations and uplift can be modelled. Various foundation
and structural characteristics were investigated to demonstrate effects on the behaviour
of the whole system. The purpose of using a software package such as Ruaumoko, which
is intended for structural analysis, is to investigate what can be achieved with existing
facilities and also to develop an environment to enhance communication between struc-
tural and geotechnical specialists. Discussion is confined to low-rise framed structures
on shallow foundations where foundation uplift is the main challenge for the numerical
model.

Existing Ruaumoko elements allow uplift when the vertical load on the foundation
becomes zero, but do not allow detachment of the shear and moment springs at the instant
of uplift. A detaching foundation element that uplifts when the vertical load on the foun-
dation is zero and also detaches shear and moment springs at the same time has now been
developed for Ruaumoko.

5.1. STRUCTURE DESCRIPTION

The design of a three-storey framed structure with shallow foundations is considered,
with the details of the structure illustrated in Figure 10.14. As can be seen, the structure
is five bays long and three bays wide, each bay is 7.5 m by 9.0 m and the storey heights
are 3.65 m with the exception of the first storey which is 4.50 m. The shallow foundations
were located in a layer of clay with an undrained shear strength of 100 kPa.

The seismic load on each floor was equivalent to 8.65 kPa, the roof seismic weight
was comprised of a 6.75 kPa distributed load and 1000 kN of plant. The basis of these
loads was the imposed load required by current New Zealand structural design actions
standard, NZS 1170.1 (Standards New Zealand, 2002), and the permanent load resulting
from reinforced concrete frames supporting prestressed precast concrete floor slabs with
65 mm of site poured concrete topping.

Following NZS 1170.5 (Standards New Zealand, 2004) and NZS 3101 (Standards New
Zealand, 1995), structural models were designed such that all members contributed to
the seismic resistance of the structure and each frame parallel to earthquake propaga-
tion had an identical member configuration. Both nominally elastic and limited ductility
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Fig. 10.14. Three-storey structure elevation, plan and footing numbering

(ductility 3) structural models were designed using the loads and dimensions described
above. The fixed base period of the structure detailed in Figure 10.14 is close to 0.9 s.

Footings 3.1 m square, with the underside 1 m beneath the ground surface, were adopted
for all 24 column foundations (the reason for this constant footing size will become appar-
ent later). Using the load factors given in NZS 1170.5 (1.2 for permanent load and 1.5 for
imposed load), bearing capacity calculations revealed that these foundations had adequate
to generous bearing strength for the applied static vertical loads.

5.2. RUAUMOKO MODELLING OF THE STRUCTURE–FOUNDATION SYSTEM

Ruaumoko models of the three-dimensional three-storey reinforced concrete moment
resisting frame structures were developed to undertake detailed nonlinear modelling. The
numerical models could be run with an elastic or a ductile structure on fixed base or
compliant foundations.

For ductile behaviour under seismic loading a sway mechanism develops with column
hinging at foundation level and beam hinging within 1.5 beam depths from the column
faces. All of the calculations in this paper were for an elastic structure. Columns were
modelled using concrete beam–column frame members, and beams were modelled using
Giberson beam frame members. The Giberson frame members consisted of an elastic cen-
tral section with potential plastic spring hinges located at the ends. The concrete beam–
column members were of similar form, but the central section was defined by a beam
column yield surface.

Each floor was modelled as a lumped mass and a rigid diaphragm which restrained the
floor such that all points moved the same distance horizontally. All the footings were
connected with tie-beams. These were assumed to act under axial load but provide no
moment restraint where connected to the footings. For the Ruaumoko modelling Rayleigh
tangential stiffness viscous damping was applied to give 5% damping to the fundamental
mode and at least 3% damping to every other mode.
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The specially developed foundation element used in the Ruaumoko calculations has ver-
tical, horizontal and rotational stiffness, all of which are coupled so at uplift all three
are detached from the underlying soil. In addition all three springs can exhibit nonlinear
behaviour.

Initially the stiffness of the springs was elastic and gave the settlement under gravity load.
To estimate the foundation stiffnesses formulae for the vertical, horizontal and rotational
stiffness of rigid rectangular foundations on an elastic soil from Gazetas (1991) were
used.

A single earthquake record was used in the analysis and was applied parallel to the
longest plan dimension of the structure. This record was from the La Union event, N85W
Michoacan, Mexico 1985. The earthquake spectrum was scaled using the method in NZS
1170.5 to the spectrum representing an earthquake in the Wellington region of New
Zealand for a 1 in 500 year return period event. The resulting earthquake time history
had a peak ground acceleration of 3.46 m/s2. The response spectrum with 5% damping
gives a spectral acceleration at the natural period of the structure of 5.6 m/s2.

Initially three methods were used to size the shallow foundations: (i) all footings with
adequate bearing strength from static LFRD ultimate limit state considerations, (ii) all
footings to have equal static settlement, and (iii) all footings to have equal vertical
stiffness with the most heavily loaded footings having adequate static LRFD bearing
strength. However, as the bearing capacity of shallow footings decreases rapidly with the
application of moment this was found to be the critical design consideration. Whether
the structure remains elastic or is designed as ductile, moments are generated at the
base of the ground floor columns, and these moments are transferred to the foundation.
It was found that only the equal stiffness footings were of sufficient size to accommodate
these moments. This appears to give the exterior footings sizes which are extravagant, but
although these footings carry the smallest gravity loads they have the largest cyclic verti-
cal loads during the earthquake as well as cyclic shear and moment. During the unloading
part of the cycle things become critical as it is then that the moment has the most adverse
affect on the bearing strength of the footing. Results below were taken from the equal
stiffness footing design method.

5.3. ELASTIC STRUCTURAL RESPONSE WITH FIXED COLUMN–FOOTING
CONNECTIONS

Figure 10.15 shows the time history of the vertical load and vertical displacement of the
corner footing, footing number 1 in Figure 10.14, during the earthquake. As the corner
footings carry the smallest gravity load it is these that are most affected by the earthquake.
It is seen that there are five brief instances of uplift during the earthquake. These are
indicated by zero vertical load on the footing and positive vertical displacement. The
upper part of Figure 10.15 shows that the gravity load on the footing is about 680 kN and
the static settlement is about 2 mm (the sign convention being negative for compressive
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Fig. 10.15. Vertical force and displacement of footing 1

forces and downward displacements). Figure 10.16 plots the vertical, shear and moments
applied to footing 1. This shows that when uplift occurs the horizontal shear and moment
are also set to zero. The lower part of the figure has at an expanded scale to show more
clearly the actions during the five uplift events.

The response of footing 6 is similar. However, footings 7 and 12 had reductions in ver-
tical force and consequent upward movement of the footing but no uplift. Even so there
were some brief periods for footings 1, 2 and 3 during which the bearing strength and
moment demand exceeded the capacity. A most interesting outcome from the Ruaumoko
modelling was the vertical force history at the internal footings, 2 to 5 and 8 to 11, exhibit
very nearly constant vertical force during the earthquake motion.

5.4. ELASTIC STRUCTURAL RESPONSE WITH PINNED COLUMN–FOOTING
CONNECTIONS

Modelling of the uplift mechanism is clearly important for the outer footings of this
framed structure. In Figure 10.17 the state paths for footing 1 are plotted with respect
to the bearing strength surface. It is apparent the portions of the state path lie outside
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the bearing strength surface, so more than correct modelling of uplift is required for a
satisfactory shallow foundation model. A macro-element like that developed by Cremer
et al. (2001) or Paolucci (1997) is clearly what is required.

However, another approach was adopted in one set of Ruaumoko calculations and the col-
umn base–footing connections were modelled as pinned. Since then there was no moment
applied to the shallow foundations during the earthquake no demand was made on the
footing bearing strength which exceeded the available capacity. The state paths for foot-
ing 1 are shown in Figure 10.18. Now that there is no moment applied to the shallow
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Fig. 10.18. State paths within the bearing strength surface for footing 1 when there is a
moment free connection between the footing and column

-0.2 -0.1 0 0.1 0.2
0

5

10

15

20

Maximum lateral displacement profiles (m)

H
ei

g
h

t 
ab

o
ve

 f
o

u
n

d
at

io
n

 (
m

)

Fixed column base

Pinned column base

Slope of allowable interstorey drift profile

Fig. 10.19. Peak structural horizontal displacement envelopes for the three-storey
structure shown in Figure 10.14
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foundation the state paths lie within the bearing strength surface. With the reduced
moment demand on the footings it is also possible to use smaller footings.

One question that comes to mind when the column–footing connections are pinned is the
deformation of the structure during the earthquake shaking. Figure 10.19 gives the peak
horizontal displacement envelopes for the two cases. It is clear that the profiles are well
within the drift limits specified in NZS 1170.5.

6. Conclusions

In this paper we have discussed four aspects of the design of shallow foundations to
resist earthquakes and as a sub-theme have indicated that the way ahead is to develop
the integrated design of structure–foundation systems which will require tight interaction
between the structural and geotechnical communities.

Firstly the shallow foundation bearing strength surface shows that the combinations of
vertical load, horizontal shear and moment that lead to bearing failure are quite complex.
To assess footing behaviour under earthquake loading requires more than a conventional
bearing strength calculation. However the Ruaumoko calculations at the end of the paper
show that there is useful insight to be gained by looking at the response of a complete
model of the structure–foundation system.

Variability of the soil properties is much greater than the variability of structural mem-
ber properties. This means that careful checking is necessary to ensure that the design
considers the most critical case.

Figures 10.10 and 10.13 indicate that, although a simple representation of shallow foun-
dation behaviour, the bed-of-springs model is of limited value in situations where both
the vertical load and moment are changing during the course of the earthquake.

Finally, as a demonstration of the potential of integrated design of structure–foundation
systems, an example of a low-rise structure on shallow foundations indicated that
moment-free column–footing connections give more economical footing design, even so,
the structure–foundation system still achieves satisfactory lateral displacement behaviour
of the structure during earthquake loading.

Clearly there is much scope for future development of the integrated design of structure–
foundation systems.
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Abstract. Liquefiable soils are currently categorized by all seismic codes as extreme ground
conditions where, following a positive identification of this hazard, the construction of surface
foundations is essentially allowed only after proper treatment soil. This article examines to what
extent this situation may change in presence of a non-liquefiable soil crust, between the founda-
tion and the liquefiable soil. Means are provided for analytical evaluation of the degraded bear-
ing capacity and the associated seismic settlements for the specific case of strip foundations on a
cohesive (clay) crust. Furthermore, the conditions are explored which ensure a viable performance-
based design, and the issue of a critical soil crust thickness, beyond which liquefaction effects are
minimal, is addressed.

1. Introduction

Building a well engineered surface foundation directly upon the surface of a liquefiable
soil layer, without prior improvement or reinforcement, is clearly out of the question,
since settlements will be excessive and uneven, leading to structural, as well as operational
failure. The foundation failures shown in Figure 11.1 are merely some typical examples
from the ensuing hazard. However, it is possible that such a solution becomes feasible in
the presence of a sufficiently thick and shear resistant non-liquefiable soil crust (e.g. clay,
dense or dry sand and gravel, improved soil) between the foundation and the liquefiable
subsoil. The reason is simple: as the thickness of the non-liquefiable soil crust increases
gradually, beyond the maximum depth of a Prandtl type failure mechanism, failure is likely
to develop exclusively into that layer and consequently any liquefaction of the subsoil
will have a minor effect on the post-shaking failure load and the associated settlements.

Thus, the question is not whether there is a beneficial effect of the non-liquefiable soil
crust, but what this effect is and whether it is of engineering interest. In providing a
satisfactory overall answer to these questions, one must first resolve the following design
issues:

(a) What is the bearing capacity of surface foundations on a liquefied subsoil, in the
presence of a non-liquefied soil crust?

(b) What are the liquefaction-induced settlements of the footing in the above case?
245
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Fig. 11.1. Liquefaction induced failures of shallow foundations. (a) Caracas Venezuela,
1967, M = 6.5, (b) Dagupan, Philippines, 1990, M = 7.8, (c) Chi–Chi Taiwan, 1999,

M = 7.3, and (d) Adapazari, Turkey, 1999, M = 7.4

(c) Is it meaningful to seek an acceptable (in terms of bearing capacity and seismic
settlements) allowable bearing pressure, or the range of the corresponding soil and
foundation conditions is too narrow for any practical application, so that soil treat-
ment is always inevitable?

This article deals with the above issues, based on published evidence, as well as on non-
published research which is currently underway at the Geotechnical Division of N.T.U.A.
To remain focused, and also to respect the length limits of the presentation, the article will
address only the case of strip foundations resting upon the free surface of a liquefiable
soil profile with a cohesive (clay) crust. However, many of the concepts, methods and
data presented herein have more general applicability, and can be independently used to
extend the findings of the article to other foundation and soil profile types.

2. Existing background

2.1. PERFORMANCE-BASED DESIGN REQUIREMENTS

Figure 11.2 presents results from a typical numerical analysis, similar to the ones which
will be presented later in this article, which simulates the static and the seismic loading
of a rigid foundation on liquefiable soil. It may be observed that:

(a) During shaking (part bc of the load–settlement curve), the footing settles without
any change of the static load Q. Seismic settlements may become considerably
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Fig. 11.2. Seismic load–settlement response of shallow foundations on liquefiable soil

larger than the initial ones, due to static loading (part ab of the load–settlement
curve), and take place mostly (at a percentage of 80–90%) during shaking.

(b) Static loading to failure, following the end of shaking (part cd of the load–
settlement curve), shows that the bearing capacity of the footing has been degraded
compared to the initial bearing capacity (branch bd ′ of the curve), as the subsoil is
still under liquefaction and its shearing resistance has nearly diminished.

Thus, for a performance-based design of the foundation, the degraded post-shaking factor
of safety against bearing capacity failure, but also the total settlement of the foundation
have to satisfy certain requirements, i.e.

F Sdeg = Qdeg
ult

Q
> F So (11.1)

and

ρtot = ρst + ρdyn < ρall (11.2)

The design values of F So may be defined in relation with the severity of shaking and the
importance of the structure. Nevertheless, as it refers to a rather short-living threat, which
will no longer exist when earthquake-induced excess pore pressures have dissipated, its
value must be well below the conventional values for static loads, and close to unity
(i.e. F So = 1.00−1.50). On the other hand, the allowable settlement ρall is a function
of safety but also operation requirements, and consequently it is specified by owners or
code provisions, depending upon the type of structure and the return period of the design
seismic actions.
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2.2. STATIC BEARING CAPACITY DEGRADATION

A simple failure mechanism which can be used to compute the degraded bearing capacity
of surface foundations at the end of shaking, while the soil below the soil crust is still in
a liquefied state, is shown in Figure 11.3: the footing punches through the crust forcing
the development of a wedge-type failure mechanism within the liquefied subsoil. Based
on this mechanism, for the simplified case of vertical slip surfaces within a clay crust,
Naesgaard et al. (1997) proposed the following expression for the degraded factor of
safety of strip footings:

F Sdeg = 2HCu + 5.14τRE S B

Q
(11.3)

where H and Cu are the thickness and the undrained shear strength of the clay crust,
while τRE S is the residual shear strength of the liquefied sand (e.g. Seed and Harder,
1990; Stark and Mesri, 1992; Olson and Stark, 2002) and Q is the static load carried by
the footing.

Working along a parallel track, Cascone and Bouckovalas (1998) use also the failure
mechanism of Figure 11.3 but assume that the shear strength of the liquefied subsoil is
expressed in terms of a degraded friction angle ϕ computed as

tan ϕ = (1 − U ) tan ϕo (11.4)

where ϕo is the actual friction angle of the sand and U = ∆u/σ′
vo is the excess pore

pressure ratio induced by seismic shaking, taken as uniform over the entire liquefied
layer. Consequently the degraded bearing capacity is computed as

Qdegr
ult = min

⎧⎨
⎩

5.14Cu B(
2Cu H − γ ′H B

) +
(

1

2
γ ′B Nγ + γ ′H Nq

)
B

⎫⎬
⎭ (11.5)

Fig. 11.3. Composite mechanism for end-of-shaking failure of shallow foundations
resting on a soil crust over liquefied subsoil
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Fig. 11.4. Analytical prediction of liquefaction response of strip foundations resting on a
clay crust (after Cascone and Bouckovalas, 1998). (a) Critical thickness of clay crust,

and (b) bearing capacity degradation factor

where γ ′ is the buoyant unit weight of the subsoil and Nγ , Nq are the bearing capacity
factors corresponding to ϕ.

Based on the above approach, the authors end up with two basic design parameters. The
first is the critical thickness of the soil crust Hcr beyond which failure occurs totally
within the clay crust, and consequently any partial or complete liquefaction of the sand
does not have any significant effect on the bearing capacity. For strip foundations, Hcr is
computed from the following analytical expression (Figure 11.4a):

(
H

B

)
cr

= 10.28C∗ − Nγ
2/

(
Nq − 1 + 2C∗) (11.6)

with C∗ = Cu/(γ
′B).

The second design parameter is the bearing capacity degradation factor ζ =
Qdeg

ult / (5.14Cu B) which is expressed in terms of the above non-dimensional parameters
and the normalized thickness of the crust H/B, as

ζ = min

⎧⎨
⎩

1.00(
1

10.28C∗

)[
Nγ + 2

(
H

B

) (
Nq − 1 + 2C∗)]

⎫⎬
⎭ (11.7)

The variation of ζ versus the excess pore pressure ratio U and the normalized thickness
of the clay crust H/B are shown in Figure 11.4b, for typical values of the soil parame-
ters C∗ and ϕo. Bouckovalas et al. (2005) tried to refine the above solution, considering
the possibility of inclined slip planes within the clay crust, as well as a non-zero resid-
ual shear strength for the liquefied sand. Furthermore, they recasted the solution assum-
ing a reduced buoyant unit weight of the soil γ ′∗ = γ ′(1 − U ), instead of a degraded
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friction angle (ϕ in Eq. 11.4). The effect of the first two refinements proved of secondary
importance. On the contrary, the use of a reduced buoyant unit weight led to much higher
values of ζ , shown with dotted lines in Figure 11.4b, leaving essentially open the ques-
tion of how to model the degraded shearing resistance of sand upon partial or complete
liquefaction.

It is noteworthy that none of the solutions for bearing capacity degradation reviewed
above has been thoroughly documented against experimental and numerical evidence.

2.3. LIQUEFACTION-INDUCED FOUNDATION SETTLEMENTS

The literature on liquefaction settlements is richer compared to that on degraded bearing
capacity. However, before proceeding to a brief review of relevant methodologies, it is
important to clarify that seismic settlements of footings cannot be predicted using empir-
ical methodologies developed for free field conditions (e.g. Tokimatsu and Seed, 1987;
Ishihara and Yoshimine, 1992) as the controling mechanisms for the two events are differ-
ent. Namely, free field settlements are due to volume densification, and consequently they
take place during the dissipation of earthquake-induced excess pore pressures, mostly
after the end of shaking. On the contrary, footing settlements are associated with failure in
the foundation soil, caused by the combined action of static and inertia foundation loads,
shear strength degradation of the liquefiable soil and earthquake-induced shear stresses
in the soil. Thus, the latter are significantly larger than the former, and they take place
mostly during (not after) shaking. A number of experimental studies (Liu and Dobry,
1997; Adalier et al., 2003; Coehlo et al., 2004, 2005, etc.) and field observations (Cetin
et al., 2002; Seed et al., 2003; Bird et al., 2006) bear witness on the above differences.

Based on field evidence, Figure 11.5 shows a widely known empirical relationship for the
beneficial effect of the normalized footing width B/Zliq on the respective seismic foun-
dation settlements S/Zliq , where Zliq is the thickness of the liquefied soil. This chart
includes data regarding building settlements in Niigata City, Japan, after the 1964 earth-
quake (Yoshimi and Tokimatsu, 1977), and Dagupan City, Philippines, after the 1990
Luzon earthquake (Adachi et al., 1992), as well as tank settlements during the 1983
Nihonkai-chubu, Japan, earthquake (Yasuda and Berrill, 2000). The important effect of a
soil crust over the liquefied subsoil is addressed by Ishihara et al. (1993), who use obser-
vations from Dagupan City in order to define the minimum soil crust required to prevent
surface evidence of liquefaction in terms of the corresponding thickness of liquefied soil.
Later on, Acacio et al. (2001) extended the above relation in order to define safety limits
against excessive foundation settlements and tilting, using also field evidence from the
Dagupan event.

Alternative means for the evaluation of liquefaction-induced settlements of light struc-
tures based on a clay crust are provided by Naesgaard et al. (1997), based on a consider-
able number of static and dynamic numerical analyses. These analyses were performed
in terms of total stresses, assuming an elastic-perfectly plastic shear stress (τ)–strain (γ )
relationship for the liquefied soil, fitted to the response of liquefied sands (Byrne, 1991;
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Fig. 11.5. Effect of footing width on liquefaction induced subsidence of shallow
foundations (based on Liu and Dobry, 1997, and Yasuda and Berrill, 2000)

Jitno, 1995). In all cases, a specific velocity time history, for a magnitude 7.0 seismic
event, scaled to various peak values, was applied at the base of the liquefiable soil, while
the foundation consisted of a number of equally sized strip footings interconnected by
an irregular two-storey structural skeleton. Furthermore, liquefaction was triggered artifi-
cially at an intermediate stage of the analysis, by setting the stress state in the liquefiable
soil to that of a heavy fluid (equal horizontal normal stresses combined to zero shear
stresses).

In that way, it was finally concluded that liquefaction-induced settlements could be
directly related to the degraded factor of safety FS (= F Sdeg from Eq. 11.3) or, for larger
accuracy, to the following factor:

X S = FS

Z1/3
liq γ

1/2
lim Q1/4

(11.8)

which takes also into account the thickness of the liquefied sand (Zliq in m) and the corre-
sponding maximum shear strain amplitude (γlim in %). Both these correlations are repro-
duced in Figure 11.6. Comparison with field evidence, recalled by the authors, suggests
that minor or no building damage due to foundation settlements correspond to FS > 3.00
or X S > 1.00.
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Fig. 11.6. Liquefaction settlement of light structures resting on top of a clay crust in
terms of (a) the degraded factor of safety Fs, and (b) the degraded bearing capacity

index Xs (after Naesgaard et al., 1997)

A different approach for the computation of liquefaction-induced displacements has
been proposed by Yasuda et al. (1999) under the abbreviated name ALID (analysis
for liquefaction-induced displacements). This methodology is proposed in connection
with the numerical analysis of various geotechnical structures and foundations, but its
basic principle can be readily extended to analytical computations as well, based on code
provided simplified methods for static settlement computation. For the case of surface
foundations,

– Settlements are first computed for the static loads applied to the foundation, using
the initial (prior to liquefaction) shear moduli of the subsoil layers.

– The shear moduli are consequently reduced, in order to account for the effects of
liquefaction, on the basis of the empirical charts shown in Figure 11.7.

– The static analyses are repeated, using the reduced shear moduli, and liquefaction-
induced settlements are finally computed after subtracting the static settlements of
the first step.

ALID has been successfully used in a number of case studies (Yasuda et al., 2001; Yasuda,
2004, 2005) and proved to be well suited for case specific practical applications. Never-
theless, it does not provide immediate insight to all factors which control the liquefac-
tion performance of footings and consequently it cannot be easily used to establish more
general design criteria.

Acknowledging the uncertainties associated with the very soft and simultaneously
extremely non-linear shear stress–strain response of liquefied sands (e.g. Figure 11.7),
as well as the objective difficulties encountered in applying the finite element method
under such conditions, Acacio et al. (2001) propose an analytical prediction method for
liquefaction-induced subsidence, where the liquefied soil was modeled as a viscous fluid.
Although application of this method is also computer aided, it does not presume the use
of any non-linear numerical (finite element or finite difference) algorithm. Comparison
with observed settlements of buildings in Dagupan City after the 1990 Luzon earthquake
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Fig. 11.7. Basic elements and definitions for the ALID approach. (a) Initial and
post-liquefaction shear stress–strain relationship, (b) effect of relative density and
liquefaction factor of safety on degraded shear modulus, and (c) effect of fines and

liquefaction factor of safety on degraded shear modulus (after Yasuda, 2004)

shows reasonable consistency for large settlement values (>0.60 m) and a clear tendency
for underprediction for smaller ones.

3. Numerical analysis of liquefaction performance

In the sequel, the aforementioned approaches of Naesgaard et al. (1997) and Cascone
and Bouckovalas (1998) are followed up, under the light of new, mostly numerical evi-
dence, obtained from dynamic fully coupled effective stress analyses calibrated against
the results of centrifuge tests. Details on this algorithm, that incorporates a modified
version of the bounding surface critical state model of Papadimitriou and Bouckovalas
(2002) and its experimental verification are presented in another paper of this conference
(Andrianopoulos et al., 2007), and elsewhere (Andrianopoulos et al., 2005, 2006; Bouck-
ovalas et al., 2005), and consequently they will not be repeated here in any extent. It is
only briefly mentioned that the reliability of the analyses was checked against three dif-
ferent series of centrifuge tests, namely VELACS models 1, 2 and 12 (Arulmoli et al.,
1992; Carnevale and Elgamal, 1993; Farrell and Kutter, 1993; Krstelj and Prevost, 1993)
which model seismic liquefaction under level or slightly sloping ground conditions, as
well as the seismic response of a rigid foundation over liquefied soil.

The configuration for VELACS Model 12 experiment, which is directly related to the
topic of this article, is shown in Figure 11.8. Furthermore, Figure 11.9 shows typical
comparisons between numerical predictions and experimental measurements of excess
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Fig. 11.8. Configuration used for the numerical (finite difference) simulation of
VELACS Model 12 centrifuge tests (prototype scale)

Fig. 11.9. Numerical predictions and experimental measurements from VELACS
Model 12 centrifuge tests. (a) Excess pore pressure ratio below the foundation,
(b) excess pore pressure ratio in the free field, and (c) foundation settlements
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pore pressures and settlements, which are indicative of the level of accuracy that should
be expected from the numerical analyses.

Using the above mentioned numerical algorithm, we went on with a number of parametric
analyses (i.e. “numerical experiments”) of the response of strip footings resting on the
surface of a liquefiable layer, consisting of fine Nevada sand at various densities, with a
clay crust. In all, 73 such analyses were performed, each one including three steps:

– initial static loading, performed under drained conditions,
– dynamic loading due to horizontal seismic shaking applied at the base of the model,

performed under partially drained conditions, and
– post-seismic static loading to failure, performed under undrained conditions.

The basic geometry of the model, the static and seismic loads, the basic soil charac-
teristics, as well as the assumed discretization and boundary conditions are shown in
Figure 11.10. In addition to the information given in this figure, note that the footing was
rigid and massless, while the average reported values of initial static loads correspond to
static factors of safety F So = 1.50−5.00. Furthermore, to simulate free field conditions
at the side boundaries of the model, the corresponding opposite nodes were tied rigidly to
each other so that they were forced to exhibit the same horizontal displacements during
shaking.

A detailed presentation of the parametric analyses is not within the scope of this article.
Still, it is worth presenting a set of typical excess pore pressure and settlement time histo-
ries predicted from the parametric analyses (Figure 11.11a and b). A closer look at these
results reveals some basic internal mechanisms of foundation–soil interaction during
liquefaction, which have been also identified in a number of centrifuge experiments (e.g.

Fig. 11.10. Numerical model used for the parametric analysis of the liquefaction
performance of strip foundations, and range of basic input parameters
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Fig. 11.11. Typical results of parametric numerical analyses. (a) Time history of excess
pore pressure ratio, and (b) time history of liquefaction induced settlements

Liu and Dobry, 1997; Adalier et al., 2003; Coehlo et al., 2004, 2005; Fujiwara et al.,
2005) and field case studies (Cetin et al., 2002; Seed et al., 2003; Bird et al., 2006) and
will prove essential for the analysis of the liquefaction performance of foundations. For
instance, observe that:

(a) The excess pore pressure ratio in the free field approaches 1.0, a clear indication of
liquefaction, while it does not exceed about 0.60 under the footing.

(b) Excess pore pressures under the footing reach a peak value and consequently
decrease while shaking is still in progress. Note that the same trend is observed
under undrained conditions as well (not shown here), indicating that this is not
only the result of excess pore pressure mitigation, from the high overburden area
under the footing towards the free field, as it was originally believed, but it is due
to dilation associated with the intense shearing which is induced by foundation
settlement.

(c) The accumulation of foundation settlement is essentially linear with time and
practically stops short after the end of shaking, while the dissipation of earthquake-
induced excess pore pressures is far from complete. This observation indicates that
observed settlements are not due to densification of the liquefiable soil layer but
due to dynamic shear failure, such as the one predicted by the sliding block method
of Newmark (1965). Note that Richards et al. (1993) made the same assumption
in an attempt to explain and predict analytically seismic settlements of surface
foundations on dry sand.

4. Evaluation of degraded bearing capacity

In the present study, the degraded bearing capacity at the end of shaking, before any
significant dissipation of earthquake-induced excess pore pressures takes place, will be
evaluated analytically based on an extension of the method proposed by Cascone and
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Bouckovalas (1998). It is reminded that, in its present status, this method requires sys-
tematic verification with respect to one basic assumption which may distort analytical
predictions significantly: the simplified modeling of the liquefaction-induced shearing
resistance degradation in terms of an equivalent degraded friction angle ϕ = tan−1

[(1−U ) tan ϕo] or an equivalent reduced effective unit weight γ ′∗ = (1−U )γ ′. Further-
more, an analytical computation of the excess pore pressure ratio U , which will take into
account the existence of the structure, needs to be established.

So far, our effort to obtain experimental evidence for a quantitative evaluation of the
above methodology was not successful. The main reason is that, with a few exceptions
(e.g. Yasuda, 2004), all centrifuge and shaking table experiments retrieved from the litera-
ture did not proceed beyond the evaluation of earthquake-induced settlements and excess
pore pressures in the foundation soil. In other words, it was not possible to find well doc-
umented experiments where the footing was driven to a static bearing capacity failure,
immediately after the end of shaking, while the subsoil was still at a liquefied state.

Hence, we relied on the numerical evaluation of the post-shaking bearing capacity, using
the fully coupled, effective stress, solution algorithm presented in the previous chapter.
More specifically, Figures 11.12 and 11.13 compare the analytically and numerically pre-
dicted variation of degradation factor ζ against the excess pore pressure ratio U . The first
figure refers to problem parameters (N , amax , T, q, Zliq)which should have only an indi-
rect effect on the ζ–U relation, through the excess pore pressure ratio U , while the sec-
ond figure refers to the remaining parameters (H/B, Cu and Dr ) which are analytically

Fig. 11.12. Comparison between numerical and analytical predictions of the bearing
capacity factor ζ for various combinations of seismic motion characteristics
(amax , T, N ), foundation loads (q) and thickness of liquefied subsoil (Zliq)
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Fig. 11.13. Comparison between numerical and analytical predictions of the bearing
capacity factor ζ for various combinations of soil crust characteristics (Cu , H/B), and

liquefiable soil density (Dr )

identified as having a direct effect. In Figure 11.12, analytical predictions obtained for a
degraded friction angle are distinguished from those obtained for a reduced effective unit
weight. The first thing to observe is that the numerical predictions are in close agreement
with the analytical ζ–U relationships obtained with the more conservative assumption of
a degraded friction angle for the liquefied subsoil. Furthermore, it may be observed that
the numerical analyses predict reasonably well the relative effect of the afore mentioned
independent problem parameters H/B, Cu and Dr .

A key issue for the successful comparisons shown in Figures 11.12 and 11.13 is the cor-
rect choice of an “equivalent uniform” value of the excess pore pressure ratio U which is
used to relate with the numerically predicted values of ζ . This is because, the analytical
solution assumes that U is uniform all over the liquefiable foundation soil, unlike the
numerical analyses which show clearly that the presence of the footing leads to a consid-
erably non-uniform distribution of U in the horizontal direction, as well as with depth.
Following a trial-and-error examination of various alternatives, it was finally found that
a best fit to the analytical predictions was obtained when U was computed as the mean
between the free field value U f f and the average value below the footing U f oot , com-
puted over an 1.2B × 1.2B area of liquefiable soil, i.e. at the core of the failure wedge.

Among these two components, U f f is easy to compute as in most cases of practical
interest the degradation of bearing capacity becomes a design issue only upon complete
liquefaction in the free field. Thus, it can be safely assumed that U f f ≈ 1.00. The com-
putation of U f oot is more tedious as it presumes that the 2-D distribution of U under the
footing, at the end of shaking, is known. For the shake of simplicity, it was first examined
whether U f oot could be related to the U value of a single “characteristic” point on the
axis of the footing. Among the various points which were considered (Figure 11.14), it
was finally found that this role could be attributed to a point at depth between zc = 0.60B
and 0.80B below the crust.

The next step was to devise a simplified procedure for the computation of U at the char-
acteristic point, taking also into account the stress concentration caused by the foundation
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Fig. 11.14. Comparison between the average excess pore pressure ratio below the
foundation and that of different “characteristic” points on the foundation axis

Fig. 11.15. Typical distribution within the liquefiable soil of end of shaking (a) Excess
pore pressure ratios U = ∆u/σ ′

vo, and (b) excess pore pressures ∆u

loads. In an approximate way, this can be achieved if one focuses upon the distribution
within the foundation soil of the excess pore pressures themselves (∆u) instead of the
corresponding excess pore pressure ratios U . The reason is explained with the aid of
Figures 11.15a and 11.15b, which show the variation of U and ∆u respectively at the end
of shaking, obtained from a typical numerical analysis. It becomes evident that, although
the spatial variation of U is considerably non-uniform, the respective variation of ∆u
varies mostly with depth and is considerably more uniform in the horizontal direction.
Based on this observation, excess pore pressures in the free field (∆u f f ) and under the
footing (∆u f oot ) may be interrelated as

∆ufoot = a∆u f f (11.9)

Furthermore, assuming that the free field soil is at a liquefied state, ∆u f f is approx-
imately equal to the geostatic vertical effective stress at the level of the characteristic
point (σ ′

vo,C) and consequently the excess pore pressure ratio of the characteristic point
may be finally computed as



260 George Bouckovalas and Panos Dakoulas

Fig. 11.16. Effect of liquefaction induced settlements ρdyn/B on excess pore pressure
parameter a (Eq. 11.11)

Ufoot,C = α

(
σ ′
vo

σ ′
vo + ∆σv

)
(11.10)

where ∆σv is the additional vertical stress caused by the foundation load at the charac-
teristic point. Consistently with the view expressed earlier with regard to the settlement
induced dilation of the liquefiable subsoil, and its effect on the excess pore pressures
below the foundation, it was found (Figure 11.16) that the pore pressure parameter a in
Eq. 11.10 can be reasonably well correlated to normalized seismic settlements, as

a = 1 − 250
(ρdyn

B

)2
(11.11)

5. Evaluation of liquefaction settlements

Computation of liquefaction-induced settlements is the second step for the completion of
the performance-based design process, as these settlements may become excessive even
for values of the degraded factor of safety larger than 1.0. Unlike the problem of degraded
bearing capacity, that of settlement accumulation has not been yet modeled analytically in
a simple and robust way. Thus, for a first approximate solution of this problem we relied
on a step-by-step statistical analysis of results obtained from the parametric numerical
analyses which were described in previous sections.
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The numerical predictions, as well as a number of relevant experimental studies (e.g. Liu
and Dobry, 1997; Adalier et al., 2003), lean towards a linear ρdyn–N relationship. Thus,
the statistical analyses focused on the remaining problem parameters, i.e.:

– peak input acceleration, at the base of the liquefiable sand layer, amax (= 0.15 g)
– excitation period T (= 0.35 s)
– average contact pressure q(= 100 kPa)
– relative density Dr (= 50%)
– undrained shear strength of the clay crust Cu(= 40 kPa)
– normalized thickness of the clay crust H/B(= 0.80)
– thickness of the liquefied (in the free field) sand layer Zliq(= 16 m)

Namely, the effect of these parameters on settlements after ten uniform loading cycles
(ρdyn,10) is shown in Figure 11.17(a) to (g). The effect of each parameter is examined
separately, while all others are given the reference values provided in parentheses above.
Using the same format, these figures are also used to show the effect of the above para-
meters on the static loading ratio Q/Qdeg

ult = 1/F Sdeg . This parallel evaluation is driven
by the perception that the overall effects of liquefaction on ρdyn and 1/F Sdeg are similar
in qualitative terms. In that case, these two quantities could be inter-related, leading to
a simpler expression for the computation of settlements. In addition, the target value of
F Sdeg could be related to the project (and owner) dependent value of acceptable displace-
ments ρall .

Figure 11.17(a) to (g) show that the effect of four problem parameters (q, Dr , Cu and
H/B) is indeed qualitatively the same for ρdyn,10 and 1/F Sdeg . The three remaining
parameters (amax , T and Zliq ) affect strongly ρdyn,10, but have a minor effect on 1/F Sdeg

that can be readily overlooked. In view of the above observations, ρdyn was finally
related to 1/F Sdegr , amax , T , N and Zliq by means of the following approximate relation
(Figure 11.18):

ρdyn = 0.016 ·
[
amax T 2 Zliq

]0.50 · N ·
[

1

F Sdeg

]2.50

(11.12)

The accuracy of Eq. 11.12 is evaluated against the results of the numerical analyses in
Figure 11.19. Observe that the agreement between approximate and numerical predic-
tions is fairly consistent, with an average expected error less than ±30%.

A similar verification against experimental and field evidence faces objective difficul-
ties due to the general scarcity of fully documented published data. Still, it was pos-
sible to collect seismic settlement measurements from five centrifuge testing programs
(Arulmoli et al., 1992; Carnevale and Elgamal, 1993; Farrell and Kutter, 1993; Krstelj
and Prevost, 1993; Liu and Dobry, 1997; Coehlo et al., 2004), as well as from one case
study: the settlement of buildings in the city of Dagupan, Philippines, during the Luzon
1990 (M = 7.8) earthquake (Ishihara et al., 1993; Tokimatsu et al., 1994; Acacio, 1997).
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Fig. 11.17. Effect of basic soil, excitation and foundation parameters on liquefaction
induced settlements and degraded static factors of safety (inversed)

The seismic settlements, as well as the basic input parameters which were used to obtain
the analytical predictions are summarized in Table 11.1. Note that:

(a) Centrifuge tests are much better defined in terms of the input data parameters,
as opposed to the field case study where many input data were actually missing
and had to be indirectly evaluated. For that reason, the analytical predictions for
Dagupan City were performed parametrically, for the possible range of input data
retrieved from the literature, and the range of analytical predictions was compared
to that of the field observation, in the form of the S/Zliq versus B/Zliq diagram
shown previously in Figure 11.5.
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Fig. 11.18. Correlation between normalized liquefaction settlements and (inversed)
degraded static factor of safety

Fig. 11.19. Comparison between analytical and numerical predictions of liquefaction
induced settlements

(b) In the majority of centrifuge tests and in the Dagupan case study the foundation
was rectangular, with a width over length ratio B/L = 1/2 which is different from
the strip foundation geometry which is associated with Eq. 11.11. In all these cases,
the average bearing pressure of the rectangular footing was artificially reduced so
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Table 11.1. Summary of centrifuge testing conditions and recorded foundation settlements used in
the comparison of Figure 11.21

B H Zliq q Cu ϕo αmax T
Name (m) (m) (m) (kPa) (kPa) (deg) (g) (s) N ρ (m)

Krstelj and Prevost (1993) 3 0 5.5 95 0 37 0.27 0.50 10 0.270
3 0 5.5 95 0 37 0.35 0.50 10 0.470
3 0 5.5 95 0 37 0.20 0.50 10 0.220
3 0 5.5 95 0 37 0.20 0.50 10 0.210

Farrell and Kutter (1993) 3 0 5.5 95 0 35 0.36 0.50 10 0.180
Carnevale and Elgamal (1993) 3 0 5.5 95 0 35 0.21 0.50 10 0.130
Coehlo et al. (2004) 4 0 18.0 75 0 37 0.19 1.00 10 0.500
Liu and Dobry (1997) 4 0 12.5 60 0 36 0.20 0.67 10 0.558

that analytically computed static elastic settlements for the actual footing and for
an equivalent strip of the same width B became equal.

(c) In the majority of centrifuge tests, the foundation rested directly upon the surface
of the liquefied sand, i.e. without interference of any soil crust. This situation is of
little practical interest, as it usually leads to foundation failure, and consequently it
has not been part of the numerical analyses program. Hence, the use of Eq. 11.12
to predict the corresponding settlements is at the limits of its application range.

The comparison between predicted and observed liquefaction settlements is shown in
Figure 11.20 for the centrifuge tests and in Figure 11.21 for the Dagupan case study.
Despite the above limitations, both comparisons reveal a consistent agreement, although
the average error has now increased as compared to that for the prediction of the numeri-
cal results.

In concluding with the prediction of seismic settlements, it is worth to note that the gen-
eral form of Eq. 11.12 is typical of systems with elasto-plastic (stick-slip) response during
seismic loading, which are commonly modeled on the basis of Newmark’s sliding block
approach. For instance, it is easy to show that the downslope displacement of such a block
when subjected to N uniform cycles of sinusoidal motion is expressed as

d = 0.159 · [amax T 2] · N ·
[

amax

acr

]λ
(11.13)

where acr (<amax ) is the horizontal acceleration required to trigger downwards slip and
exponent λ = 2−4.

In addition, dealing with another “sliding block” problem, i.e. that of liquefaction-
induced lateral spreading, Hamada (1999) proposed the following empirical relationship
for the computation of maximum lateral ground displacement:

d = 0.0125 · [amax T 2Zliq ]0.50 · N ·
[

θ

N
0.88
SPT

]
(11.14)
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Fig. 11.20. Evaluation of analytical settlement predictions against experimental results
from centrifuge tests

Fig. 11.21. Evaluation of analytical settlement predictions against field observations of
foundation settlements in Dagupan City, Philippines, following the Luzon 1990

earthquake (analytical predictions for H = 1−2 m, Zliq = 6−10 m, q = 70−100 kPa,
Cu = 10−50 kPa, ϕo = 30−38o, αmax = 0.10−0.15 g, T = 0.35−0.50 s, N = 10−15)
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where θ (%) is the ground surface inclination and N S PT is the average SPT blow count
within the liquefiable soil layer.

Observe that, although they refer to three (at least seemingly) different engineering prob-
lems, Eqs. 11.12, 11.13 and 11.14 have an apparent similarity, especially if one recognizes

that the terms [amax/acr ]λ and [θ/N
0.88
S PT ] appearing in Eqs. 11.13 and 11.14 are directly

or indirectly related to the (degraded) factor of safety against an earthquake-induced fail-
ure, i.e. the term [1/F Sdeg]2.50 of Eq. 11.12.

6. Performance-based design issues

The findings of the two previous sections can be combined with a value of the allow-
able seismic settlement ρall and be used for the preliminary analytical evaluation of the
liquefaction performance of strip foundations. For the readers’ convenience, Table 11.2
summarizes the equations and the sequence of computations needed for that purpose.
Note that the dependence of excess pore pressures under the footing on the final set-
tlements (e.g. Eq. 11.11) makes the solution algorithm non-linear. However, this should
cause minor concern as 3 to 4 iterations are usually sufficient for convergence and the
associated computations are simple.

In addition, Figures 11.22 and 11.23 present charts for quick computations of seismic
settlements ρdyn , normalized against the width of the footing B, in terms of the following
non-dimensional problem parameters:

– the average bearing pressure q/γ ′ B,
– the thickness of the clay crust H/B,
– the undrained shear strength of the clay crust Cu/γ

′ H , and
– the intensity of seismic motion and the extent of liquefaction expressed as

ρo

B
= 0.016 ·

√
amax T 2 Zliq · N

B
(11.15)

The friction angle of the sand ϕ is also a problem parameter. Nevertheless, for the antic-
ipated range of values for liquefiable sands (e.g. ϕo = 32o−38o) its effect is relatively
minor, and consequently the charts were drawn for an average value ϕo = 35o. Note in
addition that, due to practical drawing difficulties, only two distinct values of the seismic
intensity parameter are considered in the charts, ρo/B = 0.01 and 0.06. For common
strip foundations, the lower value corresponds to weak seismic motions and the larger to
strong ones. For instance, when B = 3.0 m,

– ρo/B = 0.01 may represent a seismic motion with amax = 0.10 g, T = 0.30 s,
N = 3 cycles and Zliq = 5 m, while

– ρo/B = 0.06 may represent a seismic motion with amax = 0.30 g, T = 0.40 s,
N = 7 cycles and Zliq = 5 m.
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Table 11.2. Computation algorithm for the degraded bearing capacity and the seismic settlements
of strip foundations resting on the surface of a clay crust over liquefiable subsoil

Design Requirements

FSdeg ≥ FSo(= 1.0−1.5)

ρ = ρst + ρdyn ≤ ρall

Degraded (end of shaking) Static Factor of Safety

F Sdeg = min

{
5.14Cu/q

FSc−s
deg

}

F Sc−s
deg =

(
2Cu H − γ ′H B

) +
(

1

2
γ ′BNγ + γ ′H Nq

)
B

qB
φ = tan−1 [(1 − U ) tanφo]

U = 0.50

[
1 + a

σ ′
vo

σ ′
vo + ∆σv

]

a = 1 − 250
(ρdyn

B

)2.0

Seismic Settlements

ρdyn = ρo ·
[

1

FSc−s
deg

]2.50

ρo = 0.016 ·
√

amaxT 2 Zliq · N

Symbols
q = average contact pressure of footing T = predominant excitation period
ρst = static settlement corresponding to q N = number of cycles corresponding to amax
B = width of footing Zliq = thickness of liquefied subsoil
H = thickness of soil crust σ ′

vo = vertical effective geostatic stress at depth
equal to B below the soil crustγ ′ = buoyant unit weight of subsoil (soil crust

and liquefiable soil) ∆σv = additional vertical stress caused by sta-
tic loading (e.g. q) at the same depth, on the
footing axis

ϕo = friction angle of liquefiable soil (before
shaking)
Nγ , Nq = static bearing capacity factors for the
liquefied soil (for the degraded friction angle ϕ)
amax = (effective) seismic ground acceleration,
at the base of the liquefiable soil layer

To provide insight to the beneficial effect of the clay crust, Figure 11.24 shows the
variation of seismic settlements and degraded factors of safety against the non-
dimensional thickness of the clay crust H/B, for a typical strip foundation with
B = 3.0 m, undrained shear strength of the clay Cu = 40 kPa and the two different
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Fig. 11.22. Charts for the evaluation of liquefaction settlements of strip foundations
resting on a cohesive (clay) crust – “weak” seismic excitations (ρo/B = 0.01)

seismic scenarios (“weak” and “strong” motion) defined previously. The average con-
tact pressure was kept constant at q = 100 kPa, bearing in mind that lower values
would probably guide the designer to alternative means of foundation, involving ground
improvement or the use of pile foundation.

This figure makes clear that, when the thickness and the shearing resistance of the clay
crust increase, seismic settlements ρdyn are drastically reduced and degraded factors of
safety F Sdeg increase. Moreover, an acceptable foundation performance is possible for
undrained shear strength values and thicknesses of the clay crust which are commonly
met in practice. For instance, for a reinforced concrete building where the allowable set-
tlement is of the order of 0.05 m, the average bearing pressure would be safely sustained
by a clay crust with Cu = 40 kPa and the following values of normalized thickness:

– H/B = 0.80 [FSdeg = 1.00, ρdyn = 3.0 cm < 5.00 cm], for “weak” seismic shak-
ing, and
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Fig. 11.23. Charts for the evaluation of liquefaction settlements of strip foundations
resting on a cohesive (clay) crust – “strong” seismic excitations (ρo/B = 0.06)

– H/B = 1.70 [FSdeg = 1.50 > 1.00, ρdyn = 5.0 cm], for “strong” seismic shaking.

When the allowable settlement is increased to 15 cm (e.g. in the case of a similar steel
structure), the above H/B values are further reduced to:

– H/B = 0.80 [FSdeg = 1.00, ρdyn = 3.0 cm < 15.0 cm] for “weak” seismic shaking,

– H/B = 0.70 [FSdeg ≈ 1.30, ρdyn = 15.0 cm] for “strong” seismic shaking

Getting back to the variation of F Sdeg versus H/B in Figure 11.24, it may be also
observed that there is indeed a critical value of the thickness ratio, denoted as (H/B)C
thereafter, beyond which the degraded factor of safety maintains a constant value:

F Smax
deg = 5.14Cu

q
(11.16)
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Fig. 11.24. Effect of soil crust thickness and shear strength on (a) liquefaction
settlemets, and (b) degraded static factors of safety

while the corresponding seismic settlements become lower than a critical value, i.e.

ρdyn < ρdyn,c = 0.016 ·
√

amax T 2 Zliq · N ·
(

q

5.14Cu

)2.50

(11.17)

The value of (H/B)cr corresponds to that clay crust thickness where the bearing capacity
obtained by the composite failure mechanism shown in Figure 11.3 becomes equal to that
for a wedge-type failure mechanism developing exclusively within the clay crust. Thus,
it may be readily computed from Eq. 11.6 in connection with the analytical methodology
outlined in Table 11.2. For quick reference, Figure 11.25 shows the variation of (H/B)cr

and ρdyn,c/B versus 1/F Smax
deg = q/(5.14Cu), Cu/γ

′ H and ρo/B. In this case also, the
friction angle of the sand has a relatively minor effect and was kept constant (ϕo = 35o).

In practical applications, this chart may be used for a preliminary evaluation of the allow-
able average bearing pressure q = qall in terms of the specific soil profile characteristics
(H/B and Cu) and the severity of shaking expressed through ρo/B. Nevertheless, in case
that the corresponding critical seismic settlement ρdyn,c, obtained from the same figure
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Fig. 11.25. Charts for the evaluation of (a) the “critical thickness” of a soil crust
required for minimization of the static bearing capacity degradation, and (b) the

associated liquefaction settlements

or from Eq. 11.17, is higher than the allowable settlement, the average bearing pressure q
should be reduced following the detailed computational procedure outlined in Table 11.2.

7. Concluding remarks

This article has been devoted to analytical and simple numerical methods which can be
applied in practice for the evaluation of end-of-shaking degraded bearing capacity and
settlement of strip foundations resting on the surface of liquefiable sand covered by a clay
crust. Following a brief literature review, an integrated analytical procedure has been pre-
sented which was built upon the results of numerical (fully coupled dynamic) parametric
analyses and calibrated against centrifuge test measurements and field observations from
Dagupan City, Philippines, after the 1990 Luzon M = 7.8 earthquake. In closure, it is
felt that attention should be drawn to the following main points:

(a) Liquefaction-induced bearing capacity degradation and settlement accumulation
are two rather complex engineering problems, affected by a considerable number
of soil, foundation and seismic excitation parameters (e.g. H/B, Cu/γ

′H , q/γ ′ B,

ρo = 0.016 ·
√

amaxT 2 Zliq · N and ϕo). Thus, empirical or other simplified method-
ologies which necessarily rely only upon a limited number of these parameters
should be used with caution and a strong spirit of conservatism.
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(b) Liquefaction settlements of footings take place during shaking, being associated
with plastic failure of the subsoil. Thus, they are much higher than free field settle-
ments, which are merely due to soil densification, and consequently they cannot be
predicted with the same empirical methodologies. Furthermore, they may exceed
the allowable limits even though the degraded (at the end of shaking) static factor
of safety F Sdeg is higher than 1.0.

(c) Seismic settlements and degraded factors of safety are inter-related. Thus, it is
indeed possible to check the seismic performance of a shallow foundation using
a conventional static factor of safety, only that its value should be defined in terms
of the allowable settlements, the seismic motion characteristics and the anticipated
thickness of liquefied soil.

(d) The presence of a soil crust may drastically reduce seismic settlements and of static
bearing capacity degradation, so that the use of a shallow foundation may be found
adequate, without prior soil improvement. For instance, typical examples presented
herein have shown that 2–5 m of clay crust with Cu = 40 kPa can bear a strip
footing, of 3 m width and 100 kPa average contact pressure, with reasonably low
settlements. Based on preliminary findings for rectangular footings, not presented
herein, it appears that the above minimum requirements are further reduced as the
length of the footing decreases below 4B.

(e) There is indeed a critical thickness of the clay crust beyond which the bearing
capacity is not affected by liquefaction anymore. The exact value of (H/B)cr

depends on the shearing resistance of the crust, the average bearing pressure and
the intensity of the shaking. However, the value of (H/B)cr does not become
higher than about 2.6. Furthermore, note that the above limiting value of (H/B)cr

decreases for rectangular footings, and becomes approximately equal to 1.3 in the
case of square footings.

(f) The seismic settlements corresponding to (H/B)cr are relatively low and may
satisfy design criteria for weak or moderate seismic motions and high ductility
structures. However, for strong seismic motions and low ductility structures some-
what larger H/B values may be necessary for an acceptable performance-based
design.

(g) Although the results of this study are strictly relevant to a purely cohesive crust, they
may prove useful for a gross qualitative assessment of the effects of other types of
liquefaction resistant soil crust as well, such as dense sand and gravel mixtures.
Furthermore they may be extended in order to guide the selection of the optimal
depth of application of various liquefaction mitigation measures.

It is finally noted that our studies so far have not considered a number of engineering fac-
tors (soil–structure interaction, seismic excitation time history, cohessionless soil crust,
footing shape and embedment, etc.), which may have a potentially important effect. Thus,
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the methodology and the associated design charts of this article may need to be refined
in the future in order to provide improved accuracy and a wider range of application. For
this reason, a possible application of the proposed methodology in practice should con-
form to the soil, foundation and seismic shaking conditions of the parametric numerical
analyses which were used herein.
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CHAPTER 12
SEISMIC DESIGN OF PILE FOUNDATIONS FOR LIQUEFACTION EFFECTS
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Abstract. Procedures for the seismic design of pile foundations for liquefaction effects are pre-
sented with emphasis on the conditions relevant to bridges. Two local subsystems for a bridge are
discussed in detail: (1) pile groups in laterally spreading ground away from the abutments and
(2) pile groups at the abutments where the restraining or “pinning” effects of the piles and bridge
superstructure can be advantageous. The recommended design procedures involve equivalent static
analyses using beam on nonlinear Winkler foundation models. Guidance for these design proce-
dures was derived from a combination of dynamic centrifuge model tests and associated nonlinear
dynamic finite element studies. The design procedures, their basis, and other issues for design of
bridges for liquefaction effects are discussed.

1. Introduction

The seismic performance and design of pile foundations in areas of liquefaction and lat-
eral spreading have been studied extensively in recent years, leading to an improved
understanding of fundamental mechanisms and associated advances in analysis and
design methodologies (e.g., Boulanger and Tokimatsu, 2006). Design procedures for liq-
uefaction conditions using a variety of beam on soil spring models have been proposed
with a range of recommendations regarding parameter selections and loading details (e.g.,
Tokimatsu and Asaka, 1998; Martin et al., 2002; Boulanger et al., 2003; Dobry et al.,
2003; Tokimatsu, 2003; Liyanapathirana and Poulos, 2005; Rollins et al., 2005; Cubri-
novski and Ishihara, 2006; Brandenberg et al., 2007a). Some of the differences in rec-
ommended parameter relationships and loading conditions are important to practice and
warrant further study to resolve.

This paper presents guidance on the seismic design of pile foundations for liquefaction
effects, with a specific focus on conditions relevant to bridges. Two situations, as illus-
trated in Figure 12.1, are described: (1) pile groups in laterally spreading ground where
the out-of-plane thickness of the spreading ground is sufficiently large that free-field soil
displacements are relatively unaffected by the presence of the pile groups and (2) pile
groups at approach embankments where the restraining or “pinning” effects of the piles
and bridge superstructure can reduce the lateral spreading demands imposed by the finite-
width embankment. Guidance for both situations is limited to equivalent static analyses
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Fig. 12.1. Schematic of bridge showing two local subsystems for analysis

using beam on nonlinear Winkler foundation (BNWF) analysis methods, with recognition
that nonlinear dynamic analyses may be warranted for important bridges. Details of the
BNWF method and supporting design correlations are only briefly referenced, as these
are well established in the literature. Emphasis is instead given to a few issues where
guidance was derived from the results of recent dynamic centrifuge model tests and non-
linear dynamic finite element analyses. These issues include the specification of inertia
and lateral spreading combinations and the inclusion of pile pinning effects for bridge
abutments. Other issues and considerations for design of bridges for liquefaction effects
are briefly discussed.

2. Pile groups in laterally spreading ground

2.1. GENERAL APPROACH

This section considers the design analysis of a pile group for an individual bridge bent
that is located within an area of lateral spreading away from the abutments, as illustrated
in Figure 12.1. The design of local systems, such as individual bents or abutments, is
generally followed by an evaluation of the global bridge system except in certain cases
(e.g., Caltrans, 2006). The specification of seismic hazard levels and bridge performance
objectives are important steps, but are not discussed herein.

The design steps for a pile group of an individual bent include: (1) analyzing the piles
for the inertia loading that would occur in the absence of liquefaction, (2) evaluating the
potential for liquefaction-induced ground displacements, and (3) analyzing the piles for
the inertia and lateral spreading loads that would occur if liquefaction is triggered. These
steps are discussed in the following sections.

2.2. ANALYSIS OF PILES FOR THE NONLIQUEFACTION CASE
2.2.1. Assemble a BNWF model
Assembly of a BNWF model requires selection of lateral (p–y), axial (t–z), and tip bear-
ing (q–z) spring parameters for the piles and pile cap. The determination of the stiffness,
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capacity, and nonlinear shape of these spring elements may be made from estimates of
the soil strength and stiffness parameters, from correlations to in situ test results (e.g.,
SPT or CPT), from analysis of dynamic monitoring records (e.g., CAPWAP analyses),
or from results of pile load tests. These estimates may require further adjustments for
pile group effects and pile set-up with time. The uncertainty in the estimated spring para-
meters depends on the approach taken. For seismic design, it is important that this step
identify best estimates and some measure of uncertainty for these different spring para-
meters (e.g., upper and lower design values) because it is not always evident whether
a conservative design will correspond to underestimating or overestimating the spring
parameters.

Some existing expressions for p–y curves in sand (e.g., API, 1993) overestimate the p–y
stiffness at depths greater than several pile diameters, which is not a concern for inertia
loading cases but can be significant for the lateral spreading cases. The initial stiffness
parameter in the API relationship for sand was modified to be proportional to the square
root of effective overburden stress to compensate for this effect (Boulanger et al., 2003).

2.2.2. Estimate loads from the superstructure
Seismic displacement and associated internal force demands on the global bridge struc-
ture or its local subsystems may be estimated in different ways, often starting with an
estimate of the “elastic” response from the design linear-elastic acceleration response
spectra (ARS) for the site or from a dynamic elastic analysis of the structure (e.g.,
Caltrans, 2006). Displacement capacities and their associated internal forces within the
bridge structure may then be determined from inelastic static pushover analyses. Thus, the
lateral loads and overturning moments imposed on the foundation by the superstructure
may be limited by the lateral strength (with allowance for over-strength) of the support-
ing columns or piers. The analysis of the pile foundation may be directly coupled to, or
separated from, the analysis of the superstructure.

2.2.3. Perform BNWF analysis
The pile foundation is then analyzed for the lateral loads and overturning moments that
are produced by the superstructure’s dynamic response, both transversely and longitudi-
nally. Kinematic loading from ground deformation is generally not included in this analy-
sis; special analyses are required in cases where ground deformations may be significant
(e.g., in soft clays or liquefiable soils). An estimate of the pile foundation stiffness may
have been needed for estimating the superstructure’s dynamic response, such that a round
of iteration may be required between these two steps. It is often preferable to have the
piles remain elastic because subsurface damage is difficult to assess or repair, but there
are cases where allowing a limited amount of yielding in the piles can provide significant
economy. Piles are also checked for their maximum uplift and compressive axial loads.
Uplift or plunging of the outer piles under the imposed overturning moments can con-
tribute to the cyclic accumulation of permanent displacements and rotations at the pile
cap, which should be evaluated.
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2.3. EVALUATING THE POTENTIAL FOR LIQUEFACTION-INDUCED
GROUND DISPLACEMENTS

Estimates of free-field soil displacements are used to represent lateral spreading demands.
The term “free-field” refers to the soil displacements that would occur if the pile group
was not there, or to the soil displacements that would occur outside the zone of influence
of the pile group with all other conditions being the same. Free-field lateral spreading dis-
placements may be estimated in a number of ways, including: (1) the integration of shear
strain profiles that are estimated in conjunction with SPT and CPT based liquefaction
analyses, (2) empirical relationships based on case history data and broad site character-
istics, (3) Newmark sliding block analyses, and (4) nonlinear dynamic numerical analy-
ses. There is considerable uncertainty in the estimates of lateral spreading displacement
obtained from any of these methods, with the overall uncertainty including contributions
from the uncertainties in ground motion, site characterization, spatial heterogeneities,
soil property estimation, and approximations inherent to each analysis methods. Estimat-
ing ground displacements using more than one of these methods is often advisable, after
which judgment can be used in selecting a best estimate and a design value that accommo-
dates epistemic and aleatory uncertainties to an extent that is appropriate for the specific
bridge or structure.

The distribution of lateral spreading displacements versus depth must also be estimated.
Numerical and physical models have shown that shear strains may be larger at the top or
bottom of a liquefying soil layer depending on various factors, such as the initial relative
density distribution in the layer and details of the pore water pressure diffusion process
(e.g., presence of lower-permeability strata over a liquefied layer). For cases where the
piles are laterally stiff and strong enough to provide satisfactory performance, the pile
head displacement and maximum bending moment are often relatively insensitive to the
assumed soil displacement profile shape, such that a simplified profile with linear vari-
ations across layers can be assumed for design. For more flexible pile foundations, the
bending moment and curvature demands versus depth can be controlled by the assumed
shape of the free-field soil displacement profile, such that a range of soil displacement
profile shapes may need to be considered.

Timing of the lateral spreading displacements relative to the interval of strong ground
shaking is difficult to assess. Case histories, physical models, and numerical analyses
have shown that there are cases where the lateral spreading displacements will develop
primarily during shaking and cases where the lateral spreading displacements will con-
tinue to increase significantly after the end of strong shaking. For example, delayed lat-
eral movements can develop as a consequence of loosening associated with the trapping
of upwardly seeping pore water beneath a clay layer and the formation of a localized
dilating shear zone at the sand/clay interface (e.g., Malvick et al., 2006). This phenom-
enon was observed in a series of centrifuge models with cross-sections similar to the one
shown in Figure 12.2, wherein a clay crust layer spread laterally downslope when the
underlying saturated loose sand liquefied during shaking. The crust displacements were
often observed to progressively increase after the end of shaking, as illustrated by the



Seismic design of pile foundations for liquefaction effects 281

Fig. 12.2. Centrifuge model with a superstructure supported by a pile group
embedded in profile that develops lateral spreading during shaking (most sensors

omitted for clarity)

typical set of recording data shown in Figure 12.3, with much of the movement develop-
ing in a localized shear zone at the interface between the liquefied sand and the overlying
clay. Thus, the timing of lateral spreading displacements can be affected by the numer-
ous factors that affect the diffusion of earthquake-induced excess pore water pressures.
For design purposes, it is prudent to assume that a significant portion of the final lateral
spreading displacements occur during strong shaking, such that the lateral spreading and
inertia demands can be additive.

The transient lurching of liquefied ground during strong shaking can produce significant
kinematic loading in the direction transverse to the primary direction of lateral spread-
ing and at level sites that are far from a free face and not prone to lateral spreading.
The lateral displacements during ground lurching are generally smaller than the perma-
nent displacements associated with lateral spreading, but they can still be large enough
to impose substantial demands on pile foundations. Tokimatsu and Asaka (1998) suggest
that the amplitudes of cyclic ground displacements can be estimated by integrating poten-
tial cyclic shear strain profiles, in a way that is similar to that used for estimating lateral
spreading displacements. They present relationships that suggest the cyclic shear strains
during ground lurching may be estimated as about 10%–20% of the maximum potential
shear strains used for estimating permanent lateral spreading displacements.

2.4. ANALYSIS OF PILES FOR THE LIQUEFACTION CASE
2.4.1. Modify the BNWF model for the effects of liquefaction
The BNWF analysis for the liquefaction case requires the application of soil displace-
ments to the free-field ends of the p–y springs in addition to the application of inertia
loads as illustrated in Figure 12.4(a).
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Fig. 12.3. Responses from a centrifuge model of a pile group in laterally spreading
ground showing that peak pile-cap displacements and peak pile bending moments

occurred during shaking while the lateral spreading displacements continued to increase
after the end of shaking. Note that some records have nonzero starting values because

the model had been shaken by a previous event

The influence of liquefaction on BNWF springs for sand can be approximately accounted
for by applying scaling factors, or p-multipliers (mp), to the p–y resistances. The scaling
factors shown in Figure 12.5, for example, only account for the first order effects of
relative density (DR). For cases where the free-field excess pore water pressure ratio (ru)
is expected to be less than 100%, a value for mp may be linearly interpolated between the
values that are estimated for free-field ru values of 0% and 100% (e.g., Dobry et al., 1995).
The actual p–y behavior during liquefaction and lateral spreading is much more complex,
as illustrated by the subgrade reactions that have been back-calculated from experimental
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Fig. 12.4. Static BNWF analysis methods: (a) BNWF SD with imposed soil
displacements and (b) BNWF LP with imposed limit pressures

Fig. 12.5. p-Multipliers for liquefied ground

measurements (e.g., Wilson et al., 2000; Rollins et al., 2005; Tokimatsu et al., 2005).
Subgrade reactions have been observed to depend on the same factors that affect the cyclic
loading response of liquefying soils (e.g., DR, strain, and strain history) plus the factors
that affect the local variations of stress and strain around the piles (e.g., pile foundation
flexibility, ground motions, lateral spreading displacements) and the diffusion of pore
water pressures between the far-field and near-field (e.g., permeability, pile diameter,
relative velocities). Similar data or guidance regarding t–z and q–z behavior is generally
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not available, so for simplicity, the p-multipliers may be assumed to characterize the
effects of liquefaction on t–z and q–z behavior as well.

Procedures for estimating the ultimate lateral loads imposed by a clay crust against a pile
cap were evaluated using dynamic centrifuge model data (e.g., Figure 12.2). Conven-
tional earth pressure theories were capable of reasonably estimating the peak crust loads,
provided that the frictional resistance along the pile-cap sides and along a portion of the
pile-cap base were included (Brandenberg et al., 2005, 2007b).

Load transfer between the nonliquefied crust and the pile cap is affected by the occur-
rence of liquefaction. Brandenberg et al. (2005) developed backbone relationships for
the load transfer between pile groups and free-field nonliquefied crusts using the virgin
peaks in the dynamic loads observed during centrifuge tests, as shown in Figure 12.6.
The backbone relationships were about an order of magnitude softer than the relation-
ships that have been obtained from static load tests in nonliquefied ground. The softer
load transfer behavior is attributed to: (1) liquefaction of the underlying sand layer which
caused the interaction stresses between the crust and pile cap to be distributed through-
out a larger zone of influence in the crust, thereby requiring the development of larger
relative displacements to reach a given load level and (2) the combined effects of cyclic
degradation and cracking in the nonliquefied crust. A simple analytical model for the for-
mer mechanism is illustrated in Figure 12.7, while more complete models are presented
in Brandenberg et al. (2007b).

Fig. 12.6. Backbone load transfer relationships between a laterally spreading clay crust
and a pile cap from five centrifuge tests



Seismic design of pile foundations for liquefaction effects 285

Fig. 12.7. Effect of liquefaction on the load transfer in an overlying layer of
elastic-plastic clay: (a) two-dimensional geometry, (b) load transfer if the clay layer is

infinitely long and the underlying liquefied sand has various residual strengths

Lateral load transfer between the nonliquefied crust and individual piles may also be
affected by liquefaction in the underlying sands. A closely-spaced group of piles has the
potential to effectively act as a wall for the nonliquefied crust if the total lateral load
capacity against the piles is greater than the total lateral load capacity that would develop
if the piles act as a wall. If they act as a wall, then the lateral load transfer would be soft-
ened in the same way as described for the pile cap. If the piles act individually, the effect
of liquefaction on their combined load transfer behavior is less certain and more likely
depends on the specific problem geometry. In either case, the presence of the liquefied
layer will reduce the ultimate lateral loads that can develop against the pile in the over-
lying or underlying nonliquefied layers to a distance of a few pile diameters from their
contact with the liquefied layer (as illustrated by 3D finite element analyses for layered
soils by Yang and Jeremic, 2002).

The ultimate p–y capacities for single piles subject to large numbers of loading cycles at
the pile head are often reduced from their static capacities by cyclic loading factors (e.g.,
Matlock 1970, API 1993). For seismic loading, piles may experience only a few strong
cycles of inertia loading from the superstructure, and the lateral loading from a spreading
crust will have a monotonic bias in the direction of spreading. Results of centrifuge model
tests and analyses of single piles in a profile similar to that in Figure 12.2 showed that
the loading imposed by a laterally spreading clay crust was comparable to the monotonic
lateral loading capacity of the p–y springs, and that the use of cyclic loading factors would
have been unconservative (Boulanger et al., 2003).
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2.4.2. Estimate loads from the superstructure
The effects of liquefaction on the inertia loads from the superstructure and pile cap have
been evaluated by parametric studies using nonlinear dynamic finite element analyses that
were calibrated against the results of dynamic centrifuge model tests (Chang et al., 2005,
2006; Chang, 2007). For example, the deformed finite element mesh shown in Figure 12.8
is for the centrifuge model shown in Figure 12.2. The finite element platform OpenSees
with the constitutive models developed by Yang et al. (2003) was used. The parametric
FE analyses considered a range of ground motions, pile foundation stiffness, superstruc-
ture elastic period, superstructure mass, crust strength, and other variables. Each case
was analyzed once with liquefaction being possible and once with pore water pressure
generation eliminated. The inertia loads computed with and without liquefaction were
compared as

Icc liq = CccCliqImax nonliq (12.1)

where Imax nonliq = the maximum or peak inertial load in the absence of liquefaction,
Cliq = the ratio of maximum inertial load with liquefaction versus without liquefaction,
and Ccc = the fraction of the maximum inertial load with liquefaction that occurs at the
critical loading cycle (i.e., when the maximum pile bending moments and shear forces
occur). Values of Cliq for the superstructure depended on the frequency content of the
input motion, as represented by the spectral shapes in Figure 12.9 and summarized by the
parametric results in Figure 12.10. Values of Ccc varied less significantly.

For design, the values of Cliq and Ccc in Table 12.1 were subsequently proposed. The
Imax nonliq value for the superstructure can be estimated using the procedures discussed
in previous sections, while the Imax nonliq value for the pile cap can be estimated as
equal to the peak ground surface acceleration. The lateral loads and overturning moments
imposed on the foundation by the superstructure may be limited by the lateral strength
(with allowance for over-strength) of the supporting columns, as noted for the nonliq-
uefaction case. These factors provide an approximate allowance for the fact that inertia

Fig. 12.8. Deformed finite element mesh with pore pressure contours
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Fig. 12.9. Mean normalized acceleration response spectra (5% damped) for three bins of
motions used in the dynamic FE analyses; ZPA = zero period acceleration

Fig. 12.10. Ratios of the maximum inertia with liquefaction to the maximum
inertia without liquefaction for the pile cap and superstructure from the dynamic

FE parametric analyses

loads are expected to be smaller with liquefaction than without liquefaction. These factors
are considered a reasonable starting point for design, although it is likely that they will
be revised as additional parametric studies and experimental data become available.
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Table 12.1. Inertial coefficients for BNWF SD analyses of liquefaction cases

Motion∗
(SaT=1s/ZPA)

Pile cap Superstructure

Cliq Ccc Cliq Ccc

Long period (1.7–2.4) 1.4 0.85 0.75 0.65
Medium period (0.5–1.6) 0.75 0.85 0.55 0.65
Short period (≤ 0.4) 0.35 0.85 0.45 0.65

∗ See Figure 12.9 for examples of long-period, medium-period, and short-period input motions.

2.4.3. Perform the BNWF analysis
The BNWF analysis for the liquefaction case involves the simultaneous application of
soil displacements to the free-field ends of the p–y springs and inertia loads to the pile
cap and superstructure as illustrated in Figure 12.4(a). Guidance regarding appropriate
combinations of these loads and soil displacements was developed from the results of
dynamic centrifuge model tests, dynamic finite element analyses, and equivalent static
BNWF analyses.

The dynamic FE analyses showed that the critical loading condition for the pile founda-
tions corresponded most closely to the occurrence of peak or near-peak lateral ground dis-
placements in conjunction with significant inertia loads for a wide variety of soil profile,
pile foundation, superstructure, and ground motion characteristics. This observation is
consistent with the experimental observations from: (1) centrifuge models of pile-group-
supported structures in profiles of sloping ground, like that shown in Figure 12.2, wherein
the critical loading cycle involved a local peak in the transient ground displacements plus
a local peak in the inertia load (Brandenberg et al., 2005; Chang et al., 2005) and (2)
large-scale shaking table tests of structures supported on pile groups in level soil pro-
files having a dry sand crust over saturated sand, wherein the peak bending moments
occurred when the lateral ground displacements and inertia loads were both large and
acted in the same direction (Tokimatsu et al., 2005). Both of these experimental studies
involved structures with natural periods of 0.8 s or less and soil profiles whose equivalent
natural periods after liquefaction were in the range of 1 to 2 s. Tokimatsu et al. (2005)
suggested that the lateral soil displacements and inertia loads would be out-of-phase if
the structure’s natural period was larger than the liquefied ground’s natural period, based
on their observations from tests involving dry sand profiles with much smaller natural
periods. The dynamic FE analyses by Chang (2007) did, in fact, show that the structure’s
inertia load became more out-of-phase with the lateral ground displacement when the
superstructure period was 3 s and the liquefied ground’s natural period was about 1 to 2 s.
The superstructure inertia load was relatively small for this long-period structure, such
that the pile-cap inertia (which was more in-phase with crust displacements) became a
larger fraction of the total inertia load imposed on the pile foundation. Consequently, the
critical loading condition for the pile foundation of this structure with a natural period
of 3 s and subject to lateral spreading was still reasonably approximated by a near-peak
lateral ground displacement with a significant fraction of the peak total inertia load.
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The recorded responses in Figure 12.3 for a centrifuge model having the configuration
shown in Figure 12.2 also show that the peak downslope lateral load from the crust often
occurred during strong shaking, even though the lateral ground displacements (and rela-
tive displacements between the pile cap and surrounding ground) continued to increase
after strong shaking had ended. In this situation, the static BNWF approximation of the
critical loading cycle would involve a significant fraction (but not all) of the ultimate
lateral ground displacement plus a fraction of the peak inertia loads. In other situations,
it is feasible that the critical loading cycle would involve the peak inertia loads with
some other fraction of the ultimate ground displacements. Methods for estimating lat-
eral spreading displacements are, however, not refined enough to attempt partitioning the
displacements into portions that occur during versus after shaking. Thus, it is believed
to be sufficient for design purposes to analyze the liquefaction case using the ultimate
lateral ground displacements with inertia loads determined according to the factors in
Table 12.1.

The application of soil displacements in-phase with inertia loads does not mean that the
resulting lateral spreading loads will be in-phase. For example, Figure 12.11 shows the
results of dynamic FE analyses for the model geometry shown in Figure 12.2 with four
different values of pile bending stiffness (EI). Time series for the lateral loads imposed by
the spreading crust against the pile cap are shown along with the inertia loads from the pile
cap and superstructure. The lateral spreading loads and the inertia loads are largely out-
of-phase (nonadditive) at the critical loading cycles for the two more flexible pile cases,
while they are largely in-phase (additive) at the critical loading cycles for the two stiffer
pile cases. In all four cases, the lateral soil displacements (not loads) and the inertia loads
were largely in-phase at the critical loading cycles regardless of the foundation stiffness.

Fig. 12.11. Influence of pile bending stiffness (EI) on the phasing of (a) lateral crust
load P and total structural inertia I acting on the pile cap and (b) normalized lateral crust

displacements and structural inertia acting on the pile cap in dynamic FE analyses
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Fig. 12.12. Influence of pile bending stiffness (EI) on the results of static BNWF SD
pushover analyses: (a) computed crust load versus imposed crust displacement, (b)

computed pile displacement profiles and imposed soil displacement profile

Equivalent static BNWF analyses were performed for the same four cases analyzed in the
above dynamic FE analyses. The lateral soil displacements and inertia loads were applied
simultaneously as linearly increasing with time to their final values. The lateral soil load,
which is a computed response, and the imposed inertia load are plotted versus the imposed
soil displacement in Figure 12.12. For the two stiffer pile cases, these equivalent static
analyses predict that the pile cap will move less than the free-field soil and thus the lateral
spreading soil load will act in the same direction as the inertia loads (i.e., in-phase loads).
For the two more flexible pile cases, these equivalent static analyses predict that the pile
cap will move more than the free-field soil and thus the lateral load from the crust will
actually be resisting the inertia loads (i.e., out-of-phase loads). Thus, the equivalent static
BNWF analyses were able to predict the effect that pile bending stiffness had on the
dynamic phasing of lateral spreading and inertia loads (Figures 12.11 and 12.12).

The results of parametric analyses showed that the equivalent static BNWF analyses with
the simultaneous application of ultimate lateral ground displacements and appropriate
fractions of peak inertia loads were consistently able to predict the dynamic phasing of
the lateral spreading and inertia loads, and that this phasing depends primarily on:

• Pile foundation stiffness

• Crust strength and stiffness

• Inertia load magnitude

• Ground displacement magnitude

The ground motion characteristics and the superstructure period affected the phasing of
crust and inertia loads primarily through their influence on the ground displacement and
inertia load magnitudes.
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Fig. 12.13. Comparison of results from equivalent static BNWF SD analyses (identified
by subscript c) and dynamic FE analyses (identified by subscript dyn): (a) maximum

pile-cap displacements and (b) maximum pile bending moments

Equivalent static BNWF analyses using the above guidelines were able to reasonably
approximate the peak responses from the dynamic FE analyses (Chang, 2007). This is
illustrated in Figure 12.13 showing the peak pile bending moments and peak pile-cap
displacements from the equivalent static BNWF analyses versus those from the dynamic
FE analyses. These results include a wide range of ground motion characteristics, pile
foundation stiffness, and superstructure periods. The agreement is quite reasonable given
the approximations involved in the equivalent static analyses.

In certain cases, a pile foundation’s response to lateral spreading is relatively uncoupled
(physically) from its response to inertia loading. For example, the lateral spreading of
a strong thick crust may cause bending of the piles at large depths, while the super-
structure’s inertial loads may be transferred to the soil at shallower depths, such that the
two loading mechanisms have little overlapping influence and could have been analyzed
as separate load cases. In other situations, the two loading mechanisms may have over-
lapping influence such that they cannot reasonably be analyzed as separate load cases.
In practice, it is often difficult to predict whether the effects of lateral spreading and iner-
tia loading can be analyzed as separate load cases or not, without actually performing an
equivalent static BNWF analysis to determine how strongly they interact. Thus, it is both
simpler and more reliable, and therefore recommended, to perform the equivalent static
BNWF analysis with soil displacements and inertia loads applied simultaneously.

2.5. ADDITIONAL COMMENTS FOR PILE GROUPS IN LATERAL SPREADS

The sensitivity of the computed foundation response to variations in the major input
parameters should always be evaluated. Shear force and bending moments at the pile-
cap connection as well as the permanent displacements of a pile cap were found to be
most sensitive to inertial loads, lateral spreading displacements, crust properties, and pile
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foundation characteristics (structural and geotechnical capacities). Other parameter vari-
ations can investigate factors such as the shape of the soil displacement profile and the
p-multipliers for liquefied layers, although these factors were generally of lesser impor-
tance in determining pile-cap displacements and loads at the pile-cap connection. If the
bending moment distribution beneath the ground surface is important, then the soil dis-
placement profile and p-multipliers for liquefied layers can be of greater importance.
For most parameter variations, it is important to consider best estimates with high and
low ranges because it is not always evident which will result in a conservative estimate
of foundation response. For example, a conservative estimate of pile response for the
nonliquefaction case might correspond to a softer load transfer relationship between the
pile cap and surrounding crust (e.g., weaker crust strengths, assumption of zero shear on
the base and sides of the pile cap, larger relative displacements to mobilize the crust loads)
whereas a conservative estimate of pile response for the liquefaction case might instead
correspond to a stiffer estimate of the same load transfer relationship (e.g., stronger crust
strengths, inclusion of base shear on the pile cap, etc.).

The equivalent static BNWF analysis method that uses imposed limit pressures in the
lateral spreading soils (BNWF LP in Figure 12.4b) has serious limitations relative to
the BNWF method that uses imposed soil displacements (BNWF SD in Figure 12.4a).
The use of limit pressures may be reasonable for cases where the lateral spreading ground
displacements are large, the displacements of the underlying nonliquefied soils are very
small, and the pile foundation is stiff enough that the limit pressures are truly mobilized.
If the lateral spreading displacements are insufficient to mobilize passive pressures from
the crust, the use of limit pressures can be overly conservative. If significant shear strains
develop in the underlying nonliquefied layers, the limit pressures approach may still need
to include free-field soil displacements for the underlying nonliquefied layers to avoid
significantly under-predicting pile and pile-cap displacements. Conditions that affect the
lateral soil pressures, when they are below their limit values, are sufficiently compli-
cated that it is impractical to develop simple guidelines for their estimation. For this rea-
son, the BNWF SD approach is preferable to the BNWF LP approach for general design
purposes.

3. Pinning effects for approach embankments

3.1. DEFINITION AND BACKGROUND

This section considers the local analysis of a bridge abutment in an approach embankment
(Figure 12.1) for the case where liquefaction has been triggered in the underlying soils.
As the embankment soils spread longitudinally, the piles and bridge superstructure can
develop reaction forces that are significant relative to the mass of a finite-width embank-
ment. These “pinning” forces reduce the embankment displacements relative to those that
would occur in the absence of any pinning force. The result is a coupled system wherein
demands imposed on the bridge depend on embankment displacements, which in turn
depend on the degree to which the piles and bridge superstructure pin the embankment.
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The beneficial effect of this coupling diminishes as the mass of the spreading embank-
ment soil increases relative to the available pinning forces.

The effect of pinning is illustrated by the results of a dynamic centrifuge model test com-
prised of two identical 8.5-m-tall (prototype) embankments facing each other across an
open channel, as shown by the cross-section in Figure 12.14 and the photograph of the
dissected model in Figure 12.15. The embankments were made of coarse dry sand, and
were underlain by a layer of loose sand, which was in turn underlain by dense sand. The
water table was just above the top of the loose sand. One embankment had a group of
eight 1.1-m-diameter piles at the crest (two rows of four piles), while the other embank-
ment had no piles. Earthquake shaking with a peak base acceleration of 0.7 g caused the

0

0

200 mm - Model

12 m - Prototype

Course Sand Embankment

Pore Pressure Transducer

Accelerometer

Displacement Transducer

Loose Sand 

Dense Sand 

Fig. 12.14. Cross-section of centrifuge model with two opposing embankments that are
about 8.5-m tall in prototype; one with a pile group and one without

Fig. 12.15. Photograph of the centrifuge model during dissection; note that the pile cap
displaced 0.75 m (prototype) toward the channel while the opposing embankment crest

displaced 1.7 m (prototype) toward the channel
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loose sand layer to liquefy and the embankment crests to displace longitudinally toward
the channel by about 0.75 and 1.7 m for the embankments with and without piles, respec-
tively. Thus, the pile pinning effect reduced longitudinal embankment displacements by
50% to 60% for this model. The embankments also developed substantial transverse
spreading and surface settlements, which are important considerations for evaluating the
post-earthquake accessibility or serviceability of a bridge.

The design procedures for estimating pile pinning effects on embankments are described
in the next section, after which they are illustrated by application to the dynamic cen-
trifuge model test shown in Figures 12.14 and 12.15.

3.2. PROCEDURES FOR ESTIMATING PILE PINNING EFFECTS

Procedures for estimating pile pinning effects on longitudinal embankment displacements
have been used in practice and incorporated in recommended specifications for seismic
design of bridges (e.g., Martin et al., 2002). The first evaluation of these types of proce-
dures against physical data was based on centrifuge data (Boulanger et al., 2006), from
which a number of modifications to the details of the procedures described in Martin et al.
(2002) were recommended. These procedures can be represented by three primary parts:

• Estimate the longitudinal displacement of the embankment soil mass for a range of
restraining forces from the piles and bridge superstructure.

• Estimate the longitudinal restraining force exerted on the embankment mass by the
piles and bridge superstructure for a range of imposed embankment displacements.

• Determine the compatible displacement and interaction force between the embank-
ment mass and the piles and bridge superstructure.

Each of these three parts is discussed in more detail in the following sections.

3.2.1. Estimating embankment displacements for a range of restraining forces
The estimation of embankment displacements due to liquefaction is complicated by the
need to account for a range of possible restraining forces from the piles and bridge super-
structure. Of the four methods that were previously described for estimating free-field
lateral spreading displacements, only two provide a means to account for the effect of
restraining forces: (1) Newmark sliding block methods and (2) nonlinear dynamic numer-
ical analyses. The method of integrating potential liquefaction-induced shear strains can
only be used for the case of zero restraining force, and the available empirical models for
lateral spreading are not applicable to bridge abutments. For this reason, designers have
turned to Newmark (1965) sliding block methods as the first step in the design process,
after which the potential benefits of more complicated dynamic numerical analyses can
be considered.

The first step is to perform slope stability analyses of the embankment, such as illustrated
in Figure 12.16 for the centrifuge model from Figure 12.14. Residual shear strengths (Sr)
of the liquefied layers may be estimated using case history based correlations between
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Fig. 12.16. Critical slope stability failure surfaces for different values
of pile restraining force

Sr/σvc
′ ratios and SPT or CPT penetration resistances. The total shear force (Vt) and

bending moment (Mt) in the piles at the slope stability failure surface can be represented
by an equivalent force-couple, such as having the pile shear force act alone at a distance
equal to Mt/Vt above the slope stability failure surface. Large point forces can produce
numerical errors in the limit equilibrium analyses, such that Vt is often represented as a
distributed force or an equivalent increase in soil shear strength along some portion of the
failure surface. The slope stability analyses are used to determine yield accelerations (ky)
for a range of possible restraining forces. For each restraining force, the yield acceleration
is the value of the horizontal seismic coefficient that produces a factor of safety of unity
against slope instability. These slope stability analyses must consider a range of possible
failure surfaces because the most critical failure surface can increase substantially in size
with increasing restraining force (e.g., Figure 12.16).

Embankment displacements for each of the possible restraining forces are then computed
based on the yield acceleration and the design ground motion parameters. This step could
be performed by either: (1) performing Newmark sliding block calculations using a spec-
ified set of acceleration time series or (2) using a regression model for Newmark sliding
block displacements, such as the one developed by Bray and Travasarou (2007). The
results of these analyses are a plot of embankment displacement versus restraining force
per unit thickness of the analyzed section.

The tributary (transverse) width for the embankment mass is used to establish a common
dimension between the force–displacement relationships for the embankment and for the
pile foundation/bridge superstructure. Consider the embankment transverse cross-section
shown in Figure 12.17. The piles and bridge superstructure will be restraining movement
of an embankment mass that includes the soil defined by the embankment crest width,
plus a portion of the side slope masses. This is accounted for by adopting an equivalent
tributary width whose mass includes a portion of the side slope masses, with one-half of
the side slope mass recommended as a reasonable value for design.
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Fig. 12.17. Transverse section of an abutment showing the equivalent tributary width
that is assumed to interact with the restraining forces from the pile foundation and

bridge superstructure

3.2.2. Estimating pile/bridge restraining forces for a range of displacements
The restraining forces from the pile foundation and bridge superstructure are estimated
for a range of possible embankment displacements. Inertia from the bridge structure
will alternate between causing an increase and decrease in the restraining force on the
embankment. The equivalent static representation of restraining forces from the pile foun-
dation and bridge superstructure neglects the transient influence of bridge inertia forces.

The restraining force from the pile foundation is determined using an equivalent sta-
tic BNWF SD pushover analysis. In this analysis, the imposed soil displacements are
progressively increased and the shear forces and bending moments in the piles at the
location of the slope stability failure surface are determined. The ultimate shear force
that can develop will be limited by plastic hinging in the piles. The moment capacity of
the piles, and hence their shear resistance, may be further reduced by geometric effects
(i.e., P-� or buckling) as the abutment displacements become significant (Martin et al.,
2002).

The development of restraining forces from the bridge superstructure with increasing
embankment displacement depends on the structural configuration and details (e.g., bear-
ings, expansion joints, shear capacity of seat abutment back wall) and the characteristics
of the embankment soils (e.g., passive resistance against an abutment back wall that is
designed to break away during design loading). The restraining force that develops at the
abutment must be transferred to either the intermediate bents or to the opposite abutment.
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Pushover analyses of the global bridge structure can be used to estimate this load transfer
behavior.

The combined restraining forces from the pile foundation and bridge superstructure
will progressively increase as the embankment displacement increases during earthquake
shaking. Newmark sliding block analyses for the embankment are, however, most com-
monly based on the assumption that the restraining forces are constant throughout shak-
ing. To provide consistency between these two uncoupled analyses, the “equivalent con-
stant restraining force” from the piles and bridge superstructure can be taken as the aver-
age resistance that develops between the start of shaking (zero embankment displacement
and hence zero resistance) and the end of shaking (the resistance for the final embankment
displacement).

3.2.3. Compatibility of embankment and pile displacements
A compatible displacement and interaction force between the embankment slide mass
and the pile foundation/bridge superstructure can be determined from the relationships
developed in the previous steps. Graphically, the solution is the intersection of the force–
displacement relationships determined separately for the embankment slide mass and the
pile foundation/bridge superstructure.

3.3. EVALUATION AGAINST CENTRIFUGE MODEL TESTS

The recommended procedures for pinning analyses are illustrated for the dynamic cen-
trifuge model test shown in Figures 12.14 and 12.15 and described previously. Analysis
results for the embankment slide mass are presented in Figure 12.18, including (a) the
relationship between yield acceleration and pile restraining force as determined by slope
stability analyses and (b) the relationship between embankment slide mass displacement
and pile restraining force as determined by Newmark sliding block calculations using the
accelerations recorded in the dense sand beneath the slide mass. These analysis results
are particularly sensitive to the residual shear strength of the liquefied soil, as illustrated
in Figure 12.18 by the different results for Sr/σvc′ ratios of 0.22 and 0.26.

The computed pushover force–displacement response for the piles and the correspond-
ing equivalent constant restraining force are shown in Figure 12.19. The imposed soil
displacement profile was trilinear with depth, and corresponded to shear strains of 1%,
6%, and 3% in the dense sand, loose sand, and embankment sand, respectively, when
the embankment crest displacement was equal to 0.75 m. The p–y spring capacities for
the nonliquefied sands immediately above and below the liquefied layer were reduced
to account for the influence of the nearby weak liquefied soils; the p–y capacities were
assumed to be unaffected at a distance of two diameters from the liquefied layer, and
to vary linearly to a value equal to that for the liquefied soil at the actual liquefied soil
interface (based on 3D FE analysis results for layered soils by Yang and Jeremic, 2002).

The solution for compatible abutment displacements can be obtained from Figure 12.19
as the intersection of: (1) the pile foundation’s equivalent constant restraining force ver-
sus displacement curve and (2) the embankment slide mass displacement versus constant
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Fig. 12.18. Results of embankment displacement analyses for different restraining
forces from the piles: (a) yield acceleration from slope stability analyses and (b)
embankment slide mass displacements from Newmark sliding block calculations

restraining force curve. Embankment slide mass displacement curves are shown for
Sr/σvc

′ ratios of 0.22 and 0.26 because this range of Sr/σvc
′ ratios produced estimated

displacements for zero restraining force that bracket the observed displacement of about
1.7 m at the crest of the nonpiled embankment in the centrifuge tests. The correspond-
ing solutions for compatible abutment (or crest) displacements on the piled embankment
range from 0.55 to 0.70 m, with the larger value being close to the observed crest dis-
placement of about 0.75 m. Computed bending moments in the piles for this range of
compatible displacements were also in reasonable agreement with the values measured
in the centrifuge test. Good agreement between computed and observed responses for
the piled embankment was, however, only obtained after the methodology for computing
embankment displacements was calibrated to the observed crest displacement for the
nonpiled embankment.
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Fig. 12.19. Compatibility between the computed embankment slide mass displacements
and the equivalent constant restraining force from the pile foundation

These and other results suggest that the recommended pinning analysis procedures pro-
vide a reasonable design approach for estimating the relative effect that pinning forces
can have on embankment displacements. Despite the approximations and uncertainties
involved, the methodology can be used to bracket the range of likely pinning effects with
sufficient accuracy for decision making in many situations. In other situations, dynamic
numerical analyses may provide insights into the system response characteristics that are
valuable enough to warrant the additional engineering costs. For either analysis method,
the final design must account for the significant uncertainties involved in predicting
liquefaction-induced ground displacements, as previously discussed for lateral spreads.

4. Other issues and considerations

The response of the global bridge system for the liquefaction case needs to be evalu-
ated after the individual bents and abutments have been evaluated as local systems. A
dynamic analysis of the global bridge system is often performed for the nonliquefac-
tion case (e.g., Caltrans, 2006), in which the soil is often represented by spring elements
attached to the structure model. A dynamic analysis of the global bridge system for the
liquefaction case is far more complicated because the inclusion of dynamic ground dis-
placements requires some type of continuum modeling for the soil profile. Alternatively,
an equivalent static analysis of the global bridge system for the liquefaction case may be
performed wherein a number of different possible loading combinations would need to
be considered; for example, liquefaction effects at one or more locations in combination
with inertia demands in different directions. The development of improved guidelines for
analyses of global bridge systems for the liquefaction case is an area of ongoing research.
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Another loading case that needs to be considered is down-drag on the piles due to
earthquake-induced settlements. Rollins and Strand (2006) presented measurements of
down-drag forces on a pile during reconsolidation of surrounding soils that had been
liquefied by in situ blasting. Down-drag in liquefied soils can be analyzed using neutral-
plane methods with appropriate modifications for the liquefaction case (Boulanger and
Brandenberg, 2004).

Performance-based design or evaluation of bridges for liquefaction effects requires fur-
ther discussion of performance objectives and related considerations. Procedures for con-
ducting performance-based design analyses with a formal accounting of uncertainties
have been developed for pinning analyses at bridge abutments (Ledezma and Bray, 2006)
and for global bridge systems using nonlinear dynamic finite element analyses (Kramer
et al., 2006, unpublished PEER report).

5. Summary remarks

Recommendations were presented herein for the seismic design of pile foundations for
liquefaction effects using equivalent static BNWF analysis methods. Discussions were
focused on two local subsystems for bridges: (1) pile groups in laterally spreading ground
away from any approach embankments and (2) pile groups for approach embankment
abutments where the restraining or “pinning” effects of the piles and bridge superstructure
can be advantageous.

For pile groups embedded in large lateral spreads, equivalent static BNWF analyses with
imposed free-field soil displacements and structural inertia forces reasonably matched
results from centrifuge model tests and results from a suite of dynamic FE analyses.
Guidelines for estimating and combining lateral spreading demands and inertia loads
were derived from the suite of FE analyses.

For pile groups in approach embankment abutments, pinning forces from the piles and
bridge superstructure can restrain the embankment against lateral spreading in the longi-
tudinal direction. Coupling Newmark sliding block analyses with equivalent static BNWF
pushover analyses provided reasonable estimates of the reductions in embankment dis-
placements that were observed in centrifuge model tests of embankments with and with-
out piles. Guidelines for performing these types of pinning analyses were presented.
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Abstract. The paper discusses the emerging trends in seismic analysis and design of geotechnical
structures. Soil consists of soil particles. The fundamental study on this aspect of soil has come to
the stage where the results of the study can be readily incorporated as an essential part of seismic
analysis of soil–structure systems. Geotechnical earthquake engineers and researchers are encour-
aged to look into this fundamental study. By expanding the concept of performance-based design,
a paradigm shift can be achieved from construction-oriented to service-oriented approach. The
service-oriented approach will open a new horizon for design and promote the holistic approach
for providing better designed built-environment. Designing a large urban area against combined
hazards, such as those caused by the Sumatra earthquake of 2004, poses a new challenge in seis-
mic design. The approach that is most appropriate for a large urban area may be different from
those used for the current practice design used for individual structure and should be newly devel-
oped. These emerging trends in seismic design have to be extensively studied and carefully applied
in practice, especially for designing new and large geotechnical structures that have to meet the
rapidly growing social and economic demands in Asia and those for redevelopment of urban areas
around the world.

1. Introduction

Geotechnical structures typically consist of soil and structural parts such as buried
structures (e.g. buried tunnels, box culverts, pipelines, and underground storage facili-
ties), foundations (e.g. shallow and deep foundations and underground diaphragm walls),
retaining walls (e.g. soil retaining and quay walls), pile-supported wharves and piers,
earth structures (e.g. earth and rockfill dams and embankments), gravity dams, landfill
and waste sites. Seismic performance of geotechnical structures is significantly affected
by ground displacement. In particular, soil–structure interaction and effects of liquefac-
tion play major roles and pose difficult problems for engineers.

Objective of this paper is to review how these problems have been dealt with in the recent
development of seismic analysis and design. In the previous review (Iai, 1998), when the
effective stress analysis began to be applied to seismic design in practice, it was decided
best to begin by discussing the essential stress–strain behavior of soil under cyclic load-
ing rather than going into the details in the mechanics of assemblage of soil particles.
Almost a decade has passed since then. Extensive developments have been made in
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seismic analysis of geotechnical works both in research and practice. It is about the time
to explore the next level of knowledge in the discipline of geotechnical engineering. The
time is ripe to discuss the fundamental aspect of mechanics of assemblage of soil particles
as related to the soil behavior under cyclic loading among the geotechnical earthquake
engineers and researchers. Thus, the paper begins by discussing this fundamental aspect
of analysis. Some of the findings useful in practice of seismic analysis are also reviewed
with respect to the seismic analyses of embankments, embedded structures and soil-pile
systems.

The paper then discusses the emerging trends in the fundamental conceptual frame-
work for seismic design of geotechnical structures. One trend is centered round the con-
cept of performance. There is an important paradigm shift from structure-oriented to
service-oriented approach. The other trend demands a new approach readily applicable
for designing large urban area against combined hazards such as those due to tsunamis
and earthquake motions. The paper concludes with a proposal that will be useful for
designing new and large geotechnical works that have to meet the rapidly growing social
and economic demands in Asia and those for redevelopment of urban areas around the
world.

2. Assemblage of soil particles

A granular material consists of an assemblage of particles with contacts newly formed
or disappeared, changing the micromechanical structures during macroscopic deforma-
tion. Among various constitutive models proposed for granular materials, a model that
characterizes a structure of the assemblage of particles has capability to reproduce the
distinctive behavior of granular materials due to that structure (Iai and Ozutsumi, 2005).

Stress in granular materials as defined for continuum is given by a certain average of
contact forces between the particles. In assemblage of spherical particles, the contact
force Pk can be partitioned into the direction of contact normal nk and tangential direction
tk as (see Figure 13.1, left)

Pk = Fnk + Stk (13.1)

Macroscopic stress is given by taking an average over the contact forces within the
representative volume element R having volume V as (e.g. Thornton, 1989)

σkl = 2

V

∑
R

r(Fnknl + Stknl) (13.2)

where r denotes radius of spheres.

Before taking the average over all the contacts of random orientation, a structure can be
identified by systematically grouping the contacts according to the orientation. The first
level of structures is identified by choosing those pairs of a contact force and a contact
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Fig. 13.1. Contact normal nk , tangential direction tk and contact force Pk defined at
particle contact (left) and virtual plane of two dimensional shear mechanism defined by
local coordinate indicated by the broken line vectors (right) (Iai and Ozutsumi, 2005)

normal that are parallel to a plane (Iai, 1993). Assemblage of those pairs constitutes a
two dimensional mechanism and hereafter called “virtual two dimensional mechanism.”
In order to identify the structure of the virtual two dimensional mechanism, the local
coordinates x̃, ỹ, z̃ are introduced by taking z̃ axis normal to the plane and ỹ axis parallel
to the x–y plane of the reference frame that is defined by the coordinates x, y, z (see
Figure 13.1, right).

The second level of structures is identified within the virtual two dimensional mechanism
by systematically grouping the contacts according to the orientation relative to x̃ axis. For
convenience, the orientation ranging from 0 to π/2 relative to x̃ axis is divided into I sets
of zones, each ranging from (ωi −�ω/2)/2 to (ωi +�ω/2)/2 for i = 1, . . . , I , where

ωi = (i − 1)�ω (13.3)

�ω = π/I (13.4)

Contact normal ñ(i)k is taken in the plane as a representative direction with an angle ωi/2
relative to x̃ axis. By systematically identifying and combining the couples of contacts
that have the contact normals perpendicular to each other, the structure of the stress
contribution σ̃kl from the virtual two dimensional mechanism is identified as follows
(Iai, 1993):

σ̃kl = p̃δkl +
I∑

i=1

(
q̃(i)F

〈
ñ(i)k , ñ(i)l

〉
+ q̃(i)S

〈
t̃ (i)k , ñ(i)l

〉)
�ω (13.5)

where δi j denotes Kronecker delta and〈
ñ(i)k , ñ(i)l

〉
= ñ(i)k ñ(i)l − ñ(i+I )

k ñ(i+I )
l (13.6)〈

t̃ (i)k , ñ(i)l

〉
= t̃ (i)k ñ(i)l − t̃ (i+I )

k ñ(i+I )
l = t̃ (i)k ñ(i)l + ñ(i)k t̃ (i)l (13.7)
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Fig. 13.2. Stress component in the direction of ωi/2 relative to x̃ axis; (a) biaxial shear〈
ñ(i)k , ñ(i)l

〉
, (b) simple shear

〈
t̃ (i)k , ñ(i)l

〉
, (c) biaxial shear with additional rotation of

−π/4
〈
ñ(i−I/2)

k , ñ(i−I/2)
l

〉

The scalars p̃, q̃(i)F , q̃(i)S in Eq. (13.5) represent the stress contributions obtained by an
average of contact forces with respect to the isotropic, biaxial shear and simple shear
mechanisms, where q̃(i)F and q̃(i)S are defined per unit ω. In particular, the biaxial shear
due to the normal component of contact forces F is given by Eq. (13.6), the simple
shear due to the tangential component of contact forces S given by Eq. (13.7) as shown
in Figure 13.2(a) and (b). Since biaxial shear and simple shear are indistinguishable
in the tensor representation except for the difference in the orientation of π/4 as shown in
Figure 13.3(b) and (c), the stress contribution of a virtual two dimensional mechanism in
Eq. (13.5) is written as

σ̃kl = p̃δkl +
I∑

i=1

q̃(i)
〈
t̃ (i)k , ñ(i)l

〉
�ω (13.8)

where

q̃(i) = q̃(i−I/2)
F + q̃(i)S (13.9)

Although the tensor
〈
t̃ (i)k , ñ(i)l

〉
represents simple shear and called “virtual simple shear

mechanism,” formation of columnar structure in the assemblage of particles (e.g. Oda,
1974; Oda et al., 1985) indicates that the contributions from the couples due to normal
components of contact forces q̃(i−I/2)

F is predominant in the shear stress contributions
q̃(i). In fact, Eq. (13.8) can be rewritten in terms of “virtual biaxial shear mechanisms” as

σ̃kl = p̃δkl +
I∑

i=1

q̃(i)
〈
ñ(i−I/2)

k , ñ(i−I/2)
l

〉
�ω (13.10)
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In this paper, Eq. (13.8) with a term “virtual simple shear mechanism” will be used in
order to maintain the consistency with those used in the previous papers (Towhata and
Ishihara, 1985b; Iai et al., 1992a). The concept of the model, however, is better described
by Eq. (13.5), where the couples of normal components of contact forces are explicitly
written.

In order to describe the macroscopic stress–strain relationship of a granular material, the
stress contributions in Eq. (13.8) should be defined as a function of macroscopic strain
field εkl . As an assumption of the simplest in its kind, the isotropic stress contribution p̃
is defined as a function of

ε = δmn(εmn − ε0δmn) (13.11)

and each virtual simple shear stress contribution q̃(i) is defined as a function of

γ̃ (i) =
〈
t̃ (i)m , ñ(i)n

〉
(εmn − ε0δmn) =

〈
t̃ (i)m , ñ(i)n

〉
εmn (13.12)

where the term ε0δmn in the right hand side of Eqs. (13.11) and (13.12) represents the
volumetric strain tensor due to dilatancy. The scalar γ̃ (i) defined in Eq. (13.12) is the
projection of macroscopic strain field into the direction of virtual simple shear mechanism〈
t̃ (i)k , ñ(i)l

〉
and called “virtual simple shear strain.”

The incremental stress–strain relation is obtained in the similar manner as described
above and is given by

dσ̃kl = d p̃δkl +
I∑

i=1

dq̃(i)
〈
t̃ (i)k , ñ(i)l

〉
�ω (13.13)

The incremental stress contributions are given by

d p̃ = K̃L/Udε (13.14)

dq̃(i) = G̃(i)
L/Udγ̃ (i) (13.15)

where the loading (L) and unloading (U) for the isotropic and virtual simple shear mech-
anisms are defined by the signs of dε and dγ̃ (i), respectively. From Eqs. (13.11) through
(13.15), the incremental constitutive equation is given by

dσ̃kl = D̃klmn d(εmn − ε0δmn) (13.16)

D̃klmn = K̃L/Uδklδmn +
I∑

i=1

G̃(i)
L/U

〈
t̃ (i)k , ñ(i)l

〉 〈
t̃ (i)m , ñ(i)n

〉
�ω. (13.17)

By superposing these two dimensional mechanisms over J sets of planes, each with a
solid angle of ��( j), covering a unit sphere, the macroscopic stress–strain relationship
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in the three dimensional space is obtained as follows:

σkl = pδkl + 1

4π

J∑
j=1

I∑
i=1

q(i j)
〈
t (i j)
k , n(i j)

l

〉
�ω��( j) (13.18)

dσkl = Dklmnd(εmn − ε0δmn) (13.19)

Dklmn = KL/Uδklδmn

+ 1

4π

J∑
j=1

I∑
i=1

G(i j)
L/U

〈
t (i j)
k , n(i j)

l

〉 〈
t (i j)
m , n(i j)

n

〉
�ω��( j) (13.20)

dp = KL/Udε (13.21)

dq(i j) = G(i j)
L/Udγ (i j) (13.22)

where n(i j)
k and t (i j)

k denote the contact normal ñ(i)k and tangential direction t̃ (i)k defined
in the j-th plane and the loading (L) and unloading (U) for the isotropic and virtual

simple shear mechanisms are defined by the signs of dε and dγ (i j) =
〈
t (i j)
m , n(i j)

n

〉
εmn ,

respectively.

When the inherent soil fabric is assumed to be isotropic, the virtual simple shear mecha-
nism is defined by a hyperbolic relation under a constant confining stress as follows:

q(i j) = γ (i j)/γv

1 + ∣∣γ (i j)/γv
∣∣qv (13.23)

where qv and γv are the parameters for defining the hyperbolic relationship and called
the virtual shear strength and virtual reference strain. Substitution of Eq. (13.23) into
Eq. (13.22) yields

G(i j)
L = 1(

1 + ∣∣γ (i j)/γv
∣∣)2

qv

γv
(13.24)

Hysteresis characteristics are assigned by appropriately specifying the tangential stiffness
for unloading and reloading by using an extended Masing rule (Iai et al., 1990, 1992a, b)
for representing realistic behavior of sands such as those given by Hardin and Drnevich
(1972). If no memory is given to the set of q(i j) and other Masing variables, the material
becomes isotropic again once the applied stress is removed. The anisotropy in inherent
soil fabric can be introduced by specifying the virtual shear strength and virtual reference
strain as q(i j)

v , γ
(i j)
v that are specific to i-th mechanism in j-th plane.

The parameters qv and γv can be determined by the shear modulus at small strain level
and failure criterion of soil (Iai et al., 1992a; Iai and Ozutsumi, 2005). In particular, the
shear modulus at small strain level is given by
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Gm = Gma
∣∣p′/p′

a

∣∣mG (13.25)

where Gma are the shear modulus measured at laboratory with an effective mean stress
p′

a. The power index mG typically takes the value of 0.5 for sand. The failure criterion
for sand is often approximated by Mohr–Coulomb criterion given by

σ ′
1 − σ ′

3

2
=

(
c cotφf − σ ′

1 + σ ′
3

2

)
sinφf ≡ τmax (13.26)

where σ ′
1 and σ ′

3 denote major and minor principal stresses, c and φf denote cohesion
and internal friction angle, and τmax denotes shear strength. Other failure criteria such
as Tresca, von Mises, extended Tresca and Drucker-Prager can also be introduced. Any
of these failure criteria can be used to identify the virtual shear mechanism parameter qv
and γv. The results take the following general form:

qv ∝ τmax
γv ∝ τmax/Gm

(13.27)

The coefficients are given as an integral of direction components of multiple mechanism.
See Iai and Ozutsumi (2005) for details.

With the dilatancy dε0 in Eq. (13.19) specified as a function of cumulative plastic shear
work (Towhata and Ishihara, 1985a; Iai et al., 1992a), the strain space multiple mech-
anism model has ten primary parameters as shown in Table 13.1; two specify elastic
properties of soil, two specify plastic shear behavior, and the rest control dilatancy.

As summarized in Eqs. (13.18) through (13.22) the strain space multiple mechanism
model characterizes a twofold structure of an assemblage of particles in granular mate-
rials. The first structure is represented by J sets of virtual two dimensional mechanisms,
the second by I sets of virtual simple shear mechanisms of one dimensional nature. Sec-
ond order fabric tensors are naturally incorporated in the direct stress–strain relationship

Table 13.1. Model parameters of strain space multiple mechanism model (Iai et al., 1992a)

Symbol Type of mechanism Parameter designation

Kma Elastic Volumetric Rebound modulus
Gma Elastic Shear Shear modulus
φf Plastic Shear Internal friction angle
hmax Plastic Shear Upper bound for hysteretic damping factor
φp Plastic Dilatancy Phase transformation angle
p1 Plastic Dilatancy Parameter controlling initial phase of cumulative

dilatancy
p2 Plastic Dilatancy Parameter controlling final phase of cumulative dilatancy
w1 Plastic Dilatancy Parameter controlling overall cumulative dilatancy
S1 Plastic Dilatancy Parameter controlling ultimate limit of dilatancy
c1 Plastic Dilatancy Parameter controlling threshold limit for dilatancy
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in Eq. (13.18), fourth order fabric tensors in the incremental constitutive equations in
Eqs. (13.19) and (13.20) (Iai, 1993). Evolution of these fabric tensors is governed by
the collective effects of the multiple mechanisms specified by Eqs. (13.21) and (13.22).
An example of evolution of fabric tensors during rotation of principal stress axes can be
found in Iai et al. (1994).

3. Some findings on seismic analysis

Some of the findings useful in practice of seismic analysis are reviewed with respect to the
seismic analyses of soil under initial deviator stress, embankments, embedded structures
and retaining walls as follows. These findings can be recognized as the priority areas for
further study in seismic analysis.

3.1. CYCLIC DEFORMATION OF SOIL UNDER INITIAL DEVIATOR STRESS

The effect of dilatancy, especially induced by the stress path in the vicinity of failure
line, governs the gradual or rapid increase in strain amplitude during cyclic loading.
For undrained cyclic loading tests of soil with lateral normal strain constrained, usually
called liquefaction tests, primary focus of the strain components is directed on shear strain
amplitude. Typical results of measured (Matsuo et al., 2000) and computed stress–strain
and stress path are shown in Figure 13.3 (Ozutsumi, 2003). In this figure, conventional
model is based on the algorithm that dilatancy is defined as a function of cumulative shear
strain energy as mentioned earlier. The modified model is based on the algorithm that dila-
tancy is defined as a function of partial components of cumulative shear strain energy, in
which the contributions from the shear strain energy from the stress path beyond the
phase transformation line (i.e. dilatative regime) is intentionally not taken into account.
This minor modification in the algorithm for computing dilatancy does not affect the
computed stress–strain and stress path for conventional liquefaction tests as shown in
Figure 13.3.

For stress–strain and stress path for lateral normal strain unconstrained but with keeping
the axial stress difference constant, that is often the case with two or three dimensional
deformation of soil–structure systems, the effect of dilatancy on the strains becomes sig-
nificant as shown in Figure 13.4. In fact, the difference in the computed normal strain
component from the conventional and modified algorithms are almost in two order in
magnitude. Further parameter study suggests that the algorithm best describes the exist-
ing laboratory data when the algorithm does not take into account the shear strain energy
for stress path beyond the line between the phase transformation line and the failure line.
Although these findings are tied down to the specific form of constitutive equations, these
findings can be generalized into a statement that dilatancy in the vicinity of failure line
should be carefully studied in the development of soil model.
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Fig. 13.3. Stress–strain and stress path for lateral normal strain constrained
(Ozutsumi, 2003)

3.2. EFFECT OF RESIDUAL STRENGTH OF SOIL ON SEISMIC SETTLEMENTS
OF EMBANKMENTS

Many types of river dikes and embankments have been analyzed through the strain space
multiple shear mechanism model and mostly successful in reproducing the varying degree
of crest settlements depending on the geotechnical condition of foundation (Ozutsumi
et al., 2002; Tobita et al., 2006a). However, recent experience in analysis of one par-
ticular type of river dike, the dike No.1 of the Shiribeshi-Toshibeshi river, Hokkaido,
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Fig. 13.4. Stress–strain and stress path for lateral normal strain unconstrained with
constant axial stress difference (Ozutsumi, 2003)

Japan, during 1993 Hokkaido-Nanseioki earthquake of Richter magnitude 7.8, poses
a new challenge. This dike was heavily damaged during the earthquake as shown in
Figure 13.5. The dike was constructed on loosely deposited sandy deposit with a thick-
ness of about 5 m as shown in Figure 13.6.

The results of the analysis typically show a pattern of deformation such as shown in
Figure 13.7. However, the degree of deformation is found to be excessively sensitive
to the type of algorithm and the details in the computation scheme for time integra-
tion. When the modification in the algorthim for computing dilatancy discussed earlier
is adopted with improved integration scheme, the result shows very small settlements as
shown in Case A in Figure 13.8.

Since the shear strains induced in the foundation soil are in the order of several tens
of percent, effect of residual strength Sus are studied in addition to the effect of cyclic
mobility. The results are shown in Table 13.2 and Figure 13.8. The best fit to the measured
crest settlement is given for Case D2 but the residual strength Sus is apparently very low.
Cases C1 through C4 are more or less in the range of those reported in the literature based
on the laboratory tests. Further study in this aspect of soil may be necessary.
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Fig. 13.5. Damage to a river dike at the Shiribeshi-toshibetsu river, Hokkaido, Japan,
during Hokkaido-Nansei-oki earthquake of 1993
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Fig. 13.6. Cross section of the river dike
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Fig. 13.7. Computed deformation of river dike (Ozutsumi et al., 2002)

Fig. 13.8. Computed settlements at crest

Table 13.2. Case designation for numerical analysis

Case no. Sus (kPa) Sus (kPa) Sus (kPa)
for Asa–Aca for As1 for As2

A ∞ ∞ ∞
B 0.1 180 50
C1 25 180 50
C2 50 180 50
C3 75 180 50
C4 100 180 50
D1 0.1 100 25
D2 0.1 25 7
D3 0.1 15 5
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3.3. EFFECT OF INCREASE IN EARTH PRESSURES
ON BURIED STRUCTURES

Analysis of a buried RC structure was also performed (Wang et al., 2006). The cross
section of a model RC structure for centrifuge tests is shown Figure 13.9. The effective
stress analysis using the finite element mesh shown in Figure 13.10 resulted in the good
agreement with the measured response of soil–structure system as shown in Figure 13.11.

The computed results, in particular, showed gradual increase in the lateral earth pressures
in association with the increase in excess pore water pressure, and finally reached to the
average level that coincides with the initial vertical total stress. The resulting deformation
of RC structure, as shown in Figure 13.12, indicates the important failure mechanism, in
that the plastic hinges first appear in the corners of the RC cross section, and gradually
induces the plastic region towards the center of the side walls due to the cyclic effects
as well as the gradual increase in lateral earth pressure mentioned earlier. This gradual
increase in the lateral earth pressure should never be ignored in design of underground
structures.

Fig. 13.9. Cross section of buried structure model for centrifuge test

Fig. 13.10. Finite element mesh for analysis
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Fig. 13.11. Computed and measured responses of buried RC structure
(Wang et al., 2006)

Fig. 13.12. Computed residual deformation of buried RC structure (Wang et al. 2006)

3.4. EFFECT OF INITIAL STRESS IN THE BACKFILL SOIL ON RETAINING
WALLS

Initial stress conditions for seismic analysis play a significant role. An example is shown
on a sheet pile quay wall (Kameoka and Iai, 1993). In this study, initial earth pressures
before the earthquake were varied by applying forced displacements between anchor
and sheet pile wall as shown in Figure 13.13. The results of the seismic analysis, shown
in Figure 13.14, indicate that higher initial earth pressure applied on the wall results
in smaller seismic bending moments and displacements. Based on these findings, it
is recommended that the initial conditions for sheet pile quay walls be computed by
step-by-step gravity analysis, closely following the actually construction sequence
(Miwa et al., 2003).

4. Performance-based design

The 1995 Hyogoken-Nambu earthquake drastically changed the affirmative recognition
of the seismic design practice in Japan. The peak accelerations during this earthquake
ranged from 0.5 to 0.8 g, causing catastrophic damage to highly developed and mod-
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Fig. 13.14. Computed earthquake-induced bending moment and displacement
(Kameoka and Iai, 1993)

ernized urban areas as shown in Figures 13.15 and 13.16. This event posed a challenge
in earthquake engineering and motivated the adoption of performance-based design in
practice.

The goal is to overcome the limitations present in conventional seismic design. Con-
ventional building code seismic design is based on providing capacity to resist a design
seismic force, but it does not provide information on the performance of a structure when
the limit of the force-balance is exceeded. If we demand that limit equilibrium not be
exceeded in conventional design for the relatively high intensity ground motions asso-
ciated with a very rare seismic event, the construction/retrofitting cost will most likely
be too high. If force-balance design is based on a more frequent seismic event, then it is
difficult to estimate the seismic performance of the structure when subjected to ground
motions that are greater than those used in design.

In performance-based design, appropriate levels of design earthquake motions must be
defined based on its variability and acceptable levels of structural damage must be
clearly identified. Two levels of earthquake motions are typically used as design refer-
ence motions.
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Fig. 13.15. Damage to steel piles for pile-supported-wharf in Kobe Port during 1995
Hyogoken-Nambu earthquake

Fig. 13.16. Damage to an access to a bridge at Kobe-Nishinomiya during 1995
Hyogoken-Nambu earthquake
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Table 13.3. Acceptable level of damage in performance-based design∗

Acceptable level of
damage

Structural Operational

Degree I: Serviceable Minor or no damage Little or no loss of service-
ability

Degree II: Repairable Controlled damage∗∗ Short-term loss of
serviceability∗∗∗

Degree III: Near collapse Extensive damage in
near collapse

Long-term or complete loss
of serviceability

Degree IV: Collapse∗∗∗∗ Complete loss of struc-
ture

Complete loss of service-
ability

∗ Considerations: Protection of human life and property, functions as an emergency base for trans-
portation, and protection from spilling hazardous materials, if applicable, should be considered in
defining the damage criteria in addition to those shown in this table.
∗∗ With limited inelastic response and/or residual deformation.
∗∗∗ Structure out of service for short to moderate time for repairs.
∗∗∗∗ Without significant effects on surroundings.

Table 13.4. Performance grades S, A, B and C

Performance grade Design earthquake
Level 1 (L1) Level 2 (L2)

Grade S Degree I: Serviceable Degree I: Serviceable
Grade A Degree I: Serviceable Degree II: Repairable
Grade B Degree I: Serviceable Degree III: Near collapse
Grade C Degree II: Repairable Degree IV: Collapse

The acceptable level of damage is specified according to the specific needs of the
users/owners of the facilities and may be defined on the basis of the acceptable level
of structural and operational damage given in Table 13.3. The structural damage category
in this table is directly related to the amount of work needed to restore the full functional
capacity of the structure and is often referred to as direct loss due to earthquakes. The
operational damage category is related to the amount of work needed to restore full or
partial serviceability. Economic losses associated with the loss of serviceability are often
referred to as indirect losses.

Once the design earthquake levels and acceptable damage levels have been properly
defined, the required performance of a structure may be specified by the appropriate
performance grade S, A, B or C defined in Table 13.4. In performance-based design,
a structure is designed to meet these performance grades.
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5. Emerging trends in design

Emerging trends in design further developed along the line of performance-based design
may be summarized as follows.

5.1. FROM DESIGN-FOR-CONSTRUCTION TO DESIGN-FOR-PERFORMANCE

The concept of operational damage introduced in the performance-based design plays
a significant role in emerging trends in design. In conventional design, construction of a
good geotechnical work was the sole objective of design. In the emerging trends in design,
providing appropriate function and service rather than a physical construction becomes
the final objective of design. There is an important paradigm shift from structure-oriented
to performance-oriented approach.

5.2. FROM STANDARDIZED-DESIGN TO SITE-SPECIFIC-DESIGN

Conventional design relied on the standardized earthquake loads such as those speci-
fied by design spectra and seismic coefficient. If needed, variability of these loads was
considered in a framework such as reliability design methodology but the loads were
standardized. In the merging trends in design, site-specific earthquake motions are used
for achieving the optimum design best suited for the construction site.

5.3. FROM ANALYSIS-OF-STRUCTURAL/FOUNDATION PARTS TO
ANALYSIS-OF-SOIL–STRUCTURE SYSTEM

Conventional design was based on the analysis of structural or soil part idealized to fit to
the simplified methodologies. In the emerging trends in design, analysis of whole soil–
structure system and identification of failure modes are the bases.

In fact, these emerging trends in design are incorporated in the International Standard
(ISO) on seismic actions for designing geotechnical works (Iai, 2005).

5.4. FURTHER EMERGING TRENDS: PRODUCING SERVICE

The discussions on these emerging trends in design can be extended further. By expand-
ing the concept of performance-oriented approach, a new horizon of design will become
apparent. Instead of trying to reduce the cost for construction, the new objective of design
will be to increase the service produced by the designing process. Instead of construct-
ing buildings and producing goods and works based on the concept of production effi-
ciency through mass production process and ending up producing unnecessary products
and infrastructures, the new objective of design will be to offer performance and service
required by the society.

The concept of offering performance and service further triggers us to have a new look
at civil engineering structures. Instead of trying to optimize individual structures for
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Fig. 13.17. Large waterfront development, Singapore (Penta Ocean)

construction, we can define a system consisting of a group of structures and try to
optimize it. The structural system can be as large as an entire urban system. In this
case, we can look at this system as built environment rather than social infrastructure.
Once we establish the function and objective of the built environment, then we can fur-
ther expand our design approach for natural environment and the interaction between the
built and natural environments. Instead of using conventional materials such as steel and
concrete, new materials and intelligent technologies may offer a completely new perfor-
mance and service. Instead of trying to maintain the old infrastructure based on life-cycle
management, we can renovate and redevelop those infrastructures to achieve required
and enhanced performance and service. Based on these emerging trends, objective of the
seismic design may be transformed into the new objective to create a space of safety and
security in the decade to come (see Figure 13.17).

The approaches and new concepts in design discussed above will be useful for design-
ing new and large geotechnical works that have to meet the rapidly growing social and
economic demands in Asia and those for redevelopment of urban areas around the world.

6. Designing large urban areas against combined hazards

The extreme event of tsunamis, such as those caused by the Sumatra earthquake of 2004
to the Sumatra area (Tobita et al., 2006b) might not be easy to cope with the design strat-
egy discussed in the previous chapter. The height of the tsunamis ranged from 5 to 30 m.
Over a 3 km inland from the coast line was affected by the tsunami. The coastal area, as
shown in Figure 13.18, was washed away due to the combined effects of liquefaction dur-
ing the earthquake and erosion by the tsunami. Long distance such as tens of kilometers
should be covered for appropriate vulnerability assessment.
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Fig. 13.18. Coastal area of Banda Aceh, Indonesia, before (above) and after (below)
the Indian Ocean-Sumatra earthquake of 2004 (after Quickbird)

One way to cope with this is to use a simplified design charts. In fact, sets of design charts
were developed based on a series of parametric studies on embankments and gravity
structures (Higashijima et al., 2006). These design charts are incorporated in a spread
sheet format. Input data required are: (1) basic parameters defining the cross section of
structures, (2) geotechnical conditions as represented by SPT N-values and (3) earthquake
data, as represented by wave form, peak ground acceleration, or distance. Alternative
way to cope with this extreme event is to set up a reasonable strategy to evacuate and
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recovery. In order to enhance the quality of evacuation, education, early warning system
and better city planning can be beneficial. Constructing a reasonable set of evacuation
lands with enough height may be also useful. These evacuation lands may be utilized for
either community facilities, parks or religious purpose facilities for daily use of residents.
In this way of combining the multiple objectives of the facilities instead of pursuing the
sole objective, better planning for mitigating disasters may be achieved.

Securing the robust evacuation route is also important. In the example of the district
shown in Figure 13.18, at least one bridge should be robust enough to allow evacuation
immediately after the earthquake. In the highly developed urban area, fires, collapse of
buildings and other associated events that close the evacuation route must be evaluated
for better planning of evacuation.

Early recovery of the damaged urban areas should also be well planned. Emergency base
for recovery, hospitals, and other important facilities should be robust enough to be func-
tional in the extreme event.

7. Conclusions

The review of recent developments in seismic analysis and discussions on the emerging
trends in design may be summarized as follows:

(1) Soil consists of soil particles. The fundamental study on this aspect of soil has come
to the stage where the results of the study can be readily incorporated as an essential
part of seismic analysis of soil–structure systems. Geotechnical earthquake engi-
neers and researchers are encouraged to look into this fundamental study because
new knowledge is always learned by going back to the fundamentals.

(2) Recent seismic analysis indicates that (i) dilatancy induced by the stress path in
the vicinity of failure line should be carefully studied and incorporated into the
soil model, (ii) residual strength of soil may play significant role in inducing
crest settlements of river dikes, (iii) earth pressure increase induced by the excess
pore water pressure rise should be considered for designing buried structures and
(iv) initial stress conditions plays significant role in seismic behavior of sheet pile
walls.

(3) In conventional design, construction of a good geotechnical work was the sole
objective of design. In the emerging trends in design, providing appropriate func-
tion and service rather than a physical construction becomes the final objec-
tive of design. There is an important paradigm shift from structure-oriented to
performance-oriented approach. Conventional design relied on the standardized
approach. If needed, variability in these standardized values was considered in a
framework such as reliability design methodology in a standardized manner. In the
merging trends in design, site-specific approach is adopted for achieving the opti-
mum design best suited for the construction site. Conventional design was based on
the analysis of structural or soil part idealized to fit to the simplified methodologies.
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In the emerging trends in design, analysis of whole soil–structure system and iden-
tification of failure modes are the bases.

(4) The discussions on these emerging trends in design can be extended further.
By expanding the concept of performance-oriented approach, a new horizon of
design will become apparent. Instead of trying to reduce the cost for construc-
tion, the new objective of design will be to increase the service produced by the
designing process. Instead of constructing buildings and producing things based on
the concept of production efficiency through mass production process and ending
up producing unnecessary products and infrastructures, the new objective of design
will be to offer performance and service required by the society and human.

(5) Designing large urban area against combined hazards such as those caused by the
Sumatra earthquake of 2004 poses new challenge in design. One way to cope with
this is to use a simplified design charts. In fact, sets of design charts were developed
based on a series of parametric studies on embankments and gravity structures.
Alternative way to cope with this extreme event is set up a reasonable strategy to
evacuate and recovery. In order to enhance the quality of evacuation, education,
early warning system and better city planning could be beneficial. Combining the
multiple objectives of the facilities such as an emergency purpose and community
or religious gathering purpose instead of pursuing the sole objective may be bene-
ficial to better planning for mitigating disasters.

These reviews on the emerging trends in analysis and design will be useful for design-
ing new and large geotechnical works that have to meet the rapidly growing social and
economic demands in Asia and those for redevelopment of urban areas around the world.
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CHAPTER 14
SIMPLIFIED SEISMIC SLOPE DISPLACEMENT PROCEDURES

Jonathan D. Bray1

Dept. Civil & Environ. Engineering, Univ. of California, Berkeley, USA

Abstract. Simplified seismic slope displacement procedures are useful tools in the evaluation of
the likely seismic performance of earth dams, natural slopes, and solid-waste landfills. Seismi-
cally induced permanent displacements resulting from earthquake-induced deviatoric deformations
in earth and waste structures are typically calculated using the Newmark sliding block analogy.
Some commonly used procedures are critiqued, and a recently proposed simplified procedure is
recommended for use in engineering practice. The primary source of uncertainty in assessing the
likely performance of an earth/waste structure during an earthquake is the input ground motion, so
the proposed method is based on the response of several realistic nonlinear fully coupled stick-slip
sliding block models undergoing hundreds of recorded ground motions. The calculated seismic dis-
placement depends primarily on the ground motion’s spectral acceleration at the degraded period
of the structure and the structure’s yield coefficient and fundamental period. Predictive equations
are provided for estimating potential seismic displacements for earth and waste structures.

1. Introduction

The failure of an earth dam, solid-waste landfill, or natural slope during an earthquake
can produce significant losses. Additionally, major damage without failure can have
severe economic consequences. Hence, the potential seismic performance of earth and
waste structures requires sound evaluation during design. Seismic evaluations of slope
stability range from using relatively simple pseudostatic procedures to advanced non-
linear finite element analyses. Performance is best evaluated through an assessment of
the potential for seismically induced permanent displacements. Following largely from
the landmark paper of Newmark (1965) sliding block analyses are utilized as part of
the seismic evaluation of the likely performance of earth and waste structures. Simpli-
fied Newmark-type procedures such as Makdisi and Seed (1978) are routinely used to
provide a rough assessment of a system’s seismic stability. Some of these procedures
are critiqued in this paper, and a recently proposed simplified method for estimating
earthquake-induced deviatoric deformations in earth and waste structures is summarized
and recommended for use in practice.
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2. Seismic displacement analysis

2.1. CRITICAL DESIGN ISSUES

Two critical design issues must be addressed when evaluating the seismic performance
of an earth structure. First, are there materials in the structure or its foundation that will
lose significant strength as a result of cyclic loading (e.g., soil liquefaction)? If so, this
should be the primary focus of the evaluation, because large displacement flow slides
could result. The soil liquefaction evaluation procedures in Youd et al. (2001) are largely
used in practice; however, recent studies have identified deficiencies in some of these
procedures. For example, the Chinese criteria should not be used to assess the lique-
faction susceptibility of fine-grained soils. Instead, the recommendations of recent stud-
ies such as Bray and Sancio (2006) based on soil plasticity (P I < 12) and sensitivity
(wc/L L > 0.85) should be followed. Flow slides resulting from severe strength loss due
to liquefaction of sands and silts or post-peak strength reduction in sensitive clays are not
discussed in this paper.

Second, if materials within or below the earth structure will not lose significant strength
as a result of cyclic loading, will the structure undergo significant deformations that may
jeopardize satisfactory performance? The estimation of seismically induced permanent
displacements allows an engineer to address this issue. This is the design issue addressed
in this paper.

2.2. DEVIATORIC-INDUCED SEISMIC DISPLACEMENTS

The Newmark sliding block model captures that part of the seismically induced per-
manent displacement attributed to deviatoric shear deformation (i.e., either rigid body
slippage along a distinct failure surface or distributed deviatoric shearing within the
deformable sliding mass). Ground movement due to volumetric compression is not
explicitly captured by Newmark-type models. The top of a slope can displace downward
due to deviatoric deformation or volumetric compression of the slope-forming materials.
However, top of slope movements resulting from distributed deviatoric straining within
the sliding mass or stick-slip sliding along a failure surface are mechanistically different
than top of slope movements that result from seismically induced volumetric compression
of the materials forming the slope.

Although a Newmark-type procedure may appear to capture the overall top of slope dis-
placement for cases where seismic compression due to volumetric contraction of soil or
waste is the dominant mechanism, this is merely because the seismic forces that produce
large volumetric compression strains also often produce large calculated displacements in
a Newmark method. This apparent correspondence should not imply that a sliding block
model should be used to estimate seismic compression displacements due to volumetric
straining. There are cases where the Newmark method does not capture the overall top
of slope displacement, such as the seismic compression of large compacted earth fills
(e.g., Stewart et al., 2001). Deviatoric-induced deformation and volumetric-induced
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deformation should be analyzed separately by using procedures based on the sliding
block model to estimate deviatoric-induced displacements and using other procedures
(e.g., Tokimatsu and Seed, 1987) to estimate volumetric-induced seismic displacements.

The calculated seismic displacement from Newmark-type procedures, whether the pro-
cedure is simplified or advanced, is viewed appropriately as an index of seismic perfor-
mance. Seismic displacement estimates will always be approximate in nature due to the
complexities of the dynamic response of the earth/waste materials involved and the vari-
ability of the earthquake ground motion. However, when viewed as an index of potential
seismic performance, the calculated seismic displacement can and has been used effec-
tively in practice to evaluate earth/waste structure designs.

3. Components of a seismic displacement analysis

3.1. GENERAL

The critical components of a seismic displacement analysis are: (1) earthquake ground
motion, (2) dynamic resistance of the structure, and (3) dynamic response of the potential
sliding mass. The earthquake ground motion is the most important of these components
in terms of its contribution to the calculation of the amount of seismic displacement. The
variability in calculated seismic displacement is primarily controlled by the significant
variability in the earthquake ground motion, and it is relatively less affected by the vari-
ability in the earth slope properties (e.g., Yegian et al., 1991b; Kim and Sitar, 2003).
The dynamic resistance of the earth/waste structure is the next key component, and the
dynamic response of the potential sliding mass is generally third in importance. Other
factors, such as the method of analysis, topographic effects, etc., can be important for
some cases. However, these three components are most important for a majority of cases.
In critiquing various simplified seismic displacement procedures it is useful to compare
how each method characterizes the earthquake ground motion and the earth/waste struc-
ture’s dynamic resistance and dynamic response.

3.2. EARTHQUAKE GROUND MOTION

An acceleration-time history provides a complete definition of one of the many possi-
ble earthquake ground motions at a site. Simplified parameters such as the peak ground
acceleration (PGA), mean period (Tm), and significant duration (D5–95) may be used
in simplified procedures to characterize the intensity, frequency content, and duration,
respectively, of an acceleration-time history. Preferably, all three, and at least two, of
these simplified ground motion parameters should be used. It is overly simplistic to char-
acterize an earthquake ground motion by just its PGA, because ground motions with
identical PGA values can vary significantly in terms of frequency content and duration,
and most importantly in terms of its effects on slope instability. Hence, PGA is typi-
cally supplemented by additional parameters characterizing the frequency content and
duration of the ground motion. For example, Makdisi and Seed (1978) use earthquake
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magnitude as a proxy for duration in combination with the estimated PGA at the crest of
the embankment; Yegian et al. (1991b) use predominant period and equivalent number of
cycles of loading in combination with PGA; and Bray et al. (1998) use the mean period
and significant duration of the design rock motion in combination with its PGA.

Spectral acceleration has been commonly employed in earthquake engineering to char-
acterize an equivalent seismic loading on a structure from the earthquake ground motion.
Similarly, Travasarou and Bray (2003a) found that the 5% damped elastic spectral accel-
eration at the degraded fundamental period of the potential sliding mass was the optimal
ground motion intensity measure in terms of efficiency and sufficiency (i.e., it minimizes
the variability in its correlation with seismic displacement, and it renders the relationship
independent of other variables, respectively, Cornell and Luco, 2001). The efficiency
and sufficiency of estimating seismic displacement given a ground motion intensity
measure were investigated for dozens of intensity measures. Other promising ground
motion parameters included PGA, spectral acceleration (Sa), root mean square acceler-
ation (arms), peak ground velocity (PGV), Arias intensity (Ia), effective peak velocity
(EPV), Housner’s response spectrum intensity (SI), and Ang’s characteristic intensity
(Ic). For period-independent parameters (i.e., no knowledge of the fundamental period
of the potential sliding mass is required), Arias intensity was found to be the most effi-
cient intensity measure for a stiff, weak slope, and response spectrum intensity was found
to be the most efficient for a flexible slope.

No one period-independent ground motion parameter, however, was found to be ade-
quately efficient for slopes of all dynamic stiffnesses and strengths. Spectral accelera-
tion at a degraded period equal to 1.5 times the initial fundamental period of the slope
(i.e., Sa(1.5Ts)) was found to be the most efficient ground motion parameter for all slopes
(Travasarou and Bray, 2003a). An estimate of the initial fundamental period of the poten-
tial sliding mass (Ts) is required when using spectral acceleration, but an estimate of Ts is
useful in characterizing the dynamic response aspects of the sliding mass (e.g., Bray and
Rathje, 1998). Spectral acceleration does directly capture the important ground motion
characteristics of intensity and frequency content in relation to the degraded natural
period of the potential sliding mass, and it indirectly partially captures the influence of
duration in that it tends to increase as earthquake magnitude (i.e., duration) increases. An
additional benefit of selecting spectral acceleration to represent the ground motion is that
spectral acceleration can be computed relatively easily due to the existence of several
attenuation relationships and it is available at various return periods in ground motion
hazard maps (e.g., http://earthquake.usgs.gov/research/hazmaps/).

3.3. DYNAMIC RESISTANCE

The earth/waste structure’s yield coefficient (ky) represents its overall dynamic resis-
tance, which depends primarily on the dynamic strength of the material along the critical
sliding surface and the structure’s geometry and weight. The yield coefficient parameter
has always been used in simplified sliding block procedures due to its important effect on
seismic displacement.
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The primary issue in calculating ky is estimating the dynamic strength of the critical
strata within the slope. Several publications include extensive discussions of the dynamic
strength of soil (e.g., Blake et al., 2002; Duncan and Wright, 2005; Chen et al., 2006), and
a satisfactory discussion of this important topic is beyond the scope of this paper. Need-
less to say, the engineer should devote considerable resources and attention to developing
realistic estimates of the dynamic strengths of key slope materials. In this paper, it is
assumed that ky is constant, so consequently, the earth materials do not undergo severe
strength loss as a result of earthquake shaking (e.g., no liquefaction).

Duncan (1996) found that consistent (and assumed to be reasonable) estimates of a
slope’s static factor of safety (FS) are calculated if a slope stability procedure that sat-
isfies all three conditions of equilibrium is employed. Computer programs that utilize
such methods as Spencer, Generalized Janbu, and Morgenstern and Price may be used
to develop sound estimates of the static FS. Most programs also allow the horizontal
seismic coefficient that results in a F S = 1.0 in a pseudostatic slope stability analysis
to be calculated, and if a method that satisfied full equilibrium is used, the estimates of
ky are fairly consistent. With the wide availability of these computer programs and their
ease of use, there is no reason to use a computer program that incorporates a method that
does not satisfy full equilibrium. Simplified equations for calculating ky as a function
of slope geometry, weight, and strength are found in Bray et al. (1998) among several
other works. The equations provided in Figure 14.1 may be used to estimate ky for the
simplified procedures presented in this paper.

The potential sliding mass that has the lowest static FS may not be the most critical for
dynamic analysis. A search should be made to find sliding surfaces that produce low ky

values as well. The most important parameter for identifying critical potential sliding
masses for dynamic problems is ky/kmax , where kmax is the maximum seismic coeffi-
cient, which represents the maximum seismic loading considering the dynamic response
of the potential sliding mass as described next.
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Fig. 14.1. Simplified estimates of the yield coefficient: (a) shallow sliding
and (b) deep sliding
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3.4. DYNAMIC RESPONSE

Research by investigators (e.g., Bray and Rathje, 1998) has found that seismic displace-
ment also depends on the dynamic response characteristics of the potential sliding mass.
With all other factors held constant, seismic displacements increase when the sliding mass
is near resonance compared to that calculated for very stiff or very flexible slopes (e.g.,
Kramer and Smith, 1997; Rathje and Bray, 2000; Wartman et al., 2003). Many of the
available simplified slope displacement procedures employ the original Newmark rigid
sliding block assumption (e.g., Lin and Whitman, 1986; Ambraseys and Menu, 1988;
Yegian et al., 1991b), which does not capture the dynamic response of the deformable
earth/waste potential sliding mass during earthquake shaking.

As opposed to the original Newmark (1965) rigid sliding block model, which ignores
the dynamic response of a deformable sliding mass, Makdisi and Seed (1978) introduced
the concept of an equivalent acceleration to represent the seismic loading of a potential
sliding mass (Figure 14.2) based on the work of Seed and Martin (1966). The horizontal
equivalent acceleration (HEA)-time history when applied to a rigid potential sliding mass
produces the same dynamic shear stresses along the potential sliding surface that is pro-
duced when a dynamic analysis of the deformable earth/waste structure is performed.
The decoupled approximation results from the separate dynamic analysis that is per-
formed assuming that no relative displacement occurs along the failure plane and the
rigid sliding block calculation that is performed using the equivalent acceleration-time
history from the dynamic response analysis to calculate seismic displacement.

Although the decoupled approximation of Makdisi and Seed (1978) inconsistently
assumes no relative displacement in the seismic response analysis and then calculates
a seismically induced permanent displacement, it has been judged by many engineers
to provide a reasonable estimate of seismic displacement for many cases (e.g., Lin and
Whitman, 1983; Rathje and Bray, 2000). However, it is not always reasonable, and it
can lead to significant overestimation near resonance and some level of underestimation
for cases where the structure has a large fundamental period or the ground motion is
an intense near-fault motion. A nonlinear coupled stick-slip deformable sliding block
model offers a more realistic representation of the dynamic response of an earth/waste
structure by accounting for the deformability of the sliding mass and by considering the
simultaneous occurrence of its nonlinear dynamic response and periodic sliding episodes

Fig. 14.2. Equivalent acceleration concept for deformable sliding mass
(Seed and Martin, 1966)
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Fig. 14.4. Estimating the initial fundamental period of potential sliding blocks

(Figure 14.3). In addition, its validation against shaking table experiments provides
confidence in its use (Wartman et al., 2003).

For seismic displacement methods that incorporate the seismic response of a deformable
sliding block, the initial fundamental period of the sliding mass (Ts) can normally be
estimated using the expression: Ts = 4H/Vs for the case of a relatively wide potential
sliding mass that is either shaped like a trapezoid or segment of a circle where its response
is largely 1D (e.g., Rathje and Bray, 2001), where H = the average height of the potential
sliding mass, and Vs is the average shear wave velocity of the sliding mass. For the special
case of a triangular-shaped sliding mass that largely has a 2D response, the expression:
Ts = 2.6H/Vs should be used. Examples of the manner in which Ts should be estimated
are shown in Figure 14.4.
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4. Critique of some simplified seismic displacement methods

4.1. GENERAL

Comprehensive discussions of seismic displacement procedures for evaluating the seis-
mic performance of earth/waste structures have been presented previously by several
investigators (e.g., Makdisi and Seed, 1978; Seed, 1979; Lin and Whitman, 1983;
Ambraseys and Menu, 1988; Yegian et al., 1991a, b; Marcuson et al., 1992; Jibson, 1993;
Ambraseys and Srbulov, 1994; Bray et al., 1995; Ghahraman and Yegian, 1996; Kramer
and Smith, 1997; Bray and Rathje, 1998; Finn, 1998; Jibson et al., 1998; Rathje and Bray,
2000; Stewart et al., 2003; Rathje and Saygili, 2006). There is not sufficient space in this
paper to summarize and critique all pertinent studies. In this paper, some of the most
commonly used simplified procedures for evaluating seismic displacement of earth and
waste fills will be discussed with a focus on methods that do not assume that potential
sliding mass is rigid.

4.2. SEED (1979) PSEUDOSTATIC SLOPE STABILITY PROCEDURE

First, several simplified pseudostatic slope stability procedures are commonly used in
practice. They include Seed (1979) and the Hynes-Griffin and Franklin (1984). Both
methods involve a number of simplifying assumptions and are both calibrated for eval-
uating earth dams wherein they assumed that <1 m of seismic displacement constituted
acceptable performance. They should not be applied to cases where seismically induced
permanent displacements of up to 1 m are not acceptable, which is most cases for eval-
uating base sliding of lined solid-waste landfills or houses built atop compacted earth
fill slopes. Additionally, they provide a limited capability to assess seismic performance,
because they do not directly address the key performance index of calculated seismic
displacement.

The Seed (1979) pseudostatic slope stability method was developed for earth dams with
materials that do not undergo severe strength loss that have crest accelerations less
than 0.75 g. Using a seismic coefficient of 0.15 with appropriate dynamic strengths for
the critical earth materials, performance is judged to be acceptable if F S> 1.15. The
characteristics of the earthquake ground motion and the dynamic response of the poten-
tial slide mass to the earthquake shaking are represented by the seismic coefficient of 0.15
for all cases. Use of F S>1.15 ensures that the yield coefficient (i.e., dynamic resistance
of the earth dam) will be greater than 0.15 by an unknown amount. Thus, the earthquake
ground motion and dynamic resistance and dynamic response of the earth dam are very
simply captured in this approach, and the amount of conservatism involved in the estimate
and the expected seismic performance is uncertain. An earth structure that satisfies the
Seed (1979) recommended combination of seismic coefficient, FS, and dynamic strengths
may displace up to 1 m, so satisfaction of this criteria does not mean the system is “safe”
for all levels of performance.



Simplified seismic slope displacement procedures 335

4.3. MAKDISI AND SEED (1978) SIMPLIFIED SEISMIC
DISPLACEMENT METHOD

The first step in the widely used Makdisi and Seed (1978) approach is the evaluation
of the material’s strength loss potential. They recommend not using their procedure if
the loss of material strength could be significant. If only a minor amount of strength
loss is likely, a slightly reduced shear strength, which often incorporates a 10% to 20%
strength reduction from peak undrained shear strength, is recommended. The strength
reduction is applied because of the use of a rigid, perfectly plastic sliding block model,
wherein if peak strength was used the accumulation of nonlinear elasto-plastic strains
for cyclic loads below peak would be significantly underestimated (i.e., zero vs. some
nominal amount). Based on these slightly reduced best estimates of calibrated dynamic
strengths and slope geometry and weight, ky is then calculated in the second step.

In step three, the PGA that occurs at the crest of the earth structure is estimated. This is
one of the greatest limitations of this method. As shown in Figure 14.5, which presents
results of 1D SHAKE analyses of columns of waste placed atop a firm foundation for a
number of ground motions, the PGA (or maximum horizontal acceleration, MHA) at the
top of the landfill varies significantly. There is great uncertainty regarding what value of
PGA to use. This is critical, because in the next step, the maximum seismic coefficient
(kmax ) is estimated as a function of the PGA at the crest and the depth of sliding below
the crest. Thus, the uncertainty in the estimate of kmax is high, because the uncertainty

Fig. 14.5. Maximum horizontal acceleration at top of waste fill vs. MHA of rock base
(Bray and Rathje, 1998)
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in estimating the crest PGA is high. Even with advanced analyses, estimating the crest
PGA is difficult, and the need to perform any level of dynamic analysis to estimate the
crest PGA conflicts with the intent of a simplified method that should not require more
advanced analysis.

Moreover, the bounds shown on the Makdisi and Seed (1978) plot of kmax/PG A vs. y/h
(Figure 14.6) are not true upper or lower bounds. Stiff earth structures undergoing ground
motions with mean periods near the degraded period of the earth structure can have kmax

values exceeding 50% of the crest PGA for the base sliding case (i.e., y/h = 1.0), and
flexible earth structures undergoing ground motions with low mean periods can have kmax

values less than 20% of the crest PGA for base sliding.

When typically used in practice, the final step is to estimate seismic displacement as a
function of the ratio of ky/kmax and earthquake magnitude. Again the range shown in
Figure 14.7 does not constitute the true upper and lower bounds of the possible seismic
displacement, as only a limited number of earth structures were analyzed with a very
limited number of input ground motions. As recommended by Makdisi and Seed (1978):
“It must be noted that the design curves presented are based on averages of a range of
results that exhibit some degree of scatter and are derived from a limited number of cases.
These curves should be updated and refined as analytical results for more embankments
are obtained.” Similar to how the Seed and Idriss (1971) simplified liquefaction trigger-
ing procedure was updated through Seed et al. (1985) and then Youd et al. (2001), it is
time to update and move beyond the Makdisi and Seed (1978) design curves.
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The Makdisi and Seed (1978) simplified seismic displacement method is one of the
most significant contributions to geotechnical earthquake engineering over the past few
decades. But as they recommended, their design curves should be updated as the profes-
sion advances. Since 1989, the number of recorded ground motions has increased dra-
matically. Thousands of well recorded ground motions are now available. The Makdisi
and Seed (1978) work is based on a limited number of recorded and modified ground
motions. Moreover, the important earthquake ground motion at a site is characterized by
the PGA at the crest of the slope and earthquake magnitude. The PGA at the crest of the
slope is highly variable and important frequency content aspects of the ground motion are
not captured. The analytical method employed was relatively simple (e.g., primarily the
shear slice method and a few equivalent-linear 2D finite element analyses). The decou-
pled approximation was employed, there is no estimate of uncertainty, and the bounds
shown in the design curves are not true upper and lower bounds.

4.4. BRAY ET AL. (1998) SIMPLIFIED SEISMIC DISPLACEMENT APPROACH

The Bray et al. (1998) method is largely based on the work of Bray and Rathje (1998)
which in turn follows on the works of Seed and Martin (1966), Makdisi and Seed (1978),
and Bray et al. (1995). The methodology is based on the results of fully nonlinear
decoupled one-dimensional D-MOD (Matasovic and Vucetic, 1995) dynamic analyses
combined with the Newmark rigid sliding block procedure. To address the importance
of the dynamic response characteristics of the sliding mass, six fill heights with three
shear wave velocity profiles each with multiple unit weight profiles and two sets of
strain-dependent shear modulus reduction and material damping relationships were used.
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More importantly, taking advantage of the greater number of recorded earthquake ground
motions available at the time, dozens of dissimilar scaled and unmodified recorded earth-
quake rock input motions were used with PGAs ranging from 0.2 g to 0.8 g. Their method
was calibrated against several case histories of waste fill performance during the 1989
Loma Prieta and 1994 Northridge earthquakes, and later validated against observed earth
fill performance.

The Bray et al. (1998) procedure provides a more comprehensive assessment of the earth-
quake ground motions, seismic loading, and seismic displacement calculations, but it
requires more effort than the Makdisi and Seed (1978) procedure. In the first step, the
ground motion is characterized by estimating the MHA, Tm , and D5–95 for outcropping
rock at the site given the assigned design moment magnitude and distances for the identi-
fied key potential seismic sources. The intensity, frequency content, and duration for the
median earthquake ground motion level for deterministic events are estimated using sev-
eral available ground motion parameter empirical relationships (e.g., Figure 14.8). The
rock site condition is used, which is also consistent with the site condition used in the
development of probabilistic ground motion hazard maps. Additionally, a seismic site
response analysis is not required to estimate the PGA at the top of slope.

For the deep sliding case, the initial fundamental period of the potential sliding mass (Ts)
is estimated as discussed previously (i.e., Ts ≈ 4H/Vs). With the ratio of Ts/Tm , the nor-
malized maximum seismic loading (i.e., (M H E A)/((M H Arock)(N RF)), where MHEA
is the maximum horizontal equivalent acceleration and NRF is the nonlinear response
factor) can be estimated with the graph shown in Figure 14.9, or the equation provided
below, when Ts/Tm > 0.5

ln(M H E A/(M H Arock N RF)) = −0.624 − 0.7831 ln(Ts/Tm)± ε (14.1)
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where σ = 0.298. The seismic coefficient kmax = M H E A/g. With an estimate of ky ,
the normalized seismic displacement can be estimated as a function of ky/kmax using
Figure 14.10, or this equation

log10(U/(kmax D5–95)) = 1.87 − 3.477(ky/kmax )± ε (14.2)
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where σ = 0.35. The seismic displacement (U in cm) can then be estimated by multi-
plying the normalized seismic displacement value by the median estimates of kmax and
D5–95. The normalized seismic loading and displacement values are estimated at the
median and 16% exceedance levels to develop a range of estimated seismic displace-
ments.

The Bray et al. (1998) seismic slope displacement procedure provides median and stan-
dard deviation estimates of the seismic demand and normalized seismic displacement,
but does so only in an approximate manner to develop a sense of the variability of the
estimated displacement. It is limited in that it was not developed in a rigorous probabilis-
tic manner. However, Stewart et al. (2003) were able to use this procedure to develop
a probabilistic screening analysis for deciding if detailed project-specific seismic slope
stability investigations are required by the 1990 California Seismic Hazards Mapping
Act. Additionally, the Bray and Rathje (1998) simplified seismic displacement proce-
dure was adopted in the guidance document by Blake et al. (2002) for evaluating seismic
slope stability in conformance with the “Guidelines for Evaluating and Mitigating Seis-
mic Hazards in California” (CDMG, 1997).

As noted previously, the Bray et al. (1998) method is also limited by the decoupled
approximation employed in the seismic response and Newark sliding block calculations.
Although many more ground motions were used than were used by Makdisi and Seed
(1978), with the large number of well-recorded events since 1998, significantly more
ground motions are now available. These shortcomings motivated a more recent study,
which is summarized in the next section of this paper.

5. Bray and Travasarou (2007) simplified seismic displacement procedure

5.1. EARTHQUAKE GROUND MOTIONS

Currently available simplified slope displacement estimation procedures were largely
developed based on a relatively modest number of earthquake recordings or simulations.
This study took advantage of the recently augmented database of earthquake recordings,
which provides the opportunity to characterize better the important influence of ground
motions on the seismic performance of an earth/waste slope. As discussed previously, the
uncertainty in the ground motion characterization is the greatest source of uncertainty in
calculating seismic displacements.

The ground motion database used by Bray and Travasarou (2007) to generate
the seismic displacement data comprises available records from shallow crustal
earthquakes that occurred in active plate margins (PEER strong motion database
〈http://peer.berkeley.edu/smcat/index.html〉). These records conform to the following
criteria: (1) 5.5 ≤ Mw ≤ 7.6, (2) R ≤ 100 km, (3) Simplified Geotechnical Sites B, C, or
D (i.e., rock, soft rock/shallow stiff soil, or deep stiff soil, respectively, Rodriguez-Marek
et al., 2001), and (4) frequencies in the range of 0.25 to 10 Hz have not been filtered
out. Earthquake records totaling 688 from 41 earthquakes comprise the ground motion
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database for this study (see Travasarou, 2003 for a list of records used). The two horizon-
tal components of each record were used to calculate an average seismic displacement for
each side of the records, and the maximum of these values was assigned to that record.

5.2. DYNAMIC RESISTANCE OF THE EARTH/WASTE STRUCTURE

The seismic coefficient is calculated as described before using a computer program that
has a slope stability method that satisfies all three conditions of equilibrium, or for prelim-
inary analyses, a simplified estimate of ky can be calculated using the equations provided
previously in Figure 14.1.

5.3. DYNAMIC RESPONSE OF THE POTENTIAL SLIDING MASS

The nonlinear coupled stick-slip deformable sliding model proposed by Rathje and Bray
(2000) for one-directional sliding was used by Bray and Travasarou (2007). The seis-
mic response of the sliding mass is captured by an equivalent-linear viscoelastic modal
analysis that uses strain-dependent material properties to capture the nonlinear response
of earth and waste materials. It considers a single mode shape, but the effects of includ-
ing three modes were shown to be small. The results from this model have been shown
to compare favorably with those from a fully nonlinear D-MOD-type stick-slip analysis
(Rathje and Bray, 2000), but this model can be utilized in a more straightforward and
transparent manner. The model used is one-dimensional (i.e., a relatively wide vertical
column of deformable soil) to allow for the use of a large number of ground motions with
wide range of properties of the potential sliding mass in this study. One-dimensional
(1D) analysis has been found to provide a reasonably conservative estimate of the
dynamic stresses at the base of two-dimensional (2D) sliding systems (e.g., Vrymoed
and Calzascia, 1978; Elton et al., 1991) and the calculated seismic displacements (Rathje
and Bray, 2001). However, 1D analysis can underestimate the seismic demand for shal-
low sliding at the top of 2D systems where topographic amplification is significant. For
this case, the seismic loading (which can be approximated by PGA for the shallow slid-
ing case) can be amplified as recommended by Rathje and Bray (2001) for moderately
steep slopes (i.e., ∼1.25 PGA) and as recommended by Ashford and Sitar (2002) for
steep (>60◦) slopes (i.e., ∼1.5 PGA).

The nonlinear coupled stick-slip deformable sliding model of Rathje and Bray (2000)
can be characterized by: (1) its strength as represented by its yield coefficient, ky , (2) its
dynamic stiffness as represented by its initial fundamental period, Ts , (3) its unit weight,
and (4) its strain-dependent shear modulus and damping curves. Seismic displacement
values were generated by computing the response of the idealized sliding mass model
with 10 values of its yield coefficient from 0.02 to 0.4 and with 8 values of its initial fun-
damental period from 0 to 2 s to the entire set of recorded earthquake motions described
previously. Unit weight was set to 18 kN/m3, and the Vucetic and Dobry (1991) shear
modulus reduction and damping curves for a PI = 30 material were used. For the base-
line case, the overburden-stress corrected shear wave velocity (Vs1) was set to 250 m/s,



342 Jonathan D. Bray

and the shear wave velocity profile of the sliding block was developed using the rela-
tionship that shear wave velocity (Vs) is proportional to the fourth-root of the vertical
effective stress. The sliding block height (H) was increased until the specified value of
Ts was obtained. For common Ts values from 0.2 to 0.7 s, another reasonable combination
of H and average Vs were used to confirm that the results were not significantly sensitive
to these parameters individually. For nonzero Ts values, H varied between 12 and 100 m,
and the average Vs was between 200 and 425 m/s. Hence, realistic values of the initial
fundamental period and yield coefficient for a wide range of earth/waste fills were used.

5.4. FUNCTIONAL FORMS OF MODEL EQUATIONS

Situations commonly arise where a combination of earthquake loading and slope prop-
erties will result in no significant deformation of an earth/waste system. Consequently,
the finite probability of obtaining negligible (“zero”) displacement should be modeled
as a function of the independent random variables. Thus, during an earthquake, an earth
slope may experience “zero” or finite permanent displacements depending on the char-
acteristics of the strong ground motion and the slope’s dynamic properties and geometry.
As discussed in Travasarou and Bray (2003b), seismically induced permanent displace-
ments can be modeled as a mixed random variable, which has a certain probability mass
at zero displacement and a probability density for finite displacement values. Displace-
ments smaller than 1 cm are not of engineering significance and can for practical purposes
be considered as negligible or “zero.” Additionally, the regression of displacement as a
function of a ground motion intensity measure should not be dictated by data at negligible
levels of seismic displacement.

Contrary to a continuous random variable, the mixed random variable can take on dis-
crete outcomes with finite probabilities at certain points on the line as well as outcomes
over one or more continuous intervals with specified probability densities. The values of
seismic displacement that are smaller than 1 cm are lumped to d0 = 1 cm. The probability
density function of seismic displacement is then

fD(d) = p̃δ(d − d0)+ (1 − p̃) f̃D(d) (14.3)

where fD(d) is the displacement probability density function; p̃ is the probability mass at
D = d0; δ(d − d0) is the Dirac delta function; and f̃D(d) is the displacement probability
density function for D > d0.

The predictive model for seismic displacement consists of two discrete steps. First, the
probability of occurrence of “zero” displacement (i.e., D ≤ 1 cm) is computed as a func-
tion of the primary independent variables ky , Ts , and Sa(1.5Ts). The dependence of the
probability of “zero” displacement on the three independent variables is illustrated in
Figure 14.11. The probability of “zero” displacement increases significantly as the yield
coefficient increases, and decreases significantly as the ground motion’s spectral accelera-
tion at the degraded period of the slope increases. The probability of “zero” displacement
decreases initially as the fundamental period increases from zero, because the slope is



Simplified seismic slope displacement procedures 343

1

0.8

0.6

0.4

0.2

0

1

0.8

0.6

0.4

0.2

0

0.01 0.1 0.5 0.01 0.1 1 101.5 20

Yield Coefficent Fundamental Period (s) Sa(1.5Ts) (g)

P
(D

=
"0

")

P
(D

=
"0

")

1

0.8

0.6

0.4

0.2

0

P
(D

=
"0

")

(a) (b) (c)

1 1
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at 1.5 times the initial fundamental period (Bray and Travasarou, 2007)

being brought near to the mean period of most ground motions. However, this proba-
bility increases sharply as the slope’s period continues to increase as it is now moving
away from the resonance condition. A probit regression model was used for this analysis
(Green, 2003), and the selection of the functional form for modeling the probability of
occurrence of “zero” displacement was guided by the trends shown in Figure 14.11.

In the case where a non-negligible probability of “nonzero” displacement is calculated,
the amount of “nonzero” displacement needs to be estimated. A truncated regression
model was used as described in Green (2003) to capture the distribution of seismic dis-
placement, given that “nonzero” displacement has occurred. The estimation of the values
of the model coefficients was performed using the principle of maximum likelihood.

5.5. EQUATIONS FOR ESTIMATING SEISMIC DEVIATORIC DISPLACEMENTS

As mentioned, the model for estimating seismic displacement consists of two discrete
computations of: (1) the probability of negligible (“zero”) displacement and (2) the likely
amount of “nonzero” displacement. The model for computing the probability of “zero”
displacement is

P(D = “0”) = 1 −�
(−1.76 − 3.22 ln(ky)

−0.484(Ts) ln(ky)+ 3.52 ln(Sa(1.5Ts))
)

(14.4)

where P(D = “0”) is the probability (as a decimal number) of occurrence of “zero”
displacements, D is the seismic displacement in the units of cm,� is the standard normal
cumulative distribution function (i.e., NORMSDIST in Excel), ky is the yield coefficient,
Ts is the initial fundamental period of the sliding mass in seconds, and Sa(1.5Ts) is the
spectral acceleration of the input ground motion at a period of 1.5Ts in the units of g.

This first step can be thought of as a screening analysis. If there is a high probability
of “zero” displacements, the system performance can be assessed to be satisfactory for
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the ground motion hazard level and slope conditions specified. If not, the engineer must
calculate the amount of “nonzero” displacement (D) in centimeters using

ln(D) = − 1.10 − 2.83 ln(ky)− 0.333
(
ln(ky)

)2 + 0.566 ln(ky) ln(Sa(1.5Ts))

+ 3.04 ln(Sa(1.5Ts))− 0.244 (ln(Sa(1.5Ts)))
2

+ 1.5Ts + 0.278(M − 7)± ε (14.5)

where: ky , Ts, and Sa(1.5Ts) are as defined previously for Eq. (14.4), and ε is a normally-
distributed random variable with zero mean and standard deviation σ = 0.66. To elimi-
nate the bias in the model when Ts ≈ 0 s, the first term of Eq. (14.5) should be replaced
with −0.22 when Ts < 0.05 s. Because the standard deviation of Eq. (14.5) is 0.66 and
exp(0.66) ≈ 2, the median minus one standard deviation to median plus one standard
deviation range of seismic displacement can be approximately estimated as half the
median estimate to twice the median estimate of seismic displacement. Hence, the median
seismic displacement calculated using Eq. (14.5) with ε = 0 can be halved and doubled to
develop approximately the 16% to 84% exceedance seismic displacement range estimate.

The residuals of Eq. (14.5) are plotted in Figure 14.12 vs. some key independent vari-
ables. The residuals of displacement vs. magnitude, distance, and yield coefficient show
no significant bias. There is only a moderate bias in the estimate at Ts = 0 and 2 s. The
overestimation at 2 s is not critical, because it is rare to have earth/waste sliding masses
with periods greater than 1.5 s, and Eq. (14.5) is conservative. However, the rigid body
case (i.e., Ts = 0) can be important for very shallow slides, and Eq. (14.5) is unconserv-
ative for this case. The estimation at Ts = 0 s can be corrected by replacing the first term
(i.e., −1.10) in Eq. (14.5) with −0.22. Hence, it is reasonable to use Eq. (14.5) for cases
where Ts ranges from 0.05 to 2 s, and the first term of these equations should be replaced
with −0.22 if Ts < 0.05 s.

It is often useful to establish a threshold displacement for acceptable seismic perfor-
mance and then estimate the probability of this threshold displacement being exceeded.

Fig. 14.12. Residuals (ln Ddata– ln Dpredicted) of Eq. (14.5) plotted vs. magnitude,
rupture distance, the yield coefficient, and the initial fundamental period

(Bray and Travasarou, 2007)
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Additionally, often a range of expected seismic displacements is desired. The proposed
methodology can be used to calculate the probability of the seismic displacement exceed-
ing a selected threshold of displacement (d) for a specified earthquake scenario and slope
properties. For example, consider a potential sliding mass with an initial fundamental
period Ts , yield coefficient ky , and an earthquake scenario that produces a spectral accel-
eration of Sa(1.5Ts). The probability of the seismic displacement (D) exceeding a spec-
ified displacement threshold (d) is

P(D > d) = [1 − P(D = “0”)] · P(D > d|D > “0”) (14.6)

The term P(D = “0”) is computed using Eq. (14.4). The term P(D > d|D > “0”) may
be computed assuming that the estimated displacements are lognormally distributed as

P(D > d|D > “0”) = 1−P(D ≤ d|D >“0”) = 1−�
(

ln d − ln d̂

σ

)
(14.7)

where ln(d̂) is computed using Eq. (14.5) and σ = 0.66.

The trends in the Bray and Travasarou (2007) seismic displacement model are shown in
Figures 14.13 and 14.14. For the Mw = 7 earthquake at a distance of 10 km scenario
(i.e., Figures 14.13a,b), the importance of yield coefficient is clear. As yield coefficient
increases, the probability of “zero” seismic displacement increases and the median esti-
mate of nonzero displacement decreases sharply. The fundamental period of the potential
sliding mass is also important, with values of Ts from 0.2 to 0.4 s leading to a higher
likelihood of seismic displacement. For a Mw = 7.5 earthquake at different levels of

1 500

100

10

1

500

100

10

1

0.8

Magnitude 7
Soil Site

Magnitude 7
Soil Site

Magnitude 7.5
Ts = 0.3 s

0.6

K y 
= 

0.
3

Ky = 0.05

0.
2 0.1

0.2
0.3

0.1

0.4

0.2

0.05
0

0 0 0 0.1 0.2 0.3 0.4

(a) (b) (c)

0.5 0.5

Fundamental Period (s) Fundamental Period (s)

D
is

pl
ac

em
en

t (
cm

)

D
is

pl
ac

em
en

t (
cm

)

Yield Coefficient

Sa(1.5Ts ) = 1.6g
1.2g

0.8g

0.4g

-1σ
+1σ

P
(D

=
"0

")

1 11.5 2 1.5 2

Fig. 14.13. Trends from the Bray and Travasarou (2007) model: (a) probability of
negligible displacements and (b) median displacement estimate for a Mw = 7 strike-slip

earthquake at a distance of 10 km, and (c) seismic displacement as a function of yield
coefficient for several intensities of ground motion (Mw = 7.5) for a sliding block with

Ts = 0.3 s



346 Jonathan D. Bray

0 0.5 1 1.5
Ts(s)

2

0

0.2

0.4

0.6

0.8

1

P
(D

 >
 3

0 
cm

)

ky = 0.3ky = 0.2

ky = 0.1

ky = 0.05

Fig. 14.14. Probability of exceeding 30 cm of seismic displacement
for a Mw = 7 strike-slip earthquake at a distance of 10 km using Eq. (14.6)

for selected ky and Ts values

ground motion intensity at the degraded period of the sliding mass (Figure 14.13c), yield
coefficient is again shown to be a critical factor, with large displacements occurring only
for lower ky values. Of course, the level of ground motion at a selected ky value is also
a dominant factor. The uncertainty involved in the estimation of seismic displacement
for Sa(0.45s) = 0.8 g is shown to be approximately half to double the median estimate.
Lastly, Eq. (14.6) was used with the results for the case presented in Figures 14.13a, b to
calculate the probability of exceeding a selected threshold seismic displacement of 30 cm
as shown in Figure 14.14.

5.6. MODEL VALIDATION AND COMPARISON

The Bray and Travasarou (2007) model was shown to predict reliably the seismic perfor-
mance observed at 16 earth dams and solid-waste landfills that underwent strong earth-
quake shaking. Some of the case histories used in the model validation are presented
in Table 14.1. In all cases, the maximum observed displacement (Dmax ) is that por-
tion of the permanent displacement attributed to stick-slip type movement and distrib-
uted deviatoric shear within the deformable mass, and crest movement due to volumet-
ric compression was subtracted from the total observed permanent displacement when
appropriate to be consistent with the mechanism implied by the Newmark method. The
observed seismic performance and best estimates of yield coefficient and initial funda-
mental period are based on the information provided in Bray and Rathje (1998), Harder
et al. (1998), and Elgamal et al. (1990). Complete details regarding these parameters and
pertinent seismological characteristics of the corresponding earthquakes can be found in
Travasarou (2003).
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Table 14.1. Comparison of the maximum observed displacement with three simplified methods

Earth Dam/Waste Fill EQ Obs. ky Ts (s) Sa(1.5Ts) Bray and Makdisi and Bray et al.
Dmax (cm) (g) Travasarou, 2007 Seed, 1978 1998

P(D = “0”) D (cm) D (cm) D (cm)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Pacheco Pass LF LP None 0.30 0.76 0.12 1.0 “0” 0 0
Marina LF LP None 0.26 0.59 0.30 0.9 “0” 0 0
Austrian Dam LP 50 0.14 0.33 0.94 0.0 20–70 1–30 20–100
Lexington Dam LP 15 0.11 0.31 0.78 0.0 15–65 0–10 30–110
Lopez Canyon C-B LF NR None 0.35 0.45 0.43 0.85 “0” 0 0
Chiquita Canyon C LF NR 24 0.09 0.64 0.35 0.0 10–30 1–40 3–20
Sunshine Canyon LF NR 30 0.31 0.77 1.40 0.0 20–70 0 0
OII Section HH LF NR 15 0.08 0.00 0.24 0.1 4–15 3–30 2–25
La Villita Dam S3 1 0.20 0.60 0.20 0.95 “0” 0 0
La Villita Dam S5 4 0.20 0.60 0.41 0.25 “0”–10 0–1 0

LP: 1989 Loma Prieta; NR: 1994 Northridge; S3 and S5 from Elgamal et al. (1990)
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The comparison of the simplified methods’ estimates of seismic displacement (columns
8–10) with the maximum observed seismic permanent displacement (column 3) is shown
in Table 14.1. For this comparison, only the best estimate of the slope’s yield coefficient,
its initial fundamental period, and the spectral acceleration at 1.5 times the initial fun-
damental period of the slope are considered. Hence, the computed displacement range is
due to the variability in the seismic displacement given the values of the slope properties
and the seismic load.

There are four cases shown in Table 14.1 in which the observed seismic displacement
was noted as being “None,” or ≤ 1 cm. For these cases, all of the simplified methods
indicate that negligible displacements are expected (i.e., D ≤ 1 cm), which is consistent
with the good seismic performance observed of these earth/waste structures. Only the
Bray and Travasarou (2007) method provides sufficient resolution to indicate the correct
amount of observed displacement for La Villita Dam for Event S5 and that moderately
more displacement should be expected for Event S5 instead of S3.

There are three cases of observed moderate seismic displacement for solid-waste landfills
during the 1994 Northridge earthquake (i.e., Dmax = 15–30 cm). For these cases, the
Bray and Travasarou (2007) method indicates a very low chance of “zero” displacement
occurring. Moreover, the observed seismic displacements are all within the ranges of
the seismic displacement estimated by this method. The Makdisi and Seed (1978) and
Bray et al. (1998) simplified methods provide reasonable, albeit less precise, estimates
of the observed displacements for two of the cases, and both significantly underestimate
the level of seismic displacement observed at the Sunshine Canyon landfill (i.e., both
estimate 0 cm when 30 cm was observed).

Lastly, there are two cases of moderate seismic displacement of earth dams shaken by
the 1989 Loma Prieta Earthquake. The Bray and Travasarou (2007) method provides
refined and more accurate estimates of the observed seismic displacement due to devi-
atoric straining at these two dams than the other two simplified methods. The Bray and
Travasarou (2007) screening equation clearly indicates that the likelihood of negligible
(i.e., “zero”) displacements is very low, and the 16% to 84% exceedance range for the
nonzero displacement captures the observed seismic performance.

In judging these simplified methods, it is important to note that they provide predomi-
nantly consistent assessments of the expected seismic performance. However, the Bray
and Travasarou (2007) method captures the observed performance better than existing
procedures. Moreover, it is superior to the prevalent simplified seismic displacement
methods, because it characterizes the uncertainty involved in the seismic displacement
estimate and can be used in a probabilistic seismic hazard assessment.

5.7. ILLUSTRATIVE SEISMIC EVALUATION EXAMPLE

The anticipated performance of a representative earth embankment in terms of seismi-
cally induced permanent displacements is evaluated to illustrate the use of the Bray and
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Travasarou (2007) simplified seismic displacement method. The earth fill is 30 m high
and has a side slope of 2H:1V with a shape similar to that shown in Figure 14.4a. The
embankment is located on a rock site at a rupture-distance of 12 km from a Mw = 7.2
strike-slip fault. A simplified deterministic analysis is performed to evaluate the potential
movement of a deep slide through the base of the earth embankment.

The average shear wave velocity of the earth fill was estimated to be 300 m/s. For
the case of base sliding at the maximum height of this trapezoidal-shaped potential
sliding mass, the best estimate of its initial fundamental period is Ts = 4H/Vs =
(4)(30 m)/(300 m/s) ≈ 0.4 s. The degraded period of the sliding mass is estimated to
be 0.6 s (i.e., 1.5Ts = 1.5(0.4 s) = 0.6 s). The yield coefficient for a deep failure surface
was estimated to be 0.14 from a pseudostatic slope stability analyses performed with total
stress undrained shear strength properties of c = 10 kPa and φ = 20◦ for the compacted
earth fill.

The best estimate of the spectral acceleration at the degraded period of the sliding mass
can be computed as the mean of the median predictions from multiple attenuation rela-
tionships. Using Abrahamson and Silva (1997) and Sadigh et al. (1997) for the rock site
condition for a strike-slip fault with Mw = 7.2 and R = 12 km, Sa(0.6s) = 0.44 g and
0.52 g, respectively. Thus, the design value of Sa at the degraded period of sliding mass
is 0.48 g, its initial fundamental period is 0.4 s, and ky is 0.14.

The probability of “zero” displacement occurring is computed using Eq. (14.4) as

P(D = “0”) = 1 −�(−1.76 − 3.22 ln(0.14)

−0.484(0.4) ln(0.14)+ 3.52 ln(0.48)) = 0.01 (14.8)

There is only a 1% probability of negligible displacements (i.e., < 1 cm) occurring for
this event. Hence, it is likely that non-negligible displacements will occur. The 16% and
84% exceedance values of seismic displacement can be estimated using Eq. (14.5) assum-
ing that these values are approximately half and double the median estimate, respectively.
The median seismic displacement is calculated using

ln(D) = − 1.10 − 2.83 ln(0.14)− 0.333 (ln(0.14))2

+ 0.566 ln(0.14) ln(0.48)+ 3.04 ln(0.48)− 0.244 (ln(0.48))2

+ 1.50(0.4)+ 0.278(7.2 − 7) = 2.29. (14.9)

The median estimated displacement is D = exp(ln(D)) = exp(2.29) ≈ 10 cm, and the
16% to 84% exceedance displacement range is 5 to 20 cm. Thus, the seismic displacement
due to deviatoric deformation is estimated to be between 5 and 20 cm for the design
earthquake scenario. The direction of this displacement should be oriented parallel to
the direction of slope movement, which will be largely horizontal for this case. For the
total crest displacement of the embankment, a procedure such as Tokimatsu and Seed
(1987) would be required to estimate the vertical settlement due to cyclic volumetric
compression of the compacted earth fill.
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6. Conclusions

A new simplified semi-empirical predictive model for estimating seismic deviatoric-
induced slope displacements has been presented after critiquing a few other simplified
seismic displacement methods for earth and waste structures. The Bray and Travasarou
(2007) method is based on the results of nonlinear fully coupled stick-slip sliding block
analyses using a comprehensive database of hundreds of recorded ground motions. The
primary source of uncertainty in assessing the likely performance of an earth/waste sys-
tem during an earthquake is the input ground motion, so this model takes advantage of
the wealth of strong motion records that have recently become available. The spectral
acceleration at a degraded period of the potential sliding mass (Sa(1.5Ts)) was shown
to be the optimal ground motion intensity measure. The system’s seismic resistance is
best captured by its yield coefficient (ky), but the dynamic response characteristics of the
potential sliding mass is also an important influence, which can be captured by its initial
fundamental period (Ts). This model captures the mechanisms that are consistent with
the Newmark method, i.e., deviatoric-induced displacement due to sliding on a distinct
plane and distributed deviatoric shearing within the slide mass.

The Bray and Travasarou (2007) method separates the probability of “zero” displace-
ment (i.e., ≤ 1 cm) occurring from the distribution of “nonzero” displacement, so that
very low values of calculated displacement that are not of engineering interest do not bias
the results. The calculation of the probability of negligible displacement occurring using
Eq. (14.4) provides a screening assessment of the likely seismic performance. If the like-
lihood of negligible displacements occurring is not high, then the amount of “nonzero”
displacement is estimated using Eq. (14.5). The 16% to 84% exceedance seismic dis-
placement range can be estimated approximately as half to twice the median seismic dis-
placement estimate or this range can be calculated accurately using Eqs. (14.6) and (14.7).
The first term of Eq. (14.5) is different for the special case of a nearly rigid Newmark
sliding block.

The Bray and Travasarou (2007) seismic displacement model provides estimates of seis-
mic displacements that are generally consistent with documented cases of earth dam
and solid-waste landfill performance. It also provides assessments that are not incon-
sistent with other simplified methods, but does so with an improved characterization of
the uncertainty involved in the estimate of seismic displacement. The proposed model
can be implemented rigorously within a fully probabilistic framework for the evaluation
of the seismic displacement hazard, or it may be used in a deterministic analysis. In all
cases, however, the estimated range of seismic displacement should be considered merely
an index of the expected seismic performance of the earth/waste structure.
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CHAPTER 15
DEVELOPMENTS OF SOIL IMPROVEMENT TECHNOLOGIES
FOR MITIGATION OF LIQUEFACTION RISK

Ikuo Towhata
Department of Civil Engineering, University of Tokyo, Japan
towhata@geot.t.u-tokyo.ac.jp

Abstract. Studies on liquefaction have a history of more than 40 years since Niigata and Anchor-
age were attacked by disastrous earthquakes. The topics of interest have changed with time and
recent interest is focused on advanced mitigation which can achieve cost-effectiveness and/or
is useful for existing structures. The present text describes recent experimental studies in both
laboratory and field. The concerned mitigation technologies consist of blasting for low cost,
grouting of colloidal silica for existing and sensitive structures, and drain pipes which are feasible
in a small space under an existing structure. The conducted tests showed how they have advantages
over other methods if they are used in appropriate conditions.

1. Introduction

The aim of technological developments for mitigation of liquefaction risk has been chang-
ing in the past in the following manners. Until 1970, the major interest lay in the identi-
fication of the causative mechanism of liquefaction. Example of this type may be found
in Yoshimi (1967). Studies in those days helped development of mitigation technologies
such as densification and drainage. At the same time, Koizumi (1966) compared SPT-N
in Niigata City before and after the 1964 quake, showing that liquefaction potential is
closely related with density of sand. This study resulted thereinafter in design formula
for evaluation of liquefaction potential based on penetration resistance in soils.

While the above studies continued in 1980s in a more detailed and precise manner, a
different viewpoint emerged. The new point was twofold, consisting of interests in mech-
anism of permanent displacement of ground and performance-based mitigation. The latter
implies that inexpensive mitigation should be allowed if the extent of ground deformation
is sufficiently small. This idea is considered important nowadays in design of lifelines
and other structures for which costly mitigation measures are not appropriate. Hence,
prediction of the performance of subsoil with and without mitigation against liquefaction
attracts engineering concern. In other words, there is a strong trend towards performance-
based design.

Technological development is also focused on existing structures. Being overlain by a
structure in use, the subsoil cannot be easily improved. In particular, powerful tamping
by a big machine with ground vibration and/or noise is extremely difficult. Another issue

355

K.D. Pitilakis (ed.), Earthquake Geotechnical Engineering, 355–383.
c© 2007 Springer.



356 Ikuo Towhata

is the cost which is needed for soil improvement. It is going to be more difficult to spend
expenditures that exceed benefits gained from the mitigation. With these recent situa-
tions, the present paper addresses topics and achievements in mitigation measures against
liquefaction.

2. Sand densification

2.1. GENERAL REMARKS

Densification of sand has been one of the most important mitigation measures for lique-
faction problems. Sand compaction pile in particular has been studied and constructed
intensely. In practice, pressurized air of, for example, 500 kPa, is frequently used to help
formation of sand columns in ground. Okamura et al. (2005, 2006) suggested that the
pressurized air remains for a long time in subsoil and reduces the degree of saturation.
Reduced saturation thus achieved improves liquefaction resistance of soil. Since the con-
ventional design principle of sand compaction pile assumes soil to be fully saturated, this
new point implies additional safety margin. Another safety margin may be the long-term
increase of SPT-N; see Figure 15.1. Otherwise called ageing, this feature further increases
the liquefaction resistance. The mechanism behind this ageing is not known yet. More-
over, the SAVE Technology (Ohbayashi et al., 2006) achieved static installation of sand
compaction piles and drastically reduced noise as well as ground vibration (Figures 15.2
and 15.3). This has made it possible to execute sand compaction piles within a few meters
from existing structures.

2.2. BLASTING

From the viewpoint of cost, blasting is a very promising technology. Port and Airport
Research Institute conducted blasting study in Tokachi Harbor in 2001 and a young
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reclaimed land liquefied (Figure 15.4). It is already known that blasting is able to increase
SPT-N of sandy ground significantly (Figure 15.5). It seems to the author, however, that
more efforts have to be made to improve its efficiency so that sand density may be suf-
ficient to survive a very strong design earthquake. The very strong design earthquake
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Fig. 15.4. Liquefaction induced by subsoil blasting in Tokachi Harbor
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means the one which may occur once every hundreds of years. A key to improve the
efficiency of blasting seems to lie in the stress-induced anisotropy of sand fabric.

Arthur et al. (1977) conducted repeated loading of principal stress, while changing its
orientation. It was thereby shown that the greater volume change (dilatancy) is produced
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when the orientation of principal stress is varied more profoundly from the previous
loading. Being called stress-induced anisotropy, the effects of previous loading direc-
tion on deformation during a subsequent loading were demonstrated experimentally by
Oda (1972). His microscopic observation showed that the direction of grain-to-grain con-
tact plane governs the overall behavior of sand and that the statistic nature of the contact
directions is changed by the stress history. One cycle of loading and unloading of princi-
pal stress, σ1, in a selected direction to a large deformation generates many contact planes
perpendicular to this stress orientation, thus increasing soil rigidity against further load-
ing in the same direction. What is important in Oda’s study is that the number of contact
planes in other directions decreases and accordingly the sand rigidity in other directions
decreases as well. Yamada and Ishihara (1981) made the same finding in undrained shear
tests on cubic soil samples.

The effects of varying σ1 orientation is further indicated in what follows. Figure 15.6
shows the stress state in a torsion shear device in which stress difference of (σv − σh) /2
and τvh are loaded independently. Consequently, the orientation of the major principal
stress, σ1, is denoted by β. A cyclic loading test was carried out on loose Toyoura sand
in an undrained manner, where the two components of shear stress, (σv − σh)/2 and τvh ,
were applied to a sample alternately and the β angle changed by 90◦. Figure 15.7 illus-
trates the stress-path diagram where the decrease of the effective mean principal stress,
P ′ ≡ (

σ ′
1 + σ ′

2 + σ ′
3

)
/3, which is equal to the development of excess pore water pres-

sure, is plotted against shear stress components. It is therein shown that the first loading
of τvh developed a substantial excess pore water pressure, the second and the third load-
ings of the same stress component did not reduce P ′ so much because the orientation of
the principal stress did not change (β = constant at 45◦), in contrast the fourth loading
cycle was associated with (σv − σh)/2 and β = 0◦, resulting in more significant excess
pore water pressure, and the fifth loading came back to τvh and β = 45◦ again; causing
substantial excess pore water pressure.

σ3

σ1

β

σh

τvh

σν

Fig. 15.6. Two independent shear stress components and orientation
of principal stress axis
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The present blasting is planned and carried out with a blasting sequence which starts
from one end of a site towards the other. Typically, this sequence is similar to sequence
1 in Figure 15.8. This figure attempts to simplify the blasting effects as a stress history in
the horizontal plane. When a point amid blasting points is concerned, the stress history
is represented by the magnitude of principal stresses and their orientation. For example,
the impact by a blasting is represented by the arrival of compressional wave (P wave)
in the radial direction (Figure 15.9) followed by extension. In other words, the major
principal stress, σ1, occurs first in the radial direction, and, in the second half of one
shaking cycle, σ3 follows in the same direction. It is hence supposed that more efficient
sequence of blasting may be found by making some blasting sequence which produces
more significant rotation of principal stress orientations.
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The impact produced by a single cycle of P wave can be understood by Figure 15.10
which illustrates the soil particle velocity in the radial direction induced by a blasting. It is
seen there that the first compressional impact is significant and the following extension is
of less magnitude, while the following stress variation is negligible for practical purposes.
When the P wave velocity in soil is designated by Vp, the radial displacement, u, due to
blasting is expressed as

u (r, t) = U (t − r/V p) (1)
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where r stands for the distance measured from the wave source along the wave path and
t is the elapsed time. Note that this equation stands for wave propagation in the positive
direction of r . Accordingly, the soil velocity, compressional strain, and the compressional
stress, σ , in the r direction are derived as

Velocity = ∂u/∂t = U ′ (2)

Normal strain = − ∂u/∂r = U ′/V p (3)

σ = E × (normal strain) = E

V p
U ′ = E

V p
× velocity (4)

Thus, the velocity history in Figure 15.8 also implies that the stress history is reasonably
represented by one cycle of loading (Figure 15.9), and, moreover, the unloading in the
second half of the cycle is less significant than the first half. Hence, the present study
supposes that the intensity of stress increments during first compression and the following
extension have the ratio of 100:75 (Figure 15.9). The magnitude of stress is determined
by an empirical formula on

maximum velocity : P PV = 1.73

[
R√
W

]−1.25

(5)

in which PPV designates the maximum soil velocity (m/s), R the distance from the
point of blasting, and W the weight of the employed explosive (kgf). For experimen-
tal reproduction of stress–strain history caused by blasting, the maximum velocity given
by Eq. (5) was converted to strain by Eq. (3), firstly, and the strain was further converted
to stress history by using such an experimental data as the monotonic undrained triaxial
compression in Figure 15.11.

With these points in mind, two sequences of blasting around the point of interest are
discussed. The first and the second sequence employ order of blasting which starts from
one end towards the other. By ignoring blasting at far distances, the P wave propagation
from two consecutive blastings is found to induce principal stress in similar directions;
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see Figure 15.12; the second half of the first blasting and the first half of the second blast-
ing produce the same direction of major principal stress. This situation is not favorable
for efficient densification of sand. In contrast, the sequence 3 in Figure 15.13 periodi-
cally changes the orientation of principal stresses and is expected to densify soil more
efficiently.

2.3. EXPERIMENTAL REPRODUCTION OF BLASTING STRESS

Undrained torsion shear tests were conducted to reproduce the stress history induced
by different blasting sequences. Test results obtained by stress sequences 1 and 3
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(a) Stress-strain
      diagram.

(b) Stress-path
      diagram.

Fig. 15.14. Loading of sequence 1 on isotropically consolidated sand specimen.
(a) Stress–strain diagram. (b) Stress-path diagram.

(Sendir et al., 2006; Wassan et al., 2006) are compared in Figures 15.14 and 15.15. For
these tests, specimens of Toyoura sand were consolidated isotropically under 50 kPa and
were sheared in a torsion shear device. The sample size was 10 cm in outer diameter, 6 cm
in inner diameter, and 20 cm in height. It is evident that sequence 3 produced more pro-
found effects on sand such as greater shear strain and higher excess pore water pressure.

The densification effects of different sequences of blasting are examined in Figure 15.16.
It is shown herein that sequence 3 produces the greatest volumetric strain upon dissipation
of generated excess pore water pressure. Therefore, it may be stated that the efficiency
of soil improvement can be improved by considering the sequence of blasting and with-
out increasing the amount of explosive resources. Note further that the present study is
limited to a two-dimensional consideration of blasting sequences (Figure 15.8). However,
a similar approach to the problem is possible.
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(a) Stress-strain
      diagram.

(b) Stress-path
      diagram.

Fig. 15.15. Loading of sequence 3 on isotropically consolidated sand specimen
(a) Stress–strain diagram. (b) Stress-path diagram.

3. Soil improvement by grouting

3.1. GENERAL REMARKS

Grouting and solidification of liquefiable sand has an advantage that it does not produce
harmful ground vibration and noise. Its shortcoming may be that it is more costly than
aforementioned densification. Thus, it is important to find a situation in which the advan-
tage of grouting is particularly useful. One of such advantageous situations lies in soil
improvement under existing structures. Figure 15.17 shows an example of the effects of
subsoil liquefaction on liquid storage tanks. Since such a storage site has many pipelines
among tanks, it is difficult for big soil improvement machines to come in. It is evidently
unacceptable to cause subsidence of foundation of tanks as a consequence of densifica-
tion. With these in mind, this part of the paper addresses solidification of soil by means
of injection of colloidal silica.
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Fig. 15.17. Distortion of liquid storage tanks due to subsoil liquefaction (Kobe, 1995)

Being different from cement mixing, the use of grouting for soil improvement has been
limited to short-term improvement. The reasons why its permanent use was difficult were
weathering and deterioration of the properties of improved soil, accidents in the past
that injected liquid contaminated well water and affected human health, and difficulty in
uniform seeping.

Among these, the third issue means that concerned soil has to be improved uniformly
(Figure 15.18); improvement only in cracks is not accepted. After 1990s, a new kind of
colloidal silica emerged in the market and overcame the abovementioned problems. For
example, Figure 15.19 illustrates the long-term stability of the mechanical properties of
grouted sand.
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(a) uniform seeping (b) improvement only 
 along cracks

Fig. 15.18. Configuration of ground improvement by injection of liquid grout
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Liquid of colloidal silica is injected into ground through tubes or piles under relatively
low pressure. Figure 15.20 shows the ongoing injection through multiple tubes, and a
good size of solidified mass of soil is formed. The very small size of colloidal silica
particles (typically 10 nm) makes it possible for the silicate grout to seep into fine sand
and silty sand. Figure 15.21 manifests an excavated mass of sand which is an evidence of
uniform seeping due to very low viscosity and very fine size of silica grains in the liquid.

One of the advantages of the injection of colloidal silica liquid is its capability to improve
soils under existing structures (Figure 15.22). This aim is achieved by drilling a hole in
an oblique direction (Figure 15.23) and installing an injection nozzle (Figure 15.24).

The extent of uniform seeping was examined by reproducing the process in a labora-
tory model ground (C. Conlee of Drexel University during her internship at University of
Tokyo). Liquid of colloidal silica was injected under low pressure into sandy ground, and
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Fig. 15.20. Injection of colloidal silica liquid through multiple tubes into sandy ground

Fig. 15.21. Excavation of soil mass as solidified by silica grouting

Fig. 15.22. Soil improvement under existing structure

the visual observation of seeping was made easy by dyeing the liquid with green color.
Figure 15.25 verifies the idea of uniform seeping. This extent of uniform seeping is equiv-
alent with that of water which is demonstrated by red color in Figure 15.26. Moreover,
Figure 15.27 indicates that the colloidal silica liquid can seep uniformly even into sandy
ground with gravel layer in spite of the permeability contrast.
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Fig. 15.23. Inclined drilling of borehole for grouting under existing structure

Fig. 15.24. Example of nozzle for injection of liquid (at site of Penta-Ocean Inc.)

Fig. 15.25. Uniform seeping in sand of colloidal silica liquid which is colored green



370 Ikuo Towhata

Fig. 15.26. Seeping of dyed water into clean sand

Fig. 15.27. Uniform seeping of colloidal silica liquid into sand with gravel layer

3.2. UNDRAINED TRIAXIAL TESTS ON SAND IMPROVED
BY COLLOIDAL SILICA

Laboratory shear tests were carried out on the effects of colloidal silica on improve-
ment of liquefaction resistance of loose sand (Kabashima and Towhata, 2000; Towhata
and Kabashima, 2001). Tested specimens were prepared by reproducing the in-situ stress
history as much as possible; loose water-saturated sand was consolidated in a container in
a Ko manner under realistic stress levels (Figure 15.28), silicate liquid seeped into sand
under the anisotropic consolidation pressure, and then the sand was cured for 5 weeks
under sustained stress. Curing under stress was considered important because of the pos-
sibility that consolidation and deformation of sand after solidification of grout might
destroy bonding which was made by solidified silica (Figure 15.29). Specimens thus pre-
pared were firstly tested by undrained triaxial monotonic shear; both compression and
extension tests. In Figure 15.30, sand which was improved by silicate liquid shows bet-
ter behavior than untreated sand. Furthermore, liquefaction resistance was improved by
colloidal silica as well (Figure 15.31).

One of the study interests lay in the possible breakage of bonding and grouting effects
due to cyclic loading. It was feared that the first strong earthquake may be well resisted
by bonding but cyclic stress during future earthquake would not be. This issue was
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Fig. 15.29. Example of broken cementation in clay due to consolidation volume change

investigated in Figure 15.32 where sand improved by colloidal silica was subjected to
cyclic loading until a certain magnitude of strain occurred and then was sheared in a
monotonic undrained manner. It is found in this figure that stiffness of the improved sand
(tangent of stress–strain curve) after cyclic loading is still better than that of unimproved
sand. Thus, no fear is needed of breach of grouting effects.
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Fig. 15.31. Resistance of sand against liquefaction increased by colloidal silica

In Figure 15.33, sand of 40% relative density was improved and was compared with den-
sified sand without grouting. This comparison was made in terms of the residual defor-
mation after 30 cycles of triaxial compression as well as the monotonic behavior after
this cyclic loading. It may be found that the behavior of grouted sand is equivalent with
densification to 80% relative density.

Figure 15.34 shows the appearance of solidified colloidal silica. It is substantially soft
and, hence, it is difficult to understand why such a soft material improves the undrained
shear behavior of sand. One possible answer to this question may be the volume com-
pressibility of this material (di Benedetto, 2001). Being soft, this material decreases its
volume upon compression and allows less excess pore water pressure to develop than
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Fig. 15.32. Triaxial compression of grouted sand after cyclically induced deformation

Fig. 15.33. Densification of sand equivalent to grouting

pore water which is practically incompressible. Note that excess pore water pressure is
generated in consequence of incompressibility of pore water upon negative dilatancy of
sand.

To understand the mechanical behavior of solidified colloidal silica, a series of uncon-
fined compression tests were carried out. Figure 15.35 shows a specimen prior to test;
the sample measured 7 cm in height, 4.7 cm in diameter, and 129 g in weight. The tested
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Fig. 15.34. Appearance of solidified colloidal silica

Fig. 15.35. Unconfined compression test on solidified colloidal silica material

material was cured for 30 days in water so that drying might be avoided. Figure 15.36
illustrates the shape of the sample after failure. Due probably to some heterogeneity, the
central part remained after large deformation.

The test results are presented in Figures 15.37 and 15.38. The special interest lay in the
measurement of lateral strain. Hence, two sets of laser displacement transducers were
placed at 1/3 and 2/3 of the sample height in order to monitor the lateral displacement at
the sample surface. As seen in Figure 15.35, sheets of white paper were attached to the
surface so that reflection of laser beam was facilitated. The test results in Figure 15.38
indicates that the ratio of axial and lateral strains, which is namely the Poisson ratio υ,
is around 0.3. Thus, the material has a volume compressibility; if υ = 0.5, volume does
not change during shear. It is therefore possible that the liquefaction resistance of sand is
improved by volume compressibility of solidified silica. It should be recalled that constant
volume of pore water is the important cause of high excess pore water pressure during
undrained shear.
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Fig. 15.36. Ultimate shape of colloidal silica sample after failure in unconfined
compression test
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4. Dissipation of excess pore water pressure

Quick dissipation of pore pressure by means of gravel drain has been one of the useful
measures to mitigate liquefaction problems. One of the good points of this method is that
gravel drain does not make noise, ground vibration, or ground deformation upon installa-
tion. Hence, it is possible to employ this method near existing structures (Figure 15.39).
There are, however, situations in which a tall installation machine (Figure 15.39) can-
not be employed. One of them is the liquefaction problem of pile foundation of elevated
railways and flyovers (Figure 15.40).

Harada et al. (2004, 2006) developed metal pipe drains which can be installed in loose
sand by mechanical blows. Since the size of a required blow machine is limited, it is
possible to execute it under elevated structures. This drain pipe is called a screen pipe
(Figure 15.41) which is made of metal rods in the axial direction with metal rings sur-
rounding them. Very small spacing between rings allows pore water to flow into the pipe,
thereby dissipating the excess pore water pressure, while the field shaking tests showed
that clogging is negligible after liquefaction. Since the pipe is hollow, its permeability is
significantly higher than that of gravel drain.

Verification of the effects of a screen pipe was conducted in a laminar box of a 1-G
model scale (Figure 15.42) as well as in the field. In a laminar box, a model ground
(Figure 15.43) measured 99 cm in depth and therein a group pile of 2 × 2 in size was
installed. The pile heads were connected to each other by a pile cap and screen pipes
were placed both inside and outside the group pile. The horizontal size of the group pile
was 26 cm×26 cm. Pore fluid was a solution of cellulose which made the viscosity of pore

Fig. 15.39. Construction of gravel drain (Fudo-Tetra Inc.)
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Fig. 15.40. Need for soil improvement under bridges and flyovers (Zenitaka Corp.)

Fig. 15.41. Details of screen pipe for dissipation of excess pore water pressure
(Zenitaka Corp.)

Fig. 15.42. Laminar box for 1-G model test on screen pipe (Harada et al., 2006)
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Fig. 15.43. Configuration of 1-G model for screen-pipe test (Harada et al., 2006)

Fig. 15.44. Time history of base shaking with 300 Gal in amplitude (Harada et al., 2006)

fluid 11 times greater than water in order to consider the similitude to some extent. Base
shaking was produced in a harmonic manner in the longitudinal direction of the laminar
box with a frequency of 10 Hz (Figure 15.44), while varying the intensity of acceleration.

Figure 15.45 compares time histories of excess pore water pressures in two cases; one
with and the other without screen pipes. In the former case, the pipes surrounded the
group pile with a spacing of 60 mm. It is supposed that the installation of drains around
an existing foundation is feasible in practice of protection from liquefaction problems.
Figure 15.45 clearly indicates that excess pore water pressures inside and outside the
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Fig. 15.45. Time history of excess pore water pressure with and without mitigation
of screen pipes (Harada et al., 2006)
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group pile dissipated quickly when screen pipes were installed, while those without pipes
lasted for a long time. It is also shown that pore pressure in the free field (far from screen
pipes) did not dissipate quickly.

It should be recalled, however, that the use of drains increases the response acceleration
at ground surface and the pile cap. Figure 15.46 compares the acceleration in the pile cap
in four cases: (1) without screen pipe drain, (2) screen pipes with spacing of 100 mm both
inside and surrounding the group pile, (3) spacing was maintained at 100 mm inside the
group pile, while reduced to 60 mm outside, and (4) pipes were installed only outside
with spacing of 60 mm as already illustrated in Figure 15.43. Case 1 without drainage
indicates reduced acceleration in pile cap due to subsoil liquefaction and its insulation



380 Ikuo Towhata

Depth
(m)

Soil type
SPT N-value

Fill
Silty sand

Silty sand

Fine sand

Fine sand

Sandy silt

Silt

FL

2.0

4.0

6.0

8.0

10.0

12.0

14.0

16.0

18.0

20.0

10 20 30 0.5 1.0 1.5
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effects. However, other cases developed much greater response. It is therefore important
that mitigation of liquefaction may cause another problem of inertia force which has to
be treated by structural reinforcement.

The following part describes in-situ tests on screen pipes. The soil condition of the testing
site is illustrated in Figure 15.47. Four screen pipes were installed in a square configura-
tion as illustrated in Figure 15.48. Figure 15.49 demonstrates a portable equipment for
installation of pipes. The spacing between pipes was 1.5 m (case 2), 1.0 m (case 3), or
0.5 m (case 4). Case 1 had no screen pipe. The diameter and the opening of the pipe
were 48.6 and 0.3 mm, respectively. Ground shaking was produced by a pile vibration at
18.3 Hz.
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Fig. 15.49. Portable equipment for percussion penetration of screen pipe

: Case 1
: Case 2
: Case 3
: Case 4

0 200 400 600 800 1000

0.8

0.6

0.4

0.2

0.0

G.L-5.0m

Maximum input acceleration (Gal)

M
ax

im
um

 e
xc

es
s p

or
e 

w
at

er
pr

es
su

re
 r

at
io

Fig. 15.50. Excess prewater pressure which was mitigated by screen pipes
(Harada et al., 2006)

Figure 15.50 indicates the development of excess pore water pressure. The shorter the
pipe spacing, the lower the excess pore water pressure. Moreover, the temperature of
ground water which was ejected due to liquefaction was measured to be 16◦C. This tem-
perature was identical with the ground water temperature prior to shaking. Hence, there
seems to be no heating effects in subsoil liquefaction. After testing, the screen pipes were
excavated (Figure 15.51) to make sure that significant clogging did not occur in the screen
of pipes and that the drainage effects would be efficient during future earthquakes.
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Fig. 15.51. Appearance of excavated screen pipe after liquefaction tests
(Harada et al., 2006)

5. Conclusion

One of the most important topics in liquefaction problem is the mitigation for existing
structures. It is certainly essential to achieve reasonably low cost for this. In this regard,
the present text reviewed three kinds of possibilities which were namely densification,
grouting, and drainage. It was shown that there are promising technical developments in
this field. It should be borne in mind that detailed soil-mechanic knowledge would help
technical development efficiently.
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CHAPTER 16
REMEDIATION METHODS AGAINST LIQUEFACTION WHICH CAN BE
APPLIED TO EXISTING STRUCTURES

Susumu Yasuda
Department of Civil and Environmental Engineering, Tokyo Denki University, Japan
yasuda@g.dendai.ac.jp

Abstract. Many kinds of remediation methods against liquefaction have been developed and
applied to structures since the 1964 Niigata earthquake. However, only a few remediation methods
which can be applied to existing structures have been developed. A huge number of old structures
in the world have not been treated to resist liquefaction. Recently, several new techniques to treat
existing structures have been developed. In this paper, restrictions to be considered in remediation
techniques for existing structures are discussed first. Then recent remediation methods for existing
raft foundations, pile foundations, embankments, sea walls, and buried structures are introduced
together with the principle of remediation. Remediation methods for liquefaction-induced flow are
also introduced.

1. Introduction

During the 1964 Niigata earthquake, many oil tanks settled due to liquefaction in Japan.
However, some tanks had no damage because their foundation ground had been com-
pacted by vibro-floatation (Watanabe, 1966). This was the first time that the effectiveness
of compaction of the ground against liquefaction was recognized. Based on this experi-
ence, the ground under several new tanks was improved at a factory in Hachinohe City.
Shortly after the improvement work, the 1968 Tokachi-oki earthquake hit the site and
demonstrated the effectiveness of the compaction method again (Ohsaki, 1970). After
these events, many kinds of remediation methods were developed. However, almost all
the methods developed applied to new structures. The Japanese Geotechnical Society
published a book on remediation measures against liquefaction in 1993 in Japanese, and
translated it into English in 1998 (JGS, 1998). Almost all the methods introduced in the
book were remediation methods for new structures. The main principle was soil improve-
ment to prevent liquefaction by densification methods, such as the sand compaction pile
method, the vibro-floatation method, etc. The soil improvement techniques were not easy
to apply to existing structures.

Though many kinds of remediation methods against liquefaction were developed and
applied to new structures, a huge number of old structures have not been treated to
resist liquefaction. Remediation of the old structures is quite important. For example,
many oil storage tanks, river dikes, and timber houses which are not treated exist in
large cities. Liquefaction-induced damage to the not-treated structures is a serious con-
cern. Recently, several unique soil improvement techniques which can be applied to the
ground under existing structures have been developed. Moreover, several techniques to
strengthen structures to prevent their collapse if the ground should be liquefied have been
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developed. These techniques can be applied to existing structures. In this paper, these
recent treatment methods against liquefaction which can be applied to existing structures,
are introduced.

2. Remediation methods against liquefaction compiled in 1993
(partially quoted from Yasuda, 2005a)

As mentioned above, in 1993, the Japanese Geotechnical Society compiled remediation
methods against liquefaction (JGS, 1998). Table 16.1 illustrates the compiled methods.
These methods are classified into two categories: (i) those that improve the liquefiable soil
to prevent liquefaction, and (ii) those that strengthen structures to prevent their collapse
if the ground should be liquefied. In the first category, ground is improved to increase
liquefaction strength by the following factors: (1) high density, (2) not-liquefiable grain
size, (3) stable skeleton or (4) low saturation. Other methods to prevent liquefaction are:
(5) immediate dissipation of increased excess pore pressure, (6) reduction of shear stress
by increasing confining pressure, (7) reduction of shear stress by building an underground
wall.

Appropriate countermeasures in the second category differ by the type of structure. In
the countermeasures shown in Table 16.1, the additional pile method has been applied to
bridge foundations, but other methods have been applied to only a few structures.

Among the measures, the sand compaction method has been most widely used because
of its high reliability. In the original method, a casing was pushed down and pulled up by
a vibrating hammer. Therefore, the method could not be applied at sites with neighboring
structures because of the strong vibration. However, a new method to push down and
pull up the casings by static rotating force was developed recently. This “non-vibratory
sand compaction pile method” has been applied near existing structures. Of solidification
methods, the deep mixing method has been applied in many cases, recently. Of dissipation
and control of pore water pressure methods, the gravel drain method has been applied for
many sites. These solidification and gravel drain methods can be applied at sites with
neighboring structures because of their low noise and vibration.

Recently, several new remediation techniques, which are not listed in Table 16.1, have
been developed in Japan. In the first category, the compaction grouting method and seep-
age grouting method have been applied to several structures. In the second category, the
ringed type sheet-pile wall method has been developed. Details of these techniques are
described in the revised version of “Remedial Measures against Soil Liquefaction (JGS,
2004, in Japanese).”

3. Restrictions to be considered in remediation techniques for existing structures

Though many remediation techniques against liquefaction have been developed, as shown
in Table 16.1, several restrictions apply to these techniques when used for existing struc-
tures. Restrictions to be considered are as follows:

(1) Unique techniques are necessary to improve the ground under existing structures.
(2) Special machines without noise and vibration must be used.
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Table 16.1(1). Countermeasures against liquefaction (modified from JGS, 1998)

Liq : Liquefiable layer
Non-liq : Non liquefiable layer

Principle of
improvement

Description

Increase of 
density

Soildification

Reduction of 
degree of
saturation
and increase
of effective
stress

Sand compaction pile
Vibro rod method
Vibro flotation

Dynamic consolidation
Vibro tamper
Compaction by roller

Liq

Hammer

Non-liq

Group pile method

Liq

Pile

Upper structure

Deep mixing method
Quick lime pile method

Liq

Cement or lime columnNon-liq Non-liq

Injection method

Liq

Grout

Non-liq

Deep well

Liq

pump

Non-liq

Dewatering by trenches

Liq

Drainage canal

Non-liq

Compaction by explosion

Liq

Pre-mixing method

Liq

Non-liq

Cement-mixed sand

Quay 
 wall

Stone column

Liq

Non-liq Sand pile

Liq
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Table 16.1(2). Countermeasures against liquefaction (modified from JGS, 1998)

 Principle of 
improvement

Liq : Liquefiable layer
Non-liq : Non liquefiable layer

Description

Dissipation 
and control of 
pore water 
pressure

Counter- 
measure from 
structual 
aspect

Control of 
shear defor- 
mation and 
interception 
of excess 
pore water 
pressure

Drain pile Drain installation for surrounding area

Pile foundation

Steel pile with drainage function

Liq

Sheet pile

Underground diaphragm wall

Diaphragm wall

Strengthen of quay wall

Non-liq

Strengthen of pile and spread foundation

Underground 
structure

Liq

Non-liq

Drain
Liq

Non-liq Drain pile

Drainage function

Non-liq

Upper structure

Liq

Non-liq

Upper foundation

Liq

Non-liq

Pile

Liq

Additional pile

Existing pile

Non-liq

Liq
New 
quay 
wall

Existing sheet pile

Underground
structure
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Table 16.1(3). Countermeasures against liquefaction (modified from JGS, 1998)

 

Liq : Liquefiable layer

Non-liq : Non liquefiable layer

Principle of 
improvement

Description

Structural 
counter- 
measure

Lift prevention pile or sheet pile

Liq

Underground 
 structure

Sheet pile

Non-liq

Constraint of surroundings

Liq

Buried pipe

Weight

Non-liq

Absorption of ground deformation by flexible joint

Liq

Frexible jointUpper structure

Non-liq

Non-liq

Reinforcement of mat foundation by geogrid

Liq
Geogrid

Upper structure

Non-liq

Provision of supplemental foundation for mat foundation

Liq

Upper structure

Top-sharped concrete block

Non-liq

Sheet piling for embankment

Liq

Tie rod

Sheet pile

(3) In tank yards or housing complexes, small machines must be used because many
structures stand close each other.

(4) Soil investigation in the ground under existing structures is difficult. Geotechnical
data is needed to estimate liquefaction potential and appropriate countermeasures.

Of the two categories of remediation methods shown in Table 16.1, generally speaking
techniques to prevent liquefaction are difficult to apply to existing structures. However,
special techniques which can be applied to existing structures, such as the compaction
grouting method and seepage grouting method, have been developed recently.

On the contrary, the remediation techniques in the second category, which strengthen
structures to prevent their collapse if the ground should be liquefied, can be applied
to existing structures easily. Several new techniques have been developed and applied
recently. In the design to strengthen structures, the allowable deformation of the structures
must be defined because the strengthening effect must be judged based on the deforma-
tion of the structures. This means that performance-based design must be introduced.
However, not enough studies on performance-based design have been undertaken. Only a
few allowable deformations have been proposed (e.g., Yasuda, 2005b). Future studies on
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performance-based design are necessary to develop remediation methods to strengthen
existing structures.

To overcome the restrictions mentioned above, several remedial measures which can be
applied to existing structures have recently been developed and applied. Examples of
treated existing structures are briefly explained below.

4. Remediation methods for existing raft foundations

4.1. PRINCIPLE OF REMEDIATION

The best remediation method for existing structures is to improve the ground under the
structures to prevent liquefaction. Some techniques to improve the ground are available,
if bore holes can be drilled through the floor of a structure. Soil improvement under a
structure is also possible from outside the structure by using special techniques.

The second-best choice is to decrease the settlement of a structure by some method, such
as installing underground walls around the structure. Liquefaction of the ground under
structures occurs for two reasons: (i) densification of the ground due to the eruption of
underground water, and (ii) movement of the ground horizontally, as schematically shown
in Figure 16.1. As the settlement due to the first reason occurs not only under a structure
but also in surrounding ground, relative settlement between the structure and surrounding
ground may be negligible. In contrast, the horizontal movement of the ground under a
structure induces large relative settlement. Therefore, it is important to reduce the hori-
zontal movement to decrease the relative settlement of a structure. By installing under-
ground walls, horizontal movement can be reduced.

4.2. EXAMPLE OF TREATED STRUCTURES
4.2.1. A tank yard in Kawasaki (partially quoted from Ohmori, 1979; JGS, 1998)
As schematically shown in Figure 16.2(1), a tank yard was treated by the dewatering
method. Cut-off walls with low permeability were installed around the yard. Then 26
wells were installed and the water level was lowered. The water level is still about 3 m
lower than it had been.

Fig. 16.1. Mechanism of liquefaction-induced settlement of building
due to the movement of the ground under it
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(4) Surrounding steel sheet pile

Pile

(5) Installation of piles around house

Low permeable wall
Well

(1) Dewatering by wells

(3) Chemical grouting from inclined bore
     holes excavated around a tank

(2) Densification or solidification by
      bore holes drilled through floor 

Fig. 16.2. Remediation methods for existing raft foundations

4.2.2. Fisherman’s Wharf (partially quoted from TC4, 2001)
Compaction grouting was performed at the Fisherman’s Wharf Pier 45 after it was dam-
aged by liquefaction-related ground deformations during the 1989 Loma Prieta earth-
quake. The remediation options that were considered includes installing pile foundations
where the shed were founded on fill, vibro-compaction or deep densification of the fill
if the sheds were to be removed, and compaction grouting of the fill if the shed were to
be maintained. Compaction grouting had the advantage of being least disruptive to this
popular tourist attraction and being workable within the confines of the sheds. The design
objective was to mitigate the potential for catastrophic failure of the structure and seawall
due to liquefaction of the fill during the design earthquake.

4.2.3. The Yokohama Customs Building (partially quoted from Kaneko et al., 2003)
The Yokohama Customs Building was constructed in 1923 and was repaired in 2001. A
thick soil layer estimated to be liquefiable layer underlaid the building and its bottom was
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inclined towards the bay. This layer was compacted by the compaction grouting method,
which can be applied inside a room as shown in Figure 16.2(2). Bore holes were drilled
and cement mortar was pushed into the holes to densify the liquefiable layer.

4.2.4. An oil tank in Kawasaki (partially quoted from Nikkei Construction, 2005)
In Japan, liquefaction was taken into consideration in the design code for oil tanks in
1978. Old tanks constructed before then were not treated against liquefaction. In 1994,
the design code was revised to treat the existing old tanks against liquefaction. About
8000 old tanks had to be treated against liquefaction. In Kawasaki City, an old tank was
treated by the injection method. The capacity of the tank was 4843 kl. The depth of the
liquefiable layer was about 10 m. As shown in Figure 16.2(3), the ground just outside the
tank was excavated 1.3 m deep. Then inclined bore holes were drilled from the dig into the
ground under the tank. Then, multi-permeation grouting was injected through the drilled
holes. Silica type grouting material with durability and high permeability was injected
to make improvement balls with diameters of 2 m. In total 139 improvement balls were
constructed under the tank.

4.2.5. An oil tank (partially quoted from Sawauchi et al., 1992)
Another old tank was treated by the sheet-pile-ring method. A steel sheet pile was
installed around the tank, and the top of the wall was connected to foundation gravel
with a concrete ring as shown in Figure 16.2(4).

4.2.6. A timber house
A timber house settled and tilted due to liquefaction during the 2004 Tokachi-oki earth-
quake (Yasuda et al., 2004). After the earthquake, piles were installed just outside the
house and the pile heads were connected with concrete beams extended from the footing,
as shown in Figure 16.2(5).

4.3. OTHER RELATED STUDIES

The effectiveness of several kinds of countermeasures for existing power transmission
towers with four footings was studied by centrifuge tests and analyses (Yasuda et al.,
2001). In the analyses, a computer program “ALID (Yasuda et al., 1999)” was used. Five
cases with and without countermeasures were tested and analyzed:

Case 1: without countermeasure,

Case 2: connecting tops of four footings with a concrete slab,

Case 3: connecting tops of four footings with a concrete slab, and replacing the ground
under the slab with gravel,

Case 4: connecting tops of four footings with a concrete slab, and surrounding them with
sheet piles, and

Case 5: connecting tops of four footings with a concrete slab, and improving the ground
under the footings by densification method.
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Fig. 16.3. Reduction rate of settlement of footings due to countermeasures
(Yasuda et al., 2001)

Figure 16.3 compares the rates of settlement reduction due to these countermeasures. The
order of effectiveness of countermeasures in tests and analyses was the same. Once the
tops of the footings were connected with a concrete slab and the soil under the slab was
replaced with gravel, the movement of the liquefied soil in the inner direction and tilt-
ing of footings were prevented, reducing the settlement of the footings. Surrounding the
footings with sheet piles prevented the movement of liquefied soil in the outer direction.
Densification of the ground under the footings also reduced the settlement in Case 5.

5. Remediation methods for existing pile foundations

5.1. PRINCIPLE OF REMEDIATION

In a pile foundation, if the tips of the piles are shallower than the bottom of the liquefiable
layer, additional long piles must be installed. If the tips are supported by a non-liquefiable
layer, horizontal displacement at the top of the piles and bending moment induced in the
piles should be smaller than the allowable displacement and bending moment, respec-
tively. Installation of additional piles or improvement of the ground around existing piles
can decrease the displacement and the bending moment.

5.2. EXAMPLE OF TREATED STRUCTURES
5.2.1. A bridge (partially quoted from JGS, 1998)
As illustrated in Figure 16.4(1), the columns supporting an old bridge were reinforced.
These columns were underlaid by wooden piles of 7 m in length. Following enlargement
work on the superstructure, prestressed concrete piles with a diameter of 300 mm and a
length of 7 m were added, and the footings were enclosed by steel sheet piles of 10 m in



394 Susumu Yasuda

Additional piles

Additional
footing

High capacity
Micor pile

(2) High capacity micro pile(1) Additional pile

Column 
jet grout

(3) Soil improvement around
     pile foundation

Fig. 16.4. Remediation methods for existing pile foundations

length to prevent erosion. By conducting detailed analyses, it was confirmed that forces
acting on the piles were within the ultimate bearing capacity.

5.2.2. A bridge (partially quoted from JGS, 2004)
The columns supporting another bridge were strengthened against liquefaction with addi-
tional piles. High capacity micropiles, as shown in Figure 16.4(2), were selected, because
the bridge girders were not high enough to drive piles of normal length. Micropiles of
177.8 mm in diameter were driven in a slightly inclined direction to bear some of the
horizontal force.

5.2.3. Elevated bridges in Kobe (partially quoted from Hanshin Express Way, 1997;
TC4, 2001)

Many elevated bridges with pile foundations were damaged due to liquefaction caused by
the 1995 Hyogoken-nambu (Kobe) earthquake. Some of the damaged piles were strength-
ened by methods to improve the surrounding ground. The column jet grout method was
applied to a pile foundation of the Hanshin Expressway, as shown in Figure 16.4(3). For
the elevated bridge of the Rokko Liner, the deep mixing method was selected to improve
the ground surrounding damaged caisson foundations.

6. Remediation methods for existing embankments

6.1. PRINCIPLE OF REMEDIATION

If the soil of an embankment liquefies, it is necessary to prevent the flow of the liquefied
soil. Lowering the water level in the embankment by installing horizontal drain pipes
may prevent liquefaction. On the contrary, if the soil under an embankment liquefies,
large settlement of the embankment occurs due to horizontal movement of the ground
under the embankment, as schematically shown in Figure 16.5. In this case, restricting
the movement by some technique, such as the installation of underground walls at the
toes of the embankment, can reduce the settlement, just as it prevents the settlement of
raft foundations.

6.2. EXAMPLE OF TREATED STRUCTURES
6.2.1. The Tokaido Shinkansen (partially quoted from Nasu, 1984; JGS, 1998)
The Tokaido Shinkansen Railway (Japanese Bullet Train) started business in 1964,
the same year of the 1964 Niigata earthquake. Some sections run over areas where
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Fig. 16.5. Mechanism of deformation of an embankment due to liquefaction of the soil
under the embankment

Tie rod

(1) Sheet piling for embankment

Drain trench
Sheet pile

(3) Lowering of water level
     by trenches and pipes

HWL

Drain

Gabion

(4) Lowering water level by gabion

Densification or 
solidification

(2) Densification or solidification
     at toes of embankment

Fig. 16.6. Remediation methods for existing embankments

liquefaction is possible during future earthquakes. As liquefaction may damage railway
embankments, a sheet-pile enclosed method has been developed to protect them as illus-
trated in Figure 16.6(1). The design method of the remedial measure was based on sev-
eral shaking table tests and analyses. This method has been applied at several sites. The
dimensions of the sheet piles and tie-rods differ according to conditions of the ground and
embankments. At an embankment with a height of 8 m and a width of 32 m, liquefiable
layers were deposited to a depth of about 14 m. For this embankment, sheet piles with
lengths of 18.5 and 16.5 m were installed at both toes and connected with tie-rods.

6.2.2. Yodogawa River dike (partially quoted from TC4, 2001)
The 1995 Kobe earthquake caused extensive damage to the Yodogawa dike. During the
restoration work, a countermeasure against liquefaction-induced settlement was applied
(TC4, 2001). At the Nishijima dike section, the outer part of the dike was not damaged.
Only the inner was rebuilt. The stability of this part was improved by installing double
rows of steel sheet piles at the toe and placing gravel between the rows.

6.2.3. Arakawa River dike (partially quoted from JGS, 1998)
The deep mixing method was applied to the embankment of the Arakawa River embank-
ment in Tokyo, as shown in Figure 16.6(2). A loose sand layer where liquefaction was
anticipated was 3 to 6 m thick. It was planned to use the deep mixing method for a width



396 Susumu Yasuda

of 10 m and a depth of 24 m to stabilize the foundation ground against external seis-
mic force. Using external forces, a stability analysis was conducted that included sliding,
overturning, bearing capacity of the stratum, and circular slip failure.

6.2.4. Hachirogata Polder dike (partially quoted from Civil Eng. Dept. Akita
Prefection , 1990)

Polder dikes in Hachirogata in Japan have been damaged by several earthquakes since
their construction. During the restoration work after the 1983 Nihonkai-chube earth-
quake, an investigation was conducted to make the dikes resist earthquakes because they
had been damaged repeatedly, as shown in Figure 16.6(3). Counterweight fills, founda-
tion improvement, dewatering, etc. were investigated as possible liquefaction counter-
measures. Improving the foundation of the loose sand layer widely covering this area
would have cost an enormous amount. Therefore, the basic idea for the design of coun-
termeasures was to increase the overburden pressure by dewatering. Sheet piles were
driven into the riverside toes, drains were installed and drainage trenches were dug.

6.2.5. Tokachi River dike (partially quoted from Hokkaido Development, 1994)
The Tokachi River dike suffered severe damage during the 1993 Kushiro-oki earthquake.
During the restoration work, gabions and drains were applied at the toe of a dike. The
water level inside the dike was measured after the restoration work. It was confirmed that
the water level was lowered with the treatments.

7. Remediation methods for existing sea walls

7.1. PRINCIPLE OF REMEDIATION

Liquefaction of the ground behind a sea wall increases the earth pressure on the sea wall.
Liquefaction of the ground under a sea wall decreases the bearing strength of the ground.
These two triggers cause large movement, tilting, and settlement of the sea wall. There-
fore, the best measure is to prevent liquefaction of the ground behind a sea wall and/or
the foundation ground under a sea wall. The other measure is to increase the resistance to
movement of a sea wall by some restraining work.

7.2. EXAMPLE OF TREATED STRUCTURES
7.2.1. Kushiro Port (partially quoted from TC4, 2001)
Kushiro Port is located on the island of Hokkaido, Japan’s northern most island. At
this port, the seabed deposit, on which quay walls were constructed and backfilled with
dredged sand, is relatively dense. The only liquefiable soils are the loosely deposited
backfill sand. Following the lessons learned from the damage to Akita Port during the
1983 Nihonkai-chubu earthquake, remediation measures were applied to some quay
walls. At the No. 1 wharf, in the east district, backfill sand just behind the wall was
treated with gravel drains, and the ground behind the gravel drains was treated with sand
compaction piles. After these treatments, the 1993 Kushiro-oki earthquake hit Kushiro
Port. The treated quay wall suffered no damage though not-treated quay walls suf-
fered severe damage. The damaged quay walls were treated during the restoration work.
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Figure 16.7(1) shows one of the quay walls, which was treated by the deep mixing method
and the gravel drain method.

7.2.2. Port of Oakland (partially quoted from TC4, 2001)
Stone columns were installed at the Seventh St. Marina Terminal, Port of Oakland, Cali-
fornia, after it was damaged in the 1989 Loma Prieta earthquake, to mitigate liquefaction
risk during future earthquake. A 12 m wide zone of stone columns was constructed along
the rear of the wharf. The stone column extended mostly through 4 to 7 m thick exist-
ing perimeter rock fill dike used to retain hydraulic filling of the terminal area. The dike
rests on a 4.3 to 8.2 m thick hydraulically-placed sand base. These sands are predomi-
nantly clean and liquefiable. Underneath the dike and sand base, there is an 11 to 25 m
thick layer of native silty and clayey sand. The upper 1.5 m of this layer was considered
potentially liquefiable.

7.2.3. Ishikari Port (partially quoted from Kawamura et al., 2001)
At a quay wall in Ishikari Port, the ground behind the quay wall was improved with
permeation grouting as illustrated in Figure 16.7(2). The quay wall is a steel sheet-pile
wall with tie wires. Though many tie wires intersect at a corner of the quay wall, the
permeation method could be applied.

7.2.4. Kobe Port (partially quoted from TC4, 2001)
Many port-related facilities in Kobe Port were severely damaged during the 1995 Kobe
earthquake. At the time of the earthquake, the port had 186 quay walls, about 90%
of which were caisson walls. Most of these caisson walls moved toward the sea by a
maximum about 5 m and an average of 3 m, and inclined about four degrees toward the
sea. Several restoration methods were applied after the earthquake. One was the premix
method, as shown in Figure 16.7(3). A temporary sheet pile was installed in the ground
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behind the sea wall, and the space between the sea wall and the temporary sheet pile was
excavated. Then, sand mixed with cement was filled in the ditch.

7.2.5. A quay wall in Tokyo (partially quoted from JGS, 1998)
A quay wall was constructed in 1969 as a revetment of a canal facing Tokyo Bay. Seismic
inspection revealed a loose silty sand layer of 4 m in thickness that was susceptible to
liquefaction. A countermeasure against liquefaction, the quay wall was strengthened with
self-supporting steel pipe piles, as shown in Figure 16.7(4). New steel pipe piles with a
length of 28.5 m were installed, sandstone fill was placed in front of the pipe piles as
foot protection and the space between the existing and newly driven piles was filled with
gravel.

8. Remediation methods for existing buried structures

8.1. PRINCIPLE OF REMEDIATION

Yasuda et al. (1995) conducted several shaking table tests to demonstrate the mechanism
of uplift and factors which affect the uplift of buried pipes. In their tests, the movement
of soil grains during the uplift of a model pipe was observed in detail. The movement
was estimated by measuring the displacement of chips of noodles which were installed
between the soil and the front glass of the model container. The excess pore water pres-
sure increased gradually due to shaking. Then, when the excess pore water pressure at
the bottom of the pipe reached the initial overburden pressure, i.e., when liquefaction
occurred, the pipe started to rise gradually. Simultaneously, liquefied soils on both sides
of the pipe moved toward the bottom of the pipe as shown in Figure 16.8. It was hypoth-
esized that liquefaction and the movement of the liquefied soil toward the bottom of the
pipe must continue for a long time to induce large uplift. Therefore, the installation of a
pair of underground walls at both sides of a buried structure must reduce the uplift of the
structure.

90cm

50
cm

Fig. 16.8. Movement of soil particles during uplift of a pipe (Yasuda et al., 1995)
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Yasuda et al. also conducted shaking table tests to study the effectiveness of the two types
of countermeasures shown in Figure 16.9 in preventing the movement of liquefied soil. A
pair of wooden plates or wire nettings was installed beside the model pipe. These wooden
plates prevented uplift. Moreover, the wire nettings also prevented the uplift of the pipe
even though the excess pore water pressure ratio at the bottom of the pipe increased up to
1.0, because the netting prevent the movement of liquefied soil grains under the pipe.

8.2. EXAMPLE OF TREATED STRUCTURES
8.2.1. A multi-service tunnel (partially quoted from JGS, 1998)
A countermeasure of driving sheet piles was applied to a multi-service tunnel, as shown
in Figure 16.10(1). The sheet piles were driven besides the tunnel to the depth of 22.6 m
to reach the lower non-liquefiable layer. In the design of thickness of the sheet piles, earth
pressure, hydrostatic pressure, and dynamic water pressure were considered. The vertical
stability of the structure was also designed by considering the uplift force due to excess
pore pressure.
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8.2.2. A subway station in Tokyo (partially quoted from Yokota et al., 2001)
Near Kitasenjyu Station of the Chiyoda subway line in Tokyo, the uplift of an under-
ground tunnel due to liquefaction was a concern. Thus, high pressure jet grouting was
applied through the floor of the tunnel to make soil cement underground lattice walls, as
illustrated in Figure 16.10(2). Two effects on liquefaction-induced uplift were expected:
(i) prevention of the movement of liquefied soil from surrounding ground to the bottom
of the tunnel, and (ii) a decrease of shear deformation of the soil in the lattice.

9. Remediation methods for existing structures affected by ground flow

9.1. PRINCIPLE OF REMEDIATION

In the Japanese Geotechnical Society, the probabilities of several kinds of countermea-
sures against liquefaction-induced flow were discussed by the “Technical Committee on
Liquefaction-induced Flow and Permanent Deformation of the Grounds and Earth Struc-
tures during Earthquakes” from 1995 to 1998. Table 16.2 shows the ideas of the coun-
termeasures summarized by the committee (JGS, 1998; Kanatani et al., 2000). There are
three categories of countermeasures against the damage to structures due to liquefaction-
associated ground flow. The most reliable measure is to improve the ground in the entire
area to prevent the occurrence of liquefaction. However this measure is uneconomical
and cannot be applied under or near existing structures.

The second measure is to strengthen a sea wall to prevent ground flow, if the ground
behind the sea wall is liquefied. Strengthening the ground with a wall, sand piles or den-
sification of a small area of the ground also prevents or decreases ground flow even though
liquefaction occurs in the ground. The third measure is to strengthen structures, for exam-
ple, strengthening a pile foundation with additional piles, to prevent damage even though
liquefaction and associated flow of the ground occurs. Among these countermeasures,
several methods have been applied to quay walls and express highways in Tokyo, Kobe,
and Osaka.

9.2. EXAMPLE OF TREATED STRUCTURES
9.2.1. Metropolitan Expressway in Tokyo (partially quoted from Yasuda and

Ogasawara, 2004; Yasuda, 2005a)
On the Metropolitan Expressway in Tokyo, the Bay Shore Route and several other routes
run along or cross coasts, canals, and rivers. There was concern that the foundations of
bridges on these roads might be damaged by liquefaction-induced flow. Thus, a technical
committee was organized to study the possibility of damage, appropriate countermeasures
and design of the measures, from 1995 to 1997, after the Kobe earthquake. In the study,
several kinds of countermeasures against liquefaction-induced flow were listed and com-
pared by focusing on their effectiveness, adaptability, and cost. The installation of steel
pipes to make a preventing wall between bridge foundations and sea walls was selected
because this method is economic. The effectiveness of this method was confirmed by
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Table 16.2. Countermeasures against liquefaction-induced flow behind quay
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conducting several analyses and centrifuge tests. Then, this method was applied to Ake-
bono, Ariake, Katsushima, and Ayasegawa sites. In the design procedure decided by the
technical committee, the deformation of pile foundations is estimated by the seismic
deformation method, in which ground displacement is estimated first, and then horizontal
force is applied to piles through soil springs. The ground displacement is estimated by
residual deformation analysis in which the reduction of shear modulus due to lique-
faction is considered. The reduction of the soil springs due to liquefaction is also con-
sidered. Allowable displacement of the top of the pile foundation was defined as twice
the displacement which causes the pile to yield. At the Akebono site, a liquefiable sandy
layer is deposited from the ground surface to a depth of about 10 m. Two bridge foun-
dations founded on 18 cast-in place concrete piles are located about 20 m behind a sea
wall, as shown in Figure 16.11. The sea wall is a sheet-pile wall and is estimated to
be unstable during future earthquakes. Figure 16.12 shows the analyzed deformation of
the ground due to liquefaction. The estimated displacement of the surface of the ground
surrounding the bridge foundations was 1.2 m. If the surrounding ground moves 1.2 m,
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Fig. 16.11. Countermeasure method applied to the Tokyo Metropolitan Express
Highway in the Akebono district
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Fig. 16.12. Analyzed liquefaction-induced deformation of the ground
at Akebono district Ogasawara et al. 1999

Photo 16.1. Installation work of steel pipes in the Akebono district

the displacement of the top of the piles becomes about 4.5 times the allowable displace-
ment. But if the ground displacement can be reduced to less than 50 cm, the displacement
of the top of piles can be limited within the allowable displacement. Therefore, the size
of the steel pipes was designed to reduce the ground displacement to less than 50 cm. The
steel pipes selected were 1200 mm in diameter, 22 mm in thickness and 29 m in depth, as
shown in Figure 16.11. These steel pipes were installed continuously to make a preventa-
tive wall, as shown in Photo 16.1.
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Fig. 16.13. Restoration method applied to the Hanshin Express Highway

9.2.2. Hanshin Expressway (partially quoted from JGS, 2004; Yasuda, 2005b)
On the Hanshin Expressway, many pile foundations of elevated bridges were damaged
due to liquefaction-induced flow during the 1995 Kobe earthquake. The damaged foun-
dations were restored by adding piles and improving the soil. Cast-in place concrete-steel
composite piles with a diameter of 3 m were constructed around the existing footings, as
shown in Figure 16.13. Then additional footings were constructed.

10. Concluding remarks

Remediation methods against liquefaction which can be applied to existing structures are
introduced in this paper. The remediation of old structures is very important because a
huge number of these structures have not been treated against liquefaction. More reme-
diation methods for existing structures must be developed. In the design of remedia-
tion methods for existing structures, it is desired to introduce performance-based design
methods.
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Abstract. Soil–structure interaction under extreme loading conditions includes performance dur-
ing earthquakes, floods, landslides, large deformation induced by tunneling and deep excavations,
and subsidence caused by severe dewatering or withdrawal of minerals and fluids during mining and
oil production. Such loading conditions are becoming increasingly more important as technologies
are developed to cope with natural hazards, human threats, and construction in congested urban
environments. This paper examines extreme loading conditions with reference to earthquakes,
which are used as an example of how extreme loading influences behavior locally and through-
out geographically distributed systems. The paper covers performance from the component to the
system-wide level to provide guidance in developing an integrated approach to the application of
geotechnology over large, geographically distributed networks. The paper describes the effects of
earthquake-induced ground deformation on underground facilities, and extends this treatment to the
system-wide performance of the Los Angeles water supply during the 1994 Northridge earthquake.
Large-scale experiments to evaluate soil–structure interaction under extreme loading conditions are
described with reference to tests of abrupt ground rupture effects on underground pipelines. Large-
scale tests and the development of design curves are described for the forces imposed on pipelines
during ground failure.

1. Introduction

From a geotechnical perspective, extreme loading conditions are those that induce large
plastic, irrecoverable deformation in soil. They are often associated with significant geo-
metric changes in the soil mass, such as shear rupture, heave and void formation, and are
accompanied by a peak, or maximum, interaction force imposed on embedded structures.
Such loading takes soil well beyond the range of deformation related to the conventional
design of civil structures. It applies to performance under unusual, extreme conditions.
Such conditions include earthquakes, floods, landslides, large deformation induced by
tunneling and deep excavations, and subsidence caused by severe dewatering or with-
drawal of minerals and fluids during mining and oil production. Such loading conditions
are becoming increasingly more important as technologies are developed to cope with
natural hazards, human threats, and construction in congested urban environments.

Extreme loading conditions for soils are often accompanied by extreme loading condi-
tions for structures. Examples include soil/structure interaction associated with pipelines
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subjected to fault rupture, piles affected by landslides, and soil failure imposed on
underground facilities by explosions, flooding, and the collapse of voids. Such condi-
tions induce large plastic, irrecoverable structural deformation that involves both material
and geometric nonlinear behavior. Hence, analytical and experimental modeling for soil–
structure interaction under these conditions requires the coupled post-yield simulation of
both soil and structural response. Such behavior generally poses significant challenges to
our analytical capabilities, thus requiring large-scale experimental and case history data
to improve the simulation process and validate the models.

Extreme loading conditions, especially those associated with natural hazards and severe
human threats, may affect large systems of structures. Consider, for example, Figure 17.1,
which is a photograph of the corner of Wall and Williams Streets in New York City in
1917. The congestion shown in this photograph has not improved in the last 90 years,
and is indicative of the situation in a multitude of cities worldwide. The photo illustrates
at least two important features of the built environment. First, much of critical infrastruc-
ture is located underground, and its fate is intimately related to that of the surrounding
ground. Second, the crowded nature of urban and suburban developments increases risk
due to proximity. Damage to one facility, such as a cast iron water main, can rapidly
cascade into damage in surrounding facilities, such as electric and telecommunication
cables and gas mains, with system-wide consequences. Soil surrounding critical under-
ground infrastructure is frequently both the perpetrator and mediator of loading that can
affect the systemic performance of an entire city.

Fig. 17.1. Underground infrastructure at Wall and Williams Streets
in New York City, 1917



Lifeline performance under extreme loading during earthquakes 409

In this paper, soil–structure interaction under extreme loading conditions is examined
with reference to earthquakes, which are used as an example of how extreme loading
influences behavior at local and geographically distributed facilities. The paper begins
with the effects of earthquake-induced ground deformation on underground facilities,
and then expands this treatment to consider the system-wide performance of the Los
Angeles water supply during the 1994 Northridge earthquake. Large-scale experiments
to evaluate soil–structure interaction under extreme loading conditions are described with
reference to tests of abrupt ground rupture effects on steel and high density polyethylene
pipelines. Large-scale tests and the development of design curves are described for the
forces imposed on pipelines during ground failure. The paper covers performance from
the component to the system-wide level to provide guidance in developing an integrated
approach to the application of geotechnology over large, geographically distributed net-
works.

2. Geotechnical earthquake loading

Earthquakes cause transient ground deformation (TGD) and permanent ground deforma-
tion (PGD), both of which affect underground pipelines. TGD is the dynamic response
of the ground, and PGD is the irrecoverable movement that persists after shaking has
stopped. PGD often involves large displacements, such as those associated with surface
fault rupture and landslides. TGD can cause soil cracks and fissures triggered by pulses
of strong motion that develop localized shear and tensile strains exceeding the strength
of surficial soils. In these cases, crack widths and offsets are primarily a reflection of
surficial ground distortion and gravity effects, such as local slumping. They should not
be mistaken as an expression of PGD generated by ground failure mechanisms of larger
scale.

The principal causes of PGD have been summarized and discussed by O’Rourke (1998).
They are faulting, tectonic uplift and subsidence, and liquefaction, landslides, and densi-
fication of loose granular deposits. Liquefaction is the transformation of saturated cohe-
sionless soil into a liquefied state or condition of substantially reduced shear strength
(Youd, 1973). Liquefaction-induced pipeline deformation can be caused by lateral spread,
flow failure, local subsidence, post-liquefaction consolidation, buoyancy effects, and loss
of bearing (Youd, 1973; O’Rourke, 1998). It is widely accepted that the most serious
pipeline damage during earthquakes is caused by PGD. Furthermore, it is well recognized
that liquefaction-induced PGD, especially lateral spread, is one of the most pervasive
causes of earthquake-induced lifeline damage (Hamada and O’Rourke, 1992; O’Rourke
and Hamada, 1992).

Ground displacement patterns associated with earthquakes depend on PGD source, soil
type, depth of ground water, slope, earthquake intensity at a given site, and duration of
strong ground shaking (O’Rourke, 1998). It is not possible to model with accuracy the soil
displacement patterns at all potentially vulnerable locations. Nevertheless, it is possible
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Fig. 17.2. Principal modes of soil–pipeline interaction triggered by earthquake-induced
PGD (O’Rourke, 1998)

to set upper bound estimates of deformation effects on buried lifelines by simplifying
spatially distributed PGD as movement concentrated along planes of soil failure.

Various modes of pipeline distortion caused by PGD are illustrated in Figure 17.2.
Pipelines crossing a fault plane subjected to oblique slip are shown in Figure 17.2a.
Reverse and normal faults promote compression and tension, respectively. Strike slip
may induce compression or tension, depending on the angle of intersection between the
pipeline and fault. Figure 17.2b shows a pipeline crossing a lateral spread or landslide
perpendicular to the general direction of soil movement. In this orientation, the pipeline
is subject to bending strains and extension. As shown in Figure 17.2c, the pipeline will
undergo bending and either tension or compression at the margins of the slide when the
crossing occurs at an oblique angle. Figure 17.2d shows a pipeline oriented parallel to
the general direction of soil displacement. At the head of the zone of soil movement,
the displacements resemble normal faulting; under these conditions, the pipeline will be
subjected to both bending and tensile strains. At the toe of the slide, the displaced soil
produces compressive strains in the pipeline.

Figure 17.3 shows a schematic of an underground pipeline deformed by mass move-
ment of soil associated with a landslide or lateral spread. Two zones are identified for
characterizing the soil–pipeline interaction. Near the center of the slide/lateral spread,
two-dimensional (2-D) conditions control lateral forces mobilized against the pipe by
relative horizontal displacement of the soil. Near the margins of the slide, where abrupt
displacement of the ground occurs, the interaction between pipeline and soil is more
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Fig. 17.3. Schematic of soil–pipeline interaction for landslides and/or lateral spread

complex. As will be discussed in a forthcoming section of the paper, the lateral forces
mobilized against the pipe near the ground rupture plane involve three-dimensional (3-D)
soil failure and interaction with the pipeline.

3. Lifeline system response to earthquakes

The 1994 Northridge earthquake caused the most extensive damage to a US water sup-
ply system since the 1906 San Francisco earthquake. Three major transmission systems,
which provide over three-quarters of the water for the City of Los Angeles, were dis-
rupted. Los Angeles Department of Water and Power (LADWP) and Metropolitan Water
District (MWD) trunk lines (nominal pipe diameter ≥600 mm) were damaged at 74 loca-
tions, and the LADWP distribution pipeline (nominal pipe diameter <600 mm) system
was repaired at 1013 locations.

The earthquake-induced damage to water pipelines and the database developed to char-
acterize this damage have been described elsewhere (O’Rourke et al., 1998, 2001; Jeon
and O’Rourke, 2005), and only the salient features of this work are summarized herein.
GIS databases for repair locations, characteristics of damaged pipe, and lengths of trunk
lines according to pipe composition and size were assembled with ARCView software.
Nearly 11,000 km of distribution lines and over 1,000 km of trunk lines were digitized.

Figure 17.4 shows the portion of the Los Angeles water supply system most seri-
ously affected by the Northridge earthquake superimposed on the topography of Los
Angeles. The figure was developed from the GIS database, and shows all water sup-
ply pipelines plotted with a geospatial precision of ±10 m throughout the San Fernando
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Fig. 17.4. Map of Los Angeles water supply system affected by Northridge earthquake
(O’Rourke and Toprak, 1997; O’Rourke, 1998)

Valley, Santa Monica Mountains, and Los Angeles Basin. The rectilinear system of
pipelines is equivalent to a giant strain gage. Seismic intensity in the form of pipeline
damage can be measured and visualized by plotting pipeline repair rates and identifying
the areas where the largest concentrations of damage rate occur. The resulting areas reflect
the highest seismic intensities as expressed by the disruption to underground piping.

To develop a properly calibrated strain gage, it is necessary to select a measurement grid
with material having reasonably consistent properties and a damage threshold sensitive
to the externally imposed loads being measured. Figure 17.5 presents charts showing
the relative lengths of LADWP and MWD trunk and distribution lines, according to pipe
composition. As shown by the pie chart, the most pervasive material in the LA distribution
system is CI. The 7,800 km of CI pipelines have the broadest geographic coverage with
sufficient density in all areas to qualify as an appropriate measurement grid. Moreover,
CI is a brittle material subject to increased rates of damage at tensile strains on the order
250 to 500 µε. It is therefore sufficiently sensitive for monitoring variations in seismic
disturbance.

Figure 17.5 presents a map of distribution pipeline repair locations and repair rate con-
tours for cast iron (CI) pipeline damage. The repair rate contours were developed by
dividing the map into 2 km × 2 km areas, determining the number of CI pipeline repairs
in each area, and dividing the repairs by the distance of CI mains in that area. Contours
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Fig. 17.5. Cast iron pipe repair rate contours for Northridge earthquake
(O’Rourke and Toprak, 1997)

then were drawn from the spatial distribution of repair rates, each of which was centered
on its tributary area. A variety of grids were evaluated, and the 2 km × 2 km grid was
found to provide a good representation of damage patterns for the map scale of the figure
(Toprak et al., 1999).

The zones of highest seismic intensity are shown by areas of concentrated contours. In
each instance, areas of concentrated contours correspond to zones where the geotechnical
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Fig. 17.6. Geotechnical characteristics of the areas of concentrated pipeline damage
after the Northridge earthquake

conditions are prone either to ground failure or amplification of strong motion. Each zone
of concentrated damage is labeled in Figure 17.6 according to its principal geotechnical
characteristics. In effect, therefore, Figure 17.5 is a seismic hazard map for the Los Ange-
les region, calibrated according to pipeline damage during the Northridge earthquake.

Of special interest is the location of concentrated repair rate contours in the west central
part of San Fernando Valley (designated in Figure 17.6 as the area of soft clay deposits).
This area was investigated by USGS researchers, who found it to be underlain by local
deposits of soft, normally consolidated clay. Field vane shear tests disclosed clay with
uncorrected, vane shear undrained strength, Suvst = 20–25 kPa, at a depth of 5 m, just
below the water table. USGS investigators concluded that the saturated sands underlying
this site were not subjected to liquefaction during the Northridge earthquake. Newmark
sliding block analyses reported by O’Rourke (1998) provide strong evidence that near
source pulses of high acceleration were responsible for sliding and lurching on the soft,
normally consolidated clay deposit. The results of GIS analysis and site investigations
have important ramifications because they show a clear relationship between PGD, con-
centrated pipeline damage, and the presence of previously unknown deposits of normally
consolidated clay.

The records from approximately 240 free field rock and soil stations were used to evaluate
the patterns of pipeline damage with the spatial distribution of various seismic parame-
ters. Figure 17.7 shows the CI pipeline repair rate contours superimposed on peak ground
velocity (PGV) zones, which were developed by interpolating the maximum horizon-
tal velocities recorded at the strong motion stations. Using the GIS database, a pipeline
repair rate was calculated for each PGV zone, and correlations were made between the
repair rate and average PGV for each zone. As explained by O’Rourke (1998), similar
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Fig. 17.7. Pipeline repair rate contours relative to Northridge earthquake peak ground
velocity (O’Rourke and Toprak, 1997)

correlations were investigated for pipeline damage relative to spatially distributed peak
ground acceleration, spectral acceleration and velocity, Arias Intensity, Modified Mercalli
Intensity (MMI), and other indices of seismic response. By correlating damage with vari-
ous seismic parameters, regressions were developed between repair rate and measures of
seismic intensity.

The most statistically significant correlations for both distribution and trunk line repair
rates were found for PGV. Such correlations are important for loss estimation analyses
that are employed to assess the potential damage during future earthquake and develop
corrective measures and emergency response procedures to reduce the projected losses
(e.g., Whitman et al., 1997).

Figure 17.8a presents the linear regression that was developed between CI pipeline repair
rates and PGV on the basis of data from the Northridge and other US earthquakes.
Figure 17.8b shows repair rate correlations for steel, CI, ductile iron (DI), and asbestos
cement (AC) distribution lines. The regressions indicate that the highest rate of damage
for a given PGV was experienced by steel pipelines. This result at first seems surprising
because steel pipelines are substantially more ductile than CI and AC pipelines. Steel dis-
tribution pipelines in Los Angeles, however, are used to carry the highest water pressures
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Fig. 17.8. Pipeline repair rate correlation with PGV for steel, CI, DI, and AC
distribution lines

and are subject to corrosion that has been shown to intensify their damage rates in previ-
ous earthquakes (Isenberg, 1979).

The regressions in Figure 17.8 were developed after the data were screened for lengths of
pipeline that represent approximately 1.5% to 2.5% of the total length or population for
each type of pipe affected by the earthquake (O’Rourke and Jeon, 1999). This procedure
reduces the influence of local erratic effects that bias the data derived from small lengths
of pipeline. The use of this filtering procedure leads to statistically significant trends and
regressions that are applicable for PGV ≤ 75 cm s−1. For the Northridge earthquake,
zones with PGV exceeding 75 cm s−1 generally correspond to locations where PGD,
from sources such as liquefaction and landsliding, was observed. Hence, this screening
technique tends to remove damage associated with PGD, resulting in correlations relevant
for TGD.

4. Large-scale tests of ground rupture effects on steel pipelines with elbows

A key component of modern research involving geotechnical engineering for extreme
loading conditions has been testing at very large scale. This paper refers to three pro-
grams involving large scale experiments that were performed to evaluate the effects
of earthquake-induced ground rupture on welded steel and high density polyethylene
(HDPE) pipelines.
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The first of these experimental programs has been described in detail by Yoshisaki, et al.
(2001), and only the salient features are presented here. The experiments were performed
to evaluate the performance of steel gas distribution pipelines with 90◦ elbows. The
response of pipeline elbows, deformed by adjacent ground rupture and subject to the
constraining effects of surrounding soil, is a complex interaction problem. A comprehen-
sive and reliable solution to this problem requires laboratory experiments to characterize
the 3-D response of the elbow under axial and flexural loading, an analytical model that
embodies soil–structure interaction combined with 3-D elbow response, and full-scale
experimental calibration and validation of the analytical model.

Figure 17.9 illustrates the concept of the large-scale experiments. A steel pipeline with
an elbow was installed under the actual soil, fabrication, and compaction procedures
encountered in practice, and then subjected to lateral soil displacement (Yoshisaki et al.,
2001). The scale of the experimental facility was chosen so that large soil movements are
generated, inducing soil–pipeline interaction unaffected by the boundaries of the test
facility. Figure 17.10 shows the ruptured experimental pipeline in two halves of the exper-
imental basins that held a total of 60–65 metric tons of sand. The basins were displaced
1 m relative to each other, as shown in the figure, to simulate the type of abrupt displace-
ment generated by liquefaction-induced lateral spread, landslides, and surface faulting.
The sand was obtained from a glacio-fluvial deposit, containing approximately 2% by
weight of fines (see Figure 17.13). It was placed and compacted in 150-mm lifts with
strict controls on water content and in situ density. Experiments were performed with dry

Fig. 17.9. Experimental concept for ground rupture–pipeline experiments

2 m

1 m of Lateral
Movement

Pipeline Rupture

Fig. 17.10. Overhead view of soil deformation effects on experimental pipeline
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sand (hygroscopic water content of 0.5%) and partially saturated sand (water contents of
3.1% and 3.4%).

A 100-mm-diameter pipeline with 4.1-mm wall thickness and a 0.9-m depth of cover
was used in the tests. It was composed of two straight pipes welded to a 90◦ elbow.
Both ends of the pipeline were bolted to reaction walls. The elbows were composed
of STPT 370 steel (Japanese Industrial Standard, JIS-G3456) with a specified minimum
yield stress of 215 MPa and a minimum ultimate tensile strength of 370 MPa. The straight
pipe was composed of SGP steel (JIS-G3452) with a minimum ultimate tensile strength of
294 MPa. About 150 strain gages were installed on the pipe to measure strain during the
tests. Extensometers, load cells, and soil pressure meters were also deployed throughout
the test setup.

The large-scale experiments had three principal results. First, they were used to improve
and validate a hybrid finite element model, which combines beam and shell elements
for the pipeline with nonlinear p–y formulations to simulate soil–structure interaction
(Yoshisaki et al., 2001). This model is now used by Tokyo Gas to plan and design
pipelines for extreme loading conditions. Second, the analytical model was used to show
that increasing the wall thickness of pipe, which is welded to the elbow, by 1.5 mm results
in strain reduction of approximately 200% for abrupt ground rupture of 2 m. Simple, rel-
atively inexpensive adjustments in pipeline fabrication, therefore, can lead to substantial
improvements in performance. Third, the strains induced in the experimental pipeline
were markedly higher for tests in partially saturated sand than for those in dry sand, even
though most other variables were held constant.

5. Lateral soil–structure interaction during ground failure

To explore the effects of partially saturated sand on the lateral force conveyed to buried
conduits due to relative soil–pipe displacement, a second series of tests were performed
on pipe similar in size and composition as that investigated by Yoshisaki et al. (2001).
The tests were designed to be similar to those performed by Trautmann and coworkers
(Trautmann and O’Rourke, 1985; Trautmann et al., 1985), who established design charts
from which p–y and q–z relationships can be developed for analyzing soil–structure inter-
action in response to lateral and vertical PGD. A detailed description of the tests and
resulting data is provided by Turner (2004).

These design charts were developed on the basis of experiments in dry sand. However,
the great majority of pipelines in the field are embedded in partially saturated soils. Shear
deformation of partially saturated sand mobilizes surface tension, or negative pore water
pressure, which increases shear resistance relative to that in dry sand under comparable
conditions of soil composition, in situ density, and loading. Moreover, the geometry of
the failed soil mass for partially saturated sand is significantly different than the flow and
displacement pattern of dry sand around buried pipelines.

The experimental facility was constructed to model the effects of relative horizontal
displacement between soil and pipe under conditions that duplicate the actual scale,
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burial depth, and soil characteristics encountered in the field. Horizontal displacement
was applied externally to a pipe section in a manner that allowed unrestricted vertical
pipe movement as well as adjustments in pipe weight to replicate different contents such
as gas, liquid fuel, and water.

The experimental facility was designed to induce maximum lateral displacement of
152 mm, with burial depths to 20 diameters. The experimental facility was composed
of a test compartment, pipe loading system, instrumentation and data acquisition system,
and soil handling equipment. Figures 17.11 and 17.12 show plan and profile photographs,
respectively, of the test compartment.

The test apparatus consisted of a box with interior dimensions 2.4 m × 1.2 m × 1.5 m
deep. A special collar was fabricated to fit on top of the testing apparatus (not shown
in the figure) that extended the depth of pipe burial to 2.3 m. The apparatus was filled
with a false wall that was removed when deep embedment depths (pipe depth exceeding

Observation

Loading
Yoke for
Lateral

Horizontal
Displacement
TransducerPipeCounter

1.5 m

Fig. 17.11. Side view of experimental facility

2.36 m

1.22 m

False Wall

Direction of Pipe
Displacement

Axle

1.6 m

Fig. 17.12. Top view of experimental facility
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10 times pipe diameter) were used. Lateral force and displacement were conveyed to the
152-mm-diamter steel pipe through a special yoke that allowed for vertical movement
as the pipe was displaced forward. Loads were applied by means of a hydraulic cylinder,
and were measured with a calibrated load cell. A counterweight system was used to adjust
the experimental pipe weight to be consistent with pipe weight in the field. Lateral and
vertical pipe movements were measured with extensometers, and soil movements were
measured by means of wooden dowels, embedded in the soil mass, which were visible
through the glass sidewalls.

Sand similar to that used in the large-scale experiments with the steel pipeline and 90◦
elbow was placed in 150-mm lifts and compacted. The grain size distribution of the exper-
imental sand is presented in Figure 17.13. Frequent in situ density and moisture content
tests were performed. Dry unit weight and moisture content in the sand mass were con-
trolled to within ±2% and ±0.5%, respectively. The sand was placed dry and at moisture
contents of approximately 4% and 8%.

Figure 17.14 shows select plots of dimensionless force vs. dimensionless displacement
for tests on partially saturated sand with dry unit weights between 16.3 and 16.6 kN m−3

at ratios of depth to pipe centerline to external pipe diameter (H/D) of 6 and 8.5, respec-
tively. The dimensionless force is the maximum measured lateral force, F, divided by the
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Fig. 17.14. Force-displacement curves for tests with dry unit weight of
16.3–16.7 kN m−3 and H/D = 6

Table 17.1. Summary information for tests with dry unit weight of 16.3–16.7 kN m−3 and
H/D = 6

Line symbol Water Dry unit weight Test no. Friction Nq

content (%) (kN m−3) angle∗2

0 16.4 T&O∗∗1
36 9.8

46
0 16.7 25 37.1–37.8 12.2

4.1 16.4 21 38.6–39.4 21.4
4.2 16.4 20 38.6–39.5 20.9
4.4 16.6 19 40.5–40.6 20.0
4.6 16.4 18 38.6–39.4 21.0
7.6 16.3 27 38.5–39.3 21.2
7.8 16.4 28 38.5–39.3 23.2

∗ Friction angle range, in degrees, determined from exponential and bi-linear fits to direct shear
data.
∗∗ T&O = Test data from Trautmann and O’Rourke (1983).

product of soil unit weight, γ , H, D, and length of pipe, L. This term provides a value
that can be scaled to various depths, diameters, and soil conditions of practical inter-
est. Table 17.1 summarizes information for each moist sand test shown in Figure 17.14,
including dry unit weight, water content, friction angle, and selected values of maximum
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dimensionless force, Nq. The characteristic displacement, Y′
f, corresponding to maximum

force is shown for each curve with an arrowhead. The term Y′ is the ratio of the horizontal
displacement, Y, to D.

For comparison with the moist sand test results, the figures also show force-displacement
curves for dry sand obtained from this study and tests by Trautmann and O’Rourke (1983,
1985). The dry unit weight of the tests by Trautmann and O’Rourke (1983, 1985) was
16.4 kN m−3. The dry unit weights obtained during the dry sand tests by Turner (2004)
were 16.7 and 16.9 kN m−3.

The force–displacement curves for moist sand tests reached a peak at relatively small
displacement, typically at Y′ between 0.1 and 0.2, and then decreased to a lower constant
value at larger displacements, typically at Y′ of 0.2 to 0.3. The maximum dimension-
less force, Nq, for all moist sand tests and the corresponding dimensionless displace-
ment, Y′

f, were selected at the initial peak in the curve. As shown in Figure 17.14, force–
displacement curves for dry sand with similar dry unit weight as the moist sand tests did
not exhibit peak behavior. Maximum force was selected for these tests using a horizontal
asymptote to the force–displacement curve, and Y′

f was selected using Hansen’s (1963)
90% criterion as described by Fellenius (1980). To compare moist and dry sand test
results at a second dry unit weight for H/D of 6, tests were also performed with dry
unit weights of 15.7 and 15.8 kN m−3, respectively, as described by Turner (2004).

The force–displacement curves shown in Figure 17.14 illustrate several important fea-
tures of soil–pipe interaction. First, the test results for sand with 4% moisture are nearly
identical to the results for sand with 8% moisture, including maximum force, displace-
ment at maximum force, and curve shape. Second, for similar dry unit weight, tests in
moist sand experienced about twice the maximum force associated with tests in dry sand.
Third, displacement at maximum force, Y′

f, was smaller for the moist sand tests com-
pared to dry sand tests at the same density. Moreover, the initial curve slope, or stiffness,
is greater for the moist sand test results. Also, for the same dry unit weight, the moist sand
force–displacement curves reach a peak value and decrease, typical of dense, dilative dry
sand, whereas the dry force–displacement curves approach a horizontal asymptote, typi-
cal of loose or medium dense dry sand.

Figure 17.15 summarizes values of maximum force vs. dimensionless depth, as deter-
mined from the experimental data. Test results for dry, medium dense sand from Traut-
mann and O’Rourke (1983, 1985) are also shown, and an interpretive curve is drawn
through the moist test results and extrapolated to other H/D ratios. For H/D less than 6,
this extrapolation was performed by multiplying the dry sand test results by the ratio of
moist Nq to dry Nq determined at H/D of 6. For H/D greater than 8.5, the dry sand test
data were multiplied by the ratio of moist Nq to dry Nq determined at H/D of 8.5. The
interpretive curve between H/D of 6 and 8.5 was drawn as a line connecting the moist
sand data points.

The force associated with partially saturated sand is approximately twice that generated
under dry sand conditions. Direct shear test results show that increased shear resistance
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Fig. 17.16. Soil displacement patterns for dry and saturated sand

in partially saturated sand accounts only for about 30% of the increased lateral force
relative to that for dry conditions. The principal cause of increased resistance can be
explained with reference to Figure 17.16, which shows the soil deformation patterns in
dry and partially saturated sands. Dry sand deformation shows distinct zones of heave and
subsidence, with continuous rotational movement between well-developed passive and
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Fig. 17.17. Nq vs. Hc/D for horizontally loaded pipes in dry and moist sand

active zones in front of and behind the pipe, respectively. In contrast, partially saturated
sand ruptures along distinct failure planes, creating a coherent mass of soil that is pushed
forward and lifted in concert with the relative lateral movement of the pipe.

Figure 17.17 shows the maximum dimensionless force, Nq, vs. dimensionless depth,
Hc/D, derived for partially saturated and dry sand tests with the experimental data of
Turner (2004) and Trautmann and O’Rourke (1985). Note that predicted curves for a
friction angle of 30◦ are not shown in Figure 17.17. Loose, dry sand consolidates during
lateral loading, which, in effect, increases the friction angle and Nq values, and results in
larger horizontal displacement to attain maximum load. Moist sand placed in the loose
condition typically consists of a bulked, collapsible structure with inconsistent density,
for which a uniform mass friction angle is not appropriate. Lateral loading of pipes in
loose sand will result in collapse of the bulked structure and compaction of the sand,
thereby increasing the dry unit weight and friction angle. With the available evidence
from this and previous studies, a percent increase in Nq from dry to moist loose sand
cannot be reliably predicted. Further experimental investigation is needed to confirm the
force–displacement behavior of loose moist sand.
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6. Large-scale tests of ground rupture effects on HDPE pipelines

A third series of experiments is being performed as part of joint research supported by
the National Science Foundation (NSF) through the George E. Brown, Jr., Network for
Earthquake Engineering Simulation (NEES), using the large-scale lifeline testing facil-
ity at Cornell University and the 150g-ton centrifuge at Rensselaer Polytechnic Institute
(RPI). Information about the experimental program is provided by Cornell et al. (2006).
Due to space limitations, only the salient features of the large-scale experiments are pro-
vided herein.

The soil for the large-scale experiments on HDPE is a glacio-fluvial, well graded
sand similar to that used for full-scale experiments of soil–pipeline interaction on steel
pipelines with elbows that were described previously (see Figure 17.13). The sand was
placed and compacted in 200-mm-thick lifts. Moisture content was determined using a
nuclear density gage as well as soil samples removed in standard tins for moisture content
determination in the laboratory. Forty moisture content and 40 soil density measurements
were taken per lift, for a total of 320 measurements over 8 lifts. The mean dry unit weight
for all soil placed was 15.7 kN m−3, with a standard deviation of 0.32 kN m−3. There
is 95% confidence that the mean dry unit weight of soil placed for testing is between
15.66 kN m−3 and 15.72 kN m−3. Based on direct shear calibrations, the peak soil fric-
tion angle is between 39◦ and 40◦. Mean moisture content was 4.1%, with a standard devi-
ation of 0.77%. The 95% confidence interval for the mean moisture content is between
4.05% and 4.20%.

The experimental plastic pipelines were nominal 400-mm-diameter and nominal 250-
mm-diameter, IPS, HDPE pipes, manufactured by the Chevron Phillips Chemical Com-
pany under the commercial name DRISCOPLEX. The nominal 400-mm pipe has an out-
side diameter of 400.5 mm and wall thickness 24 mm. Electrofusion (EF) couplings were
installed at each end of each specimen to provide anchor locations for connecting the
experimental pipeline to the split-box test basin. The couplings use computer-controlled
heating coils to fuse, or thermally bond, onto the HDPE pipe so that they are connected
to the pipe at a strength comparable with that of the HDPE. The instrumentation layout
for the test on the 400-mm-diameter pipeline included 148 strain gages, and was planned
using results from finite element (FE) analyses. The experimental pipeline was buried at
a depth of 0.9 m from ground surface to top of pipe.

Figure 17.18 shows an overhead view of the large-scale ground rupture test on the
400-mm-diameter HDPE pipeline. The split-box experimental chamber was approxi-
mately 10.7 m long, 3.2 m wide, and filled to a total depth of 1.5 m with partially sat-
urated sand. The test involved approximately 91 metric tons of sand. A left lateral strike
slip displacement of 1.2 m was imposed during testing over a period of 4 min. The angle
of intersection between the rupture plane and pipeline was 65◦, which induced tension
and bending in the pipe.

Only the central 6 m of the experimental chamber are shown. The deformed shape of
the pipeline is superimposed on the photo. The deformed shape was measured with
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Fig. 17.18. Overhead view of the large-scale ground rupture test on the
400-mm-diameter HDPE pipeline

extensometer probes external to the pipe and lasers to measure successive chord lengths
inside the pipeline.

The maximum axial strain measured was 8%, and the maximum circumferential strain
measured was 6%. The end reactions were 520 kN. Figure 17.19 shows the axial strains
measured directly along the east springline of the pipe for 0.3, 0.6, 0.9, and 1.2 m dis-
placements. Figure 17.20 shows the strain along both the east and west springline at the
maximum displacement of 1.2 m. As can be seen in the figure, the axial strains were
symmetrically distributed with respect to the ground rupture location.

Figures 17.21 and 17.22 show the results of pre- and post-test laser profiling. A special
robotic crawler, designed to inspect pipelines by ULC Robotics, Deer Park, NY, was used
to transport a video camera and laser profiling device through the pipeline before and after
the test. The laser generates an image of the pipe cross-section continuously as the crawler
traverses the pipeline. The image is stored digitally, and provides a measurement of the
shape. By subtracting the pre- and post-test images at the same location, the change in
shape, or cross-sectional deformation, is determined. Figures 17.21 and 17.22 show pre-
and post-test frames taken at 1 m south and north of the ground rupture, respectively. The
racking and ovaling of the pipe is clearly evident at each location.

The laser profiling measurements showed maximum ovaling, or increase in pipe diame-
ter, of 12% at the location of the ground rupture. The measurements also showed about
6% maximum loss of the internal cross-sectional area of the pipe. Most importantly,
the laser profiling provided an accurate, continuous record of cross-sectional change in
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Fig. 17.21. Pre- and post-test photos 1 m south of ground rupture

Fig. 17.22. Pre- and post-test photos 1 m north of ground rupture

shape, demonstrating that the full-scale pipeline deformed as a 3-D cylinder. Moreover,
the change in orientation of the ovaling on either side of the ground rupture, as shown in
the laser images, indicates that the pipeline was also subjected to a torsional, or twisting,
deformation.
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The HDPE experiments have three principal results. First, they demonstrate the flexibility
and ductility of HDPE piping. Maximum measured tensile strains were only 8% at 1.2 m
of offset, well below the ultimate strain capacity of the pipe. The axial load in the pipeline
decreased by 40% within 2 h after ground rupture. Because HDPE is visco-elastic, it has
the beneficial effect of reducing the load with time at anchorages outside the ground rup-
ture zone. Second, the laser profiling shows significant ovaling and some torsion in the
pipeline. The deformation of the pipeline therefore needs to be modeled as a cylindri-
cal shell for an accurate representation of its behavior. Models based on beam–column
deformation for this type of HDPE pipe will be approximate. Third, the soil deformation
zone is 3-D, as illustrated in the figure. It develops during ground rupture progressively
as a series of nonlinear soil rupture zones that increase in size longitudinally along the
pipeline and are confined to a distance of approximately 9–10 pipe diameters on either
side of the soil rupture plane.

This latter observation is significant. The 3-D soil–pipeline deformation differs sub-
stantially from the 2-D deformation in the central zone of landslide and lateral spread
movement depicted in Figure 17.3, and generates p–y interaction with less lateral force
and larger relative displacement than is applicable for the 2-D conditions. Measurements
pertaining to these 3-D conditions are being performed with tactile force sensors manu-
factured by Tekscan, Inc. These devices consist of a matrix of pressure sensitive trans-
ducers, embedded in a fabric that covers all or part of the surface of the experimental
pipeline. Preliminary results indicate that peak lateral forces per unit length of pipeline
in partially saturated soil near the ground rupture plane are about 40%–50% of those
measured for 2-D conditions.

7. Concluding remarks

Soil–structure interaction under extreme loading conditions includes performance dur-
ing earthquakes, floods, landslides, large deformation induced by tunneling and deep
excavations, and subsidence caused by severe dewatering or withdrawal of minerals and
fluids during mining and oil production. Such loading conditions are becoming increas-
ingly more important as technologies are developed to cope with natural hazards, human
threats, and construction in congested urban environments.

This paper examines extreme loading conditions with reference to earthquakes, which
are used as an example of how extreme loading influences behavior at local and geo-
graphically distributed facilities. The paper covers performance from the component to
the system-wide level to provide guidance in developing an integrated approach to the
application of geotechnology over large, geographically distributed networks. Specific
topics covered include geotechnical earthquake loading, lifeline response to earthquakes,
large-scale tests of ground rupture effects, and soil–structure interaction during ground
failure.

Permanent ground deformation (PGD) is the most damaging consequence of an earth-
quake for underground facilities, including regional distribution networks for water and
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natural gas. The sources of PGD involve landslides, soil liquefaction, and surface fault-
ing. The generic patterns of displacement for earthquake-triggered ground failure are
similar to those for landslides, subsidence, and ground deformation associated with deep
excavation, tunneling, and mining activities.

The systematic analysis of pipeline repair records after the 1994 Northridge earthquake
show the locations of important seismic and geotechnical hazards and are used to iden-
tify zones of potential ground failure not recognized in previous explorations and risk
assessments. Moreover, the systematic assessment of pipeline repairs with GIS result
in regressions that link damage rates to various levels of strong motion. Such relation-
ships are important for loss estimation studies of future earthquake effects to plan for and
reduce the potential for seismic disruption.

Large-scale tests of pipeline response to abrupt ground rupture have resulted in analyti-
cal models that can simulate such behavior at critical locations, such as pipeline elbows,
where local soil restraint and the 3-D distribution of deformation leads to increased risk
of failure. Large-scale tests of soil–pipeline interaction show that soil–structure interac-
tion for partially saturated sand results in significantly greater concentration of pipeline
strain than for dry sand. Full-scale tests of soil–structure interaction for buried pipelines
subjected to large horizontal movements under 2-D conditions indicate that maximum
lateral forces are approximately twice as high for large horizontal displacement in par-
tially saturated sand as for dry sand. These conditions apply to pipeline locations near
the center of a lateral spread or landslide. Design charts are developed on the basis of
experimental results to predict maximum lateral load for different depths of burial, pipe
diameters, and soil angle of shear resistance associated with partially saturated and dry
sand.

Large-scale tests on HDPE pipelines show that such piping has the flexibility and ductility
to withstand substantial amounts of abrupt ground deformation. Because of its visco-
elastic characteristics, the axial load in HDPE relaxes after ground failure, thus having
the beneficial effect of reducing loads on anchorages either side of the concentrated soil
deformation.

A complex 3-D soil deformation and rupture pattern is observed either side of the strike
slip rupture plane in large-scale tests. The progressive, 3-D characteristics of soil fail-
ure near the main ground rupture plane results in a p–y relationship significantly differ-
ent than that for 2-D conditions in partially saturated sand. The large-scale tests show
that 3-D conditions near the abrupt ground rupture result in peak lateral force per unit
pipeline length that are approximately 40%–50% of the peak lateral force for pipe with
similar geometry, depth, and soil under 2-D conditions of relative soil–pipe horizontal
displacement.

Acknowledgments

Thanks are extended to the National Science Foundation, Multidisciplinary Center for
Earthquake Engineering Research, Los Angeles Department of Water and Power, NEES



Lifeline performance under extreme loading during earthquakes 431

Inc., and Tokyo Gas Company, Ltd. for their generous support of the work presented
in this paper. The large-scale experiments on HDPE pipelines were performed with the
facilities of the George E. Brown, Jr., Network for Earthquake Engineering Simulation.
Recognition is also extended to previous students and current members of the Cornell
research team, for their contributions to portions of the work reported in the paper, includ-
ing HE Stewart, MC Palmer, TK Bond, JE Turner, Y Wang, P Shi, NA Olsen, JM Jezerski,
and JF Chipalowsky. Recognition is also extended to Cornell’s research partners at PPI,
including MJ O’Rourke, T Abdoun, and MD Symans.

REFERENCES

Cornell University, Rensselaer Polytechnic Institute, and Sciencenter Discovery Center (2006)
NEESR Annual Report, report submitted to National Science Foundation, nees@cornell.edu

Fellenius BH, (1980) The analysis of results from routine pile load tests. Ground Engineering,
13(6): 19–31

Hamada M, O’Rourke TD, eds (1992) Case Studies of Liquefaction and Lifeline Performance
during Past Earthquakes. National Center for Earthquake Engineering Research, State University
of New York at Buffalo, Buffalo, NY, February 1992, Technical Report NCEER-92-0001

Hansen JB (1963) Discussion of “hyperbolic stress–strain response: cohesive soils,” by
R.L. Kondner. Journal of the Soil Mechanics and Foundations Division, ASCE 89(SM4):
241–242

Isenberg J (1979) Role of corrosion in water pipeline performance in three US earthquakes. Proc.
of the 2nd US National Conference on Earthquake Engineering, Stanford, CA, August 1979,
pp 683–692

Jeon S-S, O’Rourke TD (2005) Northridge earthquake effects on pipelines and residential build-
ings. Bulletin of the Seismological Society of America, BSSA 95-1:1–25

O’Rourke TD, Hamada M, eds (1992) Case Studies of Liquefaction and Lifeline Performance
during Past Earthquakes. National Center for Earthquake Engineering Research, State University
of New York at Buffalo, Buffalo, NY, Technical Report NCEER-92-0002

O’Rourke TD, Toprak S (1997) GIS assessment of water supply damage from the Northridge earth-
quake. Spatial Analysis in Soil Dynamics and Earthquake Engineering, ASCE, Frost D, ed

O’Rourke TD (1998) An Overview of Geotechnical and Lifeline Earthquake Engineering. Geotech-
nical Special Publication No. 75, ASCE, Pakoulis P, Yegian M, Holtz D, eds, Reston, VA, 1998,
II, 1392–1426

O’Rourke TD, Toprak S, Sano Y (1998) Factors affecting water supply damage caused by the
Northridge earthquake. Proc. of the 6th US National Conference on Earthquake Engineering,
Seattle, WA, June 1998, pp 1–12

O’Rourke TD, Jeon S-S (1999) Factors affecting the earthquake damage of water distribution sys-
tems. Proc. of the 5th US Conference on Lifeline Earthquake Engineering, Seattle, WA, ASCE,
Reston, VA, August 1999, pp 379–388

O’Rourke TD, Stewart HE, Jeon S-S (2001) Geotechincal aspects of lifeline engineering, Proc.
of Institution of Civil Engineers Geotechnical Engineering, Vol 149, Issue 1, January 2001,
pp 13–26

Toprak S, O’Rourke TD, Tutuncu I (1999) Geographic information system (GIS) characterization
of spatially-distributed lifeline damage. Proc. of the 5th US Conference on Lifeline Earthquake
Engineering, Seattle, WA, ASCE, Reston, VA, August 1999, pp 110–119



432 T.D. O’Rourke and A.L. Bonneau

Trautmann CH, O’Rourke TD (1983) Behavior of Pipe in Dry Sand Under Lateral and Uplift
Loading. Geotechnical Engineering Report 83–7, Cornell University, Ithaca, New York

Trautmann CH, O’Rourke TD (1985) Lateral force–displacement response of buried pipe. Journal
of Geotechnical Engineering, ASCE, Reston, VA 111(9):1068–1084

Trautmann CH, O’Rourke TD, Kulhawy FH (1985) Uplift force–displacement response of buried
pipe. Journal of Geotechnical Engineering, ASCE 111(9):1061–1067

Turner JE (2004) Lateral Force–Displacement Behavior of Pipes in Partially Saturated Sand, Master
of Science Thesis, Cornell University, Ithaca, New York

Whitman RV, Anagnos T, Kircher CA, Lagorio HJ, Lawson RS, Schneider P (1997) Development
of a national earthquake loss estimation methodology. Earthquake Spectra 13(4):643–661

Yoshisaki K, O’Rourke TD, Hamada M (2001) Large deformation behavior of buried pipelines with
low-angle elbows subjected to permanent ground deformation. Journal of Structural Mechanics
and Earthquake Engineering, JSME 4(50):215–228

Youd TL (1973) Liquefaction, Flow, and Associated Ground Failure. US Department of the Interior,
Washington, D.C., Geologic Survey Circular 688



CHAPTER 18
SEISMIC RISK ASSESSMENT OF UNDERGROUND STRUCTURES
UNDER TRANSIENT GROUND DEFORMATIONS

Roberto Paolucci1 and Kyriazis Pitilakis2

1 Depart. of Structural Engineering, Politecnico di Milano, Milano, Italy
2 Depart. of Civil Engineering, Aristotle University of Thessaloniki, Greece

Abstract. Some relevant issues concerning the seismic risk assessment of underground structures
under transient ground deformations are dealt with in this paper, mainly referring to: (i) the evalu-
ation of earthquake-induced ground strains and the re-examination of the currently used formulas
for design; (ii) the analysis of their spatial variability as a function of the lateral soil heterogeneities,
including the role of surface waves; (iii) the ratio between shear and axial strains; and (iv) the main
problems to be faced in the construction of hazard maps for seismic risk assessment of underground
structures. A detailed example of application to the risk assessment of the water pipeline system in
the town of Düzce, Turkey, is provided, including the numerical simulation of seismic wave propa-
gation from the source of the Nov. 12, 1999, earthquake to the Düzce basin and the comparison of
1D and 2D results in terms of peak ground strains. The effect of different vulnerability functions on
the risk assessment, either in terms of peak ground velocity or peak ground strain, is also addressed.
Finally, a further example of risk assessment of the water transmission system in Thessaloniki is
summarized.

1. Introduction

It is widely recognized that, unlike above-ground structures that act as a kind of “inertial”
filter on the incident ground motion, the seismic response of underground structures is
predominantly affected by the deformation of the surrounding soil, while soil–structure
interaction effects are generally negligible (St John and Zarah, 1987). Therefore, one of
the critical aspects behind the seismic design and assessment of underground structures
is the proper definition of the input ground motion that cannot be directly deduced from
the standard spectral representation of seismic actions.

Leaving aside the case of earthquake-induced ground failures, such as fault ruptures, liq-
uefaction or landsliding, that will not be covered in this paper, the procedures for deter-
mination of seismic design actions on underground structures are generally based on a
simplified evaluation of transient ground strains under the assumption of plane waves
propagating in a homogeneous unbounded medium (Newmark, 1967; Yeh, 1974). Refer-
ring to the comprehensive state-of-art of Hashash et al. (2001) for the review of different
formulas applicable to the various deformation modes, we limit ourselves here for sim-
plicity to the case of longitudinal strains that are generally considered to be the main
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deformation mechanism for buried pipelines. In this case, the peak ground strain PGSa

along the longitudinal axis a of the structure is calculated as

PGSa = PGVa

κC
(18.1)

where PGVa is the peak particle velocity along the a direction, C is a suitable measure of
wave propagation velocity, and κ is a correction parameter to account for maximization
of strain as a function of the angle φ formed by the direction of propagation of the plane
wave with respect to the longitudinal axis of the structure. Simple theoretical derivations,
first reported by Yeh (1974), show that for S-waves C = Vs , Vs being the S-waves prop-
agation velocity, and κ = 2, corresponding to φ = 45◦.

The appropriate selection of κ and C is not straightforward, since it depends on the wave
type (P, S, or surface waves), on the incidence angle and on the local soil properties. Fur-
thermore, the available technical guidelines provide some contradictory practical rules.
For example, according to ALA (2001a,b), C should be taken as “the apparent propa-
gation velocity for seismic waves (conservatively assumed to be 2 km/s)”, while κ = 2
for S-waves and κ = 1 otherwise. According to Eurocode 8 Part 4 for buried pipelines
(CEN, 2006), C is the “apparent wave speed” and the selection of the wave type shall
be made “based on geophysical considerations”, while it is implicitly assumed κ = 1.
A more detailed definition of the above parameters is provided by the French guidelines
AFPS/AFTES (2001), according to which C is the apparent wave propagation velocity
that is suggested to be taken as min (1 km/s, Vs), where Vs should be averaged over a
depth equal to the fundamental wavelength, while κ = 2 to maximize the axial strains
with respect to the incident angle.

Based on the previous indications, the seismic action in a buried pipeline deduced from
the AFPS/AFTES guidelines would be at least two times larger than using the ALA ones,
while a comparison with EC8-Part4 is not straightforward because it implies the arbi-
trary selection of the apparent wave propagation velocity, with values typically ranging
between 2 and 4 km/s (see e.g. Abrahamson, 2003).

Therefore, the practical application of eq. (18.1) is subject to numerous, and partly arbi-
trary, assumptions, mainly due to the lack of sound methods for transient ground strain
evaluation and to the lack of a comprehensive set of experimental validations. Referring
to the thorough state-of-art of Zerva (2003), the proper identification of the wave type
and the corresponding apparent velocity may account for one order of magnitude of vari-
ability in the ground strain estimation, while an additional factor of 2–3 may be due to
spatial incoherence of ground motion (Zerva, 1992).

Besides the proper evaluation of the apparent velocity of wave propagation in eq. (18.1),
a suitable correlation to estimate earthquake-induced transient ground strains should
also account for the different frequency, and hence magnitude, dependence of peak
ground motion parameters and of their possible non-simultaneous occurrence, as will
be shown later in the application to the Düzce case, where PGS is carried by late surface
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waves arrivals induced by the basin edge, while PGV by the first S-waves. Furthermore,
although ground strains affecting buried pipelines are expected to be more pronounced
for medium to long period waves, the surface geology and site effects may play a very
important role as well, especially when they affect also the apparent velocity and the
ground motion incoherence.

A further important remark should be made on the strain component, either axial or shear,
to be adopted. It is well known that, while for shallow small-diameter buried pipelines
seismic design is mainly governed by axial loads, for large-diameter pipelines or tunnels
bending and cross-sectional distortions induced by shear strains may also be significant.
Since the ratio of axial to shear strain at a certain location strongly depends on the wave
type, incidence angle, earthquake magnitude and depth, as will be shown later in this
paper by some preliminary numerical results, we have distinguished throughout the text
peak axial strains, denoted as PGSa from the peak shear strains, denoted as PGSs, unless
this distinction is not relevant for presentation of results.

In the first part of this paper some of the previous limitations in the use of eq. (18.1)
will be discussed, addressing mainly (i) the experimental validations of the empirical
relationships for peak ground strain evaluation, highlighting the role of spatial inco-
herency of ground motion, and (ii) the effect of strong lateral discontinuities in soil prop-
erties.

In the second part, we introduce some recent studies on the seismic risk assessment of
buried lifeline systems, mainly related to the experience acquired in some recent projects
in Europe and Turkey in order to highlight the practical implications of ground strains
and PGV evaluation in the vulnerability assessment of complex lifeline networks.

2. Earthquake-induced transient ground strains

2.1. EXPERIMENTALLY BASED PGS–PGV RELATIONS
FROM DENSE SEISMIC NETWORKS

Due to the lack of direct strain measurements during seismic ground motion, an experi-
mental basis should be provided to the evaluation of earthquake-induced ground strains,
typically in terms of a suitable measure of peak ground strain and its relationship with
other more frequently used ground motion parameters, such as peak ground velocity
(PGV) or acceleration (PGA). A possible solution is to make use of data collected within
very dense seismic networks (Bodin et al., 1997; Gomberg et al., 1999). This approach
has been recently used by Smerzini et al. (2006), who considered the weak motion records
of a temporary network in Parkway Valley, New Zealand, in which the close spacing of
the stations, of the order of few tens of meters, allowed them to reconstruct, through a suit-
able interpolation procedure, the three-component displacement field at ground surface,
from which the components of the strain tensor at ground surface could be calculated.
Subsequently, the same procedure has been applied by Paolucci and Smerzini (2007)
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to the strong motion records obtained by the UPSAR dense array during the 2003 San
Simeon M6.5 and the 2004 Parkfield M6.0 earthquakes (Fletcher et al., 2006; Wang et
al., 2006). Ground conditions are quite different for the Parkway Valley and UPSAR
arrays. Referring to Chávez-Garcı́a et al. (1999) and to Wang et al. (2006), respectively,
for more details, it is sufficient to recall here that Parkway Valley is a small basin, 30
to 40 m deep, filled with layers of mixed mud, gravels, and sands with Vs varying from
∼150 to ∼350 m/s, overlying a stiff conglomerate formation, while the UPSAR array is
located on stiffer soils, possibly characterized by moderate topography effects (34 m ele-
vation difference between the lowest and the highest station; geological structures fairly
uniform and horizontally layered; Vs ∼ 400 m/s at surface).

A summary of the earthquake records considered is provided in Table 18.1.

For the UPSAR array, the spacing between adjacent stations is less favorable than for
Parkway Valley, as it ranges from few tens of meters up to few hundreds of meters.
However, considering the rule of thumb of a 90% accuracy in the evaluation of strains
if the separation distance ∆ among adjacent stations is less than 1/4 of the dominant
wavelength (Bodin et al., 1997), an apparent wave propagation velocity at the site Vapp =
2.5 km/s (Fletcher et al., 2006) and a representative value ∆ = 250 m, it can be deduced
that the displacement wavefield can be reconstructed with a sufficient degree of accuracy
up to f = Vapp/4∆ = 2.5 Hz. A more accurate determination, not reported here for
brevity, suggests that the average error in terms of PGV predicted by the interpolation
procedure ranges between 18% and 34% for both arrays. A similar level of error can be
indirectly inferred also for PGS, due to its strong correlation with PGV.

The spatial interpolation of the displacement wavefield at ground surface allows one to
obtain some interesting features of the strain field, such as:

– the principal strains and principal directions and their possible correlation with the
prevailing wave propagation direction;

– the variation with azimuth of the strain tensor components and of their correlation
with the representative parameters of ground motion severity, such as PGV.

Table 18.1. List of earthquakes considered for experimental evaluation of ground strains. Peak
values are calculated as the maximum absolute value of the horizontal components, among all
stations

Earthquake Mw Epicentral No. of PGA PGV PGD
distance available (cm/s2) (cm/s) (cm)

(km) records

Parkway 1 4.9 81 17 10.7 0.53 0.037
Parkway 2 4.2 81 17 0.8 0.04 0.003
Parkfield 6.0 11.6 11 487.1 25.40 4.27
San Simeon 6.5 55 11 238.0 16.55 5.71
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Fig. 18.1. Dependence on azimuth of the PGV/PGSa ratio, as determined from the
observed PGSa–PGV least-squares best-fit lines along the directions defined in

the radar plot. Adapted from Paolucci and Smerzini (2007)

Note that, since strains are calculated at the ground surface, the shear components in
the vertical plane are supposed to be either vanishing or negligible, and attention will be
focused only on the axial components of strain (PGSa).

Referring to Paolucci and Smerzini (2007) for more details, we introduce here a selection
of some representative results useful for applications. First, in Figure 18.1 the variation
with azimuth of the C values of the correlation (1) between PGSa and PGV, considering
κ = 1, is shown for two of the earthquakes in Table 18.1.

To obtain these plots, the strain and velocity components along a prescribed direction
have been evaluated at each station of the array: C is then calculated as the inverse of
the slope of the least-squares best-fit line connecting the PGSa and PGV pairs along that
direction. It is interesting to note that the variation with azimuth of C is moderate, ranging
typically from about 1200 to 2300 m/s.

A further interesting result is illustrated in Figure 18.2, where the peak value of the largest
principal strain as a function of the largest absolute value of ground velocity is shown for
each earthquake and each station of the array. This selection of PGSa and PGV has been
chosen to make these parameters invariant with respect to the reference system, and, as a
consequence, to the specific direction selected.

The notable feature of Figure 18.2 is that all data tend to be aligned, with a relatively
small dispersion and irrespective of the earthquake magnitude, distance, site conditions
or prevailing wave type, along a line with equation

log10 PGSa = α log10 PGV − β, i.e.

PGSa = PGV α/10β (18.2)
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Fig. 18.2. Correlation of observed PGSa–PGV pairs for the four earthquakes listed in
Table 18.1. To make the selected parameters independent of the reference system, PGV

is the peak absolute value of velocity, while PGSa is the peak principal strain.
Superimposed is the curve obtained by eq. (1a) of Trifunac and Lee (1996), considering

Vs = 400 m/s and epicentral distance D = 20 km.

where α = 0.955 and β = 3.07, and PGV is in m/s. If the parameter α is forced to be
unity, the best fit line turns out to be

PGSa = PGV/ψ (18.3)

where ψ = 963 m/s is the median value, while 671 m/s and 1382 m/s correspond to the
16◦ and 84◦ percentile, respectively.

As shown in Figure 18.2, a good agreement is found with the relationship proposed
by Trifunac and Lee (1996), based on a large set of artificially generated synthetic
time histories for different soil conditions, who also found a weak dependence of the
PGS–PGV relationship on earthquake magnitude, epicentral distance and local site
conditions.

These results suggest that the interpretation of ψ in eq. (18.3) as the horizontal wave
propagation velocity of the prevailing wave type (either apparent velocity of body waves
or phase velocity of surface waves) may be misleading. For example, the value of
ψ deduced for the Parkfield event is about 2.5 times smaller than the apparent wave
propagation velocity estimated at the UPSAR site by spatial cross-correlation analyses
(Fletcher et al., 2006). Similarly, Bodin et al. (1997) deduced a ψ value from a micro-
array in Mexico City three times smaller than the prevailing phase velocity of surface
waves.
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Indeed, wave passage is only one of the factors affecting the spatial variation of ground
motion, the other ones being coherency and site effects. Abrahamson (2003) has recently
proposed a model for transient ground strain evaluation, where the relative contributions
of wave passage (WP), spatial incoherence (SI) and site effects (SE) are made explicit
and summed in an empirical relationship between PGS and PGD:

PGS/PG D = W P + SI + SE (18.4)

where W P = exp(5.8–0.69M)/C , SI = 3·10−5, SE = 3·10−5 and PGD is measured in
centimeters. Considering C = 2 km/s = 2 · 105 cm/s, it turns out that the SI contribution
to transient ground strains is more relevant than the WP one for M > 5.8. It is also
interesting to note that there is a remarkable agreement of eq. (18.4) with the present
data. In Figure 18.3, the PGS–PGD pairs for the four datasets considered are reported and
compared with the corresponding predictions obtained using eq. (18.4), where SE = 0
for the UPSAR and SE = 3 · 10−5 for Parkway, due to different ground conditions. All
predictions lie close to ground strains obtained by spatial interpolation.

Although both eqs. (18.3) and (18.4) deserve further investigations and improvements,
they strongly highlight the need to corroborate by experimental observations the current,
probably too simplistic and under conservative approach for transient ground strain eval-
uation, synthesized by eq. (18.1).

Fig. 18.3. PGS–PGD pairs for the four earthquakes listed in Table 18.1. The symbols
corresponding to the Abrahamson (2003) relationship are plotted using the average PGD

observed for each earthquake and the corresponding magnitude. From Paolucci and
Smerzini (2007)
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2.2. EVALUATION OF PGS IN THE PRESENCE OF STRONG LATERAL
HETEROGENEITIES

Damage to buried structures is often concentrated in areas with variable subsurface con-
ditions and non-uniform ground properties in horizontal direction. This was observed for
instance after the 1994 Northridge (Trifunac and Todorovska, 1997) and the 1995 Kobe
earthquakes (Takada et al., 2002) in regions characterized by strong lateral discontinu-
ities, as an inclined ground surface or an inclined soil–bedrock interface. These situations,
where the correlation between PGS and PGV is typically worse than in cases where the
soil profile consists of horizontal layers, are not taken into account by the simple solutions
for ground strain evaluation, such as eq. (18.1) or eq. (18.3).

The first studies of the PGS–PGV dependence in the presence of strong lateral variation of
soil properties are reported by O’Rourke and Liu (1999). More recent investigations have
been performed by Scandella and Paolucci (2006), through a set of parametric analyses
by 2D in-plane numerical simulations of seismic wave propagation by a spectral element
code (Faccioli et al., 1997; Stupazzini, 2004). Results shown in the following refer to the
horizontal strain, calculated at ground surface (PGSa). A typical example of numerical
results is shown in Figure 18.4, where it is clear that PGSa and PGV occur at the same
spatial location (x denotes distance from the basin edge) only for low values of the dip-
ping angle (α < 10◦), while the larger is the dip angle the larger is the spatial distance
between points where the maximum value of either PGSa or PGV occurs.

α

L
H

Fig. 18.4. A simplified open basin model, separated laterally by the bedrock by a
dipping edge with angle α, for a parametric numerical study of the PGSa–PGV

relationship in the presence of strong lateral discontinuities. Adapted from Scandella
and Paolucci (2006)
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Fig. 18.5. Functions F1 and F2 in eq. (18.4) calibrated on 2D in-plane numerical
analyses. From Scandella and Paolucci (2006)

Based on such parametric analyses, an empirical relationship fitting the numerical results
was found, which takes the form

PGSa = 1 − η

1 + η

PGV

Vs

[
F1(x/L , α)+ F2(x/H , α)

]
(18.5)

where Vs is the shear wave velocity of the (homogeneous) basin, η is the soil–bedrock
impedance ratio (η < 1) and the two functions F1 and F2 depend on the dip angle α, the
normalized position x/L of the site with respect to the basin-edge contact; the geometri-
cal meaning of L and H = L tanα is clear from Figure 18.4. The exact expressions of F1
and F2 are reported in Scandella and Paolucci (2006), while their variation as a function of
the non-dimensional variable x/L is plotted in Figure 18.5. Note that in eq. (18.5) PGSa
and PGV are both measured at ground surface in the horizontal direction, so that the equa-
tion should in principle be applied to shallow buried pipelines. Furthermore, eq. (18.5) is
based on vertically incident plane S-waves, while more general incidence angles or wave
types are not included. However, the numerical analysis of seismic wave propagation in
almost near field conditions shown in the sequel for the Düzce case suggests that a good
approximation is also achieved by eq. (18.5) also in this case.

Numerous examples of independent validations of eq. (18.5) based on numerical simula-
tions of the seismic response of real geological cross-sections can be found in Lessloss
(2006). Here we will summarize the numerical work carried out for transient ground
strain calculations in Düzce, Turkey, that was hit by two major earthquakes on August
17 (Mw 7.4) and Nov. 12, 1999 (Mw 7.1), the latter one originated by a fault rupture at
about 10 km distance from the town. Leaving to the following sections the details on the
damage survey and the risk assessment of the water pipeline system, we show here some
of the results obtained by a numerical simulation of ground motion in Düzce, involving
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Fig. 18.6. Geological map of the Düzce basin and surrounding area, including the
epicenter of the Nov. 12 1999 earthquake and the trace of the NS cross-section

considered in this study

the coupled analysis of the effects induced by the seismic source, the propagation path,
and the geological site conditions at ground surface. As shown in Figure 18.6, the Düzce
basin extends north of the right-lateral strike-slip fault, a major northern strand of the
North Anatolian Fault, which ruptured during the Nov. 12 earthquake.

The seismic response of a NS cross-section of the basin, passing through the center of
the town, was analyzed. To reduce the computational effort required by accounting for
the simultaneous effects of the seismic wave propagation from the Düzce fault rupture
and of the sedimentary basin where the town is located, the Domain Reduction Method
(DRM), devised by Bielak et al. (2003), was adopted. This is a rigorous method for
substracting the analysis into two coupled steps, as shown in Figure 18.7. In the first
step, a 3D analysis of the seismic wave propagation from the source into a layered half-
space has been carried out using the approach by Hisada and Bielak (2003), while in the
second step, the Spectral Element Method (SEM) developed by Faccioli et al. (1997) and
implemented in the software GeoELSE (Stupazzini, 2004) has been used to simulate the
2D wave propagation in the region of interest. The DRM implementation in the spectral
element code is illustrated by Faccioli et al. (2005) and Stupazzini et al. (2006).

A detailed presentation of the numerical procedure and results, together with a compari-
son with ground motion recorded at the accelerograph station inside town, can be found
in Scandella et al. (2007). We show here only some relevant results for ground strain
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Fig. 18.7. Sketch of the two-step DRM procedure applied to the case of the Düzce.
Step I: 3D analysis of the source and the wave propagation in the half-space. Step II: 2D
wave propagation in the Düzce basin by means of the Spectral Element Method. From

Scandella et al. (2007). S-wave propagation velocities inside the basin range from 300 to
450 m/s, and from 1350 to 2700 m/s inside the bedrock

Fig. 18.8. Left: horizontal displacement time histories at the receivers located along the
NS cross-section of the Düzce basin. Right: longitudinal strain time histories. Dotted

lines refer to points outside the basin. Adapted from Scandella et al. (2007)
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Fig. 18.9. From top to bottom: (a) comparison between the spatial variation of PGSa
obtained by numerical simulations (open circles) and by eq. (18.5) (solid triangles); (b)

PGSa vs. PGV pairs at ground surface simulated (open circles) and obtained by
eq. (18.5) (solid triangles). The line corresponding to eq. (18.3) is also shown for

comparison

evaluation. In Figure 18.8, the horizontal displacement time histories simulated at the sur-
face of the Düzce basin are plotted, together with the corresponding horizontal (in-plane)
components of ground strain. It is clear that, corresponding to the lateral (South) edge
of the basin, surface waves are generated and that the largest horizontal (in-plane) strain
components are carried by such waves, while the strains induced by the nearly in-phase
S arrivals are much smaller. Furthermore, since PGS is carried in this case by Rayleigh
waves, while PGV by S-waves, a straightforward correlation between PGS and PGV such
as eqs. (18.1) or eq. (18.3) should be considered with care.

In Figure 18.9 the spatial variation of PGSa along the cross-section is shown, together
with the corresponding relationship with the horizontal PGV. Both numerical values and
the ones obtained by eq. (18.5) are shown, demonstrating a reasonable agreement. It
is worth noting that the values obtained by 2D analyses lie close to the 16◦ percentile
of variability of the experimental results shown in the previous section (eq. 18.3). The
underestimation of ground strains with respect to the median value of (3) can likely be
attributed to an oversimplified soil model assumed in the numerical calculations, and
a consequent excess of spatial coherency of the simulated ground motion with respect
to reality. It should also be noticed that linear-elastic behavior of soil was considered
in these analyses. Non-linearity should act as a “filter” of strains larger than a certain
threshold, depending on soil strength: this effect should be considered in more detail in
future studies.
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3. Hazard maps and seismic risk assessment of underground pipeline systems

Seismic risk assessment for underground structures has generally been performed based
on PGV hazard maps, since the corresponding vulnerability functions are usually defined
in terms of PGV as well (NIBS, 2004). However, the large scatter of such relation-
ships and the close link between earthquake ground deformations and seismic loads
in underground structures has suggested replacing PGV with PGS as the parameter to
quantify ground motion severity. In this perspective, O’Rourke and Deyoe (2004) have
recently re-examined the available data on damage to pipeline systems and deduced a
new relationship between repair rate on the pipeline network and PGS. The drawback
of this approach is that its application for seismic risk assessment requires production of
hazard maps in terms of PGS. In the absence of well established approaches to evaluate
transient ground strains, or of sound formulas relating PGS to other peak parameters of
ground motion, PGS-based hazard maps are typically obtained in two ways, the alterna-
tive approaches involving either a large set of 2D numerical simulations along various
azimuths or a fully 3D one being presently too demanding:

a) by constructing a PGV hazard map (either by probabilistic hazard studies or in terms
of a scenario earthquake) and transposing it into PGS (either axial or shear, see com-
ments in the sequel) through a straightforward division of PGV by a suitable measure
of the apparent wave propagation velocity;

b) by performing a large set of 1D wave propagation analyses with the best information
available on the local ground properties and a selection of the input motion compat-
ible with the target hazard; these analyses may lead either to a map with the spatial
distribution of PGV, whence PGS can be deduced as at point (a), or they can provide
the shear strain at a selected depth (the shear strain at surface being vanishing).

While the main drawback of approach (a) has been extensively discussed in the first part
of this paper, approach (b) involving a direct calculation of PGS through 1D ground
motion simulations, suffers of two major limitations.

Firstly, ground strains obtained by 1D analyses of S-wave propagation are purely of shear
nature, with a relatively sharp variation with depth, and they cannot be translated straight-
forwardly in terms of longitudinal strains. While shear strains (γ ) are mostly interesting
for seismic design of tunnels in a transversal cross-section, seismic design of pipelines is
mainly governed by longitudinal strains (ε). As shown in Figure 18.10, referring to the
results of 2D numerical simulations of SV wave propagation along two geological cross-
sections in Thessaloniki for a M6.5 earthquake, the relationship between peak ground val-
ues of γ (PGSs) and ε (PGSa) is very scattered: at around 3 m depth, where most pipelines
are embedded, the ratio between PGSs and PGSa ranges between about 1 and 4, with a
mean value around 1.75. At larger depths, as shown in Figure 18.10 for a representative
depth of 15 m, this ratio is even higher, as expected for incidence of SV waves. Although
further studies are recommended to assess a general relationship between PGSs and PGSa
as a function of depth, earthquake magnitude and site characteristics, the results shown
in Figure 18.10 support the use of calculated shear strains for both axial and transversal
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Fig. 18.10. Peak values of shear strain and the corresponding longitudinal (horizontal)
strain at 3 m (left) and 15 m (right) depth obtained by 2D numerical simulations of two

geological cross-sections in Thessaloniki, subject to in-plane vertical incidence of
S-waves. A M6.5 earthquake scenario was considered

ground strain evaluation and pipeline response, at least as a first approximation at shallow
depths (<5 m).

As a second drawback of the (b) approach, 1D numerical simulations neglect the effects
of lateral variation of soil properties and the onset of surface waves. PGSs close to the
surface deduced from 1D analyses are typically smaller than the PGSa provided by 2D
simulations. An explanation of this result lies in the fact that the 2D results are mostly
affected by laterally induced surface waves, since they generally refer to geological cross-
sections with important lateral variations of soil properties.

When hazard maps in terms of PGA, PGV, or PGS are available, then the risk assessment
of pipeline systems and networks is carried out using appropriate empirical and semi-
empirical vulnerability or fragility expressions of expected damages (often in terms of
Repair Ratio per kilometer RR/km) with the hazard parameters; usually with the peak
ground velocities (eq. 18.6 after O’Rourke and Ayala, 1993) and more recently with the
peak ground strains (eq. 18.7 after O’Rourke and Deyoe, 2004). Further information on
the seismic risk assessment of lifelines may be found in ALA (2001a,b), NIBS (2004),
O’Rourke and Liu (1999), and Pitilakis et al. (2004).

R R = 0.0001 · (PGV )2.25(PGV in cm/s) (18.6)

R R = 513 · (PGS)0.89 (18.7)

The methodology applied herein is summarized in Pitilakis et al. (2004). It comprises
two main branches; the evaluation of the spatial variability of ground motion for dif-
ferent seismic scenarios and the description of the lifeline network under consideration
(geometry, materials, typology, classification). For each typology a specific fragility curve
is proposed. Then, through the combination of the appropriate fragility curves for each



Seismic risk assessment of underground structures 447

element of different typology and the estimated seismic actions (i.e. ground motion para-
meters like PGV and PGS), we evaluate the number, the type (i.e. leaks, breaks) and the
location of the damages. There are three issues of great importance and equally large
difficulty in the risk assessment of lifeline systems as described above. The first one, dis-
cussed already in previous paragraphs, is related to the accuracy of estimating the spatial
variability, and the characteristics of ground motion (amplitudes, frequency content) in a
specific site, for example a city. Local surface geology, 2D and 3D geometry of alluvial
deposits and basins, soil characteristics, seismotectonic features, and methods of analysis
are among the basic parameters which play a crucial role in the accuracy of estimated
ground motions. The application which follows will attempt to illustrate further the diffi-
culties and the complexity of the problem of the selection of the ground motion parameter
when it is to be used for the seismic risk assessment of spatially extended systems.

The second problem is the inherent difficulty to know the exact geometry and typology
of the lifeline systems, comprising often hundred of kilometers of pipes, constructed in
different periods with different materials and procedures. The third major problem is
the empirical nature of the fragility curves and the lack of many different well docu-
mented studies for different earthquakes and systems around the world. While in Japan
and America there are some good data, in Europe there is a tremendous penury of infor-
mation and usually the available data are not well documented. Among the few excep-
tions the recent Lefkas earthquake (Mw 6.5, 2003) in the Ionian islands in Greece, which
affected seriously the water systems of the city (Alexoudi, 2005). This is the main reason
of moderate credibility when using available fragility curves without proper validation
and improvement. In this sense it is very important to develop theoretical fragility curves
applying sophisticated numerical models.

4. Application examples

The first example presented and discussed herein concerns the seismic risk assessment of
the main water system of Düzce (Turkey) seriously damaged during the devastating Mw

7.1 earthquake in 1999, already affected by the previous Mw 7.4 Kocaeli 1999 earthquake.
As liquefaction phenomena have not been observed in Düzce, damages are due only to
ground shaking. The reported damages, without any distinction between breaks and leaks,
are summarized in Figure 18.11 (Tromans, 2004). The documentation is poor and the data
are summed per district. Moreover there is no reference to the percentage and the intensity
of damages during the previous (only three months before) earthquake of Kocaeli.

The full re-examination of the damage reports few years after the earthquake reveals at
least 21 well documented cases, which are described in Figure 18.12 (Pitilakis et al.,
2005).

Düzce is located in the center of a large plain (Figure 18.6). The geotechnical conditions
are characterized by medium rigidity sands and clays with gravels (V s = 300–450 m/s)
of high thickness. In the center of the city, due to the river crossing, the surface soils
(mainly silty sands) are looser with mean Vs of the order of 200–250 m/s. The seismic



448 Roberto Paolucci and Kyriazis Pitilakis

Fig. 18.11. Observed average failures per district of potable water system in Düzce
following the Kocaeli–Düzce earthquake sequence: August–November 1999

bedrock is found at about 120–150 m depth. Figures 18.13 and 18.14 present the available
geotechnical and geophysical surveys and two typical cross-sections of the city. (Pitilakis
et al., 2006, Final report MERP project). The evaluation of the hazard maps of ground
motion is carried out using a 1D equivalent linear approach. As input motion at the seis-
mic bedrock, we used the deconvolution of the recorded motion at the Meteorological
Station located in the town center.

The computed PGV values in Düzce (background in Figure 18.15) are varying from 0.6
to 0.85 m/s depending on local soil conditions. The computed shear strains (PGSs) at 2 m
depth range from 7.0 · 10−5 to 2.3 · 10−4, while the peak values within the top 15 m from
5 · 10−4 to 2.3 · 10−3 (Figure 18.16). Accepting an average ratio PGSs/PGSa ≈ 1.75,
based on the results of Figure 18.10, and considering an average PGSs (shear strains) in
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1

2

Duzce water network damage's database

ID Diameter (mm) Material

1 125
150
500
150
100
100
150
200
150
250
200
100
100
150

150

150
150
500

100
100

100

2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21

PVC

PVC
PVC

PVC
PVC

PVC
PVC

PVC

Asbestos

Asbestos

Asbestos
Asbestos
Asbestos
Asbestos
Asbestos

Asbestos

Asbestos

Asbestos
Asbestos
Asbestos

Steel

Fig. 18.12. Water mains system of Düzce and documented damages after the Kocaeli
and Düzce, 1999 earthquakes (Alexoudi et al., 2007)

Fig. 18.13. Map of Düzce (Turkey) showing the main water system network, the
location of the shallow (circles) and deep (rhombs) geotechnical, geophysical (rhombs),

and microtremor (rectangles) surveys and the typical cross-sections NS and EW
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Fig. 18.14. Typical geotechnical cross-sections in Düzce (a) NS and (b) EW
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Record_1999
PGV_(cm/sec)_DuzceEW

High : 85.92cm/sec
Medium : 75.56cm/sec
Low : 65.20cm/sec

break
leak

full-function

0 600 1,200 2,400 3,600 4,800
km

Fig. 18.15. (a) Computed PGV values in Düzce for the Mw7.1, 1999 event based on
1D-EQL analysis of ground motion. (b) For the same event damage assessment of water
mains system (breaks, leaks) applying the PGV approach (O’Rourke and Ayala, 1993)

Fig. 18.16. Variation of maximum shear strains PGSs in the top 15 m. Input motion:
deconvolution of Düzce Nov. 12, 1999 record, at the Meteorological Station—EW

component
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Fig. 18.17. Vulnerability assessment (damage states) of the water mains in Düzce for the
M7.1, 1999 earthquake based on the PGV approach. With red dots the post earthquake

fully documented pipeline damages
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the top loose soil layers of the order of 1.4 · 10−3, the estimated PGSa (axial strains) are
very close to the computed PGSa values with a 2D model (Figure 18.9), as well as to the
estimated values based on the PGSa–PGV relationship shown in Figure 18.2, (i.e. 8·10−4

against to 7 · 10−4). Moreover considering the recorded and the computed values of PGV
(Figure 18.15), both ranges of PGSa values are close to the ones suggested by eq. (18.3).

In Figure 18.16 we present the vulnerability assessment of the water systems in Düzce for
the strong earthquake that has damaged the city in 1999, using eq. (18.6) based on PGV
values. The classification of the damages rate per district is presented in Figure 18.17. In
the subsequent Figure 18.18 we present the same synthetic results based on the O’Rourke

Fig. 18.18. Vulnerability assessment (damage states) of water mains in Düzce for the
M7.1,1999 earthquake) based on the PGS approach
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Fig. 18.19. Spatial distribution of PGA (left) and PGV (right) values in Thessaloniki for
the seismic scenario of 1000 years

and Deyoe vulnerability curve (eq. 18.7) and the estimated PGS reported in Figure 18.16.
The number of failures for the total length of the pipes in each district define the dam-
age state as follows: low: 10< , moderate: 10–50, and high >50 estimated damages per
district. The agreement among the approaches is good in certain districts but not for the
entire system. Based on the case of Düzce we may conclude that while the methods for
specifying and calculating PGS are improving, vulnerability curves in terms of RR/km-
PGS deserve further studies. In general the spatial distribution of damages of the potable
water system is reasonably well correlated to the actual observed damages illustrated in
Figures 18.11 and 18.12, with the exception of certain districts having limited length of
pipes and hence lower probability of having many failures.

The second example of risk assessment of a complex water system comes from
Thessaloniki. For the 1000 years scenario (SRMLIFE research project, 2003–2007),
Figure 18.19 present the estimated hazard parameters in terms of PGA and PGV values.
To assess the vulnerability and damage rates we applied again the empirical vulnerability
relationship of eq. (18.6) for the pipes and appropriate fragility curves for reservoirs and
pumping stations (NIBS, 2004). In Figure 18.20 we illustrate the expected damages in
the potable water system, consisting of reservoirs, pumping stations, and few hundred of
kilometers of pipes.
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Fig. 18.20. Damages of the water system in Thessaloniki for the 1000 years scenario
(Alexoudi et al., 2007)
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5. Conclusions

The strategic role of underground structures and buried pipeline networks, and their criti-
cal response during strong earthquakes, require more adequate tools for the determination
of design loads and to support seismic risk assessment analyses.

In the first part of this paper, we have addressed the recent developments made to derive
sound and well established formulas for transient ground strain evaluation as a function of
peak parameters of earthquake ground motion. For this purpose, recent transient ground
strain evaluations have been introduced, obtained by a suitable spatial interpolation of
the displacement wavefield recorded by dense seismic networks during earthquakes with
different magnitude and epicentral distance. These data support recent research works
on this subject, and highlight that transient ground strains are not only affected by wave
passage effects, as generally assumed in formulas for design, but also site effects, espe-
cially in terms of lateral variations of soil properties, and spatial incoherency of ground
motion. The latter effects play an important role, at least comparable to the wave passage.
Further experimental studies on dense seismic arrays and numerical parametric investi-
gations are recommended, especially with reference to: (i) the dependence on azimuth
of the peak ground strains, that was found to affect results by at least a factor of two
(see Figure 18.1); (ii) the quantification of the ratio between peak values of shear strain
vs. axial strain, as a function of magnitude, depth, and ground conditions; (iii) the role
of non-linearity in the PGS–PGV relationships, and that of the spatial incoherency of
earthquake ground motion as well.

The previous studies will also provide material for production of more reliable hazard
maps in terms of peak ground strains and their application to seismic risk assessment of
underground structures: at present, these are affected by a significant degree of uncer-
tainty and limitations, extensively discussed in this paper. In spite of such uncertainties,
the seismic risk assessment studies presented in this paper, mainly based on 1D linear
equivalent wave propagation analyses, seem to be robust and in good agreement with the
results shown in the first part of this paper, at least for peak ground strain evaluations.
PGV and/or PGS based vulnerability curves to estimate the expected damages for buried
pipelines, besides their empirical nature, are reasonably accurate when extensive and well
focused site effect studies are available and ground conditions and surface geology are
also well known. Hazard and risk map resulting from the application of PGV and PGS
values may be used for the risk management of lifeline systems. Vulnerability functions
using PGS are very promising but they need advanced studies to reduce uncertainties,
while the empirical data correlating strains with RR/km are still very limited and thus the
reliability of the proposed function is rather low for the moment.
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Abstract. Seismic risk assessment of transportation networks has been the subject of several stud-
ies over the past two decades. Many advances have been made during this time, however, numerous
issues remain. Recent research addressing some of these issues has demonstrated their importance
for rational decision making. In this paper an overview is presented of the most commonly used
transportation network risk assessment methodology. Important issues that have received limited
attention over the years are identified and recent developments to address these issues are pre-
sented. The paper draws on research conducted under the Pacific Earthquake Engineering Center
with many contributors (Moore et al., 2005; Fan and Nie, 2006; Kiremidjian et al., 2003; Lee and
Kiremidjian 2006; Stergiou and Kiremidjian, 2006).

Formulations for network functionality loss under a scenario event and for a suite of possible earth-
quakes that can affect the system are developed first. It is shown that functionality loss is not only
an important part of the risk assessment, but is of the same order of magnitude and in some cases
is greatly exceeded than the loss from direct physical damage to network components. Liquefac-
tion appears to be the most important hazard in the loss computation for such systems; however,
more robust models are needed to determine the degree to which liquefaction dominates the risk.
Correlation of ground motion between bridge sites and correlation of damage between bridges with
comparable designs are often ignored in transportation risk analysis. It is again demonstrated that
these correlations are important contributors to the uncertainty of loss. When the risk from all earth-
quakes events is considered, network functionality analysis becomes computationally intractable.
A simple method based on Monte Carlo simulation with importance sampling is presented for that
purpose. The various conclusions are illustrated through an application to a sample network within
the San Francisco Bay region.

1. Introduction

The 1989 Loma Prieta earthquake closed 142 roads in the San Francisco Bay Area,
several of which remained closed for more than six months. Five years later, the 1994
Northridge earthquake caused approximately the same number of closures. More than a
dozen remained closed for several months after that event as well. A study by ABAG
(1997) reports that if the Peninsula segment of the San Andreas Fault ruptures an esti-
mated 428 roads may be closed. In the same study a rupture on the northern segment of
the Hayward Fault would result in nearly 900 roadways closures. In the worst case
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scenario, a rupture along the entire length of the Hayward Fault would close almost 1500
streets and highways (ABAG 1997). While the ABAG study provides information on
street and bridge closures, it falls short of estimating the economic consequences for
these closures. Large number of closures that do not have a significant economic impact
would not be as critical as fewer closures with a great economic impact.

In order to systematically evaluate the earthquake risk to transportation systems, it is nec-
essary to develop a methodology that includes the direct loss from damage to network
components and the loss from limited functionality of the network system. Several recent
studies have investigated the losses from failures of transportation networks. For example,
Basoz and Kiremidjian (1996) compute the risk of a transportation network after an earth-
quake event for emergency planning purposes. Shinozuka (2000) studied the performance
of the highway network in the Los Angeles area after the 1994 Northridge earthquake and
developed a probabilistic framework to predict the effect of bridge repairs after the event.
In another study for the same area, Shinozuka et al. (2003) used Monte Carlo simula-
tion to estimate the damage of bridges and its consequences to the performance of the
transportation network. Kiremidjian et al. (2006) assessed the damage of the Bay Area
transportation network bridges after four low probability but high consequence earth-
quake scenarios in the Bay Area and estimated the network delays for fixed and variable
post-event trip demand. The same study addressed the problem of post-event emergency
response planning and presented an example application for six hospitals located in the
East Bay. Moore et al., (2005) explored the economic impact of electric power loss in
the Los Angeles and Orange County area on the transportation network and the local
economy. Cho et al. (2003) studied the transportation network post-event performance
for variable demand and estimated the losses based on the total delays after the event.

The Federal Emergency Management Agency developed Hazards U.S. (HAZUS), a soft-
ware for risk mitigation and planning. The methodologies in HAZUS (1999) estimate the
structural and the downtime losses after natural disasters; however, these methodologies
do not have capabilities for network analysis of lifeline systems including transportation
systems. Until recently, very few software tools were available for the risk assessment of
network systems. In an effort to overcome the lack of tools, the California Department of
Transportation is developing software for Risks from Earthquake Damage to Roadway
Systems (REDARS). REDARS is a seismic risk analysis software package that estimates
the structural and operational losses of transportation network systems and is expected
to enable the California Department of Transportation (Caltrans) to improve its ability to
plan for and respond to earthquake emergencies.

In all previous studies, the risk to the transportation system is assessed under the assump-
tion that the ground motion and damage to bridges in the network are uncorrelated. Sim-
ilarly, the risk is computed either for specific scenario events or through Monte Carlo
simulation with many of the uncertainties in model parameters ignored. Consideration of
the correlation and other parameter uncertainties poses a significant computational chall-
enge when the risk assessment includes network analysis.
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In this paper, the general formulation for risk assessment of transportation system that
considers the uncertainty of the various parameters is presented. A method for including
the correlations of ground motion and bridge damage is described based on recent devel-
opments by Lee and Kiremidjian (2006) and efficient methods for computation of the risk
function with the various uncertainties is discussed. The various methods are illustrated
through applications to sub-networks of the transportation systems of the San Francisco
Bay Area. Estimates of the direct losses and functionality losses are obtained for the study
region and the contribution of each type of loss is quantified to determine its importance.

2. Overview of transportation risk assessment

The performance of transportation networks when subjected to earthquakes is highly
dependent on the performance of their components. These components are subject to
different ground motions and ground deformations that cause various levels of damage.
It is the goal of this paper to present a formulation for seismic risk analysis not only
due to structural loss, but also, due to post-event network disruption, both expressed in
monetary units.

There are three main components in the risk formulation presented in this paper. The first
part consists of the estimation of the structural damage and risk analysis at the component
level (bridges). In the second part we compute network functionality loss. In the last part,
we aggregate the losses due to structural damage and network disruption in order to define
the total loss.

2.1. COMPONENT RISK ANALYSIS

Probabilistic methods are particularly suitable for risk assessment and have been used
extensively for that purpose. The results presented in this paper draw on the methodology
proposed by the Pacific Earthquake Engineering Research Center (PEER). The PEER
equation is given as follows:

P [DV > dv] =
∫∫∫

dFDV |DM dFDM|E D P dFE D P|I M dFI M (19.1)

where

DV is the decision variable

DM is the damage measure

EDP is the engineering demand parameter

IM is the intensity measure

F is the cumulative distribution of the random variable

In Equation 19.1 the Markovian assumption is made when evaluating the various compo-
nents of the integral, i.e. the dependence among variables is carried only to the previous
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variable. This assumption significantly simplifies the analysis. Nevertheless, eq. (19.1)
can be computationally challenging especially if many structures need to be evaluated.

IM in eq. (19.1) can either be a single variable or a vector of variables. It can repre-
sent ground motion at the site of a network component or ground deformation measure.
The most commonly used ground motion IMs are peak ground acceleration and spec-
tral acceleration. Ground deformation IMs represent amount of lateral spreading and/or
settlement at a site. IMs are obtained through conventional probabilistic seismic haz-
ard analysis expressed as the annual probability of exceedence of the IM at a location.
To account for ground motion and ground deformation, the following formulation is
developed (Kiremidjian et al., 2006):

P[DV ≥ dv] = IA

∫∫∫∫
dFDV |DM dFDM|E D P dFE D P|I M dFI M

+ IL

∫∫∫∫
dFDV |DM dFDM|E D P dFE D P|I M=SH dFI M=SH

+ IL

∫∫∫∫
dFDV |DM dFDM|E D P dFE D P|I M=SV dFI M=SV

(19.2)

where

IA =
{

1 if there is no liquefaction, or landslide, or fault rupture at a site
0 if there is liquefaction or landslide or fault rupture at a site

(19.3)

IL =
{

1 if there is liquefaction or landslides orfault rupture at a site
0 if there is no liquefaction or landslide or fault rupture at a site

(19.4)

A = ground motion severity

SH = horizontal ground displacement due to either liquefaction or landslides or to dif-
ferential fault displacement

SV = vertical ground displacement due to either liquefaction or landslides or differential
fault displacement.

It is assumed in this formulation that either liquefaction, or landslides, or differential fault
displacement from fault rupture occur at a site but none simultaneously. Similarly, if there
is either liquefaction or landslide or fault displacement, they govern the damage and any
damage due to ground shaking alone is considered to be already included in the ground
deformation analysis.

Given the IM, the engineering demand parameter (EDP) is evaluated in terms of structural
response measures such as deformations, accelerations, induced forces, or other appro-
priate quantities. Relationships between EDP and IM are obtained through inelastic sim-
ulations, implementing structural, geotechnical, and non-structural damage models. The
EDPs are then related to Damage Measures (DM), which describe the physical damage.
The DMs include descriptions of damage to structural elements, non-structural elements,
and contents, in order to quantify the necessary repairs along with functional or life safety
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implications of the damage. Specifically for bridges, DM describes the damage to their
structural elements or the structural system. The final step in the assessment is to cal-
culate the decision variables (DV) in terms of mean annual probabilities of exceedance,
ν(DV). In general, the DVs relate to one of the three decision metrics that include, direct
dollar losses, downtime (or restoration time), and casualties. The DVs are determined by
integrating the conditional probabilities of DV given DM, p[DV=dv|DM], with the mean
annual DM probability of exceedance, ν[DM].

2.2. TRANSPORTATION NETWORK RISK ASSESSMENT

The PEER methodology is limited to estimating the risk to components of the system.
In this section we present the network risk estimation method. Damage to the compo-
nents of the network often results in the closure of specific links until these components
are repaired. This action increases the level of congestion and travel time or reduces the
number of trips taken. Trip reduction is very difficult to predict, however, logical esti-
mates can be made given the socio-economic profile of the area of study.

The increase in travel time can be found with respect to a baseline scenario. Travel time
delay, however, is highly correlated to the number of trips which are lost. The problem
of the risk assessment of a transportation network becomes more complex under this
approach, since the indirect loss has two components, the cost of the delays and the cost
of the lost trips.

In order to develop a network risk assessment model, it is necessary first to formulate
a traffic assignment model. A traffic assignment model allocates the traffic within the
components of the network based on the supply and the demand for trips. The results of
such an analysis are the flow and the time needed to travel through each component.

There are several traffic assignment models, however, the most popular models are the
fixed and the variable demand assignment. The formulation for these two models was
developed by Moore and Fan (2003) and is summarized in the Highway Demonstration
Project (Kiremidjian et al., 2006). The reader is referred to these reports for further detail.
We briefly describe the two models.

The fixed demand model for the traffic assignment assumes that the demand between
each origin and each destination is constant and does not change after earthquake events.
The advantage of this model is that it is simple to use. The disadvantage is that it fails
when the demand greatly exceeds the capacity of the network due to its assumption of
fixed demand.

The variable demand model for the traffic assignment assumes that the trip rates are
influenced by the level of service of the network. If traveling becomes too expensive in
terms of time or distance, the users are expected to change their habits in order to avoid
the discomfort. After a major earthquake travelers will either have to accept the new
congestion levels or decide not to travel. It is difficult to estimate how many passengers
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will not travel; yet, reasonable assumptions can be made for the trip rate function between
an origin and a destination and travel times.

In this paper the measure used for the network performance is the total delay of the
passengers of the network. This is defined as the increase in the total travel time caused
by earthquake induced damages. Essentially, it is the difference between the total travel
time of the damaged network and the total travel time of the undamaged network. The
total travel time is computed by the following equation:

T =
∑

all links

xi ti (xi ) (19.5)

D = Tbef ore − Ta f ter =
∑

all links
be f ore

x
′
i t

′
i (x

′
i )−

∑
all links

a f ter

xi ti (xi ) (19.6)

where

xi is the flow on link i

ti (xi ) is the travel time on link i

Tbe f ore is the total travel time before the event

Ta f ter is the total travel time after the event

D is the time delay caused by the event

and the primes refer to the parameters before the event.

The travel time on a link is calculated by utilizing a link performance function developed
by the United States Bureau of Public Roads given as follows:

tc = t f

(
1 + a

(
V

C

)β)
(19.7)

where

tc is the congested link travel time

t f is the free flow link travel time

V is the link volume

C is the link capacity

a, β are calibration parameters, specific to the study region
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Link travel time adjustments are made after some users have chosen a specific link which
becomes less attractive to the other users. The adjustments are based on empirical data
that require calibration of the parameters a and β with location, time of day and road
type.

Transportation network functionality losses are directly related to travel time delay D per
unit time (e.g. average daily traffic) computed over the duration of component closure.
Operational loss as functions of time, where the time is duration of repairs of damaged
bridges, is used to determine the loss of the system.

2.3. ESTIMATION OF TOTAL RISK

The risk can be expressed as the expected loss or the probability of exceeding a loss level.
For spatially distributed systems estimation of the probability of exceeding loss level can
be particularly challenging, because components of the system are subjected to different
ground motions with each earthquake event. Most frequently a simulation approach is
used to estimate the loss to a system where component and functionality loss is evaluated
for each event and then the contribution of loss from all events is combined for a total
risk formulation. In the following subsections we first address the estimation of expected
loss and the uncertainty of that loss, referred to as point estimates of loss and then discuss
the total risk curve analysis.

2.3.1. General formulation of point estimates of loss
The total expected loss for a given event is given by the following equation:

E(L|Q) =
∫

ls fLs |Q(ls |Q) dls +
∫

ln fLn |Q(ln|Q) dln (19.8)

where

Ls is the structural loss of the components

Q is the scenario event

Ln is the loss due to network disruption

f is the probability density function of the random variable

E(L|Q) is the expected value of loss L given the event Q

In eq. (19.8) the decision variable DV has been expressed in terms of monetary loss L .
The event Q is defined by its magnitude, rupture length and location, rupture depth, and
dip angle of fault. With these specifications, the IM are estimated for events with rate
νi at all bridge sites. The structural loss is evaluated based on the PEER methodology
discussed in the previous section. The operational loss in the same equation requires a
network analysis model with traffic assignments for the region presented in the preceding
section. It implies that traffic delays D on various links of the system are first computed
and then the losses Ln are estimated as function of the operational losses due to that time
delay D.
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The annualized risk for the system from all possible events that occur with rate νi is
expressed in the following equation:

v(L) =
∑

allevents

νi ∗

⎧⎪⎪⎨
⎪⎪⎩

∑
all network
components

∫
ls fLs |Q(ls |Q) dls +

∫
ln fLn |Q(ln |Q) dln

⎫⎪⎪⎬
⎪⎪⎭(19.9)

where

Ls is the structural loss of the components

Q is the scenario event

Ln is the loss due to network disruption

f is the probability density function of the random variable

ν is the annual rate of occurrence of an event or the rate of DV=total loss L

Equation 19.9 cannot be expressed in closed form and is evaluated numerically or through
simulation. For large networks, the analytical complexity can be challenging and com-
putational run-time can be excessive. Several methods have been proposed for efficient
computation of the multiple integrals implicitly contained in eq. (19.9) through eqs. (19.1)
and (19.2). Also implicit in this equation is the aggregation of loss from all network com-
ponents. This aggregation is further discussed in the next section.

2.3.2. Point estimates of the structural loss for multiple sites and single event
Transportation planners and bridge engineers are usually interested in risk estimates that
are applicable to multiple bridges in order to make decisions for retrofitting strategies or
planning new routs. In this section, we will generalize the two methods for the estimation
of the loss at a single site and apply them to a set of bridges. In the development that
follows the dependence on the event Q is dropped to simplify the notation.

The loss from n components in a network is the sum of random variables. According to
probability theory, the sum of the expected values of the loss of all the components will
be equal to the expected value of the total loss. The variance of the total loss is equal
to the sum of the variances, under the assumption that the damage of the components is
uncorrelated. The equations follow:

E(total loss) = ∑
all bridges

{E(li )}

σ 2 = ∑
all bridges

σ 2
i

(19.10)

where

E(li ) is the expected value of the loss at a single site

σi is the variance of the loss at a single site
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If the losses, however, are correlated, the variance is given by

E [Ltotal ] =
n∑

i=1

E [Li ] (19.11a)

σ 2
Ltotal

=
⎡
⎢⎣ n∑

i=1

σ 2
Li

+
n∑

i=1

n∑
j=1
j �=i

ρLi L jσLiσL j

⎤
⎥⎦ (19.11b)

where ρi j is the correlation between loss Li at sites i and loss L j at site j within the
system.

The challenge in evaluating eq. (19.11) is in estimating the correlations ρi j . Recent
research by Lee and Kiremidjian (2006) has demonstrated that the losses at pairs of bridge
sites are correlated through ground motion and bridge damage. In the following subsec-
tions we briefly summarize their results.

2.4. GROUND MOTION CORRELATION

In their formulation, pairs of ground motion are modeled as jointly normally distrib-
uted random variables with unit median conditioned on the magnitude and distance for
that earthquake, and covariance matrix {�Li ,L j } defined in terms of the earthquake error
ε2

l , distance dependent correlated site error ε2
s , and uncorrelated residual error ε2

r aris-
ing from the attenuation model for the study region. The error terms {εl , εs , εr } are
assumed to be mutually uncorrelated zero-mean normally distributed random variables.
With these assumptions, Lee and Kiremidjian provide the following formulation for the
ground motion correlation for all pairs of sites when i = j :

ρεi ,ε j = Cov
(
εi , ε j

)
√

V ar (εi )
√

V ar
(
ε j

) �= σ 2
e + σ 2

s e−(ri j /ro)
2

σ 2
e + σ 2

r + σ 2
s

(19.12)

As can be seen from eq. (19.12), the correlation decays with distance where r0 is the
standardized distance. The standardized distance r0 represents the distance below which
the correlation becomes 1. As the distance ri j between sites i and j increases above the
value of r0, the exponential term in eq. (19.12) approaches to zero.

2.5. DAMAGE CORRELATION

Correlation of damage between bridges of similar designs, material properties, construc-
tion methods and site characteristics can be expected to be relatively high when these
bridges are subjected to ground motions from the same earthquake. In most applica-
tions, bridges are grouped by engineering bridge classes (HAZUS, 2000). Correlation of
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bridges within a bridge class can be clearly seen since these bridges are presumed to per-
form in a similar manner in an earthquake. Partial between bridge class correlation can
be explained by the seismic design requirements of bridges built under the same design
criteria. Data required for the estimation of damage correlation are difficult to find if at
all available. Therefore an equi-correlated assumption is made where the correlation ρDi ,
Dj is equal to a constant ρD . When two sites are subjected to the same ground motions,
i.e. ui = u j , and the bridges at the two sites are in the same engineering class, then the
bridges are considered to be perfectly correlated and the correlation coefficient is ρD = 1.
The damage to two bridges of the same engineering class is considered to be uncorrelated
if the ground motions at the two sites are different, i.e. ρD = 0 for ui �= u j . For these
two special cases, Lee and Kiremidjian (2006) develop closed form solutions for the joint
probability density function of damage of pairs of bridges in a system. For partially cor-
related bridges closed form equation does not exist and the joint probability of damage
needs to be evaluated numerically. They propose a numerical method for estimating these
probabilities. The reader is referred to their paper for further detail.

2.5.1. Probability distributions of the structural loss for multiple sites and single event
In general, the first terms in eqs. (19.8) and (19.9) can be expanded to explicitly show
the damage measure DM, engineering demand parameter EDP and intensity measure IM
conditional probability density functions. The real challenge is in evaluating the probabil-
ity density function (PDF) of loss for all bridges in the network system for a given event.
The challenge is further increased when all possible events are considered. In this section
we develop the aggregated loss from structural damage for a single event.

For a given event Q j , j =1, 2, . . . , N , the total loss resulting from damage to components
(bridges) of the network is the sum of all the losses. Since the loss of each component is
a random variable with its own distribution, the sum of the losses is a convolution of the
individual probability density functions. That is,

Ltotal = L1 + L2 + L3 + · · · + Ln (19.13)

fLtotal = fL1 ⊗ fL2 ⊗ fL3 ⊗ · · · ⊗ fLn (19.14)

where

Ltotal is the total loss for a set of n bridges

Li is the loss for bridge i, i =1, 2, . . . , n for a given event Q j

f is the PDF of a random variable

⊗ is the symbol for convolution

In the above equations the subscript referring to the event j is dropped for simplicity of
notation. Using the well known property that the convolution in the time domain becomes
multiplication in the frequency domain, we can compute the probability density of Ltotal
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by transforming the network component PDFs of loss, fL , into the frequency domain,
multiplying them in the same domain, and then apply the inverse transformations to
obtain the probability density in the time domain. In order to reduce the error in trans-
formation, two PDFs are transformed successively until the variables are exhausted and
the total loss PDF is estimated. It is recalled that eqs. (19.14) and (19.15) are for a given
event and the distributions are conditional on that event.

2.6. EVALUATION OF THE NETWORK FUNCTIONALITY LOSS

Undoubtedly, the network performance drops after an earthquake event because of its
decrease capacity or components closure. In order to quantify this reduction in function-
ality we first estimate the expected value of the operational loss of the network rela-
tive to a baseline performance, which is the performance prior the earthquake. Then the
uncertainty on that loss can be computed considering various sources of variability in the
system.

2.6.1. Expected value of network functionality loss
Damage to network components defines the reduction in flow capacity. For example, a
bridge with 20% damage will have to reduce its traffic by the same percentage in order
to meet its demand. When the damage exceeds 40%, we assume that the bridge is closed
and passengers have to make a detour.

Travel time delays are estimated by subtracting baseline travel times from the travel times
in the network with reduced capacity. It is possible to convert this delay to monetary units,
if we know the value of time and the number of passengers.

Bridge repair duration will depend on the damage level of the bridge and will vary for
each bridge type. In order to have a realistic assessment of the total operational loss,
we have to account for its evolution over time. To this effort, we are using the HAZUS
estimates for restoration times for the different damage states. Network performance
analyses are conducted immediately after the event and again after 1, 3, 7, 14, 30, 180
and 365 days. The results of these analyses are a mapping of the decrease in operational
loss over time as bridges in the system are successively brought to back to full function-
ality. The total indirect loss is then the integral of this curve and must be added to the
structural loss in order to estimate the total loss of the scenario. This operation represents
the expected value of functionality loss for the transportation network.

2.6.2. Uncertainties in network functionality loss
There are numerous sources of uncertainty in the network functionality. These include
the traffic assignment model, the post-event bridge closure decisions, the restoration time
for individual bridges given their damage state, the value of trips taken and the number
and value of trips lost. Treatment of these uncertainties requires that the transportation
system be modeled as a stochastic network. Such a development is beyond the scope of
the current paper and will be addressed in subsequent research.
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2.7. TRANSPORTATION NETWORK RISK CURVE FROM MONTE CARLO
SIMULATION WITH IMPORTANCE SAMPLING

Evaluation of eq. (19.9) that leads to the total risk curve is computationally very expen-
sive. In general, there are three methods to compute eq. (19.9): (a) numerical integra-
tion; (b) conventional Monte Carlo simulations, and (c) Monte Carlos simulation with
importance sampling. Numerical integration considers the full assessment of the equa-
tions describing the risk model. Monte Carlo simulation is an approximate method that
randomly selects scenarios over time and evaluates the loss rate curve. It must be repeated
many times to obtain stable results or it needs to be run over long forecast periods to cap-
ture all possible events. Importance sampling is again a simulation based approach that
selects a combination of scenario events in the region in such a way that the mean and
higher order moment of the risk rate curve are preserved with the minimum number of
scenarios.

Considering the nature of the transportation network problem, analytical methods cannot
be used for the risk assessment. Thus we choose the importance sampling method because
it minimizes the analyses while preserving important components of the risk curve such
as the mean and at least the second order moment (variance) of the loss rate. Then the
losses from each scenario are combined as follows.

Earthquake events are assumed independent and follow a Poisson process. It is recalled
that an event is defined by its magnitude, rupture length, rupture location, rupture depth,
dip angle and annual rate of occurrence. We denote the probability of a scenario event to
be P[Q j ], j =1, 2, . . . , N , where Q j is the j th event that is identified as being impor-
tant for the risk curve computation and N is the total number of events. If the loss for
each scenario Q j is L j , j =1, 2, 3, . . . , N , we order the losses in decreasing order the
probability of exceeding the loss rate in a year is obtained by

Ln > Ln−1 > · · · > Lk > · · · > L1 (19.15)

Then the probability of exceeding the loss rate in a year is obtained by

P[Lk ≥ l] = 1 − n
�
j=k

(
1 − P[Q j ]

)
(19.16)

In Equation 19.16, the assumptions are made that (i) individual losses are independent,
(ii) the system is fully restored after each event, and (iii) only one event occurs at a
time. While this equation is a simplification, it is computationally tractable and provides
additional information over expected value loss estimates as will be demonstrated in the
application section of this paper.

3. Application to the San Francisco Bay Area Transportation Network

The methodology on network seismic risk assessment presented in this paper is applied
to the transportation network in the San Francisco Bay Area. For that purpose, the
data on 2921 state and local bridges were obtained from the California Department of
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Fig. 19.1. Links and nodes of the MTC network

Transportation (Caltrans). Of these, structural information needed for the application is
available for 1125 bridges. These bridges are classified into 28 engineering categories
following the classification definitions in HAZUS (1999) and are used in the analysis
presented herein. Furthermore, data on 29804 links and 10647 nodes comprising the San
Francisco Bay Area highway network was provided by the Metropolitan Transportation
Commission (MTC). Figure 19.1 shows the Bay Area highway network system with the
nodes and links identified. For this system 1120 Transportation Analysis Zones (TAZ)
are specified to determine trip origins and destinations (O–D). Daily traffic demand pro-
file developed by Purvis (1999) is used to assign trips during various hours of the day
with appropriate scaling factors. A vehicle car occupancy factor of 1.4 is recommended
by MTC and is applied in the analysis (Caltrans, 2002). The value of time for users is
assumed to be $12.00/hr as recommended in the California Life Cycle Analysis Model
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(Booz Allen & Hamilton Inc., 1999). Repair costs for bridges were provided by Caltrans
(personal communications).

3.1. HAZARD ASSESSMENT

The seismicity in the San Francisco Bay Area is dominated by the San Andreas and
Hayward faults. Magnitudes, their frequency of occurrence and rupture locations are well
documented in a recent report by USGS (2003). For the purposes of our application,
earthquakes of moment magnitude, Mw = 6.75 are considered to be appropriate lower
threshold. The upper threshold values are 8.0 and 7.5 for the San Andreas and Hayward
faults, respectively (USGS 2003). Considering various rupture locations along each fault,
a total of 56 scenario events are identified and used in the risk assessment (see Stergiou
and Kiremidjian, 2006 for further detail).

The Boore et al. (1997) ground motion attenuation model is used to predict site ground
motions. For that purpose the local soil conditions are assessed according to the California
Geological Survey (CGS). Ground motions are estimated at each bridge site in the
network system with corresponding annual rate of occurrence (i.e. an IM value with a
rate νI M ).

Information on liquefaction susceptibility is obtained from the U.S. Geological Survey
Open File Report 00-444 (USGS, 2000) and the methodology for liquefaction and land-
slide analysis provided in HAZUS (1999) is used to estimate liquefaction and landslide
ground deformations at bridge locations.

3.2. DAMAGE ASSESSMENT

There is a significant ongoing effort to develop bridge fragility functions; however, none
of these functions provide a comprehensive description of all bridge classes to enable
complete application to a region. Thus, the damage functions provided in HAZUS are
used in this paper for illustrative purposes. The conclusion will not change with different
fragility functions, although the absolute values of loss may. In the HAZUS methodology,
bridges can be in one of five damage states defined as: none, slight, moderate, extensive
and complete. The probability of being or exceeding a damage level is characterized
through a cumulative lognormal distribution conditional on the hazard level, IM. Such
fragility functions are available for each of the 28 bridge classes in HAZUS.

3.3. STRUCTURAL LOSS

The loss from damage to bridges from each scenario event is estimated by multiplying
the expected damage state of a bridge by its replacement value. Figure 19.2 shows the
loss from damage to bridges due to ground shaking, liquefaction and landslides resulting
from the potential occurrence of events on the San Andreas Fault. Similar results were
also obtained for the scenario events on the Hayward fault and can be found in Stergiou
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Structural Loss from the San Andreas Fault 
Rupture by Hazard

0
100
200
300
400
500
600
700
800
900

1000
1100
1200

6.
75

6.
75

6.
75

6.
75

6.
75

6.
75

6.
75

6.
75

6.
75

7.
00

7.
00

7.
00

7.
00

7.
00

7.
00

7.
00

7.
00

7.
00

7.
25

7.
25

7.
25

7.
25

7.
25

7.
25

7.
25

7.
25

7.
50

7.
50

7.
50

7.
50

7.
50

7.
50

7.
50

7.
75

7.
75

7.
75

7.
75

8.
00

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 1 2 3 4 5 6 1 2 3 4 1

L
os

s 
M

ill
io

ns

E(x) Ground Shaking σ Ground Shaking

 σ Liquefaction E(x) Landslide

Mw and Scenario

Fig. 19.2. Structural loss from the San Andreas fault rupture by hazard

and Kiremidjian, (2006). From that figure, the highest losses are from the magnitude 8.0
event on the San Andreas Fault, as expected. The contribution of losses due to liquefac-
tion appears to be twice as large as those due to direct ground shaking. It is not clear,
however, whether the large liquefaction losses are due to the crudeness of this compo-
nent of the model. Investigations are currently underway to develop more theoretically
sound models for liquefaction analysis that will enable more reliable estimation of these
losses (Brandenberg personal communication). It is expected that the liquefaction losses
will still be the largest contributors to direct structural loss, however, the predicted values
may not be as large as reported herein. The loss from landslides is small in comparison
to ground shaking and liquefaction.

The total replacement cost for the 1125 bridges considered in this study is estimated to
$2,891 Million. The total expected value of structural loss reaches a maximum of $1.18
Billion for the San Andreas Fault scenarios and $1.01 Billion for the Hayward Fault
scenarios.

3.4. OPERATIONAL LOSS

Travel times to and from each TAZ in the San Francisco Bay Area were first evalu-
ated before an event to develop the baseline results. For that purpose the transporta-
tion network analysis program Transcad GIS from Caliper Corporation (2004) was
utilized. For each scenario event, the expected damage state for each bridge was deter-
mined and the restoration time from HAZUS were used to determine the duration of lim-
ited functionality. The network analysis was performed for 1, 3, 7, 14, 30, 180 and 265
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Evolution of the Operational Loss over Time
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Fig. 19.3. Evolution of operational loss over time for three scenarios

days after the event has occurred to obtain the operational losses of the system. Exam-
ple computation of daily losses due to reduced traffic on various links because of bridge
closures is shown in Figure 19.3

The losses are integrated over the down time duration to obtain the total operational
loss. Figure 19.4 shows the operational losses for each scenario earthquake on the San
Andreas Fault. As can be seen from that figure, the operational losses reach a value of
$1.4 Billion significantly exceeding the direct structural losses of $1.18B. Similar results
are obtained also for the Hayward Fault scenario (see Stergiou and Kiremidjian, 2006);
however, the operational losses reach $2.12 Billion for the largest Hayward Fault scenario
– almost twice the estimated direct structural loss value. The main reason for the large
operational loss from the Hayward Fault scenarios is that there are more TAZs affected
by these events and the traffic volume is larger on the links affected by these events.
In these estimates only commuter traffic was considered and it was assumed that the
demand remains constant after an earthquake. If freight traffic has also been considered,
the operational losses increase by a substantial amount since freight trips are five to six
times more expensive than passenger trips.

3.5. ANNUAL SEISMIC RISK ASSESSMENT

The structural and operational loss estimates for each scenario event are combined using
eq. (19.16) to evaluate the annual risk for the transportation system. Figure 19.5 shows
the annual risk curve and the corresponding best fitted equation. From the figure it can
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Operational Loss from the San Andreas Fault Rupture by 
Moment Magnitude and Scenario

0

100

200

300

400

500

600

700

800

900

1,000

1,100

1,200

1,300

1,400

6.
75

6.
75

6.
75

6.
75

6.
75

6.
75

6.
75

6.
75

6.
75

7.
00

7.
00

7.
00

7.
00

7.
00

7.
00

7.
00

7.
00

7.
00

7.
25

7.
25

7.
25

7.
25

7.
25

7.
25

7.
25

7.
25

7.
50

7.
50

7.
50

7.
50

7.
50

7.
50

7.
7 5

7.
75

7.
75

7.
75

8.
00

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 1 2 3 4 5 6 1 2 3 4 1

M
ill

io
ns

Mw and Scenario

L
os

s

Fig. 19.4. Operational loss from the San Andreas fault rupture by moment magnitude
and scenario
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be seen that at the 500 year return period (or annual exceedence probability of 0.002)
the loss is $1.75 Billion. The loss level increases to $2.25 Billion for the 1000 year return
period and $2.75 Billion at the 2000 year return period level. It is apparent from this curve
and the values reported in Figures 19.2 and 19.4 that consideration of structural damage
alone will greatly underestimate the system risk.

3.6. INFLUENCE OF GROUND MOTION AND DAMAGE CORRELATION
ON LOSS COMPUTATIONS

Ground motion and damage correlation will have a direct influence on the estimation
of loss uncertainty. In order to determine the importance of these correlations two small
networks within the study area were selected and the loss coefficients of variation for
direct structural damage were estimated. One of the networks has 16 bridges and the sec-
ond consists of 9 bridges. Three levels of correlation were considered for ground motion
that include perfect correlation, partial and no correlation (i.e. ρ = 1, 0.5 and 0). Dam-
age correlation is conditional on ground motion, thus the effect of damage correlation
is computed in relation to the ground motion correlation. Figure 19.6 shows the results
of these analyses. From that figure it can be seen that the uncertainty in loss estimates
increases significantly with increase in both ground motion and damage correlation. Fur-
thermore, the contribution of ground motion correlation and damage correlation to the
overall uncertainty appear to have equal weights. The size of the network does not appear
to have an influence on the conclusions with similar results obtained for the 16 and nine
component networks.
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4. Conclusions

A formulation for transportation network risk assessment is presented that considers
ground motion, liquefaction and landslide hazards as well as the contribution of direct
physical loss and operational loss. Application of the methodology to the San Francisco
Bay Area shows that the operational loss is at least as large as the direct physical loss
and can at times exceed that loss depending on the traffic conditions of the region, the
network redundancy and the bridge resiliency in the system. It is found that liquefaction
has the highest influence of all the hazards, but additional research to develop more robust
methods of analysis is recommended. Consideration of ground motion and bridge dam-
age correlation appears to be an important factor in the estimation of risk uncertainty and
should be included. Finally, the contribution of each correlation appears to have an equal
weight.

The risk assessment methodology and its application demonstrate the importance of con-
sideration of uncertainty at various levels of the modeling. Decisions on the resilience of
the system can be made rationally only if the overall risk is evaluated.
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