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4 PROGRAM GUIDE

4.1 Linked-List Sizes and Offsets

As mentioned inSection 2.5.7, FISH programs have access to some ofFLAC ’s linked-list data
structures. The global pointers to these data structures are provided asFISH scalar variables. The
sizes of the various data blocks and the offsets of items within the blocks are contained in a series
of files supplied withFLAC. These files have the extension “.FIN” (forFish INclude file); they
provide symbolic names for sizes and offsets and current numerical values (which may change in
future versions ofFLAC).* The “.FIN” files serve two purposes: first, they document the meanings
of the various data items; second, the files may beCALLed from a data file — they automatically
execute and define appropriate symbols. The symbols are all preceded by the$ sign, so that they are
invisible to the casual user who gives aPRINT fish command. TheFISH programmer may simply
use numbers for offsets (as done in the example ofSection 2.5.7), or the programmer may use the
symbols provided in the “.FIN” files. It is better to specify offsets in symbolic form because the
resultingFISH program will work correctly with future versions ofFLAC, in which offsets and
block sizes may be different. (Every effort will be made by Itasca to retain the same symbolic
names in future versions ofFLAC.)

The following list provides the names ofFISH scalar pointers and filenames for each type of data
structure.

Table 4.1 Global pointers and include filenames

Global pointer Filename Data structure

apppnt app.fin lists ofAPPLY data
att pnt att.fin lists ofATTACHed points
ieb pnt ieb.fin data associated withIEB
int pnt int.fin interface list data
str pnt str.fin structural data
trac pnt trk.fin data associated withTRACK logic
udm pnt udm.fin user-defined model data

By calling “.FIN” files, some memory overhead is incurred, since all the offsets for a particular data
structure are stored in memory; typical additional memory requirement is between 500 and 1000
words per file.

* The “.FIN” files are contained in the “\FISH\4-ProgramGuide” directory.
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4 - 2 FISH in FLAC

4.2 Example “.FIN” File

The form of data in a “.FIN” file is illustrated in the following example, which lists the contents of
“INT.FIN.”

Example 4.1 Interface structure file — “INT.FIN”

def $int fin
;Interface parameters: include-file for FISH program
;--------------------
;Global pointer to list of control blocks: INT PNT

;Block sizes
;-----------
$nwinco = 16 ;Control block (one for each interface)
$nwindi = 21 ;Interface node block

;Control block
;-------------
; 0 Link to next control block
$kicext = 1 ;Spare extension (can be used by FISH)
$kicapt = 2 ;Pointer to list of "A-side" nodes
$kicbpt = 3 ;Pointer to list of "B-side" nodes
$kicatp = 4 ;Type of A-side contact: 0 = grid; 1 = beam.
$kicbtp = 5 ;Type of B-side contact: 0 = grid; 1 = beam.
$kicfri = 6 ;Friction angle in degrees
$kiccoh = 7 ;Cohesion (stress units)
$kicbon = 8 ;Tensile strength
$kicglu = 9 ;1 if glued; 0 if not
$kicid = 10 ;ID number
$kicks = 11 ;Shear stiffness (stress/disp)
$kickn = 12 ;Normal stiffness
$kictph = 13 ;Tan(friction angle)
$kicdil = 15 ;Tan(dilation angle)
$kicxxx = 15 ; Unused

;Node block
;----------
; 0 Link to next node block
$kidext = 1 ;Spare extension (can be used by FISH)
; ----- grid connection ----- ----- beam connection ----
$kidi = 2 ;I index of associated g.p. ID of structural node
$kidj = 3 ;J index of associated g.p. = 0 for beam connection
$kidadd = 4 ;Address of g.p. Address of structural node
$kidfn = 5 ;Normal force
$kidfs = 6 ;Shear force
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$kidun = 7 ;Unit normal vector (2 words)
; = 8 "
$kidslf = 9 ;1 if slipping; 0 if not
$kidseg = 10 ;Pointer to nearest opposing node block
$kidrlk = 11 ;Reverse node pointer ("down" if material is to right)
$kidbfl = 12 ;Bond flag: 1 if tension bond unbroken; 0 if broken
$kidrat = 13 ;Ratio of contact position:
; = 1.0 ... exactly at position of opposing node
; < 0.0 ... to left of opposing node (material below)
; > 0.0 ... to right " " " "
$kidlen = 14 ;Effective length of contact
$kidsxx = 15 ;Initial xx-stress
$kidsxy = 16 ;Initial xy-stress
$kidsyy = 17 ;Initial yy-stress
$kidx = 18 ;X coordinate; for plotting purposes only - updated
; infrequently
$kidy = 19 ;Y coordinate - ditto -
$kidass = 20 ;Accumulated shear slip (used for dilation)
$kidasd = 21 ;Accumulated relative shear displacement (marker only)
$kidand = 22 ;Accumulated relative normal displacement (marker only)
end
$int fin

In order to illustrate the way this file is used, the example ofSection 2.5.7is repeated, but with
symbolic names substituted for offsets given previously as integers. The program operation is
identical.

Example 4.2 Accessing FLAC’s data structure via a “.FIN” file

set log
set echo off
call int.fin
set echo on
g 10 11
m e
prop dens 2000 sh 1e8 bu 2e8
m n j=6
ini x add 2.5 y add -0.9 j=7,12
int 4 aside from 1,6 to 11,6 bside from 1,7 to 11,7
int 4 kn 5e8 ks 2.5e8 fric 10
set grav 10,5 large
fix x y j=1
step 1
def make list
ip = int pnt
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loop while ip # 0
imem(ip+$kicext) = get mem(3) ;get storage buffer
ip = imem(ip)

end loop
end
make list
def save data
while stepping
ip = int pnt
loop while ip # 0 ;scan interfaces

ii = imem(ip+$kicext)
loop nside (1,2) ;scan 2 sides

caseof nside
case 1

ispt = imem(ip+$kicapt)
case 2

ispt = imem(ip+$kicbpt)
endcase
loop while ispt # 0 ;scan nodes on one side

if abs(fmem(ispt+$kidfn)) > fmem(ii) then
fmem(ii) = abs(fmem(ispt+$kidfn))
imem(ii+1) = ispt
imem(ii+2) = step

end if
ispt = imem(ispt)

end loop
end loop
ip = imem(ip)

end loop
end
def sho data

ip = int pnt
loop while ip # 0

ii = imem(ip+1)
s1 = ’ max-Fn = ’+string(fmem(ii))+’, ’
ig = imem(imem(ii+1)+2)
jg = imem(imem(ii+1)+3)
s2 = ’ g.p.(’+string(ig)+’,’+string(jg)+’)’
s3 = ’ at step ’+string(imem(ii+2))
?? = out(s1+s2+s3)
ip = imem(ip)

end loop
end
step 500
sho data
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3 GRID GENERATION

3.1 General Comments

Unlike many modeling programs based on the finite element method, FLAC organizes its zones (or
“elements”) in a row-and-column fashion, like a crossword puzzle. We refer to a particular zone
by a pair of numbers — its row and column numbers — rather than by an arbitrary ID number, as
in finite element programs. Although the numbering scheme resembles that of a crossword puzzle,
the physical shape of a FLAC grid need not be rectangular: the rows and columns can be distorted
so that the boundary fits some given shape; holes can be made in the grid; separate grids can be
stuck together to create more complicated bodies. Furthermore, the zones can vary in size across a
grid. This section describes the various ways in which FLAC grids can be made to fit the physical
shapes that are to be modeled.

When fairly simple shapes are to be modeled, FLAC ’s grid scheme is very easy to use and interpret.
For one thing, printed output (such as a list of zone stresses) is arranged on the page in a way that
corresponds closely with positions in physical space. In contrast, finite element output is arranged
arbitrarily. The advantages tend to vanish, however, as the objects to be modeled become more
complicated. Some degree of skill is needed to set up complex grids.

With any numerical method, the accuracy of the results depends on the grid used to represent the
physical system. In general, finer meshes (more zones per unit length) lead to more accurate results.
Furthermore, the aspect ratio (ratio of height to width of a zone) also affects accuracy. When creating
grids with FLAC, it should be kept in mind that the greatest accuracy is obtained for a model with
equal, square zones. If the model must contain different zone sizes, then a gradual variation in
size should be used for maximum accuracy; this factor is important enough that a special option is
provided in the GENERATE command whereby zone sizes can be arranged to increase or decrease
by a constant ratio along any grid line. As a general rule, the aspect ratio of a zone should be kept
as close to unity as possible: anything above 5:1 is potentially inaccurate. Section 3.2 in the User’s
Guide provides some guidelines for choosing zone sizes and shapes and some justification for the
rules just given. The purpose of this section is to show the reader what tools are available for grid
generation and how to use them effectively.

The discussion and examples provided in this section use the command-line approach to data input
to FLAC. You are encouraged to work through the examples in this section to become familiar with
the principles used for grid generation in FLAC.*

* The data files in this chapter are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\Theory\3-Grid” with the extension “.DAT.” A project file is also provided
for each example. In order to run an example and compare the results to plots in this chapter, open a
project file in the GIIC by clicking on the File / Open Project menu item and selecting the project
file name (with extension “.PRJ”). Click on the Project Options icon at the top of the Project Tree
Record, select Rebuild unsaved states and the example data file will be run and plots created.
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3 - 2 Theory and Background

Creation of grids, especially for complex model shapes, is greatly assisted by the graphical interface
(the GIIC — see Section 2.2.1 in the User’s Guide and the FLAC-GIIC Reference volume). All
the operations described in this section can be achieved via the GIIC. In addition, a grid library,
which contains grid objects commonly used in geomechanics, is provided: dam, retaining wall,
tunnel, etc. The library objects are a useful starting point to construct a model.
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3.2 Generation of Simple Shapes

The GRID command is of the form

grid p,q

It produces a grid of square zones, with p-zones in the x-direction and q-zones in the y-direction.
The intersections of mesh lines are called gridpoints. By default, the x-coordinates of the gridpoints
are 0, 1, . . . , p, and the y-coordinates are 0, 1, . . . , q. Note that there are (p + 1) vertical mesh lines
and (q + 1) horizontal mesh lines.

In order to stretch, shrink or shift the grid in the x- or y-directions, the initialization command,
INITIAL, can be used to modify the coordinates, using the parameters mul or add. The input line

ini x mul 2

multiplies all x-coordinates by a factor of two. The input line

ini x add 10

shifts the whole grid by 10 units in the x-direction. Combinations of these operations can be entered
on a single line. For example, the input line

ini x mul 2, y mul 2, x add 10

will enlarge the existing grid by a factor of two and then shift it ten units in the x-direction. Note
that negative multiplication factors should not be used on coordinates because the “sense” of the
grid will be reversed, causing negative zone areas. This will trigger an error message later on, when
a STEP command is given.

The INITIAL command can also be used to relocate individual gridpoints or all the gridpoints along
a row or column. For example, the nonuniform grid of Figure 3.1 can be produced with the data
file in Example 3.1.

Example 3.1 Creating a nonuniform grid with INITIAL commands

grid 5,4
model elastic
ini x=0.7 i=2
ini x=1.5 i=3
ini x=2.5 i=4
ini x=3.5 i=5
ini y=1.4 j=2
ini y=2.4 j=3
ini y=3.3 j=4
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Figure 3.1 Nonuniform grid, using INITIAL commands

The command

initial x=0.7 i=2

sets all x-coordinates on the vertical grid line i=2 equal to 0.7 units. Similarly, the command

initial y=2.4 j=3

sets all y-coordinates on the horizontal grid line j = 3 equal to 2.4 units. Note that the command
MODEL elastic is not necessary for the process of changing coordinates, but it is given in order to
render the grid visible when it is plotted via a PLOT grid command. If no model is specified, a
“null” model, which plots as an empty space, is assumed.

An effect similar to that of Figure 3.1 can be obtained with less effort by using the ratio parameter
with the GENERATE command in Example 3.2.

Example 3.2 Creating a nonuniform grid with the ratio keyword

grid 5,4
model elastic
gen (ratio 1.2, 0.8)

This produces the grid shown in Figure 3.2.
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Figure 3.2 Nonuniform grid, using the ratio keyword with the GENERATE
command

In this grid, the widths of successive zones in the x-direction are increased by a factor of 1.2, and
the heights of successive zones in the y-direction are increased by a factor of 0.8 (i.e., decreased).
On the matter of syntax, the brackets enclosing the ratio keyword and its parameters are optional:
they are simply included for cosmetic reasons (see Section 1.1.1 in the Command Reference).

The GENERATE command has many more options than implied by the previous example. There are
two main forms of the command. The first form produces quadrilateral zoning, in which a region
between two i-lines and two j -lines is distorted into a quadrilateral shape. The general form is

gen x1,y1 x2,y2 x3,y3 x4,y4 <ratio ri rj> <range>

The four pairs of coordinates denote the four corners of the quadrilateral region of space taken in a
clockwise direction starting with the gridpoint with the lowest i and j numbers in the range. Inter-
mediate points are distributed with even spacing along each i-line and j-line. If a non-rectangular
geometry is required, then the ratio keyword can be used in a manner similar to the one used in the
previous example. The commands in Example 3.3 produce the grid of Figure 3.3:

Example 3.3 Creating a non-rectangular geometry

grid 6,6
model elastic
gen same -2.0,4.0 6.0,7.0 10.0,0.8 (ratio 1.2,0.8)
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3 - 6 Theory and Background

Figure 3.3 Non-rectangular geometry produced by GENERATE

Note the use of the same parameter for the first corner, which stays in its original place (at the
origin). In this case, no range is given, which causes FLAC to apply the generation logic to all
gridpoints.

When range parameters are given to the GENERATE command, several different quadrilateral regions
can be created within the grid, as Example 3.4 illustrates (see Figure 3.4).

Example 3.4 Creating two differently zoned regions

grid 10 8
mod elas
gen 0,-40 0,0 100,0 100,-40 rat=1,0.8 j=1,4
gen same 50,45 100,45 same i=4,11 j=4,9
model null i=1,3 j=4,8

Figure 3.4 Two differently zoned regions produced by two GENERATE com-
mands
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The region to the left of the slope is “excavated” by declaring the appropriate zones to be null.

Before moving on to the second form of the GENERATE command, it should be stressed that almost
any grid can be constructed by moving individual gridpoints, so that the grid conforms to the
required external and internal shapes. For example, the horseshoe-shaped tunnel of Figure 3.5 can
be constructed by moving appropriate gridpoints and deleting the interior zones, using Example 3.5.

Example 3.5 Creating a tunnel with INITIAL commands

grid 7 7
mod elas
ini x=2.3 y=4.7 i=3 j=6
ini x=4.7 y=4.7 i=6 j=6
mod null i=3,5 j=3,5

Figure 3.5 Tunnel created with individual INITIAL commands
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3.3 More Advanced Use of the GENERATE Command

The procedure used in constructing the grid of Figure 3.5 is good for coarse grids, but several
difficulties arise when grids become finer. First, it is annoying to have to provide a large number
of INITIAL commands when the required shape is simple, like a circle or line. Second, deletion of
unwanted zones is tedious when the area to be removed does not lie between a contiguous block of
i-lines and j -lines. Finally, specification of pressure or stress on the created boundary is difficult
when the boundary does not lie along a single grid line or has an irregular geometry. To help
overcome these problems, the GENERATE command can take several keywords (line, circle, arc and
table) which act like multiple INITIAL commands along their range of influence. They also cause
all of the affected gridpoints to be marked. This string of marks identifies the created boundary
as a single entity that can be addressed by a single command when removing zones, assigning
properties, or applying stresses.

The keywords line, circle, arc and table specify lines or curves that may be closed or may have
endpoints. The gridpoints that are nearest to a given line or curve are relocated so that they lie on
the line or curve. Surface gridpoints are not affected, and marked gridpoints are also avoided in the
process of relocation. The general form of each keyword is as follows:

gen line x1,y1 x2,y2
gen circle xc,yc rad
gen arc xc,yc xs,ys theta
gen table n

where x1,y1 and x2,y2 are the start- and end-points of the line, xc,yc are the center coordinates of
arc or circle, rad is the circle radius, xs,ys are the starting coordinates of the arc, and theta is the
counterclockwise angular span of the arc in degrees. The value n of the table keyword refers to a
table of (x,y)-coordinates that has been prepared using the TABLE command.

The horseshoe-shaped tunnel in Figure 3.6 is created by the sequence of commands in Example 3.6.
The tunnel is similar to that in Figure 3.5, but the grid is much finer:

Example 3.6 Creating a tunnel with the GENERATE arc command

grid 20 20
mod elas
gen arc 10 10 15 10 180
mark i=6,16 j=6
mark j=6,11 i=6
mark j=6,11 i=16
mod nul, region=(6,6)

Note that only the top of the tunnel is created with the arc keyword; the affected gridpoints are
marked, as explained above. In order to excavate the material in the tunnel with one command,
a contiguous series of marked gridpoints must exist all around the tunnel. To do this, the MARK
command is used three times. The region keyword then causes all zones within the region bounded
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by marked gridpoints to be converted to null; to address the region, any zone within the region
can be mentioned — in this example, it was (6,6). Although the region logic was used to change
the constitutive model, it can also be used to change the properties within the region or initialize
variables, such as stress — e.g.,

prop shear=1234.5, reg=7,7
ini sxx=-1e6 reg=8,8

These commands change the shear modulus and set the x-stress, respectively, within the region.

Figure 3.6 Use of the arc keyword with GENERATE

The keyword circle is used in a way similar to the way arc is used, in order to create an enclosed
circular region. Note that is possible to produce an ellipse by first stretching the grid, then creating
a circle, and finally returning the grid to its original shape. Figure 3.7 shows the result of giving
the commands in Example 3.7

Example 3.7 Creating an ellipse

grid 20 20
m e
ini x mul 2
gen circle 20,10,5.5
ini x mul 0.5
mod nul reg=10,10
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Figure 3.7 Use of the circle keyword on a stretched grid

The GENERATE line command relocates gridpoints that lie along the track of a single line with given
endpoints. At this stage, it should be noted that gridpoints will not, in general, attach themselves to
the endpoints of a line or an arc unless existing gridpoints lie very close to the given endpoints. For
example, if two lines are supposed to meet at a common point, a nearby gridpoint should be moved
there first. Figure 3.8(a) illustrates the effect of two lines with a common endpoint but lacking a
corresponding gridpoint. The data file is given in Example 3.8.

Example 3.8 Relocating gridpoints with GENERATE line commands

g 8 8
m e
gen line 2.0,0.0 3.3,4.6
gen line 3.3,4.6 8.0,6.0
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(a) (b) (c)

Figure 3.8 Effect of pre-specification of the point at which two lines meet

By moving gridpoint (4,6) to the common point with an INI command, we get the intended grid of
Figure 3.8(b), as illustrated by Example 3.9.

Example 3.9 Moving common gridpoints

g 8 8
m e
; relocate g.p. to common point
ini x=3.3 y=4.6 i=4 j=6
gen line 2.0,0.0 3.3,4.6
gen line 3.3,4.6 8.0,6.0

The grid may be further “improved” by adding a GENERATE adjust command. Figure 3.8(c) shows
how the changes in the shape of adjacent zones are made less abrupt.

If a surface that consists of many connected line segments is needed, then the GENERATE table
command is often useful. For example, the grid of Figure 3.8(b) may be produced directly by the
sequence in Example 3.10.

Example 3.10 Relocating gridpoints with the GENERATE table command

g 8 8
m e
table 1 2.0,0.0 3.3,4.6 8.0,6.0
gen table 1

Here we pre-define the sequence of points by means of a table, and then invoke the same table in the
GENERATE command. Sometimes the GENERATE table command is not very clever at relocating
gridpoints near the joints in the line segments, so some manual help may be needed. The GENERATE
table can be used almost like a boundary element specification, since only a list of boundary points
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3 - 12 Theory and Background

is needed. The grid of Figure 3.9 is produced from the data set in Example 3.11; note that the last
point is identical to the first point, in order to generate a closed curve.

Example 3.11 Creating a complex grid with TABLE commands

g 35 35
m e
table 1 7.7,21.6 7.9,24 8.7,27 10.9,30.1 14,31.5 17,32 20,31.6
table 1 23,30.5 25.6,28 26.9,25 26.9,21.4 26.1,18.9 24.5,17
table 1 22,15 20.8,14.2 20,13 19.6,12 19.6,9 14.8,9
table 1 14.8,12.8 15.6,15 17.1,16.9 20,19.4 21,21 21.4,23
table 1 21,24.7 20,26 18,27 17,27 15,26.3 13.8,25.2 13,23
table 1 13,21.6 7.7,21.6
gen table 1
gen circ 17.3,5 2.5
m n reg=18,13
m n reg=18,5

Figure 3.9 Using the table keyword with the GENERATE command

When generating internal boundaries with the line or table options, it is important to note that at
least two zone widths should lie between neighboring line segments. Otherwise, unpredictable
things happen. For example, the “excavated” region of Figure 3.9 is about five zones in width
— the generation process is well-behaved. If it is necessary to have very thin gaps between lines
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of relocated gridpoints, then it is advisable to zone up this region by hand, and do the rest with
several applications of the GENERATE command. There are some geometries that just cannot be
constructed with an array of quadrilaterals when the required detail is fine enough. The question
to be asked is: “Is the detail really necessary to the overall problem?”

The automatic generation scheme is not foolproof: there are some circumstances in which the
resulting grid is not what was intended. In general, the boundary generators should only be used
when many gridpoints lie along the desired boundary; the scheme is not appropriate for relocating
only two or three gridpoints at a time. In this case, the points should be moved individually by using
INITIAL x, y commands, as described previously. Even when most of the gridpoints on a surface are
relocated satisfactorily by the automatic generator, the two endpoints may have to be adjusted “by
hand” with the INITIAL command, especially if they lie on an outer boundary. This is the case in
the next section, which is concerned with accommodating interfaces in a grid.
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3.4 Grid Generation with Interfaces

Consider the case of a biaxial test sample that contains a steeply dipping joint (Figure 3.10(a)).
The joint is represented in FLAC by an INTERFACE, which requires two boundaries separated by
null zones. In general, the FLAC grid should be viewed as a series of discrete blocks bounded by
the required interfaces — each block is zoned separately and then moved to be in contact with the
others. See Section 4 for more details. In the example of Figure 3.10(a), the single joint creates
two blocks. These are generated as follows, beginning with the commands in Example 3.12, with
the resulting grid shown in Figure 3.10(b).

Example 3.12 Creating a grid with a steeply dipping joint

grid 5,20
model elastic
gen line (0.0, 3.0) (5.0, 14.0)
gen line (0.0, 5.0) (5.0, 16.0)
model null, region 1,5

(a) (b) (c) (d) (e)

Figure 3.10 Stages in the creation of an angled interface
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The two badly placed endpoints can be moved, with the commands in Example 3.13, to produce
the grid in Figure 3.10(c).

Example 3.13 Adjusting gridpoints along the joint

ini x=5.0 y=14.0 (i=6, j=14)
ini x=0.0 y=5.0 (i=1, j=8)

Finally, the top block is moved down to meet the bottom block, and the two blocks are “joined” by
an interface using the commands in Example 3.14 (see Figure 3.10(d)).

Example 3.14 Joining the two blocks

ini y (add) -2.0 i=1,2 j=8,21
ini y (add) -2.0 i=3 j=10,21
ini y (add) -2.0 i=4 j=13,21
ini y (add) -2.0 i=5 j=15,21
ini y (add) -2.0 i=6 j=16,21
interface 1, ASIDE from 1,4 to 6,14 BSIDE from 1,8 to 6,17

The adjust operation is then applied to the central part of the interface example; the ends are left
alone by MARKing the appropriate gridpoints, using the commands in Example 3.15. (Recall that
marked gridpoints are ignored by the GENERATE command.)

Example 3.15 Final adjustment to the grid

mark j=1,4
mark j=17,21
gen adjust

Figure 3.10(e) illustrates the result of this operation. When several interfaces are needed, the
following procedure should be followed. First, determine the number and shape of discrete blocks
that are bounded by the set of joints. Second, allocate part of the FLAC grid to each of the blocks,
making sure that there is a buffer strip of at least one zone in width between blocks. Then, generate
the required geometry for each block separately. Finally, move the blocks together, if this has not
already been done in the generation phase. This process is explained more fully in Section 4.3.
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3.5 Using Several Sub-Grids Attached Together

Quite complex shapes can be created by attaching several sub-grids together with the ATTACH
command. Before attempting to do this, a plan of the way in which the sub-grids are to be extracted
from the initial grid provided by the GRID command should be made: the procedure is like cutting
rectangles of paper from a large sheet and then arranging them together in a different way. Each
sub-grid must not share gridpoints with any other sub-grid — i.e., there must be a “buffer region”
at least one zone wide between neighboring sub-grids. Once the sub-grids have been mapped out,
they can be deformed, relocated and attached to other sub-grids.

A good use of the ATTACH logic is to provide a well-graded boundary region around a finely
zoned central region of interest. The input sequence in Example 3.16 produces the grid shown in
Figure 3.11.

Example 3.16 Creating a graded grid

grid 52,10
model elas i=1,40 j=1,8
model elas i=42,51 j=1,10
gen 0,0 40,40 60,40 100,0 rat 1,0.83 i=1,11 j=1,9
gen s s 60,60 100,100 rat 1,0.83 i=11,21 j=1,9
gen s s 40,60 0,100 rat 1,0.83 i=21,31 j=1,9
gen s s 40,40 0,0 rat 1,0.83 i=31,41 j=1,9
attach aside from 1,1 to 1,9 bside from 41,1 to 41,9
gen 40,40 40,60 60,60 60,40 i=42,52 j=1,11
attach aside from 1,9 to 11,9 bside from 42,1 to 52,1
attach aside from 12,9 to 41,9 bside (long) from 52,2 to 42,1

Figure 3.11 Graded grid produced with the ATTACH command

In this case, a 40 × 80 strip of zones is wrapped around the central region by means of four
GENERATE commands. The “tail” of the strip is then attached to the “head.” The strip is also
attached to the central block at all points on the inner surface of the strip.

FLAC Version 5.0



GRID GENERATION 3 - 17

Two sub-grids may be attached together even if the number of gridpoints on the opposing boundary
paths are not equal. However, the number of segments on one side must be an integral multiple
of the number of segments on the other. The term “segment” here denotes the chord joining two
adjacent gridpoints on a boundary. For example, there may be 3 segments (4 gridpoints) on the
first side and 6 segments (7 gridpoints) on the second side. In this case, the first, third, fifth and
seventh gridpoints on the second side will be attached perfectly to their counterparts on the first
side. The remaining gridpoints on the second side are “slaved” to the nearest two perfectly attached
gridpoints on the same boundary, using linear weighting for forces and velocities. In the general
case, every Nth gridpoint is attached perfectly to its opposing counterpart, where N is the integral
ratio of segments between the two sides.

Two boundaries may be so attached even if the opposing gridpoints are not at the same location,
but a warning message will be issued for each pair that does not coincide. In this case, the slaved
gridpoints still function as described above, but the weighting factors will be derived from the
slave’s projection onto the chord joining the two nearest perfectly attached gridpoints. Great care
should be taken when setting up attached boundaries in which the gridpoint spacing varies; a plot
or printout should always be made to verify that the attachment has been done as intended. The
command PRINT attach lists both perfectly attached groups and slaved gridpoints. The PLOT attach
command only indicates perfectly attached gridpoints.

Example 3.17 illustrates the use of the ATTACH command when joining boundary paths with unequal
numbers of gridpoints. The example is unrealistic, but it serves to illustrate how a complicated series
of connections can be made. In particular, the attachment of the lower, right-hand sub-grid illustrates
that two or more ATTACH commands may be needed if the integral ratio varies along a boundary
path that is to be attached. In this case, part of the boundary has a two-to-one ratio and the remainder
has a three-to-one ratio. Thus, two ATTACH commands are needed, even though the two opposing
sub-grid boundaries are contiguous. After stepping, the results exhibit reasonable symmetry (see
Figure 3.12), which illustrates that coarse grids are adequate for regions that are remote from strain
concentrations.

Example 3.17 Demonstration of generalized ATTACH

; Note that the example is contrived, for illustration only
grid 40,20
model elas i=1,20 j=1,20 ; Create large region
model elas i=21,30 j=11,20
model elas i=26,30 j=1,5 ; Create 1st medium-size region
model elas i=36,40 j=11,15 ; Create 2nd medium-size region
model elas i=36,37 j=1,2 ; Create small region
prop dens 2000 shear 1e8 bulk 2e8 ; (disregard warning messages!)
; Move regions to correct places ...
ini x mul 2 y mul 2 x add -30 i=26,31 j=1,6
ini x mul 2 y mul 2 x add -40 y add -10 i=36,41 j=11,16
ini x 30.0 i=36 j=1,3
ini x 34.0 i=37 j=1,3
ini x 40.0 i=38 j=1,3
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ini y 6.0 i=36,38 j=2
ini y 10.0 i=36,38 j=3
; Perform attachments ...
attach aside from 21,1 to 31,11 bside from 26,1 to 31,6
attach aside from 31,11 to 31,21 bside from 36,11 to 36,16
attach aside from 31,1 to 31,4 bside from 36,1 to 36,2
attach aside from 31,4 to 31,6 bside from 36,2 to 36,3
attach aside from 36,11 to 38,11 bside from 36,3 to 37,3
attach aside from 38,11 to 41,11 bside from 37,3 to 38,3
; Boundary conditions ...
fix y j=1
fix x i=1
fix x i=38 j=1,3
fix x i=41 j=11,16
apply press=1e5 i=18,24 j=21
set ncw=50
cyc 4000
save attach.sav
plo xdis fill xdis black grid hold
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Figure 3.12 x-displacement contours in an attached grid

The ability to match unequal grids gives the user more flexibility in creating graded meshes. It
is quite convenient to use a radially graded grid to provide the boundary conditions for a single
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tunnel. However, it is difficult to extend this approach to multiple tunnels that interact with each
other. Example 3.18 creates a grid that is constructed such that each tunnel has its own fine grid
for good local accuracy, but the interactions and boundary conditions make use of the coarse grid.
Figure 3.13 shows the grid.

Example 3.18 Multiple tunnels with fine and coarse grids attached

grid 77 50
mod elas
prop dens 2000 she 5e8 bulk 1.5e9
mod null i=21 28 j=13,20 ; region 1
mod null i=16,23 j=27,34 ; region 2
mod null i=39,46 j=22,29 ; region 3
mod null i=1,60 j=46,50 ; ... not used
mod null i=61 ; carve out inserted blocks
mod null j=17 i=61,77
mod null j=34 i=61,77
; Now insert blocks ...
gen 20.0,12.0 20.0,20.0 28.0,20.0 28.0,12.0 i=62,78 j=1,17
gen 15.0,26.0 15.0,34.0 23.0,34.0 23.0,26.0 i=62,78 j=18,34
gen 38.0,21.0 38.0,29.0 46.0,29.0 46.0,21.0 i=62,78 j=35,51
attach as long from 21,13 to 29,13 bs long from 62,1 to 78,1
attach as from 21,13 to 29,13 bs from 62,1 to 78,1
attach as long from 16,27 to 24,27 bs long from 62,18 to 78,18
attach as from 16,27 to 24,27 bs from 62,18 to 78,18
attach as long from 39,22 to 47,22 bs long from 62,35 to 78,35
attach as from 39,22 to 47,22 bs from 62,35 to 78,35
gen circ 24.0 16.0 2.0
mod null reg 70,9
gen circ 19.0 30.0 2.0
mod null reg 70,26
gen circ 42.0 25.0 2.0
mod null reg 70,43
ini sxx=-1e6 syy=-3e6 szz=-2e6
fix x i=1
fix x i=61
fix y j=1 i=1,61
fix y j=46 i=1,61
solve
plo xdisp fill int 2.5e-4 grid hold
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Figure 3.13 Multiple tunnels with fine and coarse grids attached

Using a biaxial initial stress field, the resulting x-displacement contours are shown in Figure 3.14.
For comparison, the same geometry was set up with a uniform grid, using the same mesh size as
the fine region of Figure 3.13 throughout. The results, shown in Figure 3.15, are very similar to
those of the Figure 3.13 grid, but the execution time is more than 4.5 times slower.
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Figure 3.14 x-displacement contours for fine and coarse grids attached
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Figure 3.15 x-displacement contours for uniform fine grid
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It is not meaningful to apply velocity boundary conditions or fix conditions to slaved gridpoints,
because such gridpoints are controlled by their nearest attached neighbors. However, forces may
be applied to slaved gridpoints.

If all zones surrounding an attached gridpoint (slaved or not) are set to the null model, the attach
condition will still persist, even though such gridpoints will not participate in calculations. However,
if real models are restored to the null zones, the previous attach conditions will be reactivated. There
is no way to “unattach” gridpoints.
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3.6 Special-Purpose Grid Generation

Sometimes FLAC ’s built-in grid generators will not be able to produce a desired geometry. A series
of INITIAL commands can always be used to specify locations of individual gridpoints if all else fails.
This can be tedious if every x- and y-point must be specified individually, but it is often possible
to write a program that generates the grid automatically using the built-in programming language,
FISH (see Section 2.4.2 in the FISH volume). For example, the data file in Example 3.19 includes
a FISH program that produces a grid for a thick-walled cylinder.

Example 3.19 Creating a grid for a thick-walled cylinder

grid 10 40
m e
;
;****************** create the mesh **********************
; each gridpoint is defined by its polar coordinates alfa and ro
; rmaxit = the maximum distance from the center for each alfa
; rmin = radius of the excavation
; rmul = number of radii to the boundary
; ratio = grid’s ratio
;
def donut

figp=igp
fjgp=jgp
loop j (1,jgp)

alfa=(j-1)*2.0*pi/(jgp-1)
rmaxit=rmin*rmul
loop i (1,igp)

ro=rmin+(rmaxit-rmin)*(ratioˆ(i-1)-1)/(ratioˆ(igp-1)-1)
x(i,j)=ro*cos(alfa)
y(i,j)=ro*sin(alfa)

end_loop
end_loop

end
set rmin=1 rmul=10 ratio=1.1
donut
attach aside from 1,1 to figp,1 bside from 1,fjgp to figp,fjgp
return
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The FISH program consists of a user-defined function called donutwhich, when invoked with the
appropriate settings, produces the grid shown in Figure 3.16. See Section 3 in the FISH volume
for other types of grid generation FISH functions.

Figure 3.16 Grid produced by calling the FISH function donut
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1 INTRODUCTION

1.1 Overview

FLAC is a two-dimensional explicit finite difference program for engineering mechanics compu-
tation. This program simulates the behavior of structures built of soil, rock or other materials
that may undergo plastic flow when their yield limits are reached. Materials are represented by
elements, or zones, which form a grid that is adjusted by the user to fit the shape of the object to
be modeled. Each element behaves according to a prescribed linear or nonlinear stress/strain law
in response to the applied forces or boundary restraints. The material can yield and flow, and the
grid can deform (in large-strain mode) and move with the material that is represented. The explicit,
Lagrangian calculation scheme and the mixed-discretization zoning technique used in FLAC en-
sure that plastic collapse and flow are modeled very accurately. Because no matrices are formed,
large two-dimensional calculations can be made without excessive memory requirements. The
drawbacks of the explicit formulation (i.e., small timestep limitation and the question of required
damping) are overcome to some extent by automatic inertia scaling and automatic damping that do
not influence the mode of failure.

Though FLACwas originally developed for geotechnical and mining engineers, the program offers
a wide range of capabilities to solve complex problems in mechanics. Several built-in constitu-
tive models that permit the simulation of highly nonlinear, irreversible response representative of
geologic, or similar, materials are available. In addition, FLAC contains many special features
including:

• interface elements to simulate distinct planes along which slip and/or separa-
tion can occur;

• plane-strain, plane-stress and axisymmetric geometry modes;

• groundwater and consolidation (fully coupled) models with automatic phreatic
surface calculation;

• structural element models to simulate structural support (e.g., tunnel liners,
rock bolts, or foundation piles);

• extensive facility for generating plots of virtually any problem variable;

• optional dynamic analysis capability;

• optional viscoelastic and viscoplastic (creep) models;

• optional thermal (and thermal coupling to mechanical stress and pore pressure)
modeling capability;

• optional two-phase flow model to simulate the flow of two immiscible fluids
(e.g., water and gas) through a porous medium; and
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• optional facility to add new, user-defined, constitutive models written in C++
and compiled as dynamic link libraries (DLLs) that can be loaded when needed.

FLAC also contains the powerful built-in programming language FISH (short for FLACish). With
FISH, you can write your own functions to extend FLAC’s usefulness, and even implement your
own constitutive models if so desired. FISH offers a unique capability to FLAC users who wish
to tailor analyses to suit specific needs. You will soon see that, with all of these capabilities,
FLACcan be an indispensable analysis-and-design tool in a variety of fields in civil and mechanical
engineering.

FLACcan be operated as either a menu-drivenor a command-drivencomputer program. The menu-
driven mode provides easy-to-use mouse access to FLAC operation by generating and applying
all the input required for a FLAC simulation, in response to point-and-click operations. This
mode allows first-time or occasional users a simple means to begin solving problems with FLAC
immediately.

The command-driven mode requires knowledge of the word-command “language” used by FLAC,
which can be more difficult for new users to master than the menu-driven mode. However, it offers
several advantages when applied to engineering problems.

1. The input language is based upon recognizable word commands that allow you
to identify the application of each command easily and in a logical fashion (e.g.,
the APPLY command applies boundary conditions to the model).

2. Engineering simulations usually consist of a lengthy sequence of operations
— e.g., establish in-situ stress, apply loads, excavate tunnel, install support,
and so on. A series of input commands (from a file or from the keyboard)
corresponds closely with the physical sequence that it represents.

3. A FLAC data file can easily be modified with a text editor. Several data files
can be linked to run a number of FLACanalyses in sequence. This is ideal for
performing parameter sensitivity studies.

4. The word-oriented input files provide an excellent means to keep a documented
record of the analyses performed for an engineering study. Often, it is con-
venient to include these files as an appendix to the engineering report for the
purpose of quality assurance.

5. The command-driven structure allows you to develop pre- and post-processing
programs to manipulate FLAC input/output as desired. For example, you may
wish to write a mesh-generation function to create a special grid shape for a
series of FLAC simulations. This can readily be accomplished with the FISH
programming language, and incorporated directly in the input data file.

When operated from the menu-driven mode, FLACcommands are created and applied automatically.
Also, a record of the commands are kept, and can be saved to provide a documented listing of the
commands used in the analysis. This command record can be used to drive FLAC in command-
driven mode.
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Dr. Peter Cundall developed FLAC in 1986 specifically to perform engineering analyses on an
IBM-compatible microcomputer. The software is designed for high-speed computation of models
containing several thousand elements. With the advancements in floating-point operation speed and
the ability to install additional RAM at low cost, increasingly larger problems can be solved with
FLAC. For example, FLACcan solve a model containing up to 30,000 elements of Mohr-Coulomb
material on a microcomputer with 24 MB RAM. The solution speed for a model of this size is
roughly 14 calculation steps per second on a 2.4 GHz Pentium IV microcomputer.* The speed is
essentially a linear function of the number of elements; a model of 15,000 elements would require
half the runtime to process the same number of calculation steps.

For typical models, consisting of 15,000 elements or fewer, the explicit solution scheme in FLAC
requires approximately 4000 to 6000 steps to reach a solved state.† Thus, a 15,000 element model
run on the Pentium described above would require roughly 3 minutes to perform 5000 calculation
steps. Consequently, typical engineering problems involving several thousand elements to model,
which once required access to a mainframe computer to solve, can be solved with FLAC on a
microcomputer in a matter of minutes.

A comparison of FLAC to other numerical methods, a description of general features and new
updates in FLACVersion 5.0, and a discussion of fields of application are provided in the following
sections. If you wish to try FLAC right away, the program installation instructions and simple
menu-driven and command-driven tutorials are provided in Section 2.

* See Section 5 for a comparison of FLAC runtimes on various computer systems.

† This can vary but, typically, a problem solution can be reached between 4000 and 6000 steps for
models containing up to 15,000 elements, regardless of material type. The explicit scheme is
explained in Section 1 in Theory and Background.
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1.2 Comparison with Other Methods

How does FLAC compare to the more common method of using finite elements for numerical
modeling? Both methods translate a set of differential equations into matrix equations for each
element, relating forces at nodes to displacements at nodes. Although FLAC’s equations are derived
by the finite difference method, the resulting element matrices, for an elastic material, are identical
to those derived by using the finite element method (for constant strain triangles). However, FLAC
differs in the following respects:

1. The “mixed discretization” scheme (Marti and Cundall 1982) is used for ac-
curate modeling of plastic collapse loads and plastic flow. This scheme is be-
lieved to be physically more justifiable than the “reduced integration” scheme
commonly used with finite elements.

2. The full dynamic equations of motion are used, even when modeling sys-
tems are essentially static. This enables FLAC to follow physically unstable
processes without numerical distress.

3. An “explicit” solution scheme is used (in contrast to the more usual implicit
methods). Explicit schemes can follow arbitrary nonlinearity in stress/strain
laws in almost the same computer time as linear laws, whereas implicit solu-
tions can take significantly longer to solve nonlinear problems. Furthermore,
it is not necessary to store any matrices, which means that: (a) a large number
of elements may be modeled with a modest memory requirement; and (b) a
large-strain simulation is hardly more time-consuming than a small-strain run,
because there is no stiffness matrix to be updated.

4. FLAC is robust in the sense that it can handle any constitutive model with no
adjustment to the solution algorithm; many finite element codes need different
solution techniques for different constitutive models.

5. FLAC numbers its elements in a row-and-column fashion rather than in a
sequential fashion. For many problems, this method makes it easier to identify
elements when specifying properties and interpreting output.

These differences are mainly in FLAC’s favor, but there are two disadvantages:

1. Linear simulations run slower with FLAC than with equivalent finite element
programs; FLAC is most effective when applied to nonlinear or large-strain
problems, or to situations in which physical instability may occur.

2. The solution time with FLAC is proportional to the ratio of the longest natural
period to the shortest natural period in the system being modeled. This point
is discussed in more detail in Section 1 in Theory and Background, but
certain problems are very inefficient to model (e.g., beams, represented by
solid elements rather than structural elements, or problems that contain large
disparities in elastic moduli or element sizes).
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1.3 General Features

1.3.1 Basic Features

FLAC is primarily intended for geotechnical engineering applications; the code embodies special
numerical representations for the mechanical response of geologic materials. FLAChas eleven built-
in material models: the “null” model, which represents holes (excavations) in the grid; the isotropic
elastic model; the transversely isotropic elastic model; and eight plasticity models (Drucker-Prager,
Mohr-Coulomb, ubiquitous-joint, strain-hardening/softening, bilinear strain-hardening/softening
ubiquitous-joint, double-yield, Hoek-Brown and modified Cam-clay). You can also create your
own constitutive models by using the FISHprogramming language. Each zone in a FLACgrid may
have a different material model or property, and a continuous gradient or statistical distribution of
any property may be specified.

Additionally, an interface, or slip-plane, model is available to represent distinct interfaces between
two or more portions of the grid. The interfaces are planes upon which slip and/or separation are
allowed, thereby simulating the presence of faults, joints or frictional boundaries.

The basic formulation for FLAC is for a two-dimensional plane-strainmodel. This condition is
associated with long structures or excavations with constant cross-section and acted on by loads in
the plane of the cross section. In addition, FLACoffers a plane-stressoption for elastic and Mohr-
Coulomb plasticity analysis. In this condition, the stresses normal to the cross section are zero. This
is encountered, for example, in thin plates loaded only in their plane. Finally, an option to model
axisymmetricgeometry also exists. In this case, cylindrical coordinates are used; x = 0 is the axis
of symmetry, the positive x-direction corresponds to the radial coordinate, the y-direction to the
axial coordinate, and the out-of-plane direction (the z-direction) to the circumferential coordinate.
This geometry applies, for example, to problems involving cylindrical test specimens or cylindrical
and spherical holes in a continuum. The out-of-plane stress, σzz, is calculated in FLAC for all three
solution conditions, and σzz is taken into account in plastic yield calculations for plane-strain and
axisymmetry conditions.

Either velocity (and displacement) boundary conditions or stress (and force) boundary conditions
may be specified at any boundary orientation. Initial stress conditions, including gravitational
loading, may be given, and a water table may be defined for effective stress calculations. All
conditions may be specified with gradients.

FLAC incorporates the facility to model groundwater flow and pore pressure dissipation, and the
full coupling between a deformable porous solid and a viscous fluid flowing within the pore space.
(The coupled interaction is described further in Section 1.3.3.) The fluid may be assumed to obey
either the isotropic or anisotropic form of Darcy’s law and is considered to be deformable. Non-
steady-flow is modeled, with steady-flow treated as an asymptotic case. Fixed pore pressure and
constant-flow boundary conditions may be used, and sources and sinks (wells) may be modeled.
The flow model can also be run independent of the mechanical calculation, and both confined
and unconfined flow can be simulated, with automatic calculation of the phreatic surface. Various
features to monitor flow, including streamline plots and fluid-particle tracking, are available in
FLAC.
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Structures such as tunnel liners, piles, sheet piles, cables, rock bolts, reinforcing strips or yielding
props, that interact with the surrounding rock or soil, may be modeled with the structural element
logic in FLAC. It is possible to examine the stabilizing effects of supported excavations or to
examine the effects of soil or rock instability on surface structures.

FLAC contains a powerful built-in programming language, FISH, which enables the user to define
new variables and functions. FISH is a compiler; programs entered via a FLAC data file are
translated into a list of instructions stored in FLAC’s memory space; these are executed whenever
a FISH function is invoked. FISH was developed in response to requests from users who wanted
to do things with FLAC that were either difficult or impossible with the existing code. Users can
write their own functions to extend FLAC’s usefulness. For example, FISH permits:

• user-prescribed property variations in the grid (e.g., nonlinear in-
crease in modulus with depth);

• plotting and printing of user-defined variables (custom-designed
plots);

• implementation of special grid generators;

• servo-control of numerical tests;

• specification of unusual boundary conditions; variations in time and
space;

• automation of parameter studies; and

• specification of user-defined constitutive models.

An extensive plotting facility is built directly into FLAC. This allows the user to generate plots (either
on the screen or to a hardcopy device) of virtually any problem variable in the FLACmodel. Several
variables can be plotted as overlays on a plot of the model, or histories of their change as a function
of calculation step can be plotted. The history plots are especially helpful to ascertain when an
equilibrium or failure state has been reached, and to monitor the change in variables during transient
calculations, such as groundwater flow, or dynamic calculations, such as earthquake motion. As
mentioned above, plots can be custom-designed via FISH to meet the user’s need. Examples are
given in Section 3 in the FISH volume.

The basic version of FLACcan be operated in menu-driven or command-driven mode, and the user
can easily switch back and forth between the two modes if desired. The menu-driven mode is easy
to use with point-and-click mouse operation and is designed to emulate expected Windows features.
This mode provides access to all commands and facilities available in FLAC.

Two executable codes are provided as part of the basic version of FLAC: a single-precision version
and a double-precision version. The single-precision version runs approximately 1.5 to 2 times
faster than the double-precision version. However, for situations in which the accumulated value of
a variable after many thousands of calculational steps is much larger than the incremental change
in the variable, single-precision limitations will prevent further changes in the variable. For this
reason, the double-precision version is the default code when FLAC is loaded, and is recommended
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for general use. Users, at their discretion, may choose to switch to the single-precision version to
run FLAC Version 5.0 (see Section 2.1.3).

1.3.2 Optional Features

Five optional features (for dynamic analysis, thermal analysis, two-phase flow analysis, modeling
creep material behavior, and adding new constitutive models as dynamic link libraries (DLLs)) are
available as separate modules that can be included in FLAC at an additional cost per module.

Dynamic analysis can be performed with FLAC, using the optional dynamic calculation module.
User-specified acceleration, velocity or stress waves can be input directly to the model either as
an exterior boundary condition or an interior excitation to the model. FLAC contains absorbing
and free-field boundary conditions to simulate the effect of an infinite elastic medium surrounding
the model. The dynamic calculation can be coupled to the groundwater flow model; the level of
coupling is discussed in Section 1.3.3.

There is a thermal analysis option available as a special module in FLAC. This model simulates the
transient flux of heat in materials and the subsequent development of thermally induced stresses.
The thermal model can be run independently or coupled to the mechanical stress calculation or pore
pressure calculation, either in static or dynamic mode. (The coupling interactions are described in
Section 1.3.3.)

FLAC can perform fluid-flow and fully coupled simulations in which two immiscible fluids (with
optional capillary pressure) are present within a porous medium. This optional feature extends the
facility of the basic groundwater flow model; the components of the formulation are described in
Section 1.3.3.

There are six optional material models that simulate viscoelastic and viscoplastic (creep) behavior
available: the classical viscoelastic (Maxwell) model; a two-component power law; a reference
creep formulation (the WIPP model) implemented for nuclear waste isolation studies; a Burger-
creep viscoplastic model; a WIPP-creep viscoplastic model; and a crushed-salt constitutive model.
All six models are available in the creep module. A FLAC grid can be configured for both a creep
calculation and a dynamic calculation. However, both modes cannot be active simultaneously
because of the widely different timesteps.

New constitutive models can be added to FLAC as dynamic link libraries (DLLs) that are written
in C++ and compiled as separate files. The DLLs can be loaded in FLACwhenever needed, via the
MODEL load command. By implementing this optional feature, users can access new constitutive
models from Itasca’s web site. An advantage of these models is that they run at nearly the same
speed as built-in models, and noticeably faster than FISH constitutive models.
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1.3.3 Modeling Physical Processes and Interactions

The default calculation mode in FLACis for static mechanical analysis. Alternatively, a groundwater
flow analysis or a heat transfer analysis can be performed by itself, independent of the mechanical
calculation. In addition, both the groundwater flow and thermal models may be coupled to the
mechanical stress model and to each other. Because the full equations of motion are used in FLAC,
the coupling interactions can be applied for dynamic analysis as well as static analysis.

The coupling mechanisms are divided into three types of interaction: mechanical and groundwater
flow; mechanical and thermal; and thermal and groundwater flow. The level of interaction modeled
in FLAC for each type is described below.

Mechanical-Groundwater Flow Coupling— Several types of fluid/solid interaction can be specified
in FLAC. One type of interaction is consolidation, in which the slow dissipation of pore pressure
causes displacements to occur in the solid (e.g., soil). Two mechanical effects are at work in this
case: (1) the fluid in a zone reacts to mechanical volume changes by a change in the pore pressure;
and (2) the pore pressure change causes changes in the effective stress that affect the response of
the solid (e.g., a reduction in effective stress may induce plastic yield).

FLAC can calculate pore pressure effects, with or without pore pressure dissipation, simply by
setting the flow calculation on or off. Also, dynamic pore pressure generation (e.g., related to
liquefaction) can be modeled by accounting for irreversible volume strain in the constitutive model.
This can be done with two different built-in constitutive models, the “Finn” model and the “Byrne”
model, provided with the dynamic option.

By default, porosity is assumed constant; however, porosity can be made a function of volumetric
strain as prescribed by a look-up table. Likewise, permeability is not adjusted by default, but can
also be made a table function of volumetric strain, for inclusion as a coupling mechanism. As a
consequence, two-way coupling of mechanical stress and groundwater flow can be modeled with
FLAC.

Two-phase flow processes and capillary effects can be modeled with the optional two-phase flow
model. With this model, the capillary pressure and relative permeability laws are built-in functions
of the van Genuchten form. The mechanical coupling uses Bishop’s effective stresses, and solid
grains are assumed to be incompressible, as in the basic groundwater formulation.

Other types of interaction, such as electrical or chemical forces between particles of a partially
saturated material, are not modeled directly by FLAC, but can also be included by writing a suitable
FISHfunction. Similarly, a FISHfunction may be used to vary the local fluid modulus as a function
of other quantities such as pressure or time.

Thermal-Mechanical Coupling— The thermal-mechanical coupling in FLAC is one-way: tem-
perature change may induce a mechanical stress change as a function of the thermal-expansion
coefficient. Mechanical changes in the body, however, do not result in temperature change, or
changes to thermal properties.

Additionally, mechanical properties can be made a function of temperature change since FISH
permits access to both temperatures and properties.
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Thermal-Groundwater Flow Coupling— The thermal calculation may be coupled to the ground-
water flow calculation by making pore pressures a function of temperature change. Volumetric
strain can arise from thermal expansion of both the fluid and the grains within a saturated matrix.
Pore pressure change results from this volumetric strain, as well as from mechanical volumet-
ric strain. Groundwater flow can also influence heat transfer; an advection model that takes the
transport of heat by convection into account is provided. The advection model can also simulate
temperature-dependent fluid density and thermal advection in the fluid.

As with mechanical properties, groundwater properties can be made a function of temperature
change by accessing temperature and property values via FISH.

FLAC Version 5.0
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1.4 Summary of Updates from Version 4.0

FLAC5.0 contains several improvements; the new features are summarized in the following sections.
Existing data files created for Version 4.0 should still operate as before; new commands have been
added for the updates in Version 5.0. You should be aware, however, that FLAC5.0 will notbe able
to restore files saved by an earlier version of FLAC.

1.4.1 Improved Fluid-Flow Calculation and Coupled Mechanical-Flow Analysis

The “fast-flow” logic is extended in FLAC Version 5.0 to speed the calculation for both confined
and unconfined fluid flow for conditions in which: (1) the bulk modulus of the fluid is large (or
incompressible) compared to the drained modulus of the material; (2) there is a large contrast in
permeability and/or porosity; or (3) there is a large variation in grid size. The new logic provides a
substantial increase in calculation speed for both flow-only calculations and coupled mechanical-
flow calculations.

The new Fluid-Mechanical Interaction chapter describes the improved formulation and includes
several examples that demonstrate the calculation speedup. See Section 1.4 in Fluid-Mechanical
Interaction .

In FLAC 5.0, the fluid-flow formulations are generalized to incorporate the Biot coefficient of
effective stress. See Section 1.9.3 in Fluid-Mechanical Interaction .

Leaky boundary logic is implemented and verified using a semi-confined aquifer example. See
Section 1.9.9 in Fluid-Mechanical Interaction .

1.4.2 Hysteretic Damping

A new damping facility for dynamic calculations, hysteretic damping, is now available in FLAC
Version 5.0. This form of damping allows strain-dependent modulus and damping functions to
be incorporated directly into the FLAC simulation. This makes it possible for direct comparisons
between calculations with the equivalent-linear method and a fully nonlinear model, without any
compromises in the choice of constitutive model.

In addition, the need to introduce additional damping, such as Rayleigh damping, is greatly reduced
and, consequently, the solution time is substantially reduced, by using hysteretic damping.

The new dynamics-analysis chapter provides a detailed description of hysteretic damping, in Sec-
tion 3.4.2.8 in Optional Features, and a comparison of a FLAC model with hysteretic damping to
that using SHAKE91, in Section 3.6.6 in Optional Features.
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1.4.3 Hoek-Brown Constitutive Model

The Hoek-Brown failure criterion is implemented as a built-in constitutive model in FLAC 5.0.
The failure surface is nonlinear and is based on the relation between the major and minor principal
stresses. The model incorporates a plasticity flow rule that varies as a function of the confining
stress level. The new constitutive models chapter contains further information and examples using
the Hoek-Brown model — see Section 2.4.8 in Optional Features. A verification problem for
the case of a cylindrical hole in a Hoek-Brown medium is given in Section 4 in the Verifications
volume.

1.4.4 New Structural Element Types

Three new structural element types have been added to FLAC 5.0:

Liner Elementsare similar to beam elements, but also include a failure criterion based
on both bending stresses and axial thrust. Peak and residual strengths can be specified.
Liner elements are well-suited to simulate concrete and shotcrete tunnel linings. See
Section 1.3 in Structural Elements.

Rockbolt Elementsare similar to cable and pile elements, but also simulate: (1) tensile
rupture of the element; (2) the effect of changes in the confining stress around the rockbolt;
and (3) strain-softening of the material between the bolt and the grid material. See
Section 1.6 in Structural Elements.

Strip Elementsrepresent the behavior of thin reinforcing strips installed in layers within
a soil embankment. Strip elements have similar behavior to cable elements, but also
simulate (1) tensile rupture, and (2) shear behavior at the soil/strip interface that is defined
by a nonlinear shear failure envelope that varies as a function of confining stress. See
Section 1.7 in Structural Elements.

New logic is available to install interfaces between beams or liners and the grid automatically,
and also to install layers of beams and/or liners automatically. See Section 1.1.2.2 in Structural
Elements.

Logic has been added to simulate a softening plastic hinge for beam, pile and rockbolt elements.
See Section 1.1.7 in Structural Elements.

The spacing property can be used to scale properties for structural elements automatically, to
account for spaced reinforcement. Actual forces and moments in the spaced structural support are
now determined automatically for presentation in output results. See Section 1.9.4 in Structural
Elements.
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1.4.5 Thermal Advection Logic

The mechanisms of convective heat transfer (forced convection and free convection) in porous
media are now provided with the thermal-analysis option in FLACVersion 5.0. Forced convection
can be implemented with or without the fluid-flow configuration; in the latter case, fluid specific
discharge is assigned as a property. Free convection is activated in FLAC zones containing the
new isotropic advection/conduction model (MODEL th ac). See Section 1.3.2 in Optional Features
for a description of the thermal advection logic, and Section 1.7 in Optional Featuresfor several
verification problems.

1.4.6 Network Key Facility

A network-key version of FLAC 5.0 is available. This version allows a single hardware key to be
installed on a central (server) computer for a network. Individual users can then run FLAC from
any computer(s) on the network. (The number of instances in which FLACcan be run is limited by
the network key.) Network keys require a special licensing arrangement and installation. Contact
Itasca for details.

1.4.7 New Features in FISH

A new FISH function, “FILTER.FIS,” is provided in the Section 3 in the FISH volume. This
function filters an acceleration record to remove frequencies above a specified level.

New functions asin(a) and acos(a) are provided as FISH intrinsic functions to calculate the
arc-sine and arc-cosine of a (result is in radians).

For dynamic analysis, grid variables x- and y-acceleration can be accessed from FISH using xacc
and yacc.

For fluid-mechanical interaction analysis, the Biot coefficient may be accessed from FISH using
the zone variable wbiot.

1.4.8 New Utility Features

The SOLVE fos and SOLVE elastic commands now apply for the ubiquitous-joint model as well as
the Mohr-Coulomb model.

Stress trajectory plotting (i.e., lines tangent to the maximum principal stress and minimum principal
stress directions) can now be made via the PLOT isomax and PLOT isomin commands.

New keywords are available to access the 3D values for maximum shear strain increment (ssi3d)
and maximum shear strain rate (ssr3d) for printing, plotting, histories and FISH access. See
Section 1.3.3.1 in Theory and Background.

A new LABEL switch, reset, is available to delete all label information in FLAC memory. See
Section 1 in the Command Reference.
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An interface may be removed using the INTERFACE n remove command. See Section 1 in the
Command Reference.

Each line may be assigned a user-specified color for history and table plotting. See Section 1 in the
Command Reference.

The x- and y-displacement of structural elements can be assigned initial values individually or as a
group (via STRUCT node n<range n1 n2> initial xdis v1 ydis v2). See Section 1 in the Command
Referenceand Section 1.1.5 in Structural Elements.

1.4.9 New Example Applications and Verification Problems

Five new examples have been added to the Example Applications volume:

Example Application 14 — Dewatered Construction of a Braced Excavation
See Section 14 in the Examples volume.

Example Application 15 — Earthquake Loading of a Pile-Supported Wharf
See Section 15 in the Examples volume.

Example Application 16 — Pile-Supported Highway Embankment
See Section 16 in the Examples volume.

Example Application 17 — Lined Tunnel Construction in Saturated Ground
See Section 17 in the Examples volume.

Example Application 18 — Seismic Analysis of an Embankment Dam
See Section 18 in the Examples volume.

Two new verification problems have been added to the Verification Problems volume:

Verification Problem 20 — Slope Failure Due to Surcharge Load in Weightless Material
See Section 20 in the Verifications volume.

Verification Problem 21 — Undrained Embankment Loading
See Section 21 in the Verifications volume.
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1.5 Fields of Application

FLAC was developed primarily for geotechnical engineering applications. Section 6 contains a
bibliography of reports published since 1986 on the application of FLAC to geotechnical problems
in the fields of mining, underground engineering, rock mechanics, and research. Some example
applications are summarized below.

The program has been used primarily for analysis and design in mining engineering and underground
construction. The explicit, time-marching solution of the full equations of motion (including inertial
terms) permits the analysis of progressive failure and collapse, which are important phenomena in
studies related to mine design.

The interface logic has been used to evaluate the influence of fault structures in mine design.
Structural elements have been employed to simulate various rock reinforcement systems such as
grouted rockbolting and shotcrete. The creep model option in FLAC has been applied for studies
in salt and potash mine design. Through the use of the thermal model option, FLAChas been used
to study the performance of deep underground repositories for high-level radioactive waste.

FLAChas also been used extensively in research areas related to studies of the process of localization
and evolution of shear bands in frictional materials. The results of these studies have helped elucidate
the mechanisms involved in localization, and provide insight into phenomena such as the genesis
of fault systems and families of faults.

Additionally, FLAChas potential for application in a variety of fields in civil and mechanical engi-
neering. Several applications are described in the following paragraphs and listed in the bibliography
in Section 6.

With the incorporation of groundwater flow logic and coupled mechanical-fluid flow (consolidation)
analysis, FLACoffers a robust capability for applications in soil mechanics. Potential applications
include analyses of earth-retaining structures and earthen slopes under drained and undrained load-
ing, and calculations of bearing capacity and settlement of foundations. With the axisymmetry
geometry in FLAC, design calculations can be made for cofferdams or caissons, including the ef-
fects of layered materials on lateral loading. The structure element logic in FLAC also permits the
simulation of soil reinforcement such as tiebacks or soil nailing.

With the dynamics analysis option in FLAC, the code can be applied to various engineering dynamics
problems. Analyses can be performed in earthquake engineering — e.g., studies of dam stability,
soil-structure interaction and liquefaction. Calculations can also be made to evaluate effects of
explosive loading, such as underground blasting.

One drawback of early versions of FLAC was the inability to present results from FLAC in the
conventional format used in soil mechanics and foundation design. FISH overcomes this problem
because, now, the user can define the format desired. For example, a p-q diagram can be plotted
or factors of safety calculated for a specific design analysis; the factor may be defined by the user
in terms of the resistance of the structure to the applied load for the specified problem conditions.
These calculations now can be done directly in FLAC (see Section 3 in the FISH volume for
examples).
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It is possible for users to create their own constitutive models via FISH. Researchers can test their
assumptions of material behavior directly in the code, bypassing the effort of writing a separate
numerical program to test their theory. FISH provides the user with great flexibility in designing
models to represent complex material behavior.

In addition, analyses of highly deformable engineering materials can be made with the large-strain
logic in FLAC. For example, the problem of extrusion of a copper billet through a die has been
studied using FLAC (see the reference for Cundall and Board (1988) in Section 6).
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1.6 Guide to theFLAC Manual

The FLAC Version 5.0 manual consists of twelve documents. This document, the User’s Guide,
is the main guide to using FLAC and contains descriptions of the features and capabilities of
the program, along with recommendations on the best use of FLAC for problem solving. The
remaining documents cover various aspects of FLAC, including theoretical background information,
verification testing and example applications. The complete manual is available in electronic format
on the FLAC CD-ROM (viewed with Acrobat Reader), as well as in paper format.

The organization of the twelve documents, and brief summaries of the contents of each section,
follows. Please note that if you are viewing the manual in the Acrobat Reader, by double-clicking
on a section number given below, you will immediately open that section for viewing.

User’s Guide

Section 1 Introduction

This section introduces you to FLAC and its capabilities and features. An overview
of the new features in the latest version of FLAC is also provided.

Section 2 Getting Started

If you are just beginning to use FLAC, or are only an occasional user, we recommend
that you read Section 2. This section provides instructions on installation and opera-
tion of the program, as well as simple tutorials on menu-driven and command-driven
operation to guide the new user through a FLAC analysis.

Section 3 Problem Solving with FLAC

Section 3 is a guide to practical problem solving. Turn to this section once you are
familiar with the program operation. Each step in a FLAC analysis is discussed in
detail, and advice is given on the most effective procedures to follow when creating,
solving and interpreting a FLAC model simulation.

Section 4 FISH Beginner’s Guide

Section 4 provides the new user with an introduction to the FISH programming
language in FLAC. This includes a tutorial on the use of the FISH language. FISH
is described in detail in Section 2 in the FISH volume.

Section 5 Miscellaneous

Various information is contained in Section 5, including the FLAC runtime bench-
mark and procedures for reporting errors and requesting technical support. Descrip-
tions of utility files to assist with FLAC operation are also given.

Section 6 Bibliography

Section 6 contains a bibliography of published papers describing some uses of FLAC.
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Command Reference

Section 1 Command Reference

All of the commands that can be entered in the command-driven mode in FLACare
described in Section 1 in the Command Reference.

FISH in FLAC

Section 1 FISH Beginner’s Guide

Section 1 in the FISH volume provides the new user with an introduction to the
FISH programming language in FLAC. This includes a tutorial on the use of the
FISH language.

Section 2 FISH Reference

Section 2 in the FISH volume contains a detailed reference to the FISH language.
All FISH statements, variables and functions are explained and examples given.

Section 3 Library of FISH Functions

A library of common and general purpose FISH functions is given in Section 3 in
the FISH volume. These functions can assist with various aspects of FLAC model
generation and solution.

Section 4 Program Guide

Section 4 in the FISH volumecontains a program guide to FLAC’s linked-list data
structure. This is provided for advanced users to have more direct access to FLAC
variables.
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Theory and Background

Section 1 Background — The Explicit Finite Difference Method

The theoretical formulation for FLAC is described in detail in Section 1 in Theory
and Background. A FISH tutorial example of the components of the explicit finite
difference method is also given.

Section 2 Constitutive Models: Theory and Implementation

The theoretical formulation and implementation of the various constitutive models
are described in Section 2 in Theory and Background.

Section 3 Grid Generation

Section 3 in Theory and Background presents a general guide to the principles of
grid generation in FLAC. This includes procedures to adjust and grade the mesh and
to attach sub-grids to produce an accurate solution. Several examples are also given.

Section 4 Interfaces

The interface logic is described and example applications are demonstrated in Sec-
tion 4 in Theory and Background. A discussion on interface properties is also
provided.

Fluid-Mechanical Interaction

Section 1 Fluid-Mechanical Interaction

The formulation for the groundwater flow model is described, and the various ways
to model groundwater flow, both with and without solid interaction, are illustrated
in Section 1 in Fluid-Mechanical Interaction .

Section 2 Two-Phase Flow

Section 2 in Fluid-Mechanical Interaction contains a description of the formulation
and example applications of the optional two-phase flow model.

Structural Elements

Section 1 Structural Elements

Section 1 in Structural Elements describes the various structural element models
available in FLAC.
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Optional Features

Section 1 Thermal Option

Section 1 in Optional Features describes the thermal model option, and presents
several verification problems that illustrate its application, both with and without
interaction with mechanical stress and pore pressure.

Section 2 Creep Material Models

The different creep material models available as an option in FLACare described, and
verification and example problems are provided, in Section 2 in Optional Features.

Section 3 Dynamic Analysis

The dynamic analysis option is described, and considerations for running a dynamic
model are provided in Section 3 in Optional Features. Several verification examples
are also included in this section.

Section 4 Writing New Constitutive Models

Users can write their own constitutive models for incorporation into FLAC. The
models are written in C++ and compiled as a DLL file (dynamic link library) that
can be loaded whenever it is needed. The procedure to create new models is described
in Section 4 in Optional Features.

Verification Problems

This volume contains a collection of FLAC verification problems. These are tests
in which a FLAC solution is compared directly to an analytical (i.e., closed-form)
solution. See Table 1 in the Verifications volume for a list of the verification
problems.

Example Applications

This volume contains example applications of FLAC that demonstrate the various
classes of problems to which FLAC may be applied. See Table 1 in the Examples
volume for a list of the example applications.

FLAC-GIIC Reference

All of the components of the GIIC (the graphical interface for FLAC) are described
in the FLAC-GIIC Reference.
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FLAC/Slope User’s Guide

This volume provides a user’s guide to FLAC/Slope, a mini-version of FLAC that
is designed specifically to perform factor-of-safety calculations for slope stability
analysis.

Command andFISH Reference Summary

A quick summary of all FLAC commands and FISH statements is contained in the
Command andFISH Reference Summary.
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1.7 Itasca Consulting Group, Inc.

Itasca Consulting Group, Inc. is more than a developer and distributor of engineering software.
Itasca is a consulting and research firm comprised of a specialized team of civil, geotechnical and
mining engineers with an established record in solving problems in the areas of:

Civil Engineering

Mining Engineering and Energy Resource Recovery

Nuclear Waste Isolation and Underground Space

Defense Research

Software Engineering

Groundwater Analysis and Dewatering

Itasca was established in 1981 to provide advanced rock mechanics services to the mining industry.
Today, Itasca is a multidisciplinary geotechnical firm with 50 professionals in offices worldwide.
The corporate headquarters for Itasca is located in Minneapolis, Minnesota. Worldwide offices
of Itasca are operated as subsidiaries of HCItasca, Inc.: Hydrologic Consultants, Inc. (Denver,
Colorado); Itasca Geomekanik AB (Stockholm, Sweden); Itasca Consultants S.A. (Ecully, France);
Itasca Consultants GmbH (Gelsenkirchen, Germany); Itasca Consultores S.L. (Llanera, Spain);
Itasca S.A. (Santiago, Chile); Itasca Africa (Johannesburg, South Africa); and Itasca Consultants
Canada Inc. (Sudbury, Canada).

Itasca’s staff members are internationally recognized for their accomplishments in geological, min-
ing and civil engineering projects. Itasca staff consists of geological, mining, hydrological and
civil engineers who provide a range of comprehensive services such as (1) computational anal-
ysis in support of geo-engineering designs, (2) design and performance of field experiments and
demonstrations, (3) laboratory characterization of rock properties, (4) data acquisition, analysis,
and system identification, (5) groundwater modeling, and (6) short courses and instruction in the
geomechanics application of computational methods. If you should need assistance in any of these
areas, we would be glad to offer our services.

Itasca Consulting Group is a subsidiary of HCItasca, Inc. HCItasca was formed in 1999 with
the merger of Hydrologic Consultants, Inc. (HCI) of Denver, Colorado with Itasca Consulting
Group, Inc. of Minneapolis, Minnesota. HCI adds advanced groundwater modeling and dewatering
expertise to Itasca.
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1.8 User Support

We believe that the support Itasca provides to code users is a major reason for the popularity of
our software. We encourage you to contact us when you have a modeling question. We provide
a timely response via telephone, electronic mail or fax. General assistance in the installation of
FLAC on your computer, plus answers to questions concerning capabilities of the various features
of the code, are provided free of charge. Technical assistance for specific user-defined problems
can be purchased on an as-needed basis.

If you have a question, or desire technical support, please contact us at:

Itasca Consulting Group, Inc.
Mill Place
111 Third Avenue South, Suite 450
Minneapolis, Minnesota 55401 USA

Phone: (+1) 612-371-4711
Fax: (+1) 612·371·4717
Email: software@itascacg.com
Web: www.itascacg.com

We also have a worldwide network of code agents who provide local technical support. Details
may be obtained from Itasca.
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4 FISH BEGINNER’S GUIDE

4.1 Introduction

FISH is a programming language embedded withinFLAC that enables the user to define new
variables and functions. These functions may be used to extendFLAC ’s usefulness or add user-
defined features. For example, new variables may be plotted or printed, special grid generators
may be implemented, servo-control may be applied to a numerical test, unusual distributions of
properties may be specified, and parameter studies may be automated.

FISH was developed in response to requests from users who wanted to do things with Itasca software
that were either difficult or impossible with existing program structures. Rather than incorporate
many new and specialized features into the standard code, it was decided that an embedded language
would be provided so that users could write their own functions. Some usefulFISH functions have
already been written: a library of these is provided with theFLAC program (seeSection 3in the
FISH volume). It is possible for someone without experience in programming to write simpleFISH
functions or to modify some of the simpler existing functions.Section 4.2contains an introductory
tutorial for non-programmers. However,FISH programs can also become very complicated (which
is true of code in any programming language); for more details, refer toSection 2in the FISH
volume. Beginners should not attempt to comprehendSections 2.8and2.9 in theFISH volume
(and theFISH files described inSection 4in theFISH volume) without considerable experience
in programming and the use ofFISH.

As with all programming tasks,FISH functions should be constructed in an incremental fashion,
checking operations at each level before moving on to more complicated code.FISH does less
error-checking than most compilers, so all functions should be tested on simple data sets before
using them for real applications.

FISH programs are simply embedded in a normalFLAC data file — lines following the wordDEFINE
are processed as aFISH function; the function terminates when the wordEND is encountered.
Functions may invoke other functions, which may invoke others, and so on. The order in which
functions are defined does not matter as long as they are all defined before they are used (e.g.,
invoked by aFLAC command). Since the compiled form of aFISH function is stored inFLAC ’s
memory space, theSAVE command saves the function and the current values of associated variables.

A complete definition ofFISH language rules and intrinsic functions is provided inSection 2in
theFISH volume. This includes rules for syntax, data types, arithmetic, variables and functions.
All FISH language names are described inSection 2in theFISH volume, and a summary of the
names is provided inSection 2in theCommand and FISH Reference Summary.

FISH can also be used to implement user-written constitutive models; the procedure is given in
Section 2.8in theFISH volume. Finally, in Section 2.9in theFISH volume, an execution speed
optimizer, which can be applied to certainFISH functions, is discussed.
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4.2 Tutorial

This section is intended for people who have runFLAC (at least for simple problems) but have not
used theFISH language; no programming experience is assumed. To get the maximum benefit
from the examples given here, you should try them out withFLAC running interactively. The short
programs may be typed in directly. After running an example, give theFLAC commandNEW to
“wipe the slate clean,” ready for the next example. Alternatively, the more lengthy programs may
be created on file andCALLed when required.

Type the lines inExample 4.1after FLAC ’s command prompt, pressing<Enter> at the end of
each line.

Example 4.1 Defining a FISH function

def abc
abc = 22 * 3 + 5

end

Note that the command prompt changes toDef> after the first line has been typed in; then it changes
back to the usual prompt when the commandEND is entered. This change in prompt lets you know
if you are sending lines toFLAC or to FISH. Normally, all lines following theDEFINE statement
are taken as part of the definition of aFISH function (until theEND statement is entered). However,
if you type in a line that contains an error (e.g., you type the= sign instead of the+ sign), then
you will get theFLAC prompt back again. In this case, you should give theNEW command and
try again from the beginning. Since it is very easy to make mistakes,FISH programs are normally
typed into a file using an editor. These are thenCALLed intoFLAC just like a regularFLAC data
file. We will describe this process later; for now, we’ll continue to work interactively. Assuming
that you typed in the above lines without error and that you now see theFLAC promptflac:, you
can “execute” the functionabc,* defined earlier inExample 4.1, by typing the line

print abc

The message

abc = 71

should appear on the screen. By defining the symbolabc (using theDEFINE ... END construction,
as inExample 4.1), we can now refer to it in many ways usingFLAC commands.

For example, thePRINT command causes the value of aFISH symbol to be displayed; the value is
computed by the series of arithmetic operations in the line

abc = 22 * 3 + 5

* We will usecourier boldface to identify user-definedFISH functions and declared variables
in the text.
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This is an “assignment statement.” If an equal sign is present, the expression on the right-hand side
of the equal sign is evaluated and given to the variable on the left-hand side. Note that arithmetic
operations follow the usual conventions: addition, subtraction, multiplication and division are done
with the signs+, -, * and/, respectively. The sign̂ denotes “raised to the power of.”

We now type in a slightly different program (using theNEW command to erase the old one):

Example 4.2 Using a variable

new
def abc

hh = 22
abc = hh * 3 + 5

end

Here we introduce a “variable,”hh, which is given the value of 22 and then used in the next line.
If we give the commandPRINT abc, then exactly the same output as in the previous case appears.
However, we now have twoFISH symbols; they both have values, but one (abc) is known as a
“function,” and the other (hh) as a “variable.” The distinction is as follows.

When a FISH symbol name is mentioned (e.g., in a PRINT statement),
the associated function is executed if the symbol corresponds to a
function; however, if the symbol is not a function name, then simply
the current value of the symbol is used.

The following experiment may help to clarify the distinction between variables and functions.
Before doing the experiment, note thatFLAC ’s SET command can be used to set the value of any
user-definedFISH symbol, independent of theFISH program in which the symbol was introduced.
Now type in the following lines without giving theNEW command, since we want to keep our
previously entered program in memory.

Example 4.3 SETting variables

set abc=0 hh=0
print hh
print abc
print hh

TheSET command sets the values of bothabc andhh to zero. Sincehh is a variable, the firstPRINT
command simply displays the current value ofhh, which is zero. The secondPRINT command
causesabc to be executed (sinceabc is the name of a function); the values of bothhh andabc
are thereby recalculated. Accordingly, the thirdPRINT statement shows thathh has indeed been
reset to its original value. As a test of your understanding, you should type in the slightly modified
sequence shown inExample 4.4, and figure out why the displayed answers are different.
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Example 4.4 Test your understanding of function and variable names

new
def abc

abc = hh * 3 + 5
end
set hh=22
print abc
set abc=0 hh=0
print hh
print abc
print hh

At this stage, it may be useful to list the most importantFLAC commands that directly refer to
simpleFISH variables or functions. (InTable 4.1below,var stands for the name of the variable or
function.)

Table 4.1 Commands that directly
refer to FISH names

PRINT var
SET var = value
HISTORY var

We have already seen examples of the first two (refer toExamples 4.3and4.4); the third case is
useful when histories are required of things that are not provided in the standardFLAC list of history
variables.Example 4.5shows how this can be done.Example 4.5shows how the total load on the
top platen of a triaxial test sample can be stored as a history.

Example 4.5 Capturing the history of a FISH variable

new
grid 3 6
model mohr
prop dens 2000 shear 1e8 bulk 2e8 cohes 1e5 tens 1e10
fix x y j=1
fix y j=7
ini yvel=-2e-5 j=7
def load

load = yforce(1,7)+yforce(2,7)+yforce(3,7)+yforce(4,7)
end
hist load
hist ydisp i=1 j=7
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step 500
plot hold his 1 vs -2

Note that theFISH variableload is equal to the sum of four other variables, given byyforce.
The variableyforce is an example of a grid quantity that is available within aFISH program:
there is a complete list of these inSections 2.5.3and2.5.4in the FISH volume. Grid variables
are simply pre-defined names of quantities that relate to theFLAC grid. In our example,yforce
is they-component of the unbalanced gridpoint force; each instance ofyforce must be followed
by grid indices, or a pair of numbers denoting a particular gridpoint. In the example, the indices
(1,7), (2,7), (3,7) and(4,7) refer to the four gridpoints at the top of the sample. The
derived variableload, which is the sum of the four top forces, is calculated whenever history
points are taken (every ten steps, by default). At the end of the run, we simply plot out the history
of load (history 1) just like any other history. In a similar way, we may useFISH functions to plot
out a history of any quantity we wish, no matter how complicated the formula to describe it might
be.

In addition to the above-mentioned pre-defined variable names, there are many other pre-defined
objects available to aFISH program. These fall into several classes; one such class consists of
scalar variables, which are single numbers — for example:

igp total number of gridpoints in thei-direction

izones total number of zones in thei-direction

jgp total number of gridpoints in thej -direction

jzones total number of zones in thej -direction

clock clock time in hundredths of a second

unbal maximum unbalanced force

pi π

step current step number

urand random number drawn from uniform distribution between
0.0 and 1.0.

This is just a small selection; the full list is given inSection 2.5.2in theFISH volume. For example,
we could have replaced the number7 in the functionload with the pre-defined variablejgp, to
make the program more general (i.e., so that it would work for any grid size vertically, rather than
just a grid of 7 gridpoints).

Another useful class of built-in objects is the set ofintrinsic functions, which enables things like
sines and cosines to be calculated from within aFISH program. A complete list is provided in
Section 2.5.5in theFISH volume; a few are given below:

abs(a) absolute value ofa
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cos(a) cosine ofa (a is in radians)

log(a) base-ten logarithm ofa

max(a,b) returns maximum ofa, b

sqrt(a) square root ofa

An example in the use of intrinsic functions will be presented later, but now we must discuss one
further way in which aFLAC data file can make use of user-definedFISH names.

Wherever a number is expected in a FLAC input line, you may
substitute the name of a FISH variable or function.

This simple statement is the key to a very powerful feature ofFISH that allows such things as
ranges, applied stresses, properties, etc. to be computed in aFISH function and used byFLAC
input in symbolic form. Hence, parameter changes can be made very easily, without the need to
change many numbers in an input file. As an example, let us assume that we know the Young’s
modulus and Poisson’s ratio of a material. SinceFLAC needs the bulk and shear moduli, we may
derive these with aFISH function, usingEqs. (4.1)and(4.2):

G = E

2(1+ ν) (4.1)

K = E

3(1− 2ν)
(4.2)

CodingEqs. (4.1)and(4.2) into aFISH function (calledderive) can then be done as shown in
Example 4.6, below.

Example 4.6 FISH functions to calculate bulk and shear moduli

new
def derive

s_mod = y_mod / (2.0 * (1.0 + p_ratio))
b_mod = y_mod / (3.0 * (1.0 - 2.0 * p_ratio))

end
set y_mod = 5e8 p_ratio = 0.25
derive
print b_mod s_mod

Note that here we execute the functionderive by giving its name by itself on a line; we are not
interested in itsvalue, only what it does. If you run this example, you will see that values are
computed for the bulk and shear moduli,b mod ands mod, respectively. These can then be used,
in symbolic form, inFLAC input, as shown inExample 4.7.
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Example 4.7 Using symbolic variables in FLAC input

grid 5 5
model elastic
prop dens=1000 bulk=b_mod shear=s_mod
print bulk
print shear

The validity of this operation may be checked by printing outbulk andshear in the usual way. In
these examples, our property input is given via theSET command — i.e., to variablesy mod and
p ratio, which stand for Young’s modulus and Poisson’s ratio, respectively.

In passing, note that there is great flexibility in choosing names forFISH variables and functions;
the underline character () may be included in a name. Names must begin with a non-number and
must not contain any of the arithmetic operators (+, –, /, * or ˆ). A chosen name should not be the
same as one of the built-in (or reserved) names;Table 2.1in Section 2.2.2in the FISH volume
contains a complete list of names to be avoided, as well as some rules that should be followed.

In the above examples, we checked the computed values ofFISH variables by giving their names
to a PRINT command explicitly as arguments. Alternatively, we can list all current variables and
functions. A printout of all current values is produced by giving the command

print fish

We now examine ways in which decisions can be made, and repeated operations done, inFISH
programs. The followingFISH statements allow specified sections of a program to be repeated
many times:

LOOP var (expr1, expr2)

ENDLOOP

The wordsLOOP andENDLOOP areFISH statements, the symbolvar stands for the loop variable,
andexpr1 andexpr2 stand for expressions (or single variables).Example 4.8shows the use of a
loop (or repeated sequence) to produce the sum and product of the first 10 integers.

Example 4.8 Controlled loop in FISH

new
def xxx

sum = 0
prod = 1
loop n (1,10)

sum = sum + n
prod = prod * n

endloop
end
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xxx
print sum, prod

In this case, the loop variablen is given successive values from 1 to 10, and the statements inside
the loop (between theLOOP andENDLOOP statements) are executed for each value. As mentioned,
variable names or an arithmetic expression could be substituted for the numbers 1 or 10.

A practical use of theLOOP construct is to install a nonlinear initial distribution of elastic moduli
in a FLAC grid. Suppose that the Young’s modulus at a site is given byEq. (4.3):

E = E◦ + c√z (4.3)

wherez is the depth below surface, andc andE◦ are constants. We write aFISH function to install
appropriate values of bulk and shear modulus in the grid, as inExample 4.9.

Example 4.9 Applying a nonlinear initial distribution of moduli

new
grid 20 10
model elas
def install

loop i (1,izones)
loop j (1,jzones)

yc = (y(i,j)+y(i+1,j)+y(i,j+1)+y(i+1,j+1))/4.0
zz = y(1,jgp) - yc
y_mod = y_zero + cc * sqrt(zz)
shear_mod(i,j) = y_mod / (2.0*(1.0+p_ratio))
bulk_mod(i,j) = y_mod / (3.0*(1.0-2.0*p_ratio))

end_loop
end_loop

end
set p_ratio=0.25 y_zero=1e7 cc=1e8
install

Again, you can verify correct operation of the function by printing or plotting shear and bulk moduli.

In the functioninstall, we have two loops — the outer loop (with indexi) scans all columns in the
grid, and the inner loop (indexj) scans all rows. Inside the loops,yc is calculated as the approximate
centroid of each zone (i.e., the average of they-coordinate for the four surrounding gridpoints). We
assume that the datum (or ground surface reference point) is the top, left-hand gridpoint; then, the
depth of any zone centroid below surface is computed aszz. This is then inserted into the formula
for Young’s modulus given previously, using constantsE◦ andc, which have theFISH namesy zero
andcc, respectively. Grid values for bulk modulus and shear modulus are calculated as in a previous
example. The variablesy( ), shear mod( ) andbulk mod( ) are grid variables. (Recall that we talked
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about another grid variable,yforce( ), earlier.) Here, we set properties directly from within aFISH
function, rather than with aPROP command as in our earlier example.

Having seen several examples ofFISH programs, let’s briefly examine the question of program
syntax and style. A completeFISH statement must occupy one line; there are no continuation lines.
If a formula is too long to fit on one line, then a temporary variable must be used to split the formula.
Example 4.10shows how this can be done.

Example 4.10 Splitting lines

def long_sum ;example of a sum of many things
temp1 = v1 + v2 + v3 + v4 + v5 + v6 + v7 + v8 + v9 + v10
long_sum = temp1 + v11 + v12 + v13 + v14 + v15

end

In this case, the sum of 15 variables is split into two parts. Note also the use of the semicolon
in line 1 of Example 4.10to indicate a comment. Any characters that follow a semicolon are
ignored by theFISH compiler, but theyare echoed to the log file. It is good programming practice
to annotate programs with informative comments. Some of the programs have been shown with
indentation — that is, space inserted at the beginning of some lines to denote a related group of
statements. Any number of space characters may be inserted (optionally) between variable names
and arithmetic operations to make the program more readable. Again, it is good programming
practice to include indentation to indicate things like loops, conditional clauses and so on. Spaces
in FISH are “significant” in the sense that space characters may not be inserted into a variable or
function name.

One other topic that should be addressed now is that of variabletype. You may have noticed,
when printing out variables from the various program examples, that numbers are either printed
without decimal points or in “E-format” — that is, as a number with an exponent denoted by “E.”
At any instant in time, aFISH variable or function name is classified as one of three types:integer,
floating-point or string. These types may change dynamically, depending on context, but the casual
user should not normally have to worry about the type of a variable, since it is set automatically.
ConsiderExample 4.11.
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Example 4.11 Variable types

new
def haveone

aa = 2
bb = 3.4
cc = ’Have a nice day’
dd = aa * bb
ee = cc + ’, old chap’

end
haveone
print fish

The resulting screen display looks like this:

Value Name
----- ----

2 aa
3.4000e+000 bb
- string - cc
6.8000e+000 dd
- string - ee

0 haveone

The variablesaa, bb andcc are converted tointeger, float andstring, respectively, corresponding
to the numbers (or strings) that were assigned to them. Integers are exact numbers (without decimal
points) but are of limited range; floating-point numbers have limited precision (about six decimal
places) but are of much greater range; string variables are arbitrary sequences of characters. There
are various rules for conversion between the three types. For example,dd becomes a floating-point
number, because it is set to the product of a floating-point number and an integer; the variable
ee becomes a string because it is the sum (concatenation) of two strings. The topic can get quite
complicated, but it is fully explained inSections 2.2.4and2.2.5in theFISH volume.

There is a further language element inFISH that is commonly used — theIF statement. The
following three statements allow decisions to be made within aFISH program.

IF expr1 test expr2 THEN

ELSE

ENDIF
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These statements allow conditional execution ofFISH program segments;ELSE and THEN are
optional. The itemtest consists of one of the following symbols or symbol-pairs:

= # > < >= <=

The meanings are standard except for #, which means “not equal.” The itemsexpr1 andexpr2
are any valid expressions or single variables. If the test is true, then the statements immediately
following IF are executed untilELSE or ENDIF is encountered. If the test is false, the statements
betweenELSE andENDIF are executed if theELSE statement exists; otherwise, the program jumps
to the first line afterENDIF. The action of these statements is illustrated inExample 4.12.

Example 4.12 Action of the IF ELSE ENDIF construct

new
def abc

if xx > 0 then
abc = 33

else
abc = 11

end_if
end
set xx = 1
print abc
set xx = -1
print abc

The displayed value ofabc in Example 4.12depends on the set value ofxx. You should experiment
with different test symbols (e.g., replace> with <).

Until now, ourFISH programs have been invoked fromFLAC either by using thePRINT command,
or by giving the name of the function on a separate line ofFLAC input. It is also possible to do
the reverse — that is, to giveFLAC commands from within aFISH function. Most validFLAC
commands can be embedded between the following twoFISH statements:

COMMAND
ENDCOMMAND

There are two main reasons for sending outFLAC commands from aFISH program. First, it is
possible to use aFISH function to perform operations that are not possible using the pre-defined
variables that we already discussed. Second, we can control a completeFLAC run with FISH. As
an illustration of the first use of theCOMMAND statement, we can write aFISH program to connect
a number of beam segments to the surface of an elastic material. When many beam elements are
required, it becomes tedious to type many separateSTRUCT commands, each with different grid
indices. However, withFISH, we can send out the commands from within a loop and adjust the
grid indices automatically each time around the loop, as illustrated inExample 4.13.
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Example 4.13 Automated placing of beam elements

new
grid 15 10
mod elas
pro dens 2000 shear 1e8 bulk 2e8
fix x y j=1
fix x i=1
fix x i=16
def place_beams

jtop = jgp
loop i (i1,i2-1)

ip1 = i + 1
command

struct beam begin grid i,jtop end grid ip1,jtop
end_command

end_loop
end
set i1=3 i2=10 ; --- starting & ending gridpoints
place_beams
struct prop 1 E=1e10 I=0.1 A=0.05
struct node 3 load 0.0,-1e6,0.0
save beam.sav

After entering these statements, you should do a printout of structural data to verify that seven
beam segments have been created and that they are connected to appropriate gridpoints. In this
example, we use variablesi1 andi2 asparameters to the functionplace beams. These denote
the starting gridpointi-index and the endingi-index, which are given values by theSET command.
Note that theSTRUCT commands sent out from theFISH function have parameters that are symbolic
(as we explained previously), with values that are modified for each circuit of the loop. One further
thing to note — we create aFISH variablejtop that is equal to the built-in scalarjgp. We cannot
use the namejgp directly as an argument to theSTRUCT command becausejgp (and all the other
pre-defined names) is only recognized within aFISH function.

You can now stepFLAC to determine the equilibrium state for the above problem (which models a
single load acting on the beam), or you can type in the additional set of lines given inExample 4.14;
this illustrates the second use ofCOMMAND mentioned previously. The idea here is to produce a
movie without having to give manyPLOT commands manually.
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Example 4.14 Movie of load acting on beam

rest beam.sav
wind -1,16 -4,13
movie on file beam_load.dcx
def grid_movie

loop n (1,10)
command

step 25
plot grid mag=500

end_command
end_loop

end
plot grid
grid_movie

By executing the functiongrid movie, we create a movie with 10 frames, showing the progressive
deformation of the grid. WhenFLAC has stopped stepping, the movie file “beamload.dcx” can be
viewed with the movie viewer, “MOVIE.EXE,” located in the “ITASCA\Shared\Utility” directory.
In general, when making movies, you should give a fixedWINDOW and a fixed scale (in this case,
magnification), so that auto-scaling is inhibited.

We have now covered some of the aspects of theFISH language and how it interacts withFLAC. A
complete guide to the language is contained inSection 2.2in theFISH volume and some examples
are provided inSection 3in theFISH volume. There is also a useful example ofFISH programming
in Section 1.4in Theory and Background.
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1 BACKGROUND — THE EXPLICIT FINITE DIFFERENCE METHOD

1.1 An Explanation of Terms and Concepts

SinceFLAC is described as an “explicit, finite difference program” that performs a “Lagrangian
analysis,” we examine these terms first and describe their relevance to the process of numerical
modeling.*

1.1.1 Finite Differences

The finite difference method is perhaps the oldest numerical technique used for the solution of sets
of differential equations, given initial values and/or boundary values (see, for example, Desai and
Christian 1977). In the finite difference method, every derivative in the set of governing equations
is replaced directly by an algebraic expression written in terms of the field variables (e.g., stress or
displacement) at discrete points in space; these variables are undefined within elements.

In contrast, the finite element method has a central requirement that the field quantities (stress,
displacement) vary throughout each element in a prescribed fashion, using specific functions con-
trolled by parameters. The formulation involves the adjustment of these parameters to minimize
error terms or energy terms.

Both methods produce a set of algebraic equations to solve. Even though these equations are derived
in quite different ways, it is easy to show (in specific cases) that the resulting equations areidentical
for the two methods. It is pointless, then, to argue about the relative merits of finite elements or
finite differences: the resulting equations are the same.

However, over the years, certain “traditional” ways of doing things have taken root: for example,
finite element programs often combine the element matrices into a large global stiffness matrix,
whereas this is not normally done with finite differences because it is relatively efficient to regenerate
the finite difference equations at each step. As explained below,FLAC uses an “explicit,” time-
marching method to solve the algebraic equations, but implicit, matrix-oriented solution schemes
are more common in finite elements. Other differences are also common, but it should be stressed
that features may be associated with one method rather than another because of habit more than
anything else.

Finally, we must dispose of one persistent myth. Many people (including some who write textbooks)
believe that finite differences are restricted to rectangular grids. This is not true! Wilkins (1964)

* The data files in this chapter are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\Theory\1-Background” with the extension “.DAT.” A project file is also
provided for each example. In order to run an example and compare the results to plots in this
chapter, open a project file in theGIIC by clicking on theFile / Open Project menu item and
selecting the project file name (with extension “.PRJ”). Click on theProject Options icon at the top
of theProject Tree Record, selectRebuild unsaved states and the example data file will be run and
plots created.
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presented a method of deriving difference equations for elements of any shape: this method, also
described as the “finite volume method,” is used inFLAC. The erroneous belief that finite differences
and rectangular grids are inseparable is responsible for many statements concerning boundary shapes
and distribution of material properties. Using Wilkins’ method, boundaries can be any shape, and
any element can have any property value — just like finite elements.

1.1.2 Explicit, Time-Marching Scheme

Even though we wantFLAC to find a static solution to a problem, the dynamic equations of motion
are included in the formulation. One reason for doing this is to ensure that the numerical scheme
is stable when the physical system being modeled is unstable. With nonlinear materials, there is
always the possibility of physical instability — e.g., the sudden collapse of a pillar. In real life, some
of the strain energy in the system is converted into kinetic energy, which then radiates away from
the source and dissipates.FLAC models this process directly, because inertial terms are included
— kinetic energy is generated and dissipated. In contrast, schemes that do not include inertial
terms must use some numerical procedure to treat physical instabilities. Even if the procedure is
successful at preventing numerical instability, thepath taken may not be a realistic one. One penalty
for including the full law of motion is that the user must have some physical feel for what is going
on; FLAC is not a black box that will give “the solution.” The behavior of the numerical system
must be interpreted. Some guidelines are provided inSection 3.9in theUser’s Guide to assist in
doing this.

The general calculation sequence embodied inFLAC is illustrated inFigure 1.1. This procedure
first invokes the equations of motion to derive new velocities and displacements from stresses and
forces. Then, strain rates are derived from velocities, and new stresses from strain rates. We take
one timestep for every cycle around the loop. The important thing to realize is that each box in
Figure 1.1updates all of its grid variables fromknown values that remain fixed while control is
within the box. For example, the lower box takes the set of velocities already calculated and, for each
element, computes new stresses. The velocities are assumed to befrozen for the operation of the
box — i.e., the newly calculated stresses do not affect the velocities. This may seem unreasonable
because we know that if a stress changes somewhere, it will influence its neighbors and change
their velocities. However, we choose a timestep so small that information cannot physically pass
from one element to another in that interval. (All materials have some maximum speed at which
information can propagate.) Since one loop of the cycle occupies one timestep, our assumption of
“frozen” velocities is justified — neighboring elements really cannot affect one another during the
period of calculation. Of course, after several cycles of the loop, disturbances can propagate across
several elements, just as they would propagate physically.
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new
velocities and
displacements

new
stresses
or forces

Equilibrium Equation
(Equation of Motion)

Stress / Strain Relation
(Constitutive Equation)

Figure 1.1 Basic explicit calculation cycle

The previous paragraph contains a descriptive statement of the explicit method; later on, a mathe-
matical version will be provided. The central concept is that the calculational “wave speed” always
keeps ahead of the physical wave speed, so that the equations always operate on known values that
are fixed for the duration of the calculation. There are several distinct advantages to this (and at
least one big disadvantage!): most importantly, no iteration process is necessary when computing
stresses from strains in an element, even if the constitutive law is wildly nonlinear. In an implicit
method (which is commonly used in finite element programs), every element communicates with
every other element during one solution step: several cycles of iteration are necessary before com-
patibility and equilibrium are obtained.Table 1.1 compares the explicit and implicit methods.
The disadvantage of the explicit method is seen to be the small timestep, which means that large
numbers of steps must be taken. Overall, explicit methods are best for ill-behaved systems — e.g.,
nonlinear, large-strain, physical instability; they are not efficient for modeling linear, small-strain
problems.
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Table 1.1 Comparison of explicit and implicit solution methods

Explicit Implicit

Timestep must be smaller than a critical value for

stability.

Timestep can be arbitrarily large, with uncondition-

ally stable schemes

Small amount of computational effort per timestep. Large amount of computational effort per timestep.

No significant numerical damping introduced for

dynamic solution

Numerical damping dependent on timestep present

with unconditionally stable schemes.

No iterations necessary to follow nonlinear

constitutive law.

Iterative procedure necessary to follow nonlinear

constitutive law.

Provided that the timestep criterion is always

satisfied, nonlinear laws are always followed in a

valid physical way.

Always necessary to demonstrate that the above-

mentioned procedure is: (a) stable; and (b) follows

the physically correct path (for path-sensitive

problems).

Matrices are never formed. Memory require-

ments are always at a minimum. No bandwidth

limitations.

Stiffness matrices must be stored. Ways must be

found to overcome associated problems such as

bandwidth. Memory requirements tend to be large.

Since matrices are never formed, large displace-

ments and strains are accommodated without

additional computing effort.

Additional computing effort needed to follow large

displacements and strains.

1.1.3 Lagrangian Analysis

Since we do not need to form a global stiffness matrix, it is a trivial matter to update coordinates
at each timestep in large-strain mode. The incremental displacements are added to the coordinates
so that the grid moves and deforms with the material it represents. This is termed a “Lagrangian”
formulation, in contrast to an “Eulerian” formulation, in which the material moves and deforms
relative to a fixed grid. The constitutive formulation at each step is a small-strain one, but is
equivalent to a large-strain formulation over many steps.
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1.1.4 Plasticity Analysis

A common question is whetherFLAC is better-suited than a finite element method (FEM) program
for plasticity analysis. There are many thousands of FEM programs and hundreds of different
solution schemes. Therefore, it is impossible to make general statements that apply to “The Finite
Element Method.” In fact, there may be so-called finite element codes that embody the same
solution scheme asFLAC (as described above inSection 1.1.2). Such codes should give identical
results toFLAC.

FEM codes usually represent steady plastic flow by a series of static equilibrium solutions. The
quality of the solution for increasing applied displacements depends on the nature of the algorithm
used to return stresses to the yield surface, following an initial estimate using linear stiffness
matrices. The best FEM codes will give a limit load (for a perfectly plastic material) that remains
constant with increasing applied displacement. The solution provided by these codes will be
similar to that provided byFLAC. However,FLAC ’s formulation is simpler because no algorithm
is necessary to bring the stress of each element to the yield surface: the plasticity equations are
solved exactly in one step. (For details, seeSection 2.4.) Therefore,FLAC may be more robust and
more efficient than some FEM codes for modeling steady plastic flow.

FLAC is also robust in the sense that it can handle any constitutive model with no adjustment to the
solution algorithm; many FEM codes need different solution techniques for different constitutive
models.

For further information, we recommend the publication by Frydman and Burd (1997), which com-
paresFLAC to one FEM code and concludes thatFLAC is superior in some respects for footing
problems (e.g., efficiency and smoothness of the pressure distribution).
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1.2 Field Equations

The solution of solid-body, heat-transfer or fluid-flow problems inFLAC invokes the equations
of motion and constitutive relations, Fourier’s Law for conductive heat transfer, and Darcy’s Law
for fluid flow in a porous solid, as well as boundary conditions. This section reviews the basic
governing equations for the solid body; corresponding equations for groundwater and thermal
problems are provided inSection 1in Fluid-Mechanical Interaction andSection 1in Optional
Features, respectively. The same method of generating finite difference equations applies to all
sets of differential equations.

1.2.1 Motion and Equilibrium

In its simplest form, the equation of motion relates the acceleration,du̇/dt , of a mass,m, to the
applied force,F , which may vary with time.Figure 1.2illustrates a force acting on a mass, causing
motion described in terms of acceleration, velocity and displacement.

F(t)

.. .

m

�� �� �

Figure 1.2 Application of a time-varying force to a mass, resulting in accel-
eration, ü, velocity,u̇, and displacement,u

Newton’s law of motion for the mass-spring system is

m
du̇

dt
= F (1.1)

When several forces act on the mass,Eq. (1.1)also expresses the static equilibrium condition when
the acceleration tends to zero — i.e.,

∑
F = 0, where the summation is over all acting forces. This

property of the law of motion is exploited inFLAC when solving “static” problems. Note that the
conservation laws (of momentum and energy) are implied byEq. (1.1), since they may be derived
from it (and Newton’s other two laws).
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In a continuous solid body,Eq. (1.1)is generalized as follows:

ρ
∂u̇i

∂t
= ∂σij

∂xj
+ ρgi (1.2)

whereρ = mass density;

t = time;

xi = components of coordinate vector;

gi = components of gravitational acceleration (body forces); and

σij = components of stress tensor.

In this equation, and those that follow, indicesi denote components in a Cartesian coordinate frame,
and summation is implied for repeated indices in an expression.

1.2.2 Constitutive Relation

The other set of equations that apply to a solid, deformable body is known as the constitutive
relation, or stress/strain law. First, strain rate is derived from velocity gradient as follows:

ėij = 1

2

[
∂u̇i

∂xj
+ ∂u̇j
∂xi

]
(1.3)

whereėij = strain-rate components; and

u̇i = velocity components.

Mechanical constitutive laws are of the form:

σij := M(σij , ėij , κ) (1.4)

whereM( ) is the functional form of the constitutive law;

κ is a history parameter(s) which may or may not be present, depending on
the particular law; and

:= means “replaced by.”

In general, nonlinear constitutive laws are written in incremental form because there is no unique
relation between stress and strain.Eq. (1.4)provides a new estimate for the stress tensor, given the
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old stress tensor and the strain rate (or strain increment). The simplest example of a constitutive
law is that of isotropic elasticity:

σij := σij +
{
δij (K − 2

3G) ėkk + 2Gėij
}
�t (1.5)

whereδij is the Kronecker delta;

�t = timestep; and

G,K = shear and bulk modulus, respectively.

The particular formulation for each constitutive law inFLAC is provided inSection 2.

1.2.3 Frame Indifference

There is another contribution to the stress tensor, due to the finite rotation of a zone during one
timestep: the stress components referred to the fixed frame of reference change as follows.

σij := σij + (ωikσkj − σikωkj )�t (1.6)

where

ωij = 1

2

{∂u̇i
∂xj
− ∂u̇j
∂xi

}
(1.7)

The adjustment ofEq. (1.6)is only done in large-strain mode and is, in fact, appliedbefore Eq. (1.5).
Stress adjustments due to other finite strain components are not made.

1.2.4 Boundary Conditions

Either stress or displacement may be applied at the boundary of a solid body inFLAC. Displacements
are specified in terms of prescribed velocities at given gridpoints:Eq. (1.2)is not invoked at those
gridpoints. At a stress boundary, forces are derived as follows:

Fi = σbij nj �s (1.8)

whereni is the unit outward normal vector of the boundary segment, and�s is the length of the
boundary segment over which the stressσbij acts. The forceFi is added into the force sum for the
appropriate gridpoint, described later inSection 1.3.5.
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1.3 Numerical Formulation

1.3.1 Introduction

This section presents the finite difference form of the field equations provided in the previous
section. FLAC ’s formulation is conceptually similar to that of dynamic relaxation (proposed by
Otter et al., 1966), with adaptations for arbitrary grid shapes, large-strains and different damping.
The finite difference scheme follows the approach of Wilkins (1964).

1.3.2 The Grid

The solid body is divided by the user into a finite difference mesh composed of quadrilateral ele-
ments. Internally,FLAC subdivides each element into two overlaid sets of constant-strain triangular
elements, as shown inFigure 1.3.

The four triangular sub-elements are termeda, b, c andd. As explained inSection 1.3.3.2, the
deviatoric stress components of each triangle are maintained independently, requiring sixteen stress
components to be stored for each quadrilateral (4×σxx, σyy, σzz, σxy). The force vector exerted on
each node is taken to be the mean of the two force vectors exerted by the two overlaid quadrilaterals.
In this way, the response of the composite element is symmetric, for symmetric loading. If one
pair of triangles becomes badly distorted (e.g., if the area of one triangle becomes much smaller
than the area of its companion), then the corresponding quadrilateral is not used; only nodal forces
from the other (more reasonably shaped) quadrilateral are used. If both overlaid sets of triangles
are badly distorted,FLAC complains with an error message.

(a) (b) (c)

a

b

c
d

b

a
u i

(a)

S

u i
(b)

Fi

S
(1)

n i
(2)

n i
(1)

S
(2)

Figure 1.3 (a) Overlaid quadrilateral elements used in FLAC
(b) Typical triangular element with velocity vectors
(c) Nodal force vector
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1.3.3 Finite Difference Equations

The difference equations for a triangle are derived from the generalized form of Gauss’ divergence
theorem (e.g., Malvern 1969):

∫
s

ni f ds =
∫
A

∂f

∂xi
dA (1.9)

where
∫
s

is the integral around the boundary of a closed surface;

ni is the unit normal to the surface,s;

f is a scalar, vector or tensor;

xi are position vectors;

ds is an incremental arc length; and∫
A

is the integral over the surface area,A.

Defining the average value of the gradient off over the areaA as

<
∂f

∂xi
>= 1

A

∫
A

∂f

∂xi
dA (1.10)

one obtains, by substitution intoEq. (1.9):

<
∂f

∂xi
>= 1

A

∫
S

ni f ds (1.11)

For a triangular sub-element, the finite difference form ofEq. (1.11)becomes

<
∂f

∂xi
>= 1

A

∑
s

< f > ni �s (1.12)

where�s is the length of a side of the triangle, and the summation occurs over the three sides of
the triangle. The value of< f > is taken to be the average over the side.
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1.3.3.1 Strain Rates and Strains

Eq. (1.12)enables strain rates,ėij , to be written in terms of nodal velocities for a triangular sub-zone
by substituting the average velocity vector of each side forf . (The strain rate for the zone is the
average for the values of the triangular sub-zones.) The equations are:

∂u̇i

∂xj

∼= 1

2A

∑
s

(
u̇
(a)
i + u̇(b)i

)
nj �s (1.13)

ėij = 1

2

[
∂u̇i

∂xj
+ ∂u̇j
∂xi

]
(1.14)

where the summation is over the sides of the triangular sub-zone, and (a) and (b) are two consecutive
nodes on a side. Note that the expressionEq. (1.13)is identical to that derived by exact integration
if there is a linear variation in velocity between nodes.

Eqs. (1.13)and(1.14)can be used to derive all the components of the strain rate tensor based on
nodal velocities. (The exception is for the plane stress calculation: the out-of-plane strain rate
is not directly calculated inFLAC.) Similarly, the strain tensor is derived by substituting nodal
displacements for velocities inEqs. (1.13)and(1.14).

For the purposes of printing and plotting, the term “maximum shear strain” means the radius of the
Mohr’s circle in thexy-plane, as illustrated inFigure 1.4.

direct strain

γ
maximum
shear
strain

shear straines

eyy exx en

exy

Figure 1.4 Mohr’s circle of strain

Thus, for conditions of two-dimensional plane-strain analysis, the maximum shear strain,γ , is
defined as
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γ = 1

2

((
exx − eyy

)2+ 4e2
xy

)1/2
(1.15)

This is the equation used for calculating the maximum shear strain values,ssi (strains derived from
displacements; average value of sub-zones), andssr (strains based on velocities; average value of
sub-zones), accessed by thePRINT, PLOT andHISTORY commands, or viaFISH, when running in
plane-strain mode.

In three dimensions, a measure for maximum shear strain,γ , is given by the square root of the
second invariant of the strain deviator tensor,J ′2 — i.e.,

γ =
√
J ′2 =

√
1

6

[(
exx − eyy

)2+ (eyy − ezz)2+ (ezz − exx)2
]
+e2

xy + e2
yz + e2

zx (1.16)

Eq. (1.16)is used in the calculation for shear strain values,ssi andssr, when running in axisymmetry
mode. The three-dimensional values can also be obtained when running in plane-strain mode by
using the keywordsssi3d andssr3d in place ofssi andssr. Note that the three-dimensional measure
of shear strain,Eq. (1.16), does not degenerate to the two-dimensional form,Eq. (1.15), when the
out-of-plane components of strain are zero (i.e., whenezz = eyz = exz = 0).*

Additional FLAC zone variables are available to access strain rates and strains (seeStrain Calcu-
lations in Section 2.5.3in the FISH volume). Volumetric strain rate,vsr (= ėxx+ėyy+ėzz), and
volumetric strain,vsi (= exx+eyy+ezz), are provided.FISH functionsfsr and fsi calculate all the
tensor components for the full strain rate and strain increment tensors.

The following simple example (Example 1.1) demonstrates the application of these variables and
functions to monitor strains in an unconfined elastic material subjected to gravity loading. The
shear strain rates and shear strains, and volumetric strain rates and volumetric strains, calculated
from the tensor components, are compared tossr, ssi, ssr3d, ssi3d, vsr andvsi in Example 1.1.

Example 1.1 Test of FISH strain measures

;--- Test of FISH strain measures ---
conf ext 6
grid 5 5
m e
pro d 1000 s 1e8 b 2e8

* For plane-stress mode, the maximum shear strain values are not conventional:ssi andssr values are
produced usingEq. (1.15)and do not include the out-of-plane strain,ezz; ssi3d andssr3d values are
produced usingEq. (1.16)assuming the out-of-plane strains are zero. However, the out-of-plane
strains are not zero for plane-stress analysis; they are dependent upon the constitutive model, and
only available internally within each model.
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set grav 10
fix x y j=1
cyc 100
def qqq

array ar(4) ai(4)
loop i (1,izones)

loop j (1,jzones)
dum = fsr(i,j,ar)
dum = fsi(i,j,ai)
ex_1(i,j) = sqrt((ar(1)-ar(2))ˆ2 + 4.0 * ar(4)ˆ2) / 2.0
ex_2(i,j) = sqrt((ai(1)-ai(2))ˆ2 + 4.0 * ai(4)ˆ2) / 2.0
ex_3(i,j) = ar(1) + ar(2) + ar(3)
ex_4(i,j) = ai(1) + ai(2) + ai(3)
; ssr in 3D formulation
_arav = ex_3(i,j)/3.
_rar11 = ar(1) - _arav
_rar22 = ar(2) - _arav
_rar33 = ar(3) - _arav
_arj2 = (_rar11*_rar11+_rar22*_rar22+_rar33*_rar33)/2.+ar(4)*ar(4)
ex_5(i,j) = sqrt(_arj2)
; ssi in 3D formulation
_aiav = ex_4(i,j)/3.
_rai11 = ai(1) - _aiav
_rai22 = ai(2) - _aiav
_rai33 = ai(3) - _aiav
_aij2 = (_rai11*_rai11+_rai22*_rai22+_rai33*_rai33)/2.+ai(4)*ai(4)
ex_6(i,j) = sqrt(_aij2)

endLoop
endLoop

end
qqq
;--- to test, give the following commands, line by line, & compare
; print ssr ex_1 zon
; print ssi ex_2 zon
; print vsr ex_3 zon
; print vsi ex_4 zon
; print ssr3d ex_5 zon
; print ssi3d ex_6 zon
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1.3.3.2 Mixed Discretization

The use of triangular elements eliminates the problem of hourglass deformations which may occur
with constant-strain finite difference quadrilaterals. The term “hourglassing” comes from the shape
of the deformation pattern of elements within a mesh. For polygons with more than three nodes,
combinations of nodal displacements exist which produce no strain and result in no opposing forces.
The resulting effect is unopposed deformations of alternating direction.

A common problem which occurs in modeling of materials undergoing yielding is the incompress-
ibility condition of plastic flow. The use of plane-strain or axisymmetric geometries introduces
a kinematic restraint in the out-of-plane direction, often giving rise to over-prediction of collapse
load. This condition is sometimes referred to as “mesh-locking” or “excessively stiff” elements
and is discussed in detail by Nagtegaal et al. (1974). The problem arises as a condition of local
mesh incompressibility which must be satisfied during flow, resulting in over-constrained elements.
To overcome this problem, the isotropic stress and strain components are taken to be constant over
the whole quadrilateral element, while the deviatoric components are treated separately for each
triangular sub-element. This procedure, referred to asmixed discretization, is described by Marti
and Cundall (1982). The termmixed discretization arises from the different discretizations for the
isotropic and deviatoric parts of the stress and stain tensors.

The volumetric strain is averaged over each pair of triangles, while the deviatoric strains remain
unchanged. The strain rates in triangles a and b ofFigure 1.3(a) are adjusted in the following way,
where subscriptm denotes “mean” and subscriptd denotes “deviatoric”:

ėm = ėa11+ ėa22+ ėb11+ ėb22

2
(1.17)

ėad = ėa11− ėa22 (1.18)

ėbd = ėb11− ėb22

FLAC Version 5.0
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ėa11 =
ėm + ėad

2
(1.19)

ėb11 =
ėm + ėbd

2

ėa22 =
ėm − ėad

2

ėb22 =
ėm − ėbd

2

Similar adjustments are made for triangles c and d. The componentė12 is unchanged. The above
formulation is for plane-strain conditions only. In axisymmetry, all three direct strains are used to
derive the mean stress,ėm.

1.3.3.3 Stresses from Strain Rates

The constitutive law (Eq. (1.4)) and rotation adjustment (Eq. (1.6)) are then used to derive a new
stress tensor from the strain-rate tensor. Mixed discretization is invoked again, but on the stresses,
in order to equalize isotropic stress between the two triangles in a pair, using area weighting:

σ (a)o = σ (b)o :=
[
σ
(a)
o A(a) + σ (b)o A(b)

A(a) + A(b)
]

(1.20)

whereσ (a)o is the isotropic stress in triangle (a); and

A(a) is the area of triangle (a).

Eq. (1.20)only has an effect for dilatant constitutive laws that produce changes in isotropic stress
when shearing occurs; for other laws, the isotropic stresses in the two triangles are already equal.

For the explicit scheme used inFLAC, the constitutive law is only consulted once per zone per
timestep. No iterations are necessary because the timestep is small enough that information cannot
physically propagate from one zone to the next within one timestep. The estimation of critical
timestep is considered inSection 1.3.5.
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1.3.3.4 Nodal Forces

Once the stresses have been calculated, the equivalent forces applied to each nodal point are de-
termined. The stresses in each triangular sub-zone act as tractions on the sides of the triangle.
Each traction is taken to be equivalent to two equal forces acting at the ends of the corresponding
side. Each triangle corner receives two force contributions — one from each adjoining side (see
Figure 1.3(c)). Hence,

Fi = 1

2
σij

(
n
(1)
j S(1) + n(2)j S(2)

)
(1.21)

Recall that each quadrilateral element contains two sets of two triangles. Within each set, the forces
from triangles meeting at each node are summed. The forces from both sets are then averaged, to
give the nodal force contribution of the quadrilateral.

1.3.3.5 Equations of Motion

At each node, the forces from all surrounding quadrilaterals are summed to give the net nodal force
vector,

∑
Fi . This vector includes contributions from applied loads, as discussed inSection 1.2.4,

and from body forces due to gravity. Gravity forcesF (g)i are computed from

F
(g)
i = gi mg (1.22)

wheremg is the lumped gravitational mass at the node, defined as the sum of one-third of the masses
of triangles connected to the node. If a quadrilateral zone does not exist (e.g., it is null), its stress
contribution to

∑
Fi is omitted. If the body is at equilibrium, or in steady-state flow (e.g., plastic

flow),
∑
Fi on the node will be zero. Otherwise, the node will be accelerated according to the

finite difference form of Newton’s second law of motion:

u̇
(t+�t/2)
i = u̇(t−�t/2)i +

∑
F
(t)
i

�t

m
(1.23)

where the superscripts denote the time at which the corresponding variable is evaluated. For large-
strain problems,Eq. (1.23)is integrated again to determine the new coordinate of the gridpoint:

x
(t+�t)
i = x(t)i + u̇(t+�t/2)i �t (1.24)

Note thatEqs. (1.23)and(1.24)are both centered in time: it can be shown that first-order error
terms vanish for central difference equations. Velocities exist at points in time that are shifted by
half a timestep from the displacements and forces.
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1.3.4 Mechanical Damping

To solve static problems, the equations of motion must be damped to provide static or quasi-static
(non-inertial) solutions. The objective inFLAC is to achieve the steady state (either equilibrium or
steady-flow) in a numerically stable way with minimal computational effort. The damping used in
standard dynamic relaxation methods is velocity-proportional — i.e., the magnitude of the damping
force is proportional to the velocity of the nodes. This is conceptually equivalent to a dashpot fixed
to the ground at each nodal point.

The use of velocity-proportional damping in standard dynamic relaxation involves three main dif-
ficulties.

1. The damping introduces body forces, which are erroneous in “flowing” regions
and may influence the mode of failure in some cases.

2. The optimum proportionality constant depends on the eigenvalues of the ma-
trix, which are unknown unless a complete modal analysis is done. In a linear
problem, this analysis needs almost as much computer effort as the dynamic
relaxation calculation itself. In a nonlinear problem, eigenvalues may be un-
defined.

3. In its standard form, velocity-proportional damping is applied equally to all
nodes — i.e., a single damping constant is chosen for the whole grid. In many
cases, a variety of behavior may be observed in different parts of the grid.
For example, one region may be failing while another is stable. For these
problems, different amounts of damping are appropriate for different regions.

In an effort to overcome one or more of these difficulties, alternative forms of damping may be
proposed. In soil and rock, natural damping is mainly hysteretic; if the slope of the unloading curve
is higher than that of the loading curve, energy may be lost. The type of damping can be reproduced
numerically, but there are at least two difficulties. First, the precise nature of the hysteresis curve is
often unknown for complex loading-unloading paths. This is particularly true for soils, which are
typically tested with sinusoidal stress histories. Cundall (1976) reports that very different results are
obtained when the same energy loss is accounted for by different types of hysteresis loops. Second,
“ratcheting” can occur — i.e., each cycle in the oscillation of a body causes irreversible strain to
be accumulated. This type of damping has been avoided, since it increases path-dependence and
makes the results more difficult to interpret.

Adaptive global damping has been described briefly by Cundall (1982). Viscous damping forces are
still used, but the viscosity constant is continuously adjusted in such a way that the power absorbed
by damping is a constant proportion of the rate of change of kinetic energy in the system. The
adjustment to the viscosity constant is made by a numerical servo-mechanism that seeks to keep
the following ratio equal to a given ratio (e.g., 0.5):

R =
∑
P∑
Ėk

(1.25)
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whereP is the damping power for a node;

Ėk is the rate of change of nodal kinetic energy; and∑
represents the summation over all nodes.

This form of damping overcomes difficulty (2) above, and partially overcomes (1), since, as a
system approaches steady state (equilibrium or steady-flow), the rate of change of kinetic energy
approaches zero and, consequently, the damping power tends to zero.

Local Damping — In order to overcome all three difficulties, a form of damping, calledlocal
nonviscous damping, is used inFLAC in which the damping force on a node is proportional to the
magnitude of the unbalanced force. The direction of the damping force is such that energy is always
dissipated.Eq. (1.23)is replaced by the following equation, which incorporates the local damping
scheme:

u̇
(t+�t/2)
i = u̇(t−�t/2)i +

{∑
F
(t)
i − (Fd)i

}
�t

mn
(1.26)

where

(Fd)i = α
∣∣∣∑F

(t)
i

∣∣∣sgn
(
u̇
(t−�t/2)
i

)
(1.27)

Fd is the damping force,α is a constant (set to 0.8 inFLAC), andmn is a fictitious nodal mass,
derived inSection 1.3.5.

This type of damping is equivalent to a local form of adaptive damping. In principle, the difficulties
reported above are addressed: body forces vanish for steady-state conditions; the magnitude of
damping constant is dimensionless and is independent of properties or boundary conditions, and
the amount of damping varies from point to point (Cundall 1987, pp. 134-135).

Figures 1.5and1.6 illustrate typicalFLAC results for a problem that involves a suddenly applied
compression on the end of a column which is fixed at the opposite end.Figure 1.5 shows the
maximum unbalanced force (

∑
Fi) in the model plotted against number of steps;Figure 1.6shows

they-displacement at the center of the column, just beneath the applied load. Examination of the
unbalanced force history shows the progression toward equilibrium (zero unbalanced force). Small
oscillations of the system occur as the solution evolves. The damping effects are less evident in the
plot of displacement history, which displays a slightly over-damped response.

Note that local damping may also be used for dynamic simulations. SeeSection 3.4.2.4in Optional
Features.
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Figure 1.5 Maximum unbalanced force for the problem of sudden end-load
application to a column
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Figure 1.6 y-displacement at the center of the column for the problem of
sudden end-load application to a column
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Combined Damping — A variation onlocal damping is also provided inFLAC for situations in
which the steady-state solution includes a significant uniform motion. This may occur, for example,
in a creep simulation or in the calculation of the ultimate capacity of an axially loaded pile. This
damping is calledcombined damping. Combined damping is more efficient at removing kinetic
energy compared to local damping for this special case.

The damping formulation described byEq. (1.26)is only activated when the velocity component
changes sign. In situations where there is significant uniform motion (in comparison to the magni-
tude of oscillations that are to be damped), there may be no “zero-crossings,” and hence no energy
dissipation.

In order to develop a damping formulation that is insensitive to rigid-body motion, consider periodic
motion superimposed on steady motion:

u̇ = V sin(ωt)+ u̇◦ (1.28)

whereV is the maximum periodic velocity,ω is the angular frequency anḋu◦ is the superimposed
steady velocity. Differentiating twice, and noting thatmü = F ,

Ḟ = −mVω2 sin(ωt) (1.29)

In Eq. (1.29), Ḟ is proportional to the periodic part ofu̇, without the constanṫu◦. We may substitute
−sgn(Ḟ ) for the damping force inEq. (1.26)to obtain the same damping force, if the motion is
periodic:

Fd = α|F |sgn(Ḟ ) (1.30)

This equation is insensitive to a constant offset in velocity, sinceḞ does not involvėu◦. In practice,
Eq. (1.30)is not as efficient as the local damping force term,Eq. (1.27), if the motion is not strictly
periodic. However, the combination of both formulas in equal proportions gives good results:

Fd = α|F |
(
sgn(Ḟ )− sgn(u̇)

)
/2 (1.31)

This form of damping should be used if there is significant rigid-body motion of a system in addition
to oscillatory motion to be dissipated. For this reason, combined damping is the default damping
mode for creep analysis. SeeSection 2.5.10in Optional Features for further discussion and an
example application of combined damping. Combined damping is found to dissipate energy at a
slower rate compared to local damping based on velocity, and therefore local damping is preferred
in most cases.

Rayleigh Damping — For dynamic simulations, “Rayleigh” damping is available: this is described
in Section 3.4.2in Optional Features.

FLAC Version 5.0



BACKGROUND — THE EXPLICIT FINITE DIFFERENCE METHOD 1 - 21

Hysteretic Damping — Hysteretic damping is also available for dynamic analysis. This form
of damping allows strain-dependent modulus and damping functions to be incorporated into the
simulation (seeSection 3.4.2in Optional Features).

1.3.5 Mechanical Timestep Determination: Solution Stability and Mass Scaling

As described previously, the explicit-solution procedure is not unconditionally stable: the speed of
the “calculation front” must be greater than the maximum speed at which information propagates.
A timestep must be chosen that is smaller than some critical timestep.

The stability condition for an elastic solid discretized into elements of size�x is

�t <
�x

C
(1.32)

whereC is the maximum speed at which information can propagate — typically, thep-wave speed,
Cp, where

Cp =
√
K + 4G/3

ρ
(1.33)

For a single mass-spring element, the stability condition is

�t < 2

√
m

k
(1.34)

wherem is the mass, andk is the stiffness. In a general system, consisting of solid material
and arbitrary networks of interconnected masses and springs, the critical timestep is related to the
smallest natural period of the system,Tmin:

�t <
Tmin

π
(1.35)

It is impractical to determine the eigenperiods of the complete system, so estimates are made of the
local critical timestep. This is described below.

SinceFLAC is designed to supply thestatic solution to a problem, the nodal masses may be regarded
as relaxation factors in the motion equation, (Eq. (1.26)): they can be adjusted for optimum speed
of convergence. Note that gravitational forces are not affected by this scaling of inertial masses (see
Eq. (1.22)). The optimum convergence is obtained when the local values of critical timestep are
equal — i.e., when the natural response periods of all parts of the system are equal. For convenience,
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we set the timestep to unity and adjust nodal masses to obtain this value, assuming a “safety factor”
of 0.5 on critical timestep (since it can only be estimated).

UsingEq. (1.32)for a triangular zone of areaA and estimating the minimum propagation distance
for the zone asA/�xmax, we obtain

�t = A

Cp�xmax
(1.36)

Substituting�t = 1 andC2
pρ = K + 4G/3,

ρ = (K + 4G/3)�x2
max

A2
(1.37)

Noting that the zone mass ismz = ρA,

mz = (K + 4G/3)�x2
max

A
(1.38)

Taking the gridpoint mass (mgp) of a triangle as one-third of the zone mass,

mgp = (K + 4G/3)�x2
max

3A
(1.39)

Finally, the nodal “mass” of eachFLAC gridpoint is the sum of all the connected triangle gridpoint
masses:

mn =
∑ (K + 4G/3)�x2

max

6A
(1.40)

where the additional factor of two comes from the inclusion of two sets of overlaid zones in the
summation.

The effect of objects such as structural elements and interfaces is included by adding to the sum-
mation ofEq. (1.40)equivalent masses computed according toEq. (1.34), assuming that�t = 1;
each mechanical element connected to a grid node contributes an extra mass to the summation as
follows:

mstruct= 4k (1.41)
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wherek is the diagonal term corresponding to the structural node. The factor of 4 accounts for
the fact that higher oscillation modes are possible for asystem of connected springs and masses, in
contrast to the single element, which has one period.

For computational reasons, thereciprocal ofmn is stored in theFLAC grid. Hence 1/mn is printed
out when the commandPRINT gpm is given.
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1.4 Tutorial on the Explicit Finite Difference Method

The equations embodied inFLAC are presented earlier in this section. Here, we provide a simple
working program that demonstrates, in one dimension, several characteristics of the explicit finite
difference method used to solve the equations. The interested user is encouraged to modify the
program and its parameters in order to gain insight into the method; the best way to understand
something is to experiment with it.

We useFLAC ’s embedded language,FISH, to write the demonstration program. At first sight, it
may seem strange and confusing to useFLAC to simulate its own inner workings. However, there
are several advantages. First, not everybody has access to a compiler, or the knowledge to use it
to write a program. Second, we can useFLAC ’s graphics directly to plot the results. It should
be emphasized thatFLAC ’s normal operation is being suppressed for this demonstration — the
commandSET mech=off preventsFLAC from doing any of its own calculations. We write a program
in theFISH language that takes overFLAC ’s grid variables(xvelocity, xdisplacement, sxx) and uses
them in a way that we prescribe and control in our program. First, the equations are given in their
basic form, without gravity and damping, so that the resulting program models one-dimensional
wave propagation.

The differential equations for a solid, one-dimensional bar of density,ρ, and Young’s modulus,E,
are given as follows. The constitutive law is

σxx = E ∂ux

∂x
(1.42)

The law of motion (or equilibrium) is

ρ
∂2ux

∂t2
= ∂σxx

∂x
(1.43)

We assume the bar to be unconfined laterally. The bar is discretized into, say, 50 equal finite
difference zones (or elements), and numbered as illustrated inFigure 1.7.

The central finite difference equation corresponding toEq. (1.42)for a typical zonei is given by
Eq. (1.44). Here the quantities in parentheses — e.g.,(t)— denote the time at which quantities are
evaluated; the superscripts,i, denote the zone number, not that something is raised to a power.

σ ixx(t) = E
ui+1
x (t)− uix(t)

�x
(1.44)

FLAC Version 5.0



BACKGROUND — THE EXPLICIT FINITE DIFFERENCE METHOD 1 - 25

1 2 3 i -1 i +1i

1 2 3 4 i -1 i +1i

gridpoint

zone
velocities,

displacements stresses

Figure 1.7 Numbering scheme for elements and gridpoints in a bar

The equation of motion is similarly discretized for gridpointi:

ρ

�t

{
u̇ix(t + �t

2 )− u̇ix (t − �t
2 )
} = 1

�x

{
σ ixx(t)− σ i−1

xx (t)
}

(1.45)

or, rearranging:

u̇ix (t + �t
2 ) = u̇ix (t − �t

2 )+
�t

ρ �x

{
σ ixx(t)− σ i−1

xx (t)
}

(1.46)

Integrating again to get displacements:

uix(t +�t) = uix(t)+ u̇ix (t + �t
2 ) �t (1.47)

In the explicit method, the quantities on the right-hand sides of all difference equations are “known”;
therefore, we must evaluateEq. (1.44)for all zones before moving on toEqs. (1.46)and(1.47),
which are evaluated for all gridpoints. Conceptually, this process is equivalent to asimultaneous
update of variables (rather than asuccessive update in some other method, in which “old” and “new”
values are mixed on the right-hand sides).

Eq. (1.44)is encoded into the functionconstit:

def constit
loop i (1,nel)

sxx(i,1) = e * (xdisp(i+1,1) - xdisp(i,1)) / dx
end loop

end
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Note that we have to use double indices to identify grid variables becauseFLAC ’s arrays are
two-dimensional; however, we just set the second index to one.

Eq. (1.46)is encoded into the functionmotion:

def motion
loop i (2,nel)

xvel(i,1) = xvel(i,1) + (sxx(i,1) - sxx(i-1,1)) * tdx
end loop

end

Note that the last (right-hand) gridpoint is implicitly fixed, because its velocity is not changed.
Eq. (1.47)translates todis calc:

def dis calc
loop i (1,nel)

xdisp(i,1) = xdisp(i,1) + xvel(i,1) * dt
end loop

end

Time is implied in these functions according toEqs. (1.44), (1.46) and(1.47). Note that if the
program is halted at any stage, the variables correspond to different points in time — for example,
velocities are shifted by half a timestep from displacements.

The above functions are invoked sequentially in the main functionscan all, which is executed every
time FLAC does one step:

def scan all
while stepping
time = time + dt
constit
motion
bc
dis calc

end

During execution of this function, time is incremented by�t . Functionbc supplies one-half of
a cycle of an inverted cosine wave to the left-hand end of the bar; at all later times, the applied
velocity is zero. The pulse is cosine-shaped in order to limit its high frequency components. When
modeling wave propagation in a numerical grid, a common rule-of-thumb is that there should be at
least ten elements within the shortest wavelength to be propagated.

The functionstart-up supplies initial values for all variables and calculates�t based on a given
fraction of critical timestep. Variables defined instart-up are shown below.
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Table 1.2 Variables defined instart-up

FISH name Name within
equations

Meaning

nel number of elements
e E Young’s modulus
ro ρ density
dx �x element size
p number of wavelengths per element
vmax amplitude of velocity pulse
frac fraction of critical timestep
c c wave speed
dt �t timestep
twave duration of input pulse
freq f frequency of input pulse
tdx �t/(ρ�x)

w ω = 2πf
ncyc number of timesteps for 50 “seconds”

The complete program is stored in the file “BAR.DAT” (Example 1.2): this may be called from
FLAC in the normal way.

1.4.1 Experiment 1

We initialize variables by executingstart-up, then take enough timesteps to accumulate 50 time
units. Histories of velocity are requested at three points along the bar, spaced at distances of 10
units. After the run is finished, the histories may be plotted by the command

plot his 1,2,3 vs 4
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The resulting picture is reproduced asFigure 1.8. The time delay between pulses should correspond
to T = L/c, whereL is the distance between history points, andc is the velocity of sound in the
bar (
√
E/ρ ). In our case, there should be a time delay of 10 units between pulses.

   FLAC (Version 5.00)

LEGEND

   15-Apr-04  10:42
  step       250
 
HISTORY PLOT
   Y-axis :
X velocity    (   1,   1)

X velocity    (  10,   1)

X velocity    (  20,   1)

   X-axis :
Number of steps

 4   8  12  16  20  24  

(10        ) 01

 0.000

 0.200

 0.400

 0.600

 0.800

 1.000

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.8 Velocity histories at three locations in the bar

It is instructive to rerun the simulation with different parameters. For example, the timestep may
be changed (by alteringfrac), to demonstrate that the solution is almost insensitive to timestep,
provided thatfrac is less than 1. (Caution! If you setfrac at a value greater than 1, then be prepared
to limit the simulation to only a few steps, since numerical instability will cause the magnitude of
the grid variables to exceed the computer’s limits and causeFLAC to crash.)

Some other suggestions for experiments are:

(1) different end conditions (e.g., free; the program can be run for longer times to
observe reflections);

(2) nonlinear constitutive model (Caution!�t may need to be revised); and

(3) tension cutoff, with free end to simulate tensile spalling.
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1.4.2 Experiment 2

We now modify the program so that it more closely resembles the solution embodied inFLAC. We
add damping and solve a static problem with body forces. With body forces (e.g., gravitational
accelerationgx in thex-direction),Eq. (1.43)becomes

ρ
∂2ux

∂t2
= ∂σxx

∂x
+ ρ gx (1.48)

If we add the extra term intoEq. (1.46)and split it up so that acceleration (üix) is defined separately,
then:

üix =
1

ρ�x

{
σ ixx(t)− σ i−1

xx (t)
}+ gx (1.49)

u̇ix (t + �t
2 ) = u̇ix (t − �t

2 )+ üix�t (1.50)

The damping inFLAC is unusual, because it is designed to vanish for steady motion (e.g., so that
body forces do not retard the motion of a region that is flowing plastically with constant velocity).
We provide a force that always opposes motion: its sign is always opposite to the current velocity.
The magnitude of this damping force is proportional to the acceleration of a gridpoint. Hence, it
will vanish for steady-flow, or equilibrium. Thus revised,Eq. (1.50)becomes

u̇ix(t + �t
2 ) = u̇ix (t − �t

2 )+
{
üix − α |üix | sgn(u̇ix)

}
�t (1.51)

Here,α is a damping coefficient. The revised functionmotion is listed below:

def motion
loop i (1,nel)

if i = 1 then
dxl = dx / 2.0 ;half-element for free surface
sleft = 0.0 ;zero stress to left of surface

else
dxl = dx
sleft = sxx(i-1,1)

end if
accel = (sxx(i,1) - sleft) / (ro * dxl) + grav
dxv = (accel-dfac*abs(accel)*sgn(xvel(i,1)))*dt
xvel(i,1) = xvel(i,1) + dxv

end loop
end
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Note that we build the left-hand boundary conditions into the function by setting the stress to zero at
this end and using half the element size. New variables aregrav, for gx , anddfac, for the damping
factor,α: these are defined instart-up, and other unused variables are deleted. The number of
elements is reduced to 10 in order to allow fast execution. The revisedFISH program is available
as data file “BARG.DAT” (Example 1.3).

   FLAC (Version 5.00)

LEGEND

   15-Apr-04  10:56
  step       200
 
HISTORY PLOT
   Y-axis :
X displacement(   1,   1)

X displacement(   6,   1)

   X-axis :
Number of steps

 2   4   6   8  10  12  14  16  18  20  

(10        ) 01
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 2.000

 3.000

 4.000

 5.000

 6.000

(10        ) 02

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.9 Displacement histories at two points: gravity loading

WhenFLAC is run with this data file, the plot shown inFigure 1.9may be made, giving displacement
histories at the left-hand end and the middle of the bar. The system is seen to converge to equilibrium
in a time that is about twice the natural period of the bar. An elastic system is usually underdamped
with this type of damping.Figure 1.10 records the final displacement profile, which shows the
parabolic distribution caused by gravity loading.
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   FLAC (Version 5.00)

LEGEND

   15-Apr-04  10:56
  step       200
  0.000E+00 <x<  1.000E+01
  0.000E+00 <y<  4.982E+02

 
Linear Profile
   Y-axis :
 X-disp
   X-axis :
 Distance
 From ( 0.00E+00, 0.00E+00)
   To ( 1.00E+01, 0.00E+00)
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Figure 1.10 Displacement profile at the final state of equilibrium

Example 1.2 Data file “BAR.DAT”

; Wave propagation simulator in FISH
g 51 1
m e
prop d 1 s 1 b 1
set mech=off
def start_up

nel = 50
e = 1.0
ro = 1.0
dx = 1.0
p = 15.0
vmax = 1.0
frac = 0.2
c = sqrt(e / ro)
dt = frac * dx / c
twave = p * dx / c
freq = 1.0 / twave
tdx = dt / (ro * dx)
w = 2 * pi * freq
ncyc = int(50.0 / dt)
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loop i (1,nel+1) ;initialize FLAC’s grid variables
x(i,1) = (i-1) * dx
xdisp(i,1) = 0.0
sxx(i,1) = 0.0
xvel(i,1) = 0.0

end_loop
time = -dt / 2.0

end
;--- main loop ... time is incremented by dt ---
def scan_all

while_stepping
time = time + dt
constit
motion
bc
dis_calc

end
;--- constitutive law: stresses are derived from strains ---
def constit

loop i (1,nel)
sxx(i,1) = e * (xdisp(i+1,1) - xdisp(i,1)) / dx

end_loop
end
;--- law of motion: new velocities are derived from stresses ---
def motion

loop i (2,nel)
xvel(i,1) = xvel(i,1) + (sxx(i,1) - sxx(i-1,1)) * tdx

end_loop
end
;--- displacements are derived from velocities ---
def dis_calc

loop i (1,nel)
xdisp(i,1) = xdisp(i,1) + xvel(i,1) * dt

end_loop
end
def bc ;boundary conditions --- cosine pulse applied to left end

if time >= twave then
xvel(1,1) = 0.0

else
xvel(1,1) = vmax * 0.5 * (1.0 - cos(w * time))

end_if
end
his xvel i=1 j=1
his xvel i=10 j=1
his xvel i=20 j=1
his time
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his nstep=2
start_up
print ncyc ;Note! following number of steps will be taken

; Hit Esc key to halt.
step ncyc
ret ;Use the following command to see histories: PLOT HIS 1,2,3 vs 4

Example 1.3 Data file “BARG.DAT”

; Test of quasi-static compaction of bar by gravity
g 51 1
m e
prop d 1 s 1 b 1
set mech=off
def start_up

nel = 10
e = 1.0
ro = 1.0
dx = 1.0
frac = 0.5
dfac = 0.8
grav = 10.0
c = sqrt(e / ro)
dt = frac * dx / c
loop i (1,nel+1) ;initialize FLAC’s grid variables

x(i,1) = (i-1) * dx
xdisp(i,1) = 0.0
sxx(i,1) = 0.0
xvel(i,1) = 0.0

end_loop
end
;--- main loop ... time is incremented by dt ---
def scan_all

while_stepping
constit
motion
dis_calc

end
;--- constitutive law: stresses are derived from strains ---
def constit

loop i (1,nel)
sxx(i,1) = e * (xdisp(i+1,1) - xdisp(i,1)) / dx

end_loop
end
;--- law of motion: new velocities are derived from stresses
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;--- ... damping and gravity are included, as well as free surface
def motion

loop i (1,nel)
if i = 1 then

dxl = dx / 2.0 ;half element for free surface
sleft = 0.0 ;zero stress to left of surface

else
dxl = dx
sleft = sxx(i-1,1)

end_if
accel = (sxx(i,1) - sleft) / (ro * dxl) + grav
dxv = (accel - dfac * abs(accel) * sgn(xvel(i,1))) * dt
xvel(i,1) = xvel(i,1) + dxv

end_loop
end
;--- displacements are derived from velocities ---
def dis_calc

loop i (1,nel)
xdisp(i,1) = xdisp(i,1) + xvel(i,1) * dt

end_loop
end
his xdis i=1 j=1
his xdis i=6 j=1
his nstep=2
start_up
step 200
; plot his 1,2
; plot xdis line 0,0 10,0 11
ret
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2 GETTING STARTED

This section provides the first-time user with an introduction to FLAC. Getting Started contains in-
structions for program installation and start-up on your computer. It also outlines the recommended
procedure for applying FLAC to problems in geo-engineering and includes simple examples that
demonstrate each step of this procedure.

If you are familiar with the program but only use it occasionally, you may find this section (in
particular, Section 2.6) helpful in refreshing your memory on the mechanics of running FLAC.
More complete information on problem solving is provided in Section 3.

FLAC can be operated in command-driven or graphical, menu-driven mode. For most of the
examples in this manual, input is entered and results are viewed using the command-driven mode.
We believe this is the clearest way for you to understand the operating procedures for FLAC.
As explained previously in Section 1.1, the command-driven structure allows FLAC to be a very
versatile tool for use in engineering analysis. However, this structure can present difficulties for
new or occasional users. Command lines must be entered as input to FLAC, either interactively via
the keyboard or from a remote data file, in order for the code to operate. There are over 40 main
commands and nearly 400 command modifiers (called keywords) which are recognized by FLAC.

The menu-driven mode is an easy-to-use alternative to the command-driven procedure. All the
commands in FLAC can be accessed by point-and-click operation from the graphical mode. We
call this mode the “GIIC” for Graphical Interface for Itasca Codes; eventually, the GIIC will operate
with all Itasca software.

Getting Started contains the following information.

1. A step-by-step procedure to install and start up FLAC on your computer is given in
Section 2.1. This includes the system requirements for operating FLAC (Section 2.1.1),
the installation procedure (Section 2.1.2), a description of the components of the FLAC
program and related files (Section 2.1.3), the memory allocation (Section 2.1.4), utility
software and graphics devices (Section 2.1.5), start-up and operation procedures (Sec-
tion 2.1.6), identification of version number (Section 2.1.7) and installation test (Sec-
tion 2.1.8).

2. This is followed in Section 2.2 by instructions on running FLAC. Section 2.2.1 introduces
the GIIC and provides a tutorial on running FLAC in menu-driven mode (Section 2.2.2).
Section 2.2.3 describes the procedure for running FLAC in the command-driven mode,
and includes a tutorial (Section 2.2.4) to help you become familiar with common input
commands.

3. There are a few things that you will need to know before creating and running your own
FLAC model — i.e., you need to know the FLAC terminology. The nomenclature used
for this program is described in Section 2.3. The definition of a FLAC finite difference
grid is given in Section 2.4. You should also know the syntax for the FLAC input language
when running in command-driven mode; an overview is provided in Section 2.5.
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4. The mechanics of running a FLAC model are described in separate steps; in Section 2.6,
each step is discussed separately and simple examples are provided.*

5. The sign conventions, systems of units and precision limits used in the program appear
in Sections 2.7, 2.8 and 2.9, respectively.

6. The different types of files used and created by FLAC are described in Section 2.10.

* The data files in this chapter are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\UsersGuide\2-BeginnersGuide” with the extension “.DAT.” A project file is
also provided for each example. In order to run an example and compare the results to plots in
this chapter, open a project file in the GIIC by clicking on the File / Open Project menu item and
selecting the project file name (with extension “.PRJ”). Click on the Project Options icon at the top
of the Record pane, select Rebuild unsaved states and the example data file will be run and plots
created.
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2.1 Installation and Start-up Procedures

2.1.1 System Requirements

To install and operate FLAC, your computer must meet the following minimum requirements.

Processor — A processor with a minimum clock speed of 1 GHz is recommended. The speed of
calculation for a FLAC model is directly related to the processor speed. Therefore, the selection of
a high-speed processor is a key factor for improving computation efficiency.

Hard Drive — At least 35 MB of hard disk space must be available to install FLAC with the GIIC.
In addition, a minimum of 100 MB disk space should be available for model save files.

RAM — The minimum amount of RAM required to load FLAC with the GIIC is 60 MB. Of this
memory, approximately 26 MB are used for the Java(TM) Runtime Environment (JRE) to run the
GIIC, 6 MB for the GIIC class files, and 28 MB for the FLAC executable code and dynamic link
libraries (DLLs). The executable code loads with 24 MB allocated by default for model generation.
The memory allocated for a FLAC model can be adjusted by the user to increase the number of
zones (size of model) to be analyzed (see Section 2.1.4).

Generally, the combined RAM needed by FLAC and its model storage should leave 4 to 6 MB
available to Windows. Otherwise, Windows starts swapping into virtual RAM (on disk) — this
swapping causes a dramatic performance loss in FLAC. The more applications there are running
simultaneously, the smaller the FLAC model should be. For fast operation of typical geo-engineering
models, it is recommended that the computer have at least 128 MB RAM. The operation of the
GIIC will be noticeably sluggish if the computer has only 64 MB RAM.

Display — For best performance, a screen resolution of 1024× 768 pixels and a 16-bit color palette
is recommended.

Operating System — FLAC is a 32-bit native Windows application. Any Intel-based computer
capable of running Windows 98 and upward is suitable for operation of FLAC. The code will not
run on 16-bit systems such as Win 3.x. Also, computers based on the DEC Alpha Chip are not
supported by Itasca and may not execute FLAC properly.

Output Device — By default, plots from FLAC are sent directly to the Windows native printer. Plots
can also be directed to the Windows clipboard, or exported as files encoded in PostScript, Enhanced
Metafile format, or bitmap formats (PCX, BMP, DXF or JPEG). See the SET plot command for the
selections of output format.

Operation on PC Networks — A network-license version of FLAC is available. The network key
allows a single hardware dongle to be placed at a central location. Individual users may then run
FLAC from any computer on the network. Network keys require a special licensing arrangement
and installation. Contact Itasca for details.
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2.1.2 Installation Procedure

FLAC is installed from a CD-ROM. The installation operates under Windows 98, NT, 2000, ME
and XP. Earlier versions of Windows or other operating systems will not run the installation.

A default installation of FLAC from the CD-ROM will install the program, its example files, and
the complete FLAC manual. The Adobe Acrobat Reader is necessary for viewing the manual; an
installation for the Reader is also included on the CD-ROM for users who wish to install it.

To begin installation, insert the CD-ROM into the appropriate drive. If the autorun feature for the CD
drive is enabled, a menu providing options for using the CD will appear automatically. If this menu
does not appear, at the command line ( START –> RUN in Windows), type “[cd drive]:\start.exe”
to access the CD-ROM menu. The option to install FLAC may be selected from this menu.

The installation program will guide you through installation. When the installation is finished, a
file named “INSTNOTE.PDF” will be found in the program sub-folder (“FLAC500”) that resides
in the main installation folder. (This is the folder that is specified during the installation process as
the location to which files will be copied; by default, this is “\ITASCA.”) The “INSTNOTE.PDF”
file provides a listing of the directory structure that is created on installation, and a description of the
actions that have been performed as part of the installation. This information may be used, in the
unlikely event that it is necessary or desirable, to either manually install or manually uninstall FLAC.
The recommended method for uninstalling FLAC is to use the Windows “Add/Remove Programs”
applet ( START –> SETTINGS –> CONTROL PANEL –> ADD/REMOVE PROGRAMS ). Please note that references to files made
in the FLAC manual presume the default directory structure described in “INSTNOTE.PDF”; all
data files described in the manual are contained in these folders.

The first time you load FLAC you will be asked to enter a customer title. This two-line title
will appear on exported plots. The title can be changed by selecting the File / Customer Title
Information... menu item in the GIIC, or by using the SET cust1 and SET cust2 commands from
the command line.

A FLAC hardware dongle, which is supplied as either a LPT1 key or a USB key, must be connected
to the computer (either directly if a single-user key, or via a network if a network key) for full
operation of FLAC.
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2.1.3 Components of FLAC

FLAC Version 5.0 is provided as a double-precision executable file. (See Section 2.9 for a discussion
on precision limits.) The double-precision version is named “FLACV DP.EXE” and is stored in the
“\ITASCA\FLAC500\EXE” directory. A single-precision version is also provided and is used by
default when running FLAC/Slope. (See Section 3 in the FLAC/Slope User’s Guide.) The single-
precision version is named “FLACV SP.EXE” and is also stored in the “\ITASCA\FLAC500\EXE”
directory.

The double-precision version runs approximately 1.5 to 2 times slower than the single-precision
version, and requires approximately 3 times more RAM than the single-precision version for similar
sized models. However, the single-precision version may not be adequate for certain types of
problems, as discussed in Section 2.9. Therefore, the double-precision version is provided as the
default executable for FLAC Version 5.0, and all examples in the FLAC manual are run with the
double-precision version. Users, at their discretion, may choose to switch to the single-precision
version to run FLAC Version 5.0 by changing the name in the target string of the shortcut to FLAC
in the properties dialog (accessed by right-clicking on the START –> PROGRAMS –> ITASCA –> FLAC –>
FLAC 5.00 menu item). See Figure 2.1. (CAUTION: Slight differences in results may be expected as
a result of different precision limits.)

Figure 2.1 Shortcut properties dialog for FLAC
(change FLACV DP.EXE to FLACV SP.EXE, to switch
from double-precision to single-precision version)

In addition to the executable files, two sets of dynamic link libraries (DLLs) are provided. One set
of DLLs is used to access the various graphics formats in FLAC. The other set corresponds to two
built-in constitutive models: the “Finn” model and the “Hoek-Brown” model. All of the DLLs are
located in the “\ITASCA\FLAC500\EXE” directory.

All files related to the GIIC for FLAC are stored in the “\ITASCA\FLAC500\GUI” directory.
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Both the single- and double-precision executable codes are described as Windows-console appli-
cations because they operate in a text mode in Windows. Both codes communicate with the GIIC
via the JAVA(TM) Runtime Environment. The user can switch from the graphics mode to the text
(command-driven) mode by pressing the File / Exit GIIC button in the graphics mode, and return
to the graphics mode by typing

giic

from the command line in text mode.

The Windows-console version of FLAC is compiled with the Absoft Pro Fortran for Windows 7.0
compiler. The GIIC is written in JAVA using JAVA(TM) Runtime Environment, standard edition,
version 1.5.0.

2.1.4 Memory Allocation

Automatic memory allocation logic has been implemented in FLAC for Intel-based computers.
When loaded, FLAC will, by default, adjust the size of the main array to take up 24 MB RAM,
or the maximum amount available, if it is less than 24 MB. This means that if other programs are
resident when FLAC is executed, the size of the main array may be decreased and smaller allowable
problem sizes will result.

You can change the amount of memory used by FLAC by modifying the shortcut to FLAC. In the
shortcut properties dialog, add the amount of memory (in MB) to the end of the target string. For
example, in Figure 2.2, the amount of memory allocated is changed to 48 MB. If the amount of
memory requested is more than that available, FLAC will still load, but with the maximum available
memory. The amount of memory allocated for FLAC is printed in the start-up (text-mode) screen.

Figure 2.2 Change the memory allocation in the shortcut properties dialog
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As a guide, Table 2.1 summarizes the approximate maximum numbers of zones (of Mohr-Coulomb
material) that can be created for different sizes of available RAM, in the double-precision version
of FLAC.

Table 2.1 Maximum number of elements in available RAM

Available RAM Maximum number of zones

(MB) (double-precision)

24 30,000
48 60,000
64 80,000

128 160,000

2.1.5 Utility Software and Graphics Devices

Several types of utility software and graphics devices that can be of great help while operating
FLAC are available.

Editors — When running FLAC from the GIIC, an input data file is created automatically as the
model is generated in the graphical mode. This data file can be saved and edited in order to reproduce
or modify the model in later analyses. A text editor is used to modify or create FLAC input data files.
Any text editor that produces standard ASCII text files may be used. Care must be taken if more
“advanced” word-processing software (e.g., WordPerfect, Word) is used: this software typically
encodes format descriptions into the standard output format; these descriptions are not recognized
by FLAC and will cause an error. FLAC input files must be in standard ASCII format.

Graphics Output — FLAC supports several different types of graphics devices. The dialog shown
in Figure 2.3 (accessed via the File / Print Plot Setup menu item) displays the types available.
By default, plots generated via the File / Print plot menu item (or the PLOT pen command) will
be directed to the default Windows printer. (Note that the default printer is changed outside FLAC
using the Printers folder in the My Computer object.) The Windows printer output is also selected
from the Print setup dialog, as shown in Figure 2.3 (or by using the SET plot windows command).

The current plot can be directed to the Windows clipboard (no file is generated — see the SET plot
clipboard command), in which case an image is created in enhanced metafile format that can be
pasted into another Windows application that is compatible with that format.

Plot output can also be directed to a Windows enhanced metafile format file on disk (see SET plot
emf) where it can be saved for reference or later embedded in a Windows document. The output
filename can be changed to one with a “.EMF” extension (see SET output).

Several graphics formats (PCX, BMP, DXF or JPG) can be accessed via the Print setup dialog, and
either grayscale or color output can be specified.
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Figure 2.3 Print setup dialog

Graphics software can assist in the production/presentation of FLAC results. FLAC ’s MOVIE option
allows graphics images to be stored and later displayed in series. A movie viewer is contained in
the “\ITASCA\Shared\Utility” directory.

2.1.6 Start-up

The default installation procedure creates an Itasca group under Programs on the user’s Start menu
in Windows. The Itasca group contains the FLAC –> FLAC 5.00 shortcut that can be used to start the
code.*

To load FLAC, simply click the FLAC 5.00 button. The first time you load FLAC you will be asked to
specify a customer title. This title will appear on all hardcopy output plots generated from FLAC.
The title can be changed at any time by selecting the File / Customer Title Information...
menu item in the GIIC, or by using the SET cust1 and SET cust2 commands from the command
line.

FLAC will start up in command-driven mode, and then immediately switch to the graphics mode.
The graphics mode may take a few seconds to initialize while the JRE is being loaded to run the
GIIC. The initialization time can be affected by other programs running in the background. If you
notice a significant delay in the initialization of the graphics mode, it may be necessary to close
other Windows applications. When loaded, the FLAC window appears as shown in Figure 2.4.

The serial number for your version of FLAC is displayed in the Console pane. Press Cancel to
close the Model Options dialog, and then press the Console tab to view the Console pane, as shown

* Be sure that the FLAC hardware key is attached to the LPT1 or USB port on your computer.
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in Figure 2.5. The customer title, options available, memory allocated (see Section 2.1.4) and
precision limits (see Section 2.1.3) for FLAC are also listed in this view.

Figure 2.4 FLAC start-up window

Figure 2.5 FLAC Console pane
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2.1.7 Version Identification

The version number of FLAC follows a simple numbering system that identifies the level of updates
in the program. There are three numerical identifiers in the version number — that is,

Version I.JK

where:

I is an integer starting with 1 that identifies a major release of the code;

J is an integer that is incremented whenever a modification is made that requires
a major change to the code structure for a supplemental upgrade release of
FLAC; and

K is an integer that is incremented when minor modifications are officially re-
leased as an update to the current version.

In addition to the version number, sub-version numbers are also used to identify minor changes
to FLAC that have been made since the official version was released. Users may access the latest
sub-version of the current version of FLAC via the Internet. (Contact Itasca for further information.)
However, FLAC with a sub-version number greater than that of the officially released version should
be used with caution, because not all features have been fully tested.

The version number is given in the title bar at the top of the FLAC window, see Figure 2.4. The
FLAC version number (and the version numbers for the GIIC and JAVA(TM) Runtime Environment
associated with this version of FLAC) are provided in the About FLAC dialog, accessed from the
Help / About FLAC menu item.

The FLAC version number can also be obtained by typing the command

print version

at the flac:command-line prompt.
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2.1.8 Installation Test

A simple FLAC project file is included in the “\Itasca\FLAC500” directory, so that you can verify
whether FLAC is properly installed on your computer. This file tests the calculation kernel and the
graphics screen plotting facilities for your computer.

To run this test, first start up FLAC following the procedure in Section 2.1.6. The GIIC window
shown in Figure 2.4 should appear. Then, perform the following steps.

1. Check the Open old project button in the Model Options dialog. This will open an Open
Project dialog.

2. Select the file named “TEST.PRJ” from the “\Itasca\FLAC500” directory.

3. Press <Open> in the Open Project dialog.

4. Click the Project Options icon at the top of the Record pane. This will open a menu of
options. See Figure 2.6.

5. Select the menu option Rebuild unsaved states. The test example will be run and the
model will be executed for 100 calculation steps.

6. When the run is finished, click on the Y-displacement contour tab in the Model-View pane and
a y-displacement contour plot will appear, as shown in Figure 2.7.

7. To exit FLAC, click on the File / Quit menu item.

If you are not able to reproduce the results of this test, you should review the system requirements
and installation steps in Sections 2.1.1 and 2.1.2. If you are still having difficulty, we recommend
that you contact Itasca and describe the problem you have encountered and the type of computer
you are using (see Section 5.2 for error-reporting procedures).
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Figure 2.6 Project options menu in the Record pane (with Rebuild unsaved
states selected)

Figure 2.7 Graphics plot from “TEST.PRJ”
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2.2 Running FLAC

FLAC can be run in menu-driven mode or command-driven mode. We recommend that you use the
menu-driven mode to become familiar with the procedure for creating and solving a FLAC model.
The installation test in Section 2.1.8 is performed in the menu-driven mode. The procedure to
operate FLAC in the menu-driven mode is described below in Section 2.2.1. A simple tutorial is
provided in Section 2.2.2.

The procedure to operate FLAC from the command-driven mode is described in Section 2.2.3. This
procedure requires direct input of FLAC commands; all commands are defined in the Command
Reference. A simple tutorial in command-driven mode is given in Section 2.2.4.

2.2.1 Running FLAC in Menu-Driven Mode

The Graphical Interface for Itasca Codes (GIIC) is a menu-driven graphical interface developed to
assist users in operating Itasca codes. The FLAC -GIIC is easy to use with a point-and-click operation
that accesses all commands and facilities in FLAC. The structure of the GIIC is specifically designed
to emulate expected Windows features and allows general mouse manipulation of displayed items
that correspond to FLAC operations. You should be able to begin solving problems with FLAC
immediately, without the need to wade through commands to select those necessary for your desired
analysis. This section provides an introduction to the GIIC and includes a simple tutorial to help you
get started. You will notice that a Help menu is provided in the main menu bar for the GIIC. Help

buttons are also included with each tool in the GIIC, and Help panes can be opened by right-clicking
on model tool tabs. Consult these Help views for detailed information on specific GIIC features.
All of the components of the GIIC are described in the FLAC-GIIC Reference.

2.2.1.1 Entering the GIIC and Selecting Analysis Options

The GIIC starts automatically when FLAC is loaded following the procedure described in Sec-
tion 2.1.6. The GIIC main window is shown in Figure 2.8.

The code name and current version number are printed in the title bar at the top of the window,
and a main menu bar is positioned just below the title bar. Beneath the main menu bar are two
windows: a resources pane and a Model-View pane. The resources pane contains two tabbed panes
with text-based information. A Console pane shows text output and allows command-line input
(at the bottom of the pane). A Record pane shows a record of commands needed to generate the
current model project state. This record can be exported to a data file as a set of FLAC commands
that represent the problem being analyzed.

The Model-View pane shows a graphical view of the model. Additional tabbed views, which display
user-defined plots, can be added to this window. At the top of the Model-View pane is a tab bar
containing modeling-stage tabs. When you click on a modeling-stage tab, a tool bar will open; this
contains buttons that access model tool panes. The tool bar for the model Build tool is shown in
Figure 2.8. When you click on a button, this opens a modeling-stage pane; these panes contain all
the tools you will need to create and run your model.
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You can use the View menu to manipulate any view pane (e.g., translate or rotate the view, increase
or decrease the size of the view, turn on and off the model axes). The View menu is also available as
a tool bar that can be turned on from the Show menu. The View tool bar is shown on the Model-View
pane in Figure 2.8.

An overview of the GIIC operation is provided in the Help menu. The menu also contains a list of
Frequently Asked Questions about the GIIC and an index to all GIIC Help files.

Figure 2.8 The GIIC main window

The text field with the flac: prompt located at the bottom of the Console pane allows you to
enter FLAC commands directly from the GIIC. The Console pane will echo the commands that
you enter. You should not need to use the command line at all; it is provided as a shortcut in case
you prefer to type a command rather than use the graphical interface. A status bar is located at the
bottom of the main window and displays information related to the currently active view or tool.

There is also a Fish Editor pane available in the GIIC that allows you to create new FISH functions,
edit existing functions and specify FISH parameters. This window can be opened from the Show
menu.

A Model Options dialog box will appear every time you start the GIIC or begin a new model
project. The dialog is shown in Figure 2.8. This dialog identifies which optional modes of analysis
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are available to you in your version of FLAC. (Note that dynamic analysis, thermal analysis, two-
phase flow analysis, creep models and C++ user-defined models are separate modules that can be
activated at an additional cost per module.) The FLAC Configuration Options must be selected at
the beginning of a new analysis, while the User Interface Options (structural elements, advanced
material models and factor-of-safety calculation) can be included at any time in the model run.

You can select a system of units for your analysis in the Model Options dialog. Many parameters
will then be labeled with the corresponding units, and predefined values, such as gravitational
magnitude and properties within the material database, will be converted to the selected system.
The selection for system of units may be changed after the analysis has begun. However, care must
be taken that all units are still consistent.

If you are a new user, or only intend to perform a simple static analysis, we recommend that you
click the OK button in the Model Options dialog to access the basic FLAC features. In this case, only
the null, isotropic elastic and Mohr-Coulomb models are active, and a static, plane-strain analysis
is performed in the GIIC. If you wish to come back later in the analysis and, for example, add
structural elements, click File / Model Options in the main menu. This will reopen the Model
Options dialog. Check Include Structural Elements? and click OK . A Structure tab will be added to
the modeling-stage tab bar, and structural elements can now be included in your model.

The final model option that can be selected is the format for the project record that is used in the
Record pane. Two types of format are provided: a List Record format and a Project Tree Record
format. The List format is a simple record with independent save files. Each save file includes a
record of all the commands needed to generate the state. The Project Tree format shows changes
between save files. Save states are displayed in a tree structure.

The Model Options dialog is shown below in Figure 2.9 with the following model options selected:
groundwater configuration option with automatic adjustment of total stresses for external pore-
pressure change (CONFIG gw ats), structural elements user-interface option, Project Tree Record
format and SI system of units.

2.2.1.2 Changing GIIC Preferences

After you have selected which Model Options you wish to have operating during your analysis,
you can save these preferences, so that these selections are active each time you enter the GIIC.
Also, you can save your preferences for the look-and-feel of the GIIC on start-up. You can select
which resource pane you wish to have open, as well as the size of this pane and the Model-View
pane. Preferences for the GIIC appearance can be changed. Open the Show menu in the main
menu to change the look-and-feel of the GIIC panes and tool bar. Once you are satisfied, click
File / Save Preferences in the main menu. The GIIC start-up preferences are stored in the file
“STARTUP.GPF,” located in the “ITASCA\FLAC500\GUI” directory.
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Figure 2.9 The Model Options dialog box

2.2.1.3 Modeling-Stage Tabs

The model tools are accessed from the modeling-stage tab bar located above the Model-View pane.
The tabs are arranged in a logical progression for building and solving your model. The order
follows the recommended procedure for problem solving discussed in Section 2.6. The first two
modeling-stage tabs contain tools to generate and shape the grid to fit the problem domain.

• The grid is first created via the Build tab, and

• then shaped to fit the problem geometry via the Alter tab.

• Next, material models and properties are assigned to the zones in the model,
using the tools accessed from the Material tab.

• Boundary and initial conditions are applied via the In Situ tab.

• The Utility tab provides tools to monitor model variables and access existing
FISH functions.

• The Settings tab allows model global conditions to be set or changed during
the analysis.

• All plotting facilities in FLAC are accessible via the Plot tab.

• Calculations are performed using tools from the Run tab.
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Note that model conditions can be changed at any point in the solution process by re-entering a
modeling-stage tab. For example, model properties can be changed at any time via the Material

tab, and pressure or stress alterations can be made via the In Situ tab. Also, if you select structural
elements in the Model Options dialog, a Structure tab will be included in the modeling-stage tab bar
to access structural support for the model.

When you click on each of the modeling-stage tabs, a tool bar that provides access to model tool
panes in which you can perform operations related to that tool will appear. The Build tab tool bar is
shown in Figure 2.8. Next, a simple tutorial is given to provide an introduction to the model tools
and to help you become acquainted with the GIIC operation.

2.2.2 A Simple Tutorial — Use of the GIIC

In this section we provide a simple tutorial to help you get started using the GIIC. The tutorial
demonstrates the use of several modeling tools to create and solve a simple geotechnical problem.

The example is a circular tunnel excavated at a shallow depth in rock. Two rock types are evaluated:
a strong rock and a weak rock. We excavate the tunnel instantaneously and monitor the movements
of the rock around the tunnel for both rock types. This tutorial is similar in scope to the command-
driven tutorial presented in Section 2.2.4, and is provided to allow you to compare command-driven
versus menu-driven operation of FLAC.

To begin, start up the GIIC by following the procedure given in Section 2.1.6. (If you have loaded
FLAC by double-clicking on the FLAC icon in the Itasca group, the GIIC will start up automatically.)

We are performing a simple, static, plane-strain analysis, so we click the OK button in the Model
Options dialog to access the basic FLAC features. (See Figure 2.8.) By default, the Project Tree
Record format is selected.

When beginning a modeling project, the Project Save dialog will appear so that we may set up a
project file for our exercise. The dialog is shown in Figure 2.10. We are asked to assign a project
title and filename for this project. We click on ? in this dialog to select a directory in which to save
the project file. We save the project as “TUNNEL.PRJ.” (Note that the “.PRJ” extension is assigned
automatically.) The location of the project file and the project filename appear in the Project File
dialog, as shown in Figure 2.10. The project file contains the project record and allows access to
all of the model save (“.SAV”) files that we will create for the different stages of this analysis. (See
Section 2.10 for a discussion of the differences between a model save (“.SAV”) file and the project
(“.PRJ”) file.) We can stop working on the project at any stage, save it and reopen it at a later time
simply by opening the project file (from the File/Open Project menu item); the entire project and
associated model save files will be accessible in the GIIC.
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Figure 2.10 Project Save dialog

We now begin the model creation. To set up the initial finite difference grid, we click on the Grid

button from the Build modeling-tool tab. This tool invokes the GRID command. We press OK in the
How many zones? dialog to select the default grid of 10 zones in the i-direction by 10 zones in the
j -direction. A plot of the grid will immediately be shown in the Model-View pane. We will use
SI units for this example (see Section 2.8 for information on the selection of system of units). The
model domain is then 10 m by 10 m. Click on the View / Showaxis values menu item to show
the x- and y-axes for the model. The model is shown in Figure 2.11. (Note that when a grid is first
created, it is assigned an elastic material model, MODEL elastic, by default. This is done to facilitate
plotting.)

Figure 2.11 Initial FLAC grid
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We next create the circular tunnel by shaping the grid to fit the tunnel boundary. To avoid errors in
calculation of gridpoint masses, all grid shaping should be done before the computational process
begins; these errors may occur if the grid is shaped after computational stepping (see Section 2.6.1
for further discussion). Grid shaping is done by clicking on the Shape button from the Alter modeling-
tool tab. A plot of the grid appears with a set of tools that we can use to add shapes to the grid. We
select the Circle radio button, move the mouse to a position on the grid corresponding to the tunnel
center, and press and hold the left mouse button while moving the mouse. A circle tool will appear
with two boxes, one at the centroid and one along the circle periphery (see Figure 2.12). We can
move the circle and adjust its radius by pressing and holding the left mouse button while the mouse
is positioned within each box. Alternatively, we can select values for the centroid coordinates and
the circle radius with dialogs that open when we right-click the mouse while it is positioned within
each box. The circle in Figure 2.12 is centered at x = 5.0, y = 5.0 and has a radius of 2.0 m.

Figure 2.12 GIIC virtual grid with Circle button active

When we press Generate , the grid is deformed to fit the boundary of the circle, and the corresponding
GENERATE command is displayed in the Changes sub-pane to the left of the grid plot, as shown
in Figure 2.13. Note that this is a “virtual” grid: any alterations we make within this grid can be
undone or changed. We simply press one of the arrow keys above the Changes pane to remove (or
add) a command corresponding to the shape created in the virtual grid.

Once we are satisfied with the alteration, we press the Execute button. This sends the command(s)
to FLAC and returns to the Model-View pane. The FLAC commands are processed, and the altered
FLAC grid with marked gridpoints is displayed, as shown in Figure 2.14. The FLAC commands
created thus far are shown in the Record pane in this figure.
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Figure 2.13 FLAC grid with zones shaped for circular tunnel

Figure 2.14 FLAC grid with circular tunnel in Model-View pane
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We next move to the Material modeling-tool tab and press the Assign button to create and assign mate-
rials and their properties to the zones within the grid. Materials are created from a Material dialog
that is opened by pressing the Create button in the Assign pane. Within this dialog, we can assign
a classification and material name, prescribe a constitutive model type (elastic or Mohr-Coulomb)
and assign material properties. Soils and rocks can be divided into different classifications, such
as “Tunnel” rock, with separate material names within a classification, such as “strong rock” and
“weak rock.” The classification and material name are used to associate a GROUP name with each
material. We will create two different materials for this analysis: a strong rock and a weak rock.
The Material dialog with the selected properties for strong rock is shown in Figure 2.15. The dialog
for weak rock is similar except that the cohesion is zero.*

Figure 2.15 Material Properties dialog in the Assign tool

* A database of common soil and rock materials and properties is also available by pressing the Database

button in the lower-right corner of the Assign pane. The database is divided into classification
groups and material names. You can also create your own database of common materials within
this database tool, which can be saved and loaded for other projects. Database materials are stored
in a file with extension “.GMT” — see Section 2.10.
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We press OK in the Material dialog to create the material. The material is added to a material List
shown on the right side of the Assign pane. Once all of the materials required for an analysis have
been created and added to the list, they can be assigned to the grid. It is possible to assign different
materials to different zones in the grid, or to different marked regions of the grid, using the Range
tools provided in the Assign pane. In our example, we will evaluate the response of the tunnel
in strong rock versus weak rock, so we begin by assigning strong rock material to all zones. We
highlight the Tunnel:strong rock item and press the SetAll button to assign this material to all non-
null zones in the grid. Figure 2.16 shows the Assign pane with the strong rock material assigned.
GROUP, MODEL and PROPERTY commands are listed in the Changes pane when the materials are
assigned. We now press Execute to send these commands to FLAC.

Figure 2.16 Strong rock material assigned to all zones with the SetAll button
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The next step is to assign the boundary conditions for our model. We select the Fix button from the
In Situ modeling-tool tab. We wish to have a pinned boundary condition applied along the bottom
of the model, and roller boundary conditions applied to the sides. To prescribe a pinned boundary
on the bottom, we press the X&Y radio button to specify a fixed-gridpoint velocity in the x- and
y-directions. By default, the x- and y-velocities are zero and, by specifying that these velocities
are fixed at the selected gridpoints, we are preventing any movement in the x- and y-directions. We
hold down the left mouse button while dragging the mouse along the bottom boundary. Gridpoints
are marked and, when we release the button, a letter “B” (denoting that both the x- and y-fixity
conditions are set) is printed at the selected gridpoints. We repeat the process using the X radio
button to specify a fixed-gridpoint velocity in the x-direction along the left and right boundaries.
The resulting boundary conditions are shown in Figure 2.17. Press Execute to send these commands
to FLAC.

Figure 2.17 Boundary conditions specified with the Fix tool
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We can access different variables in our model with the Utility modeling-tool tab. We wish to
monitor the displacement at the ground surface as the tunnel is excavated. To do this, we click on
the History button to open the History pane, and then click on the GP mode radio button. We select
the y-displacement history from the History Information sub-menu, and then we point the mouse
at a gridpoint on the top of the model. When we click on the gridpoint, a HISTORY command is
created for the y-displacement history at that gridpoint. Figure 2.18 shows the results of our action
in the History pane. Press Execute to send the command to FLAC.

Figure 2.18 Select variables to monitor with the Hist tool
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Gravitational loading is specified as a global setting in our model via the Settings modeling-tool
tab. We click on the Gravity button to access the Gravity Settings dialog. Then, by clicking on the
globe icon in the dialog, the value of 9.81 m/sec2 will be listed as the magnitude of gravitational
acceleration. (You can also type in a different value for the magnitude.) The dialog is shown in
Figure 2.19. Note that the gravitational vector is shown by an icon in the model view.

Figure 2.19 Set gravity settings in the Gravity Settings dialog

We anticipate that large deformations will occur in this analysis, so we click on the Mech button from
the Settings tab to access the Mechanical Settings dialog. We press the Large-Strain radio button to
set the large-strain logic. Figure 2.20 shows the Mechanical Settings dialog.

Figure 2.20 Set global mechanical settings in the Mechanical Settings dialog
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We are now ready to bring the model to an initial equilibrium state. We timestep the model to a force
equilibrium condition under gravity loading. The solution approach of timestepping to equilibrium
is described is Section 2.6.4. We press the Run modeling-tool tab and then the Solve button. This
opens a Solve dialog, as shown in Figure 2.21. The calculation for the initial equilibrium state
starts from a zero stress state. In order to ensure a uniform stress distribution at equilibrium, we
select the Solve initial equilibrium as elastic model box in the Solve dialog. (See Section 3.4.6 for further
information on this topic.) We now press OK and invoke the SOLVE command to detect equilibrium
automatically. The Model cycling dialog appears and the timestep number, maximum unbalanced
force and equilibrium ratio are displayed. The equilibrium ratio is used to determine equilibrium
(see Section 2.6.4 for details). When the ratio falls below the default limiting value of 10−3, the
calculation stops. Other limiting conditions can also be prescribed, as described in Section 2.6.4.

Figure 2.21 Solve dialog

There are several ways to make sure that equilibrium has been reached. A quick check can be made
by plotting the change in maximum unbalanced force during stepping. Press the Plot modeling-
tool tab, then the Quick button, and finally the Unbalanced force item, and a plot of unbalanced force
versus accumulated timestep will appear. The plot given in Figure 2.22 shows that the maximum
unbalanced force is approaching zero, which indicates that an equilibrium state has been reached.

It is a good idea to save the project state at the different stages of our analysis. In this way, we can
easily return to a given state and make modifications without the need to run the entire simulation
again. We can save our project model state at the initial-equilibrium stage by pressing the Save

button at the bottom of the Record pane. This opens a dialog box that allows the user to give a
descriptive title to the saved state and name the file. By default, the file has the extension “.SAV.”
The save file is described in Section 2.10.

We choose to save the model state as “TUN1.SAV.” This file is saved in the same directory as the
project file “TUNNEL.PRJ” so that the project can be opened later and list all associated save files.
The save file is added to a “project tree” at the top of the Record pane, as shown in Figure 2.23.
Each time we save the model state, a new save file will be added to the list. We can click on any
file in the list to open that saved state.
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Figure 2.22 History of maximum unbalanced force from the Quick button

Figure 2.23 Model state saved as “TUN1.SAV”
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We can create plots for a wide variety of variables in a FLAC model. Click on the Model button from
the Plot tab to open the FLAC Plot Items dialog. The dialog is shown in Figure 2.24. This dialog
accesses most of the general plotting facilities in FLAC. (Note that separate tools are provided for
table, history, profile and failure plots in the Plot tool bar.) For example, if we wish to examine
the gravitational stresses that develop in the model, we can create a contour plot of σyy-stresses.
Click on the Contour-Zone / Total Stress / syy plot item from the Plot Items tree, and add this
to the Add Plot Items list. Then click on the Geometry / boundary plot item and add this to the list.
We can either create a fill-contour plot or a line-contour plot. By default, a filled contour plot is
created with the contour range denoted by the fill colors. The resulting fill-contour plot is shown
in Figure 2.25.

Figure 2.24 Plot Items dialog

We can make a hardcopy plot of any FLAC model plot we choose. To do this, click on theFile/Print
Plot menu item in the main menu. If the current Windows default printer is connected to the LPT1
port, we can send the currently active plot view directly to the printer by clicking this menu item. The
File/Print Plot Setup menu item can be used to change the printer device settings. Figure 2.3
shows the Print setup dialog with the selections for device settings.
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Figure 2.25 Contour plot of σyy-stresses resulting from gravitational loading

We are now ready to excavate the tunnel. We return to the Assign pane from the Material tab. In
order to excavate the tunnel, we define the excavated region as null material: highlight the null
material in the material list and click on the Region radio button in the Zone Range mode sub-pane.
Regions are denoted on the virtual grid plot by black lines. By clicking on any zone within the
circular tunnel region defined by the black line, all the zones within this region are changed to
null material. A MODEL null command corresponding to these zones is also listed in the Changes
sub-pane. Figure 2.26 shows the new model state and lists the commands we have generated. Press
Execute to send the new MODEL command to FLAC.

We now evaluate the behavior of the strong rock material. We perform the analysis by using the
Solve tool, as we did previously to determine the initial equilibrium state. A stable solution state
is calculated, and the resulting displacements are illustrated by the y-displacement contour plot
shown in Figure 2.27. This plot is created by clicking on the Contour-GP / ydisp plot item from
the Plot Items tree.

We save this state as “TUN2.SAV”; the FLAC commands to create the model to this stage are shown
in the Record pane. The two save states in our project are also shown at the top of the Record pane.
See Figure 2.27.
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Figure 2.26 FLAC model with tunnel excavated

Figure 2.27 Strong rock: y-displacement contours
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Next, we evaluate the tunnel response using the weak-rock material. We first need to return to a
previous model stage. We return to the state before the tunnel is introduced (“TUN1.SAV”) by
clicking on this file name in the Record pane. (Note that we should actually re-calculate an initial
stress state that corresponds to the weak-rock strength properties and gravitational loading. In this
simple exercise, this initial stress state is the same as that for the strong rock.)

We return to the Assign pane and click on Tunnel: weak rock in the material list to highlight this
material. We click on the SetAll button to change all of the non-null zones from strong rock to weak
rock. The result is shown in Figure 2.28.

Figure 2.28 Weak rock material assigned to all zones with the SetAll button

When we press Execute to return to the Model-View pane, the project tree in the Record pane displays
two branches: “branch A” and “branch B.” “branch A” contains the commands and save state
“TUN2.SAV” for the strong rock analysis; “branch B” contains the commands to excavate the
tunnel in the weak rock. We continue the analysis from the weak-rock state.

For analyses in which we anticipate that material failure can occur, and the simulation may never
reach an equilibrium state, we do not use the Solve tool. Instead, we use the Cycle tool in the Run tab
in order to step through the simulation and monitor the response as it occurs. After pressing Cycle ,
we enter 600 cycles for the calculation duration and press OK . FLAC will now step through 600
timesteps. When stepping is finished, the model plot is refreshed automatically and, because we are
running in large-strain mode, we observe that the top of the grid has begun to deform downward.
See Figure 2.29. If we continue stepping, eventually FLAC will report an error message (“Bad
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Geometry”) and the calculation will stop. This indicates that zones in the model have reached a
limiting distortion; the limiting conditions for zone distortion are described in Section 2.6.1.

Figure 2.29 Weak rock: deformed grid at 600 timesteps after tunnel excava-
tion

There are different ways to monitor the collapse process. For example, if we plot the history of
y-displacement at gridpoint i = 6, j = 11, which we recorded at the beginning of the simulation,
we can identify collapse by the increasing displacement that is displayed. Press the History button
in the Plot tab, click on Item ID number 1 (which is the history number corresponding to the
y-displacement history we selected), and press OK . A plot of the y-displacement history versus
accumulated timestep will appear, as shown in Figure 2.30. The displacement is increasing at a
constant rate, indicating collapse.
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Figure 2.30 Weak rock: y-displacement history at gridpoint 6,11

Finally, we save this model stage as “TUN3.SAV” in ‘branch B.” This will also automatically
update the file “TUNNEL.PRJ.” If we desire, we can move the project file and save files to a
different directory and restore the project again if we wish to make additional plots or perform other
analyses.

This completes the GIIC tutorial. We recommend that you now try variations of this example to
become more familiar with the GIIC operation. For example, begin with the “TUN1.SAV” model
state and try adding beam elements along the tunnel periphery in weak rock after nulling the tunnel
region to simulate the support provided by a tunnel lining. You can add structural elements via the
Model Options dialog after restoring the project state. See Section 1 in Structural Elements for a
description of the beam structural-element logic.
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2.2.3 Running FLAC in Command-Driven Mode

FLAC operates as a command-driven program. The GIIC provides a tool to assist users with the
generation of commands from a graphical mode. Users can, if they wish, bypass the graphical
tools and enter the commands directly. FLAC can then be run in command-driven mode, either
interactively or from an input data file. To switch to command-line mode from the GIIC, click on
the File/Exit GIIC menu item, and the GIIC will close and the command-line window will open,
as shown in Figure 2.31.

Figure 2.31 FLAC command-line window

If you wish to run the code interactively, just begin typing in commands at theflac:prompt. FLAC
will execute each command as the <Enter> key is pressed. If an error arises, an error message
will be written to the screen.

As an alternative, an input data file may be created using a text editor (see Section 2.1.5). This file
contains a set of commands just as they would be entered in the interactive mode. Although the data
file may have any name, a common identifying extension (e.g., “.DAT”) will help to distinguish it
from other FLAC files (see Section 2.10).

The data file can be read into FLAC by typing the command

call file.dat

on the command line, in which “FILE.DAT” is the user-assigned name for the data file. You will
see the data entries scroll up the screen as FLAC reads each line (if SET echo is on).
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2.2.4 A Simple Tutorial — Use of Common Commands

This section is provided for the new user who wishes to begin experimenting with FLAC operation
in command-driven mode. A simple example is presented to help you learn some of the basic
aspects of solving problems with FLAC.

The example problem is a 1 m wide trench excavated to a depth of 3 m in a soil mass. For
this tutorial, we excavate the entire trench instantaneously and monitor the resulting movement
of the material around the trench. The data file “TRENCH.DAT” (included in the directory
“ITASCA\FLAC500\UsersGuide\2-BeginnersGuide”) contains all of the commands we are about
to enter interactively.

We run this problem interactively (i.e., by typing the commands from the keyboard, pressing
<Enter> at the end of each command line, and seeing the results directly). To begin, load FLAC
following the procedure in Section 2.1.6. When you start up FLAC, the code will be operating in
the GIIC. To change to command-driven mode, press the OK button to close the FLAC Options
dialog, and then press File / Exit GIIC; FLAC will switch to text mode. Commands are entered
at the flac:prompt.

To set up the initial finite difference grid, use the GRID command:*

grid 5,5

This command will create an initial grid (or mesh, if you prefer) that is 5 zones (or elements) wide
by 5 zones high. Now, give the zones a material model and properties. For this example, we use
the Mohr-Coulomb elasto-plastic model. Type in the following commands:

model mohr
prop bulk=1e8 shear=.3e8 fric=35
prop dens=1000 coh=1e10 ten=1e10

Here, we have specified the Mohr-Coulomb model. Every zone in the grid could conceivably have a
different material model and property. However, by not specifying a range of zones directly behind
the MODEL command, FLAC assumes that all zones are to be Mohr-Coulomb. The properties are
given next — including the bulk modulus (in Pa), shear modulus, the angle of internal friction,
the mass density, the cohesion and the tensile strength. Any consistent set of engineering units
can be used when assigning properties in a FLAC model (see Section 2.8). Note that very high
cohesion and tensile strength values are given. These are only initial values that are used during
the development of gravitational stresses within the body. In effect, we are forcing the body to
behave elastically during the initial development of the gravitational stresses.† This lets us avoid

* See the command reference list in Section 1.3 in the Command Reference for further details. Note
that command words can be abbreviated (see Section 2.5).

† Alternatively, an elastic model could initially be used to set up the virgin stresses, followed by
changing the model to Mohr-Coulomb prior to any excavation, applied loads, or other simulations.
This is done automatically by using the SOLVE elastic command.
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any plastic yield during this initial phase of the analysis. The reasons for this will become obvious
once you gain experience with the explicit-simulation procedure.

Now that a grid and model properties have been defined, data pertaining to the simulation can be
plotted or printed. Issue the following command:

print x y

The x- and y-coordinates will appear in tabular form in the physical positions of the gridpoints.
You will note that the table has i (column) and j (row) going from 1 to 6 along the top and left-hand
edge of the table. Therefore, each gridpoint and zone has an i (column) and j (row) associated with
it. In this example, the gridpoint range is i from 1 to 6 and j from 1 to 6, whereas the zones range is
from 1 to 5 for i and 1 to 5 for j . If you require greater clarification on this point, see Figure 2.38
in Section 2.4. To see a plot of the grid, give the following command:*

plot grid

This will create a plot of the grid on the screen. After viewing, press <Enter> to get back to the
flac: prompt.

In order to make a hard copy of a plot, enter the command COPY and the plot will be sent (by
default) to the current Windows printer connected to the LPT1: port.†

Alternatively, we can send the plot to a file for printing at some later time. For example, the
commands

set plot emf
copy grid.emf

will create a Windows-enhanced metafile plot “GRID.EMF” of the last-viewed plot. The file can
then be directly imported to a word processor program such as Microsoft Word.

If a PCX file is desired instead, the SET pcx command will allow PCX files to be generated by
pressing<F2> when the plot is displayed on screen. See Section 1.3 in the Command Reference
for a full description of this command.

Note that if we do not assign coordinates to the grid (by using the GENERATE or INITIAL command),
then the x- and y-coordinates are assigned equal to the number of the gridpoint minus 1. For
example, in the previous grid plot, the lower left-hand gridpoint is assumed to be the origin and
is given the coordinate (0,0). The bottom right-hand corner gridpoint (6,1) is given the coordinate

* The plotting window will be set automatically unless otherwise specified by using the WINDOW
command.

† The printer type can be changed with the SET plot command. For example, type SET plot post
before entering the COPY command to direct plots to a PostScript-compatible printer. The output
port can be changed or a filename can be specified with the SET output command — see Section 1
in the Command Reference.
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(5,0). The user is completely free to assign any chosen coordinates by using the GENERATE and
INITIAL commands. To keep this example simple, we leave the grid at 5 m × 5 m.

Next, the boundary conditions for the problem are set. In this problem, we want to place roller
boundaries on the bottom and sides, apply gravitational forces to the zones, and allow the in-situ
stresses to develop as they occur in nature. To fix these boundaries (i.e., no displacement or velocity
in the specified direction), use the following commands:

fix y j=1
fix x i=1
fix x i=6

The commands noted above perform the following functions:

1. The bottom boundary gridpoints (j = 1) are fixed in the y-direction. When
FLAC sees (j = 1), it automatically assumes that i ranges from 1 to 6 (i.e., the
full range). You can perform the same function by specifying j = 1, i = 1,6.

2. The left-hand boundary gridpoints (i = 1) and right-hand boundary gridpoints
(i = 6) are fixed in the x-direction. Again, FLAC assumes the full range of the
j -direction.

Next, we set the gravity by typing

set grav=9.81

where 9.81 m/sec2 is the acceleration due to gravity. Here, gravity is taken as positive downward
and negative upward. (If gravity is set negative, objects will rise!)

We wish to see a history of the displacement of a gridpoint on the model to indicate equilibrium or
collapse. Type:

his nstep=5
his ydis i = 2 j = 6

Here, we choose to monitor the y-displacement every five timesteps for a point at the top of the
ground surface. Now, we are ready to bring the initial model to equilibrium. Because FLAC is an
explicit dynamic code, we step the model through time,* allowing the kinetic energy of the mesh to
damp out (thus providing the static solution we seek). To allow gravity to develop within the body,
we timestep the simulation to equilibrium. Here, the SOLVE command is used to detect equilibrium
automatically.

Type the commands

set force=100
solve

* calculation time — not real time
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The calculation process will begin and the timestep number, maximum unbalanced force and equi-
librium ratio will be displayed on the screen. When the unbalanced force falls below the limiting
value (a limiting force of 100 N is specified with the SET command), the run will stop. Other
options for solution limits, such as equilibrium ratio, are discussed later in Section 2.6.4.

Now we can see what has occurred within the model. Examine the y-displacement history requested
earlier:

plot his 1

A screen plot which indicates that the model came to equilibrium within 108 timesteps will be
shown. The final y-displacement at equilibrium is -0.881 × 10−3 m, due to the gravitational
loading. For a screen listing of this history, type

hist dump 1

Let’s examine the gravitational stresses developed in the body. The window was automatically
defined but, if we wish to enlarge or shrink the plot, we can reset it with the WINDOW command.
Now, give the plot a title* by typing

title
a simple trench excavation example

Then type the following:

sclin 1 (1,0) (1,5)
plot syy yel bou gre

This will create a plot (Figure 2.32) of the σyy-stresses in yellow-brown and the boundary in green.†
Similarly, the σxx-stresses can be plotted by typing

plot sxx yel bou gre

We note that the gravitational stresses increase linearly with depth. The values can be printed by
typing

print sxx syy

It is wise to save this initial state so that we can restart it at any time for performing parameter
studies. To save this, type

save trench.sav

A save file will be created on the default drive. The FLAC prompt will then return.

* The title and legend appear on hardcopy plots as well as screen plots. There are slight differences
between the legend shown on the screen plot and that shown on hardcopy plots.

† The color switch also controls the line style on hardcopy plots. See Table 1.6 in the Command
Reference to select line styles based on color keywords. Note that all plots shown in the figures in
Section 2 have a line style set by the default line style, which is a solid line.
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Figure 2.32 The gravitational stresses included in the soil after 108 timesteps

Now we can excavate a trench in the soil. First, type

prop coh=0

With a zero cohesion and vertical, unsupported trench walls, collapse will certainly occur. Because
we want to examine this process realistically, the large-strain logic must be set in the code. This is
done by typing

set large

Finally, for plotting purposes, we wish to see only the change in displacements from the trench
excavation and not the previous gravitational setting — so we can zero out the x- and y-displacement
components:*

init xdis=0 ydis=0

To excavate the trench, enter

model null i=3 j=3,5

Since we purposely set the cohesion low enough to result in failure, we do not want to use the SOLVE
command with a limit for out-of-balance forces (which checks for equilibrium). Our simulation

* This will not affect the calculations since the model does not require displacements in the calculation
sequence. They are kept only as a convenience to the user.
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will never converge to the equilibrium state. Instead, we can step through the simulation process
one step at a time and plot and print the results of the collapse as it occurs. This is the real power
of the explicit method. The model is not required to converge to equilibrium at each calculation
cycle, because we never have to solve a set of linear algebraic equations simultaneously, as is the
case in the implicit codes with which many engineers are familiar.

In FLAC, we use the STEP command

step 100

FLAC will now step through 100 timesteps. When it is finished, the prompt will reappear. Now,
examine the results thus far by plotting some variables — e.g.,

plot plastic boundary

The present state of each zone will be indicated by symbols which represent the type of failure con-
dition. This plot indicates that the zones adjacent to the trench are actively yielding in shear.* The
Mohr-Coulomb failure model is discussed in detail in Section 2.4.2 in Theory and Background.

Now, try plotting some parameters:

plot grid

We notice some grid distortion beginning at the trench.

Next, try some plot overlays to distinguish the failure area (to identify this plot, we could first retitle
the plot using the TITLE command):

plot xv z yell int=5e-6 dis red max=1e-2 bou green

This will produce a plot of the x-velocity contours (in yellow, contour interval of 5× 10−6 m, zero
contours removed) overlaid by the displacement vectors (in red, scaled to a maximum vector length
of 1 × 10−2 m) and the boundary (in green). This is shown in Figure 2.33. The velocity contours
are given here to help visualize those areas of active yield, because this material is flowing.

The collapse process can be examined as it occurs, by timestepping 100 steps at a time. We
encourage you to step ahead in this fashion, creating plots at each stage and experimenting with the
max, int and color keywords at each stage. Try plotting the stresses, velocities and displacements
to produce meaningful results. In this example, we will jump ahead to a convenient spot in the
collapse process:

step 400

Again, try

plot grid

There is a drastically different picture at this stage as the trench collapses (Figure 2.34).

* Note that we have made our boundaries on this problem small in order to speed operation; thus,
some boundary interference occurs.
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Figure 2.33 A plot of the displacement vectors and x-velocity at timestep 208
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Figure 2.34 Deformed mesh after 608 timesteps
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By typing

plot plas bou

we note that the zones are still at the yield failure point. Examine the σyy-state and displacements
by requesting

plot syy zero int=2500 disp max=0.2 mage bou gree

We observe distortion of the stress contours due to the excavation and an increase in magnitude (by
approximately 100 times) of the displacement vectors (Figure 2.35). Also note that stress contours,
unlike displacement and velocity contours, are not plotted to the external and excavation boundaries,
because stresses are constant within a zone.*
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Figure 2.35 yy-stress contours and displacement vectors after 608 timesteps

From this point, you may wish to play with the various features of FLAC in an attempt to stabilize
the excavation. Try restarting the previous file you created by entering

rest trench.sav

Excavate the trench as before, but try using the structural element logic described in Section 1 in
Structural Elements to model bracing or tieback anchors.

* It is possible to use an interpolation function to extend the stress contour lines to the boundaries,
using the FISH built-in language (see “EXTRAP.FIS” in Section 3 in the FISH volume).
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You will see that FLAC is virtually bulletproof — an error-trapping function recognizes most
commonly occurring errors.

This ends the command-driven tutorial. If you have previously run the tutorial for menu-driven
operation, as described in Section 2.2.2, you should note that the command-driven mode requires a
more thorough knowledge of the command language in FLAC than does the menu-driven mode. It is
possible to switch back and forth from menu-driven to command-driven operation. We recommend,
though, that you begin learning FLAC in menu-driven mode before attempting to include command-
driven operations.

The remaining sections of this chapter provide a guide to the mechanics of using FLAC. As you
become more familiar with the code, turn to Section 3 for additional details on problem solving
with FLAC.
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2.3 Nomenclature

FLAC uses nomenclature that is consistent, in general, with that used in conventional finite difference
or finite-element programs for stress analysis. The basic definitions of terms are reviewed here for
clarification. Figure 2.36 is provided to illustrate the FLAC terminology.

water table
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attached gridpoints

internal
boundary
(excavation)

hydraulic
pressure

horizontal
boundary
stress

fixed
bottom
boundary

zone
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Figure 2.36 Example of a FLAC model

FLAC MODEL — The FLAC model is created by the user to simulate a physical problem. When
referring to a FLAC model, the user implies a sequence of FLAC commands (see Section 1 in the
Command Reference) that define the problem conditions for numerical solution.

ZONE — The finite difference zone is the smallest geometric domain within which the change in a
phenomenon (e.g., stress versus strain, fluid flow or heat transfer) is evaluated. Quadrilateral zones
are used in FLAC. Another term for zone is element. Internally, FLAC divides each zone into four
triangular “subzones,” but the user is not normally aware of these.
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GRIDPOINT — Gridpoints are associated with the corners of the finite difference zones. There
are always four (4) gridpoints associated with each zone. In the FLAC model, a pair of x- and y-
coordinates are defined for each gridpoint, thus specifying the exact location of the finite difference
zones. Other terms for gridpoint are nodal point and node.

FINITE DIFFERENCE GRID — The finite difference grid is an assemblage of one or more finite
difference zones across the physical region which is being analyzed. Another term for grid is mesh.

MODEL BOUNDARY — The model boundary is the periphery of the finite difference grid. Internal
boundaries (i.e., holes within the grid) are also model boundaries.

BOUNDARY CONDITION — A boundary condition is the prescription of a constraint or controlled
condition along a model boundary (e.g., a fixed displacement or force for mechanical problems,
an impermeable boundary for groundwater flow problems, adiabatic boundary for heat transfer
problems, etc.).

INITIAL CONDITIONS — This is the state of all variables in the model (e.g., stresses or pore
pressures) prior to any loading change or disturbance (e.g., excavation).

CONSTITUTIVE MODEL — The constitutive (or material) model represents the deformation
and strength behavior prescribed to the zones in a FLAC model. Several constitutive models are
available in FLAC to assimilate different types of behavior commonly associated with geologic
materials. Constitutive models and material properties can be assigned individually to every zone
in a FLAC model.

SUB-GRID — The finite difference grid can be divided into sub-grids. Sub-grids can be used to
create regions of different shapes in the model (e.g., the dam sub-grid on the foundation sub-grid
in Figure 2.36). Sub-grids cannot share the same gridpoints with other sub-grids; they must be
separated by null zones.

NULL ZONE — Null zones are zones that represent voids (i.e., no material present) within the
finite difference grid. All newly created zones are null by default.

ATTACHED GRIDPOINTS — Attached gridpoints are pairs of gridpoints that belong to separate
sub-grids that are joined together. The dam is joined to the foundation along attached gridpoints
in Figure 2.36. Attached gridpoints do not have to match between sub-grids, but sub-grids cannot
separate from one another once attached.

INTERFACE — An interface is a connection between sub-grids that can separate (e.g., slide or
open). An interface can represent a physical discontinuity such as a fault or contact plane. It can
also be used to join sub-grid regions that have different zone sizes.

MARKED GRIDPOINTS — Marked gridpoints are specially designated gridpoints that delimit a
region for the purpose of applying an initial condition, assigning material models and properties,
and printing selected variables. The marking of gridpoints has no effect on the solution process.

REGION — A region in a FLAC model refers to all zones enclosed within a contiguous string of
“marked” gridpoints. Regions are used to limit the range of certain FLAC commands, such as the
MODEL command that assigns material models to designated regions.
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GROUP — A group in a FLAC model refers to a collection of zones identified by a unique name.
Groups are used to limit the range of certain FLAC commands, such as the MODEL command that
assigns material models to designated groups. Any command reference to a group name indicates
that the command is to be executed on that group of zones.

STRUCTURAL ELEMENT — Structural elements are linear elements used to represent the inter-
action of structures (such as tunnel liners, rock bolts, cable bolts or support props) with a soil or
rock mass. Some restricted material nonlinearity is possible with structural elements. Geometric
nonlinearity occurs in large-strain mode.

STEP — Because FLAC is an explicit code, the solution to a problem requires a number of com-
putational steps. During computational stepping, the information associated with the phenomenon
under investigation is propagated across the zones in the finite difference grid. A certain number
of steps is required to arrive at an equilibrium (or steady-flow) state for a static solution. Typical
problems are solved within 2000 to 4000 steps, although large, complex problems can require tens
of thousands of steps to reach a steady state. When using the dynamic analysis option, STEP refers
to the actual timestep for the dynamic problem. Other terms for step are timestep and cycle.

STATIC SOLUTION — A static or quasi-static solution is reached in FLAC when the rate of
change of kinetic energy in a model approaches a negligible value. This is accomplished by
damping the equations of motion. At the static solution stage, the model will either be at a state of
force equilibrium or a state of steady-flow of material if a portion (or all) of the model is unstable
(i.e., fails) under the applied loading conditions. This is the default calculation in FLAC.* Static
mechanical solutions can be coupled to transient groundwater flow or heat transfer solutions. (As
an option, fully dynamic analysis can also be performed by inhibiting the static solution damping.)

UNBALANCED FORCE — The unbalanced force indicates when a mechanical equilibrium state
(or the onset of plastic flow) is reached for a static analysis. A model is in exact equilibrium if the
net nodal force vector at each gridpoint is zero. The maximum nodal force vector is monitored in
FLAC and printed to the screen when the STEP or SOLVE command is invoked. The maximum nodal
force vector is also called the unbalanced or out-of-balance force. The maximum unbalanced force
will never exactly reach zero for a numerical analysis. The model is considered to be in equilibrium
when the maximum unbalanced force is small compared to the total applied forces in the problem.
If the unbalanced force approaches a constant nonzero value, this probably indicates that failure
and plastic flow are occurring within the model.

* The mistaken notion exists in some finite element (FE) literature that a dynamic solution method
cannot produce a true equilibrium state, while an FE solution is believed to perfectly satisfy the set of
governing equations at equilibrium. In fact, both methods only satisfy the equations approximately,
but the level of residual errors can be made as small as desired. In FLAC, the level of error is
objectively quantified as the ratio of unbalanced force at a gridpoint to the mean of the set of
absolute forces acting at the gridpoint. This measure of error is very similar to the convergence
criteria used in FE solutions. In both cases, the solution process is terminated when the error is
below a desired value.
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DYNAMIC SOLUTION — For a dynamic solution, the full dynamic equations of motion (including
inertial terms) are solved; the generation and dissipation of kinetic energy directly affect the solution.
Dynamic solutions are required for problems involving high frequency and short duration loads —
e.g., seismic or explosive loading. The dynamic calculation is an optional module to FLAC (see
Section 3 in Optional Features).

LARGE-STRAIN/SMALL-STRAIN — By default, FLAC operates in small-strain mode: that is,
gridpoint coordinates are not changed, even if computed displacements are large (compared to
typical zone sizes). In large-strain mode, gridpoint coordinates are updated at each step, according
to computed displacements. In large-strain mode, geometric nonlinearity is possible.

FLAC Version 5.0



2 - 48 User’s Guide

2.4 The Finite Difference Grid

The finite difference grid spans the physical domain being analyzed. The smallest possible grid
that can be analyzed with FLAC consists of only one zone. Most problems, however, are defined
by grids that consist of hundreds or thousands of zones.

A grid is defined by specifying the number of zones “i” desired in the horizontal (x) direction, and
the number of zones “j” in the vertical (y) direction. The grid is organized in a row-and-column
fashion. Any zone in the grid is uniquely identified by a pair of i, j indices. Likewise, each gridpoint
is uniquely identified by a pair of i, j indices. The i, j indices of the zones and gridpoints associated
with the lower-left section of the grid shown in Figure 2.37 are presented in Figures 2.38(a) and
(b). Note that if there are p zones in the x-direction and q zones in the y-direction, then there are p
+ 1 gridpoints in the x-direction and q + 1 gridpoints in the y-direction.
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Figure 2.37 Finite difference grid with 400 zones
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(a) zone numbers
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(b) gridpoint numbers

Figure 2.38 Identification of zone and gridpoint (i, j) indices
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In normal operation, the finite difference mesh origin is the lower left-hand corner of the grid. By
default, the x-coordinates of the gridpoints are 0, 1, . . . , p, and the y-coordinates are 0, 1, . . . , q.
The coordinates are indicated by the scales shown on the plots in Figures 2.37 and 2.38.

Grid generation with FLAC involves the shaping of the row-and-column grid to fit the shape of the
physical domain. Grid generation is described in Section 3.2.

The finite difference grid also identifies the storage location of all state variables in the model. The
procedure followed in FLAC is that all vector quantities (e.g., forces, velocities, displacements, flow
rates) are stored at gridpoint locations, while all scalar and tensor quantities (e.g., stresses, pressure,
material properties) are stored at zone centroid locations. There are three exceptions: saturation
and temperature are considered gridpoint variables; and pore pressure is stored at both gridpoint
and zone centroid locations.
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2.5 Command Syntax

All input commands* to FLAC are word-oriented and consist of a primary command word followed
by one or more keywords and values, as required. Some commands accept switches — that is,
keywords that modify the action of the command. Each command has the following format:

COMMAND keyword value . . . <keyword value . . . > . . .

Here, optional parameters are denoted by < >, while the ellipses ( . . . ) indicate that an arbitrary
number of such parameters may be given. The commands are typed literally on the command line.
You will note that only the first few letters are in bold type. The program requires that these letters,
at a minimum, be typed to recognize the command; command input is not case-sensitive. The entire
word for commands and keywords may be entered if the user so desires.

Many of the keywords are followed by a series of values which provide the numeric input required
by the keyword. The decimal point may be omitted from a real value, but may not appear in an
integer value.

Commands, keywords and numeric values may be separated by any number of spaces or by any of
the following delimiters:

( ) , =

A semicolon ( ; ) may be used to precede comments; anything that follows a semicolon in an input
line is ignored. It is useful, and strongly recommended, to include comments in data files. Not only
is the input documented in this way, the comments are echoed to the output as well, providing the
opportunity for quality assurance in your analysis.

A single input line, including comments, may contain up to 80 characters.

If more than 80 characters are required to describe a particular command sequence, then an amper-
sand (&) can be given at the end of an input line to denote that the next line will be a continuation of
that line. The maximum length of a single command, including continuations, is 2000 characters.
A maximum of 400 input parameters are allowed in one command. A total of 1024 characters per
command sequence are allowed.

* The commands and their meanings are presented in Section 1.3 in the Command Reference; a
summary is given in Section 1 in the Command and FISH Reference Summary.
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2.6 Mechanics of Using FLAC

This section provides an introduction to the basic commands a new user needs in order to perform
simple FLAC calculations in command-driven mode. If you have not done so already, run the
tutorial problem in Section 2.2.4 for an example of a command-driven analysis with FLAC.

All of the commands in FLAC can be accessed from the graphical interface. We recommend that
you use the GIIC (see the introduction in Section 2.2.1) for ease of operation while learning the
mechanics of using FLAC. You can follow the examples in this section either by entering the word
commands at the flac: prompt in the text mode, or by point-and-click operation in the graphical
mode. In the latter case, the commands will be created by the GIIC for you to check as you follow
the example. The tutorial in Section 2.2.2 illustrates this procedure using the GIIC.

All of the example data files for this section are listed in the “ITASCA\FLAC500\UsersGuide\2-
BeginnersGuide” directory. The data files (with extension “.DAT”) can be read into FLAC by using
the CALL command in the command-line mode. Alternatively, the project files (with extension
“.PRJ”) corresponding to these data files can be called into the GIIC using the File / Open Project
menu item.

In order to set up a model to run a simulation with FLAC, three fundamental components of a
problem must be specified:

(1) a finite difference grid;

(2) constitutive behavior and material properties; and

(3) boundary and initial conditions.

The grid defines the geometry of the problem. The constitutive behavior and associated material
properties dictate the type of response the model will display upon disturbance (e.g., deformation
response due to excavation). Boundary and initial conditions define the in-situ state (i.e., the
condition before a change or disturbance in the problem state is introduced).

After these conditions are defined in FLAC, the initial equilibrium state is calculated for the model.
An alteration is then made (e.g., excavate material or change boundary conditions), and the resulting
response of the model is calculated. The actual solution of the problem is different for an explicit
finite difference program like FLAC than it is for conventional implicit-solution programs. (See
the background discussion in Section 1 in Theory and Background.) FLAC uses an explicit
time-marching method to solve the algebraic equations. The solution is reached after a series of
computational steps. In FLAC, the number of steps required to reach a solution can be controlled
automatically by the code or manually by the user. However, the user ultimately must determine
whether the number of steps is sufficient to reach the solved state. The way this is done will be
covered later, in Section 2.6.4.

The general solution procedure, illustrated in Figure 2.39, is convenient because it represents the
sequence of processes that occurs in the physical environment. The basic FLAC commands needed
to perform simple analyses with this solution procedure are described below.

FLAC Version 5.0



GETTING STARTED 2 - 53

PERFORM ALTERATIONS
for example,

Excavate material
Change boundary conditions�

�

Examine
the model response

Examine
the model response

Parameter
study needed

MODEL SETUP
1. Generate grid, deform to desired shape
2. Define constitutive behavior and material properties
3. Specify boundary and initial conditions

Start

End

Step to equilibrium state

Step to solution

Model makes sense

Results unsatisfactory

More tests
needed

Acceptable result

No

Yes

Figure 2.39 General solution procedure
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2.6.1 Grid Generation

The first input command that must be given to generate a grid is

grid icol jrow

where icol is the number of columns of zones, and jrow is the number of rows of zones in the mesh.
Be careful when selecting the number of zones for a model, because a balance must be struck
between the accuracy required and the solution speed. The calculation speed to reach a solution
varies directly as a function of the number of elements. As a rule of thumb, models containing up to
roughly 5000 elements will typically reach a solution state for a given alteration in approximately
2000 to 4000 steps. On a 2.4 GHz Intel Pentium IV microcomputer, the runtime for a 5000-element
model to perform 4000 steps is less than one minute using the double-precision version of FLAC.
Check the speed of calculation on your computer for the specific model to estimate the runtime
required. A runtime benchmark test is provided in Section 5.1.

It is best to start with a grid that has few zones (say, 100 to 500) to perform simple test runs and
make refinements to the model. Then, increase the number of zones to improve the accuracy.

Two commands are used in FLAC to shape the grid:

generate
initial

The GENERATE command creates regions of different shapes within the grid. The INITIAL command
changes the x- and y-coordinates of selected gridpoints. The complete descriptions for these
commands are given in Section 1.3 in the Command Reference. The following examples illustrate
their use.

Example 1 — In its simplest form, the GENERATE command can supply new coordinates to a grid.
By entering the commands* in Example 2.1, a square grid of 10 zones by 10 zones (11 gridpoints
by 11 gridpoints) will be created, and each zone will be assigned the elastic material model.

Example 2.1 Generating a simple grid

grid 10 10
model elastic

If the coordinates of the grid are printed at this stage, by issuing the command

print x y

* If you want to try entering the command examples interactively from the text mode, type NEW
each time you start a new example. In the GIIC, press the File / New Project item in the main
menu. This will initialize FLAC without having to exit and reload the program for a new model.
To view the result, in text mode, type PLOT grid after entering each example. The model view will
be displayed automatically in the GIIC.
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you will see that both x and y run from 0.0 to 10.0 (i.e., FLAC assigns a square grid with 1 unit
spacing between gridpoints). Note that the MODEL command must be issued before the PRINT
command. Otherwise, the grid coordinates will not be displayed. This is also true for the PLOT
command. There must be a material present for information to be printed or plotted.

If the actual coordinates of the grid are to run from 0.0 to 500.0 in the x-direction, and from 0.0 to
1000.0 in the y-direction, the GENERATE command is issued as follows:

gen 0,0 0,1000 500,1000 500,0 i=1,11 j=1,11

Note that the four corner coordinates for the portion of the mesh defined by i = 1,11, j = 1,11 start at
the lower left-hand corner of the grid and work around its outer corners in a clockwise fashion. All
gridpoints interior to these corner points will have their coordinates reassigned based on the corner
point coordinates. Now, print out the coordinates again to see that the coordinates have indeed
been changed. Note that just a portion of the grid can be given new coordinates. The portion of the
grid is defined by the i,j range (see Example 2.2). The corner coordinates must be specified in a
clockwise fashion.

Example 2 — The GENERATE command can be used to create distortions in the grid. For example,
try the commands in Example 2.2.

Example 2.2 Distorting the grid

new
grid 20,20
model elas
gen 0,5 0,20 20,20 5,5 i=1,11
gen same same 20,0 5,0 i=11,21
plot hold grid

In this example, only a portion of the grid is distorted with each GENERATE command. The
first GENERATE command creates a distorted quadrilateral from half of the grid, while the second
command “wraps” the remainder of the grid around to form a rectangular opening. Successive
GENERATE commands are additive — i.e., once changed, the coordinates of the grid remain at the
new coordinates until changed again by using the GENERATE or INITIAL commands. In the second
GENERATE command, the word same is used twice, which indicates that coordinates for the first
two corner points are not changed. When you type PLOT grid, the distorted grid shape should be
displayed.
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Example 3 — The GENERATE command can be used to grade a mesh to represent far boundaries.
For example, in many cases, an excavation is to be created at a great depth in a rock mass. Detailed
information on the stresses and displacements is to be determined around the excavation, where the
disturbance is large, but little detail is necessary at greater distances. In the following example, the
lower left-hand portion of the grid is left finely discretized, and the boundaries are graded outward
in the x- and y-directions. Try issuing the commands in Example 2.3.

Example 2.3 Grading the mesh

new
grid 20,20
m e
gen 0,0 0,100 100,100 100,0 rat 1.25 1.25
plot hold grid

The GENERATE command forces the grid lines to expand to 100.0 units at a rate 1.25 times the
previous grid spacing in the x- and y-directions. (Example 2.3 also illustrates that command words
can be truncated: MODEL elas becomes M e.) Note that if the ratio entered on the GEN command is
between 0 and 1, the grid dimensions will decrease with increasing coordinate value. For example,
issue the commands in Example 2.4.

Example 2.4 Applying different gradients to a mesh

new
gr 10,10
m e
gen -100,0 -100,100 0,100 0,0 rat .80,1.25
plot hold grid

You will see a grid graded in the negative x- and positive y-directions.

Example 4 — Excavations often need to be created in the grid. It is very tedious to create complex
excavation shapes, especially circular arcs, by simply moving individual gridpoints. Special shape
functions are built into the GENERATE command (e.g., circles, arcs and lines). An example is given
here for the creation of excavation shapes using the GENERATE command.

First, a circular excavation is created. Try the commands in Example 2.5.

Example 2.5 Creating a circular hole in a grid

new
grid 20,20
m e
gen circle 10,10 5
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model null region 10,10
plot hold grid

This command automatically creates a circular opening within the grid, centered at (x = 10, y = 10)
with a radius of 5.0. Note that the remainder of the mesh remains square (i.e., element corners are
at 90 degrees). Note, too, that the MODEL command must be specified first in order for the shape
functions (circle, arc, line) to work.

To cause the mesh to conform better to the new opening, type

gen adjust
plot grid

Successive GENERATE adjust commands will smooth the grid to increasingly greater levels.

When creating internal shapes within the grid using the GENERATE circle, GENERATE arc or GENER-
ATE line commands, FLAC distinguishes between the various regions of the grid created by marking
closed paths. In the previous example, the GENERATE circle command creates two regions within
the grid created by the boundary of the circle: the region inside the boundary, and that outside. If
you wish to see where the boundaries of the grid are, type

plot grid mark

Those gridpoints which have been adjusted by FLAC to conform to boundaries are signified by an
a white “X” on the plot.

CAUTION: Two regions can only be formed if they are separated by closed contours. In other
words, a line segment which begins and ends within the grid, and does not form a closed boundary,
subsequently will result in only one region.

Example 5 — The INITIAL command can be used to move a point or a number of points from the
present location to a new one. The following commands in Example 2.6 create a grid and distort it
using the INITIAL command.

Example 2.6 Moving gridpoints with the INITIAL command

new
grid 5 5
model elastic
gen 0,0 0,10 10,10 10,0
ini x=-2 i=1 j=6
ini x=12 i=6
plot hold grid

The GENERATE command assigns coordinates to gridpoints from 0 to 10 in the x- and y-directions.
The first INITIAL command moves the upper left-hand corner horizontally by -2 units. The second
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INITIAL command moves the right-hand boundary gridpoints to the right by 2 units. Note that since
the j -range is not given, the entire range is assumed.

The INITIAL command can be used to move any gridpoint to any position. Of course, elements
cannot overlap. If this happens, a warning message referring to “BAD GEOMETRY” will be
given, and FLAC will not continue execution until the errors in grid construction are rectified.*
A practical limit on the aspect ratio of zones should be kept to about 1:10 or less for reasonable
solution accuracy.

During model solution, a quadrilateral may be deformed in any fashion, subject to the following
criteria:

(1) the area of the quadrilateral must be positive; and

(2) each member of at least one pair of triangular sub-zones which comprise the
quadrilateral must have an area greater than 20% of the total quadrilateral area
(see Section 1.3.2 in Theory and Background).

These criteria should be applied when creating zones to avoid bad geometry during model solution.
If either of these criteria is not met, FLAC will give a “BAD GEOMETRY” error message during
timestepping. Figure 2.40 illustrates possible zone deformations.

2 1

3 4

2 1

3 4

2 1

3 4 4

initial
geometry

acceptable
deformed
geometry

unacceptable
deformed
geometry

Figure 2.40 Acceptable and unacceptable zone deformations

* Note that in the GIIC you can check on whether a bad geometry condition has been created prior
to calculation by clicking on the Bad Zone Geometry item in the Draw menu of the Model-View
pane.
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WARNING: All grid shaping to create holes or new boundaries (e.g., slope faces) that will be
removed, or excavated, at a later state in the solution must be performed before the computational
stepping begins. The GENERATE and INITIAL commands should not be used to adjust the grid after
the STEP or SOLVE command is issued. (These commands are described below.) This adjustment
can introduce an erroneous calculation for gridpoint masses in the model. If it is necessary to move
gridpoints after stepping has begun, a velocity can be applied to the gridpoint for a specified number
of steps, to move the required displacement.

2.6.2 Assigning Material Models

Once the grid generation is complete, one or more material models and associated properties
must be assigned to all zones in the model. This is done by using two commands: MODEL and
PROPERTY. FLAC has ten (10) built-in material models; these are described in Section 2 in Theory
and Background. Three models are sufficient for most analyses the new user will make. These
are MODEL null, MODEL elastic and MODEL mohr.

MODEL null represents material which is removed or excavated from the model. MODEL elastic
assigns isotropic elastic material behavior, and MODEL mohr assigns Mohr-Coulomb plasticity
behavior.

MODEL elastic and MODEL mohr require that material properties be assigned via the PROPERTY
command. For the elastic model, the required properties are:

(1) density;

(2) bulk modulus; and

(3) shear modulus.

NOTE: Bulk modulus,K , and shear modulus,G, are related to Young’s modulus, E, and Poisson’s
ratio, ν, by:

K = E

3(1− 2ν)
(2.1)

G = E

2(1+ ν) (2.2)

or:

E = 9KG

3K +G (2.3)

ν = 3K − 2G

2(3K +G) (2.4)
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For the Mohr-Coulomb plasticity model, the required properties are:

(1) density;

(2) bulk modulus;

(3) shear modulus;

(4) friction angle;

(5) cohesion;

(6) dilation angle; and

(7) tensile strength.

If any of these properties are not assigned, their values are set to zero by default.

For example, an elastic model may be prescribed for the upper half of a 10 × 10 grid, and a
Mohr-Coulomb model for the lower half. Example 2.7 shows how this is done.

Example 2.7 Assigning different material models in different areas of a grid

new
grid 10,10
model elas j=6,10
prop den=2000 bulk=1e8 shear=.3e8 j=6,10
model mohr j=1,5
prop den=2500 bulk=1.5e8 shear=.6e8 j=1,5
prop fric=30 coh=5e6 ten=8.66e6 j=1,5
plot hold model

Instead of using i,j indices to specify a range, the word (i.e., keyword) region can be used. For
example, to excavate the circular tunnel in Example 2.5, the following command can be applied:

model null region 10,10

By specifying one zone inside the marked tunnel region (e.g., zone i = 10, j = 10), then all zones
within the tunnel are set to null material (i.e., excavated).

The tunnel can be filled at a later stage by typing, for example:

model elas region 10,10

Note that the excavation can be replaced by any model, and with properties consistent with the
model.
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2.6.3 Applying Boundary and Initial Conditions

After the grid is generated, boundary and initial conditions are applied. These conditions can be
specified in FLAC by means of the commands APPLY, INITIAL, and FIX or FREE. Table 2.2 provides
a summary of the boundary condition commands and their effects. Table 2.3 provides a similar
summary for initial condition commands. Note that, by using the boundary condition commands,
a condition or constraint, which will not change (unless specifically changed by the user) while
FLAC is calculating a solution, will be imposed. By using the initial condition commands, initial
values are assigned to variables; these can change while the computation proceeds.

Table 2.2 Boundary condition command summary

Command Effect

APPLY pressure mechanical pressure (not pore pressure) applied at boundary
sxx xx-component of total stress tensor applied at boundary
sxy xy-component of total stress tensor applied at boundary
syy yy-component of total stress tensor applied at boundary
xforce x-component of force applied at boundary gridpoints
yforce y-component of force applied at boundary gridpoints
xvel x-velocity applied at boundary gridpoints
yvel y-velocity applied at boundary gridpoints

FIX pp pore pressure fixed at boundary gridpoints
x x-velocity fixed at boundary gridpoints
y y-velocity fixed at boundary gridpoints

NOTE:

1. The FREE command is used to release the constraint set by the FIX command.

2. In order to assign a fixed-displacement boundary condition, only the FIX x
and/or FIX y commands are needed, provided that the velocity at the selected
gridpoint is zero.

3. See Section 1.3 in the Command Reference for a complete listing of APPLY
and FIX keywords.
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Table 2.3 Initial condition command summary

Command Effect

INITIAL pp initialize pore pressure for a zone∗
sat initialize saturation at a gridpoint
sxx initialize xx-component of total stress for a zone
sxy initialize xy-component of total stress for a zone
syy initialize yy-component of total stress for a zone
szz initialize zz-component of total stress for a zone
xvel initialize x-velocity at a gridpoint
yvel initialize y-velocity at a gridpoint
xdis initialize x-displacement at a gridpoint
ydis initialize y-displacement at a gridpoint

* Note that when running a groundwater flow analysis (by specifying
CONFIG gw — see Section 1 in Fluid-Mechanical Interaction),
pore pressure is initialized at gridpoints. Zone pore pressures are
then derived by averaging.

Example 2.8 illustrates the application of boundary and initial conditions.

Example 2.8 Applying boundary and initial conditions

new
grid 10 10
mod el
fix x i=1
fix x i=11
fix y j=1
app press = 10 j=11
ini sxx=-10 syy=-10
plot hold bou fix apply stress

The grid has the left- and right-hand sides fixed from movement in the x-direction, and the bottom
fixed in the y-direction. A pressure is applied to the top boundary, and all zones in the model have
an initial stress: σxx = σyy = −10. In FLAC, compressive stresses have a negative sign, while
compressive pressure is positive. All of these conditions are displayed with the PLOT command.
The applied pressure is displayed as force vectors. The stresses are shown as principal stress tensors.
The boundary of the grid is also shown.
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2.6.4 Stepping to Initial Equilibrium

The FLAC model must be at an initial force-equilibrium state before alterations can be performed.
The boundary conditions and initial conditions may often be assigned such that the model is exactly
at equilibrium initially. However, it may be necessary to calculate the initial equilibrium state under
the given boundary and initial conditions, particularly for problems with complex geometries or
multiple materials. This is done by using either the STEP or SOLVE command. With the STEP
command, the user specifies a number of calculation steps to perform in order to bring the model
to equilibrium. The model is in equilibrium when the net nodal force vector at each gridpoint is
close to zero (see Section 1.3.3.5 in Theory and Background).

Two different values are printed to the screen during model solution:

1. the maximum nodal force vector (called the maximum out-of-balance or un-
balanced force); and

2. the largest ratio of maximum unbalanced force to average applied force
amongst all of the gridpoints (called the equilibrium ratio).

Using one or both of these numbers as a guide, the user can assess when equilibrium has been
reached. It is important to realize that, for a numerical analysis, the out-of-balance force will never
reach exactly zero. It is sufficient, though, to say that the model is in equilibrium when the maximum
unbalanced force is small compared to the applied forces in the problem. Therefore, a value of
1% or 0.1% for the equilibrium ratio may be acceptable as denoting equilibrium, depending on the
degree of precision required.

This is an important aspect of numerical problem solving with FLAC. The user must decide when
the model has reached equilibrium. There are several features built into FLAC to assist with this
decision. The history of the maximum unbalanced force may be recorded with the following
command:

hist unbal

Additionally, the history of selected variables (e.g., velocity or displacement at a gridpoint) may be
recorded. The following commands are examples:

hist xvel i=5 j=5
hist ydisp i=5 j=11

The first history records x-velocity at gridpoint (5,5), while the second records y-displacement at
gridpoint (5,11).

After running several hundred (or thousand) calculation steps, a history of these records may be
plotted to indicate the equilibrium condition. The data file in Example 2.9 illustrates this process.

FLAC Version 5.0



2 - 64 User’s Guide

Example 2.9 Stepping to initial equilibrium

new
grid 10 10
mod el
prop d=1800 bulk=1e8 shear =.3e8
fix x i=1
fix x i=11
fix y j=1
app pres=1e6 j=11
hist unbal
hist ydisp i=5 j=11
step 900

The initial maximum unbalanced force is 1 MN. After 900 steps, this force has dropped to approxi-
mately 100 N. By plotting the two histories, it can be seen that the maximum unbalanced force has
approached zero, while the displacement has approached a constant magnitude of approximately
0.07 m.

Type

plot hist 1
plot hist 2

to view these plots. The number following PLOT hist corresponds to the order in which the histories
are entered in the data file. Figures 2.41 and 2.42 show the unbalanced force and displacement
history plots.
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Figure 2.41 Maximum unbalanced force history
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Figure 2.42 y-displacement history of gridpoint 5,11
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Normally, displacements are initialized to zero at the initial equilibrium stage. This can be done
now by typing

ini xdis=0 ydis=0

Type

print xdis ydis

to confirm this.

The SOLVE command can be used in place of STEP if the user wishes FLAC to stop automatically
when the maximum unbalanced force or equilibrium ratio falls below a specified limit. Replace
STEP 900 with SOLVE and repeat the above problem. This time, FLAC should stop the calculation
at step 664. If the plots are made again, essentially the same results as given in Figures 2.41 and
2.42 will be seen.

The SOLVE command is controlled by a limiting equilibrium ratio (10−3), a limiting unbalanced
force (100 force units), a limiting number of timesteps (100,000 steps), and a limiting computer
runtime (1440 minutes), where the default values are given in parentheses. The calculation will
stop when any one of these limits is reached. In the above example, the equilibrium ratio of 10−3

is reached first. In order for the unbalanced force to control stepping, the command SET sratio=0
should be given before the SOLVE command. Now, the calculation will stop at a force limit of 100.
Each of the solving limits can be changed with the SET command. For example, SET force=50
will change the unbalanced force limit to 50. (Alternatively, the SOLVE force=50 command can
be given.) The limit will remain in effect until changed again, or until a NEW command is issued,
which will reset the limits to their default values. When using the SOLVE command, it is important
to make sure that the calculation does not stop prematurely (e.g., if the calculation is expected to
take more than 100,000 steps to reach equilibrium, then the SET step command should be used to
increase the step limit).

For the above example, an initial equilibrium stage can be achieved without stepping by simply
inserting an INITIAL command:

ini sxx=-1e6 syy=-1e6 szz=-1e6

Now, the unbalanced force is exactly zero. Type SOLVE to confirm this. Note that, in this case,
the initial displacements in the model are automatically zero. Note also that, in this example, any
initial value for sxx or szz will give an initial equilibrium.

If the initial stage is subjected to gravitational loading, this may be added via

set gravity=9.81

where a gravitational acceleration of 9.81 m/sec2 is applied in the negative y-direction. If the above
problem is continued with gravity loading, a maximum unbalanced force of approximately 18,000
N develops, and 720 steps are required (using SOLVE) to bring the model back to equilibrium. There
is a stress gradient now in the model which can be viewed by typing

print syy
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The values for σyy range from 1 MPa in the top zones of the model to 1.166 MPa in the bottom
zones. There is also a gradient in the x-direction z-direction; type

print sxx szz

In an analysis, it is very important that the model be at equilibrium before alterations are made.
Several histories should be recorded throughout a model to ensure that a large force imbalance does
not exist. It does not affect the analysis adversely if more steps than needed are taken to reach
equilibrium, but it will affect the analysis if an insufficient number of steps are taken.

A FLAC calculation can be interrupted at any time during stepping. In the GIIC, this can be done
by pressing the Refresh Plot button in the Model Cycling dialog. In command-line mode, this is done
by pressing the <Esc> key. It often is convenient to use the STEP command with a high step
number and periodically interrupt the stepping, check the histories, and resume stepping ( with
STEP continue in the command-mode) until the equilibrium condition is reached.

2.6.5 Performing Alterations

FLAC allows model conditions to be changed at any point in the solution process. These changes
may be of the following form:

• excavation of material;

• addition or deletion of gridpoint loads or pressures;

• change of material model or properties for any zone; and

• fix or free velocities for any gridpoint.

Excavation is performed with the MODEL null command. Gridpoint loads can be applied at any
gridpoint with the APPLY xforce and APPLY yforce commands. Pressure or stress alterations can be
made at model boundaries with the APPLY command, as discussed previously. Material models and
properties are changed with the MODEL and PROPERTY commands. Gridpoint velocities are fixed
or freed via the FIX/FREE commands. It should be evident that several commands can be repeated
to perform various model alterations.

Try the data file in Example 2.10.

Example 2.10 Excavating a tunnel and monitoring the response

grid 10,10
model elastic
gen circle 5,5 2
plot hold grid
gen adjust
plot hold grid
prop s=.3e8 b=1e8 d=1600
set grav=9.81
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fix x i=1
fix x i=11
fix y j=1
solve
pr mark
ini sxx 0.0 syy 0.0 szz 0.0 region 5,5
prop s .3e5 b 1e5 d 1.6 region 5,5
;mod null region 5,5
plot hold grid
pause
solve
plot hold str bou

This problem illustrates the alteration on stress distribution due to excavation of a circular tunnel in
an elastic material. Because the grid cannot be altered after stepping begins, it must be deformed
to fit the boundaries of the tunnel before the initial stresses are equilibrated. After excavation (i.e.,
MODEL null), an unbalanced force results, and the model is stepped to equilibrium again. The plot
of principal stress tensors shows the stress distribution resulting from the excavation.

If model zones contain a plasticity material model (e.g., MODEL mohr), it is possible that an alteration
may be such that force equilibrium cannot be achieved. In other words, the unbalanced forces in
part or all of the model cannot approach zero — in which case, the maximum unbalanced force will
approach a constant nonzero value, indicating that steady-state flow of material is occurring (i.e., a
portion, or all, of the model is failing).

Example 2.11 illustrates model failure.

Example 2.11 Excavate and fill in stages

grid 10,10
m e
prop s=5.7e9 b=11.1e9 d=2000
fix x i=1
fix y j=1
fix x i=11
apply syy -20e6 j=11
ini sxx -30e6 syy -20e6 szz -20e6
his unbal
his xdis i=4 j=5
solve
mod null i 4,7 j 3,6
plot hold grid
solve
plo hold his 1
plo hold his 2
plo hold grid str
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mod mohr i 4,7 j 3,6
prop s=.3e8 b=1e8 fric=30 i=4,7 j=3,6
mod null i=1,3 j=3,6
mod null i=8,10 j=3,6
ini xd=0 yd=0
his reset
his unbal
his xdis i=4 j=5
step 1000
plot hold his -2
plot hold xdis fill zero bou

This is a simple analysis of cut-and-fill mining, where excavations are created and backfilled se-
quentially. The boundaries are too close for an accurate solution, but the simulation illustrates
FLAC ’s ability to change model conditions and calculate the results — in this case, the backfill
fails upon excavation of the adjacent cuts. The region of failure is indicated by the x-displacement
contour plot. The history plot shows that the gridpoint (4,5) in the backfill zone is at a constantly
increasing steady-state displacement.

2.6.6 Saving/Restoring Problem State

Two other commands, SAVE and RESTORE, are helpful when performing analyses in stages. At the
end of one stage (e.g., initial equilibrium), the model state can be saved by typing

save file.sav

where file is a user-specified filename. The extension “.SAV” identifies this file as a saved file (see
Section 2.10). This file can be restored at a later time by typing

rest file.sav

and the model state at the point at which the model was saved will be restored. It is not necessary to
build the model from scratch every time a change is made; merely save the model before the change
and restore it whenever a new change is to be analyzed. For example, in the previous example,
the state should be saved after the initial equilibrium stage. Then, the effect of different backfill
properties can be evaluated by restoring this file, changing the properties, and calculating the result.
For example, insert the following

save fill1.sav

after the MODEL mohr command. Then create a data file of the form shown in Example 2.12 to
study the influence of the backfill.
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Example 2.12 A parametric study

rest fill1.sav
prop _ _ _ _ _ (first set of fill properties)
mod null i=1,3 j=3,6
mod null i=8,10 j=3,6
step 1000
save fill2.sav
rest fill1.sav
prop _ _ _ _ _ (second set of fill properties)
mod null i=1,3 j=3,6
mod null i=8,10 j=3,6
step 1000
save fill3.sav
rest fill1.sav
prop _ _ _ _ _ (third set of fill properties)
mod null i=1,3 j=3,6
mod null i=8,10 j=3,6
step 1000
save fill4.sav
.
.
.

This file should be created with a text editor and called into FLAC. After the run is completed, the
saved files can be restored and evaluated separately to study the effect of the backfill properties.

When using the GIIC, the saving and restoring of problem states is done automatically, and the
Project Tree Record format allows the user to switch among the different saved states by point-and-
click operations.

2.6.7 Summary of Commands for Simple Analyses

The major command words described in Section 2.6 are summarized in Table 2.4. These are all
that are needed to begin performing simple analyses with FLAC. Start by running simple tests
with these commands (e.g., uniaxial and confined compression tests or simple excavation stability
analyses). It may be helpful to review the detailed description of these commands in Section 1.3 in
the Command Reference. Then try adding more complexity to the model. Before running very
detailed simulations though, we recommend that you read Section 3, which provides guidance on
problem solving in general.
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Table 2.4 Basic commands for simple analyses

Function Command

Grid Generation GRID
GEN
INITIAL

Boundary/Initial Conditions APPLY
FIX
INITIAL

Material Model & Properties MODEL
PROPERTY

Initial Equilibrium STEP
SOLVE

(with gravity) SET gravity

Perform Alterations MODEL
PROPERTY
APPLY
FIX
FREE

Save/Restore Problem State SAVE
RESTORE
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2.7 Sign Conventions

The following sign conventions are used in FLAC and must be kept in mind when entering input or
evaluating results.

DIRECT STRESS — Positive stresses indicate tension; negative stresses indicate compression.

SHEAR STRESS — With reference to Figure 2.43, a positive shear stress points in the positive
direction of the coordinate axis of the second subscript if it acts on a surface with an outward
normal in the positive direction. Conversely, if the outward normal of the surface is in the negative
direction, then the positive shear stress points in the negative direction of the coordinate axis of the
second subscript. The shear stresses shown in Figure 2.43 are all positive.

x

y

τxy

τyx

τxy

τyx

Figure 2.43 Sign convention for positive shear stress components

DIRECT STRAIN — Positive strain indicates extension; negative strain indicates compression.

SHEAR STRAIN — Shear strain follows the convention of shear stress (see above). The distortion
associated with positive and negative shear strain is illustrated in Figure 2.44.

PRESSURE — A positive pressure will act normal to, and in a direction toward, the surface of a
body (i.e., push). A negative pressure will act normal to, and in a direction away from, the surface
of a body (i.e., pull). Figure 2.45 illustrates this convention.
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+ -

Figure 2.44 Distortion associated with positive and negative shear strain

a b

Figure 2.45 Mechanical pressure: (a) positive; (b) negative

PORE PRESSURE — Fluid pore pressure is positive in compression. Negative pore pressure
indicates fluid tension.

GRAVITY — Positive gravity will pull the mass of a body downward (in the negative y-direction).
Negative gravity will pull the mass of a body upward.

GFLOW — This is a FISH parameter (see Section 2 in the FISH volume) which denotes the net
fluid flow associated with a gridpoint. A positive gflow corresponds to flow into a gridpoint.
Conversely, a negative gflow corresponds to flow out of a gridpoint.

TFLOW — This is also a FISH parameter, which denotes net heat flux associated with a gridpoint.
The convention for heat flux at a gridpoint is the same as for fluid flow.

The x- and y-components of vector quantities such as forces, displacements, velocities and flow
vectors are positive when pointing in the directions of the positive x- and y-coordinate space.
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INTERFACES — Positive shear stresses are induced at interface nodes for the following direction
of relative movement:

−→←−
Shear displacements, in the sense depicted above, are plotted as filled areas or curves to the right
of the interface, when looking along the Aside of the interface, in the direction in which it was
specified.

Normal stress is negative if the interface node is in compression.

Compressional displacements are plotted as filled areas or curves to the left of the interface, when
looking along the Aside of the interface, in the direction in which it was specified.

STRUCTURAL ELEMENTS — Axial forces in structural elements are positive in compression.
Shear forces in structural elements follow the opposite sign convention as that given for zone shear
stress, illustrated in Figure 2.43. Moments at the end of beam and pile elements are positive in the
counterclockwise direction.

Translational displacements at nodes are positive in the direction of the positive coordinate axes,
and angular displacements are positive in the counterclockwise direction.

The shear force and shear displacement at a cable/grout interface-spring node, or a pile shear
coupling-spring node, are positive if the node displacement is in the direction of the specification
of the cable or pile (i.e., begin –> end).

The normal force and normal displacement at a pile normal coupling-spring node are positive if the
coupling spring is in compression.
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2.8 Systems of Units

FLAC accepts any consistent set of engineering units. Examples of consistent sets of units for
basic parameters are shown in Tables 2.5, 2.6 and 2.7. The user should apply great care when
converting from one system of units to another. An excellent reference on the subject of units
and conversion between the Imperial and SI systems can be found in the Journal of Petroleum
Technology (December 1977). No conversions are performed in FLAC except for friction and
dilation angles, which are entered in degrees.

Table 2.5 Systems of units — mechanical parameters

SI Imperial

Length m m m cm ft in

Density kg / m3 103 kg / m3 106 kg / m3 106 g / cm3 slugs / ft3 snails / in3

Force N kN MN Mdynes lbf lbf
Stress Pa kPa MPa bar lbf / ft2 psi

Gravity m / sec2 m / sec2 m / sec2 cm / s2 ft / sec2 in / sec2

Stiffness∗ Pa / m kPa / m MPa / m bar / cm lbf / ft3 lb / in3

* Stiffness refers to normal and shear stiffnesses at interfaces.

where 1 bar = 106 dynes / cm2 = 105 N / m2 = 105 Pa;

1 atm = 1.013 bars = 14.7 psi = 2116 lbf / ft2 = 1.01325 × 105 Pa;

1 slug = 1 lbf - s2 / ft = 14.59 kg;

1 snail = 1 lbf -s2 / in; and

1 gravity = 9.81 m / s2 = 981 cm / s2 = 32.17 ft / s2.

Table 2.6 Systems of units — groundwater flow parameters

SI Imperial

Water Bulk Modulus Pa bar lbf/ft2 psi
Water Density kg / m3 106 g / cm3 slugs / ft3 snails / in3

Permeability m3sec / kg 10−6 cm sec / g ft3 sec / slug in3 sec / snail
Intrinsic Permeability m2 cm2 ft2 in2

Hydraulic Conductivity m / sec cm / sec ft / sec in / sec

NOTE: FLAC permeability ≡ intrinsic permeability (in cm2) × 9.9 × 10−2

(in SI units) ≡ hydraulic conductivity (in cm / sec) × 1.02 × 10−6

FLAC permeability is the mobility coefficient (coefficient of pore pressure term
in Darcy’s law).
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Systems of units for parameters associated with structural elements and heat transfer are given in
Section 1 in Structural Elements and Section 1 in Optional Features, respectively.

Table 2.7 Systems of units — structural elements

Property Unit SI Imperial

area length2 m2 m2 m2 cm2 ft2 in2

axial or shear stiffness force/disp N/m kN/m MN/m Mdynes/cm lbf/ft lbf/in

bond stiffness force/length/disp N/m/m kN/m/m MN/m/m Mdynes/cm/cm lbf/ft/ft lbf/in/in

bond strength force/length N/m kN/m MN/m Mdynes/cm lbf/ft lbf/in

exposed perimeter length m m m cm ft in

moment of inertia length4 m4 m4 m4 cm4 ft4 in4

plastic moment force-length N-m kN-m MN-m Mdynes-cm ft-lbf in-lbf

yield strength force N kN MN Mdynes lbf lbf

Young’s modulus stress Pa kPa MPa bar lbf/ft2 psi

where 1 bar = 106 dynes / cm2 = 105 N / m2 = 105 Pa,

Systems of units for parameters associated with heat transfer are given in Section 1 in Optional
Features.

FLAC Version 5.0



GETTING STARTED 2 - 77

2.9 Precision Limits

When selecting a system of units, care should be taken to avoid calculations that approach the preci-
sion limits of the computer hardware. For 80386/387-based computers, the range is approximately
10−35 to 1035 in single-precision. If numbers exceed these limits, it is likely that the program will
crash or, at least, produce artifacts in the model that may be difficult to identify or detect.

There are two versions of FLAC: a single-precision version and a double-precision version. In
the single-precision version (“FLACW SP.EXE”), calculations are primarily based upon single-
precision variables. Errors may be introduced for some variables (e.g., pore pressure) in cases
in which the accumulated value of the variable after many thousands of timesteps is much larger
than the incremental change in the variable (i.e., an accumulated value that is roughly six orders
of magnitude larger than the incremental value). In such a case, precision limitations will prevent
further change to the value of the variable. It is recommended that the double-precision version
(“FLACW DP.EXE”) be used for calculations involving variable changes of these magnitudes, or
for grids containing many zones with coordinates that are large compared to typical zone dimensions.
Note that the double-precision version is the default code when FLAC 5.0 is loaded.
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2.10 Files

There are nine types of files that are either used or created by FLAC. The files are distinguished by
their extensions and are described below.

GIIC PROJECT FILES

This file is created when the user starts a new project in the GIIC. The file is an ASCII file containing
variables that describe the state of the model and the GIIC at the stage that the project is saved,
and includes a link to the individual FLAC save files (“.SAV”) associated with the project. The
file contains all data and commands associated with the project, and is updated automatically every
time a new model state is saved. The project file can also be updated at the user’s request when the
File / Save Project menu item is pressed in the GIIC. The file name has the extension “.PRJ,”
which should not be changed.

SAVE FILES

“FLAC.SAV” — This file is created by FLAC at the user’s request when issuing the command
SAVE, either from the SAVE button in the GIIC, or by typing in the command at the command line.
The default file name is “FLAC.SAV,” which will appear in the default directory when quitting
FLAC. The user may specify a different filename by issuing the command SAVE filename, where
filename is a user-specified filename. “FLAC.SAV” is a binary file containing the values of all state
variables and user-defined conditions. The primary reason for creating save files is to allow one to
investigate the effect of parameter variations without having to rerun a problem completely. A save
file can be restored and the analysis continued at a subsequent time (see the RESTORE command
in Section 1 in the Command Reference). If the save file is created in the GIIC, the file will also
include information that describes the state of the GIIC at the stage the file is saved. Normally, it
is good practice to create several save files during a FLAC run.*

DATA FILES

In command-driven mode, the user has a choice of running FLAC interactively (i.e., entering FLAC
commands while in the FLAC environment) or via a data file (also called a “batch file”). The data
file is a formatted ASCII file created by the user which contains the set of FLAC commands that
represents the problem being analyzed. To use data files with FLAC in command-driven mode, see
the CALL command in Section 1 in the Command Reference. Data files can have any filename
and any extension. It is recommended that a common extension (e.g., “.DAT” for FLAC input
commands, and “.FIS” for FISH function statements) be used to distinguish these files from other
types of files.

* Save files created from a factor-of-safety calculation (SOLVE fos) are given a different extension,
“.FSV,” to distinguish these files from standard save files.
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INITIALIZATION FILE

“FLAC.INI” — This is a formatted ASCII file, created by the user, that FLAC will automatically
access upon start-up or when a NEW command is issued. FLAC searches for the file “FLAC.INI”
in the directory in which the code is executed and, if not found, in the directory pointed to by the
ITASCA environment variable. The file may contain any valid FLAC command(s) (see Section 1 in
the Command Reference). Although this file does not need to exist (i.e., no errors will result if it
is absent), it is normally used to change default options in FLAC to those preferred by the individual
user each time a new analysis is run. Note that the “FLAC.INI” is only operational when running
in command-driven mode. The file is not used when running in the GIIC.

GIIC MATERIALS FILES

This file is created by FLAC at the user’s request as a library of commonly used material properties.
The file is created from the Materials List dialog in the Materials pane of the GIIC. This file is
automatically given the extension “.GMT,” and is an ASCII file containing the values of material
properties that the user wishes to save for application in different projects. The file can be updated
and modified from the Materials List dialog. A default materials file that is automatically loaded
in the Materials pane is provided.

LOG FILES

“FLAC.LOG” — This file is created by FLAC at the user’s request when issuing the command
SET log on. It is a formatted ASCII file. The default name of the file is “FLAC.LOG,” which will
appear in the default directory after quitting FLAC. The user may specify a different filename by
issuing the command SET log filename, where filename is a user-supplied filename. The command
may be issued interactively or be part of a data file. Subsequent to the SET log on command, all
text appearing on the screen will be copied to the log file. The log file is useful in providing a
record of the FLAC work session; it also provides a document for quality-assurance purposes. The
“FLAC.LOG” is not operational in the GIIC because the log file is immediately available from the
Console pane.

HISTORY FILES

“FLAC.HIS” — This file is created by FLAC at the user’s request when issuing the command
HISTORY write n, where n is a history number (see the HISTORY command, Section 1 in the Com-
mand Reference). It is a formatted ASCII file. The default name of the file is “FLAC.HIS,”
which will appear in the default directory after quitting FLAC. The user may specify a different
filename by issuing the command SET hisfile filename. The user-supplied filename takes the place
of “FLAC.HIS.” The command may be issued interactively or be part of a data file. A record of
the history values is written to the file, which can be examined using any text editor that can access
formatted ASCII files. Alternatively, the file may be processed by a commercial graph-plotting or
spreadsheet package.
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PLOT FILES

Plot files are created at the user’s request by issuing the command COPY filename in the command
mode, after first creating the plot. By default, a Windows Enhanced Metafile will be created with
the user-specified filename when COPY filename is issued. The plotter type can be changed with the
SET plot command.

PCX output can also be created by either setting this output mode on with the SET pcx on command
before creating the plot, or by pressing the <F2> key while in the graphics-screen mode. When
PCX mode is turned on, or the <F2> key is pressed in the graphics-screen mode, a PCX screen
dump will be written to a file named “FLAC.PCX.” Only one screen image can be written to a
file. The user may specify a different title name with the command SET pcxfile filename where the
user-specified filename takes the place of “FLAC.PCX.” PCX files consist of bitmaps of screen
images; they are accepted by many image display and manipulation programs.

MOVIE FILES

“FLAC.DCX” — This file is created by FLAC at the user’s request when issuing the command
MOVIE on. Its purpose is to capture graphics images for playback as a movie on the computer
monitor at a later time. The default file name is “FLAC.DCX,” which will appear in the default
directory when quitting FLAC. The user may specify a different filename by issuing the command
MOVIE file filename, where filename takes the place of “FLAC.DCX.” A DCX file format is used
for the movie file. DCX files are a collection of PCX files and include an index to the PCX files.
A DCX file can contain up to 1024 PCX images. See the MOVIE command in Section 1 in the
Command Reference.
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1 COMMAND REFERENCE

This section contains detailed information about all the commands used by FLAC. The commands
are described in two major parts:

First, in Section 1.2, there is a summary of the commands, organized into groups of related modeling
functions. This summary is also intended as a recommended command sequence to prepare an input
data file.

Second, in Section 1.3, there is an alphabetical listing and a detailed description of all the commands.
Some common input conventions and features are described in Section 1.1. A command summary,
given in alphabetical order, is also provided in Section 1 in the Command and FISH Reference
Summary, for convenience.
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1.1 Common Conventions and Features

1.1.1 Syntax

When FLAC is command-driven*, the code may be operated in “interactive” mode (i.e., commands
entered via the keyboard) or “file-driven” mode (i.e., data stored on a data file and read in from
diskette or hard disk). In either case, the commands for running a problem are identical, and the
particular method of data input depends on user preference.

All input commands are word-oriented and consist of a primary COMMAND word followed by one or
more keywords and numerical input, as required. Some commands (e.g., PLOT) accept “switches,”
which are keywords that modify the action of the command. Each command has the following
format:

COMMAND keyword value . . . <keyword value . . . >

The commands are typed literally on the input line. You will note that only the first few letters are
presented in bold type. The program requires only these letters to be typed, at a minimum, for the
command to be recognized. Likewise, the keywords, shown in lowercase, are typed literally, and
only those letters designated by bold type need to be entered for the keyword to be recognized.
The entire word for commands and keywords may be entered if the user so desires. By default, the
words are not case-sensitive — either uppercase or lowercase letters may be used.

Many of the keywords are followed by a series of numbers (values) that provide the numeric input
required by the keyword. Words appearing in bold italic type stand for numbers. Integers are
expected when the word begins with i, j, m or n; otherwise, a real (or decimal) number is expected.
The decimal point can be omitted from a real number but must not appear in an integer.

Commands, keywords and numeric values may be separated by any number of spaces or by any of
the following delimiters:

( ) , =

You will see additional notations with some of the input parameters. These are:

< > denotes optional parameter(s). (The brackets are not to be typed.)

. . . indicates that an arbitrary number of such parameters may be given.

Anything that follows a semicolon ( ; ) in the input line is taken to be a comment and is ignored.
It is useful to make such comments in the input file when running in batch (i.e., file-driven) mode,
since the comments are reproduced on the output. A single input line, including comments, may

* When FLAC is operated from the GIIC, the commands described in this section are created and
applied automatically, in response to mouse operation (see Section 2.2.1 in the User’s Guide).
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contain up to 80 characters. An ampersand (&) at the end of a line denotes that the next line is a
continuation of keywords or numeric input. The maximum length of a single command, including
all continuations, is 2000 characters. A maximum of 400 input parameters are allowed in one
command.

1.1.2 Interactive Input

FLAC supports an 80-character keyboard buffer for the user to type ahead while FLAC is stepping,
reading from a data file, or plotting.

There are also several line-editing features that can be used when entering data interactively. These
features are summarized in Table 1.1.

Table 1.1 Interactive input editing keys

Key Effect

any character key inserts character on input line

<←> moves cursor left on input line

<→> moves cursor right on input line

<Ctrl ←> cursor jumps to next input parameter to the left

<Ctrl →> cursor jumps to next input parameter to the right

<Backspace> deletes character to left of cursor

<Delete> deletes character at cursor location

<End> moves cursor to end of input line

<Esc> erases line

<F3> replaces input line with last line input by the keyboard

<Home> moves cursor to beginning of input line
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1.1.3 Optional Keywords

Certain commands are followed by optional keywords and numbers that modify or limit the action
of the command over several gridpoints or zones. The specific commands and keyword phrases are
summarized in Table 1.2.

Table 1.2 Keyword phrases that modify the action of a command

Keyword phrase Command

i = i1, i2 j = j1, j2 APPLY, FIX, FREE, GENERATE, GROUP, INITIAL, INTERIOR
(gridpoint/zone range) MARK, MODEL, PRINT, PROPERTY, UNMARK

from i1, j1 to i2, j2 APPLY, ATTACH, GROUP, INTERFACE, INITIAL, PRINT
(boundary-path range)

from xy x, y to xy x, y APPLY, ATTACH, INTERFACE

group name GROUP, INITIAL, MODEL, PROPERTY
(name)

var vx, vy APPLY, INITIAL, INTERIOR, PROPERTY
(gradient)

mark FIX, FREE, INITIAL
(marked gridpoint)

nmregion INITIAL

notnull GROUP, INITIAL, MODEL, PROPERTY

region i, j GROUP, INITIAL, MODEL, PRINT, PROPERTY
(zone region)

rdev s PROPERTY
(random deviations)

RULES:

1. There are two methods to define a range over which a variable is to be applied: a
gridpoint/zone range and a boundary-path range.

2. When used, the gridpoint/zone range or the boundary-path range must be last on the input
line. The two range types cannot be used together on the same input line.
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3. The gradient keyword phrase must immediately follow the value which is to have a
gradient specified.

4. The values for the variation, vx and vy, are assigned over a gridpoint range, even if the
variable is a zone variable.

5. The mark keyword must follow the condition to be specified for a gridpoint.

6. The region keyword must follow the condition to be specified for a zone.

The keyword phrases are explained further, and examples are given, below.

1.1.3.1 Gridpoint/Zone Range

The gridpoint/zone range over which a variable is applied is defined by the keyword phrase:

i = i1, i2 j = j1, j2

where i1, j1 is the starting gridpoint or zone, and i2, j2 is the ending gridpoint or zone, of the range
of boundary points over which the variable is to be applied. The range should correspond to the
variable type (i.e., gridpoint range for a gridpoint variable and zone range for a zone variable).

The range must always be last on the input line, but either i or j can be first. If i1 = i2 or j1 = j2, only
one number need be given. If i1, i2 or j1, j2 define the entire i- or j-range of the grid, the keyword
and associated values may be omitted from the command.

The following example illustrates the use of the gridpoint/zone range. To fix the x-direction dis-
placement (or velocity) for all gridpoints in the range of i = 1 to 10 and j = 1, the following commands
produce the same results:

fix x i=1,10 j=1,1

or

fix x j =1 i=1,10

or

f x i=1,10 j=1
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1.1.3.2 Boundary-Path Range

The gridpoint/zone range is a simple operation if the boundaries are horizontal or vertical, as most
often occurs on the outer boundaries of the grid. It is quite difficult to apply variables in this way if
the boundary is curved or irregular, such as may be found with a borehole or excavation. For this
reason, the code is provided with logic for tracing a boundary path between two specified gridpoints.
The keyword phrase for a boundary-path range is

<keyword> from i1, j1 to i2, j2

In addition, any one of three optional keywords may be used to define which boundary path is to be
taken between two boundary gridpoints: long, short or both. These options are used in combination
with the “from i1, j1 to i2, j2” range description: long specifies the longest path between these two
points; short specifies the shortest path; and both adds the long and short paths. The default path is
the shortest distance between the two points. Note that if i1, j1 and i2, j2 are the same, the entire
closed boundary will be taken as the path range.

The following example illustrates the use of the boundary-path range. To apply a mechanical
pressure along a boundary from gridpoint (6,3) to gridpoint (4,9), use the command

apply pres=10 from 6,3 to 4,9

Alternatively, to apply a different pressure along the longest path between these two gridpoints, use

apply pres=30 long from 6,3 to 4,9

Note that FLAC will signal an error if the given points do not lie on a boundary or if there is no path
between the two points.

If the boundary-path range is used for the INITIAL command, it should only be applied to gridpoint
values.

The from . . . to . . . range accepts the optional keyword xy, followed by the coordinate (x, y) on
either the from or to part, or both. The coordinate is used to locate the nearest gridpoint. However,
if the given (x, y) maps inside a zone, the nearest gridpoint in that zone is used. This may be used
to resolve ambiguities when two or more gridpoints are located at the same coordinate.

1.1.3.3 Group Range

The group keyword acts to limit the overall range to the intersection of the group range and the range
of any other element (such as i, j, region, from/to). For example, given the following commands:

grid 20 20
m e
group fred i=4,9 j=10,20
ini sxx=1 i=6,10 j=8,12 group fred

stresses will be installed in zones: i = 6,9, j = 10,12. The group modifier may come before or after
the other range element(s). Note that a group modifier may be used with a GROUP command.
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1.1.3.4 Gradients

Another optional keyword phrase may also be used with certain keywords (Table 1.2) in order to
define a gradient for the applied variable (such as a pressure or force gradient applied to a boundary).
Here, the phrase is

var vx vy

and it immediately follows the value which is to have a specified gradient. The value is then forced to
vary linearly with x and/or y from its original value at the x-, y-coordinate of the first gridpoint/zone
in the range or boundary path specified, to value + vx and + vy at the x-, y-coordinate of the last one
in the range: vx and vy specify the variations with x and y, respectively. WARNING: The values at
the minimum and maximum coordinates of the gradient range are assigned to the lower and upper
gridpoint range, even if the variable is a zone variable.

If we take as an example the generic command APPLY yforce value var vx, vy i = i1,i2 j = j1,j2,
then the value applied at gridpoint (i,j) along the short boundary path from (i1,j1) to (i2,j2) may be
calculated from the formula:

yf orce(i, j) = value + x(i, j)− x(i1, j1)

x(i2, j2)− x(i1, j1)
vx + y(i, j)− y(i1, j1)

y(i2, j2)− y(i1, j1)
vy (1.1)

Another example which illustrates the use of this option is

apply sxx=-20 var 0,20 i=1, j=1,10

This command will cause the value for xx-stress along line i = 1 to vary linearly with y from -20
at gridpoint (1,1) to 0 at gridpoint (1,10).

The var keyword applies the variation from the first gridpoint to the last gridpoint given in the
gridpoint range. Care should be taken when selecting the gridpoint range for applying a variation
of zone-related variables.

1.1.3.5 Marked Gridpoints

The optional keyword mark allows the user to limit the specified conditions to only those gridpoints
“marked” by the MARK command. For example, if the velocity in the x-direction is to be specified
for only selected gridpoints on a boundary, the following commands would apply:

mark i=11 j=7,11
mark i=1 j=7,11
initial xv=-10 mark

In this example, the MARK command defines two ranges of gridpoints over which the x-velocity is
initialized through the mark keyword. Gridpoints are marked automatically when the GENERATE
command is used with the arc, circle, line or table keywords.
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1.1.3.6 No Marked Region

If the keyword nmregion is given with the INITIAL command, the action of the command will apply
to both marked and unmarked gridpoints. For example, if all gridpoints are to be translated by a
value of 1.0 in the x-direction, use the command

ini x add 1.0 nmregion

to move all gridpoints in the model. If the nmregion keyword is not given, only unmarked gridpoints
are translated.

1.1.3.7 Notnull Range

The notnull modifier restricts the operation of the command to only non-null zones. An example
follows:

grid 20 20
m e
mod null i=10
mod null j=8
model ss notnull i=1,15 j=1,15

The strain-softening model will be installed in all zones in the range i = 1,15, j = 1,15, with the
exception of column i = 10 and row j = 8. The use of the notnull keyword for gridpoints is not
prevented, but it makes little sense.

1.1.3.8 Zone Regions

The optional keyword region i, j allows the user to limit the range of a command (Table 1.2) to
only those zones enclosed within a contiguous collection of zones that is completely enclosed by a
string of marked gridpoints (i.e., gridpoints marked by the MARK command). Any zone i, j within
the marked region may be given. For example, a circular tunnel is excavated using the commands
in Example 1.1.

Example 1.1 Defining a circular tunnel as a zone region

grid 10,10
m e
gen circ 5 5 3
print mark
m null region 6,6

The command

gen circ 5 5 3

marks the gridpoints forming the boundary of the circle automatically.
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The command

m null region 6,6

changes all zones within the marked circular region to null material. Zone (6,6) is one zone within
the region.

The user may experience difficulties with regions which are defined to be one element wide. To
avoid problems, always make the action taken on the one-element wide region the last command in a
series of commands which implement the region keyword. For example, the data file in Example 1.2
creates a region one element wide, with Mohr-Coulomb material in the lower half of the grid and
elastic material in the upper half.

Example 1.2 Modeling one-element wide regions

grid 10 10
mod elas
gen line 0 5 10 5
gen 0,5 0,10 5,10 4,5 i=1,5 j=6,11
gen 5,5 6,10 10,10 10,5 i=6,11 j=6,11
mark i=5 j=6,11
mark i=6 j=6,11
mod mohr reg 3,3
mod elas reg 6,8

If the command

mod elas reg 6,8

is not given, the effect of the MODEL mohr command will “leak” into the one-element wide region.

The region keyword (when used with PROP, MODEL and INI) can take the optional form region table
n, in which a given table n serves as the boundary to a region. The table may either be closed or
not. If not, the first point and last point in the table are assumed to be joined, when computing the
region. Any zone with its centroid falling within the area described by the table is assumed to be
in the region. The specified attributes (property, model, etc.) will be changed for that zone.

1.1.3.9 Random Deviations

When using the PROPERTY command, the optional keyword rdev s, given immediately following a
property value, v, causes the values of the property to be chosen randomly from a normal (Gaussian)
distribution of standard deviation, s, and mean, v. There is no spatial correlation between property
values. Care should be taken to ensure that properties do not acquire negative values if s is large.
As an example, the following command would give a mean friction angle of 40◦ with a standard
deviation of ± 5%:

prop friction 40 rdev 2
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1.1.3.10 General Comments

The embedded language, FISH, may be used to prescribe more complicated variations and con-
ditions than are possible with the above-noted keywords. For example, it is possible to provide
nonlinear variations of properties or stresses, correlated random variations in properties, and nonuni-
form boundary conditions. (See Section 3 in the FISH volume for examples.) Any number on any
FLAC input line may be replaced by a FISH variable or function name, provided that the name has
already been mentioned in a DEFINE . . . END segment. Any filename on any FLAC input line may
be replaced by @name where name is a FISH string variable or function; the sequence of characters
in name is taken as a filename. See Section 2.3 in the FISH volume for more details.

1.1.4 Online Help

The help keyword is available to list all the keywords that apply for each FLAC command. For
example, to find all the keywords that apply to the PRINT command, type

print help

The ? character may be used in place of the help keyword.

Note that some of the keywords listed by help are not described in the manual. These refer to
features in FLAC that are not documented for general use.
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1.2 Commands by Function

The following is the recommended sequence for command input, according to function. In general,
commands may be given in any logical order. However, certain commands must precede others.
These are identified in this section. Only the primary command words and most frequently used
keywords are presented; a detailed description of all keywords is given in Section 1.3.

1.2.1 Specify Program Control

Certain commands allow the user to start new analyses without leaving FLAC, or to restart previous
model simulations and continue from the last analysis stage. The following commands provide
program control.

CALL reads into FLAC a user-prepared batch input data file and executes the commands.
This is called batch mode.

CONTINUE continues reading a batch file after it has been interrupted due to a pause or an error.

GIIC turns on graphical interface

NEW starts a new problem without exiting FLAC.

PAUSE pauses reading a batch file.

QUIT stops execution of FLAC and returns control to the operating system.

RESTORE restores an existing saved state from a previously executed problem.

RETURN returns program control from batch mode to the local, interactive mode (or to the
calling file if multiple levels of calls are nested).

SAVE saves the current state of the analysis in a file.

SET sets basic parameters.

STOP stops execution of FLAC and returns control to the operating system.

It is best to give SAVEd files a different extension (e.g., “.SAV”) from input files (e.g., “.DAT”), to
avoid confusion when a saved state is RESTOREd or an input file is CALLed.
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1.2.2 Specify Special Calculation Modes

FLAC performs mechanical (plane-strain) calculations as the standard mode. Optional calculation
modes are also available and are specified with the CONFIG command. CONFIG must be given
before the GRID command if any of the following options are desired. One or more options can be
requested with the following keywords:

ats automatic update of total stress

axisymmetry axisymmetric geometry

cppudm C++ user-defined models (only available with C++ user-defined model option)

creep creep analysis (only available with creep model option)

dynamic fully dynamic analysis (only available with dynamic option)

extra extra grid variables for embedded language (FISH) use

gwflow groundwater flow

p stress plane stress

thermal thermal analysis (only available with thermal model option)

tpflow two-phase flow (only available with two-phase fluid flow option)

The options may be combined, with the exception of the axisymmetry and plane-stress options.

1.2.3 Input Problem Geometry

The GRID command must be given to specify the number of columns and rows of zones in the
calculation grid. The following commands are then used to shape the grid for the given problem:

ATTACH permits sub-grids to be attached along two specified boundaries.

GENERATE is used to shape the grid. There are two forms of grid-generation shaping. First,
the model region (or subregions) can be rezoned by specifying a coordinate range
(or ranges). Second, the grid can be shaped by curve-fitting to conform to specific
shapes identified by the following keywords: arc, circle and line. Alternatively, a
user-generated shape can be specified with the TABLE command and accessed via
the table keyword.

INITIAL allows individual, or groups of, gridpoints to be moved.

All problem geometry commands should be given before model solution is started. This includes,
for example, the creation of shapes for regions which will be excavated at a later stage in the analysis.
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1.2.4 Delimit Regions in the Model

The MARK command and mark keyword (used with several commands) help the user define regions
in the model to limit the action of a specified condition (e.g., to define regions with different material
properties). Existing marks can be removed with the UNMARK command.

The GROUP command and group keyword (used with several commands) help the user define
groups of zones in the model to limit the action of a specified condition (e.g., to define groups of
zones with different material models).

1.2.5 Assign Constitutive Models and Properties

A constitutive model is associated with a specific region of the grid through the MODEL command.
The mechanical constitutive models available in FLAC are discussed in Section 2 in Theory and
Background. The following keywords are available to assign the appropriate model:

Mechanical Model

anisotropic transversely isotropic elastic model

cam-clay modified Cam-clay plasticity model

drucker Drucker-Prager plasticity model

dy double-yield (cap) plasticity model

elastic isotropic elastic model

finn dynamic pore-pressure generation model (available only for dy-
namic option — see Section 3.4.4.1 in Optional Features)

hoek-brown generalized Hoek-Brown model

mohr-coul Mohr-Coulomb plasticity model

null null model — i.e., no material

ss strain-softening plasticity model

subiquitous bilinear hardening/softening ubiquitous-joint model

ubiquitous ubiquitous-joint model

Creep Model*

cvisc Burger-creep viscoplastic model

* available only for creep model option (see Section 3 in Optional Features)
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cwipp crushed-salt consolidation model

power two-component power law

pwipp WIPP-creep viscoplastic model

viscous classical viscosity

wipp WIPP reference creep model

Thermal Model*

th ac isotropic advection/conduction model

th anisotropic anisotropic thermal conductivity

th general temperature-dependent thermal conductivity

th isotropic isotropic thermal conductivity

th null null zone for heat conduction

User-Defined Model

Using FISH, the user can create constitutive models (see Section 2.8 in the FISH
volume).

Constitutive models can also be created as dynamic link library files (DLLs) that are
linked to the FLAC code with the MODEL load command.

Properties are assigned for each model through the PROPERTY command. For the strain-softening,
double-yield and bilinear models, properties can depend upon accumulated plastic strain, defined
through the TABLE command.

Groundwater properties (density, bulk modulus, tension limit and Biot coefficient of effective stress)
are prescribed by the WATER command or the INITIAL command (bulk modulus, tension limit).
Permeability and porosity are assigned with the PROPERTY command.

* available only for thermal model option (see Section 1 in Optional Features)
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1.2.6 Assign Initial Conditions

Initial problem and model-solution conditions are assigned with the following commands:

INITIAL initializes certain gridpoint and zone variables such as stress state, pore pressure,
velocity and temperature.

SET allows the user to initialize both problem and model conditions by selecting one or
more keywords, such as the following:

creeptime sets the time that creep is turned on.

flow turns on/off groundwater flow.

gravity specifies gravity.

implicit turns on/off the implicit solution scheme for the groundwater flow or
thermal models.

large/small selects either large- or small-strain solution.

mech turns on/off the mechanical solution scheme.

WATER table

specifies the phreatic surface in order to define a pressure distribution. (This com-
mand is used for effective stress calculations, but not when FLAC is configured for
groundwater flow. In that case, the phreatic surface is calculated from the fluid flow
equations.) The water table line is specified through the TABLE command.

1.2.7 Apply Boundary Conditions

Model boundary conditions are prescribed in FLAC with the following commands:

APPLY applies mechanical, groundwater flow and thermal conditions to any model boundary
(external or internal).

FIX/FREE allows velocity, pore pressure, saturation or temperature to be fixed (i.e., prevented
from changing) or freed (i.e., allowed to change) at selected gridpoints.

IEBOUNDARY specifies an infinite elastic boundary for the FLAC grid. The grid boundary must be
circular in this case (e.g., by using the GENERATE circle command).

INTERIOR applies mechanical, groundwater flow and thermal conditions to any interior grid-
point or zone.
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1.2.8 Specify Structural Support

Seven types of structural support can be specified through the STRUCTURE command. The element
types available are denoted by the following keywords:

beam specifies a beam element.

cable specifies a cable element.

liner specifies a liner element.

pile specifies a pile element.

rockbolt specifies a rockbolt element.

strip specifies a strip element.

support specifies a one-dimensional nonlinear spring support element.

Properties for each element type are defined via the property keyword. Structural element logic in
FLAC is described in Section 1 in Structural Elements.

1.2.9 Specify Interfaces or Joints

The special command INTERFACE is available to define interfaces between two or more portions of
a grid in FLAC. These interfaces are planes upon which slip and/or separation is allowed. Interface
properties are also defined through this command. Interfaces are described in Section 4 in Theory
and Background.

1.2.10 Specify User-Defined Variables or Functions

The embedded programing language in FLAC, FISH, may be invoked to define special variables or
functions that a user desires for a specific problem. FISH statements (described in Section 2 in the
FISH volume) are any statements given between the FLAC commands DEFINE and END.

The OPT command optimizes FISH functions; it cannot be used with the double-precision version
of FLAC.

Variations in model conditions can also be made using the TABLE command.
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1.2.11 Monitor Model Conditions during the Solution Process

Commands are available to monitor the change in model variables as the solution process progresses.
This is helpful both to ascertain when an equilibrium or failure state has been reached, and to monitor
the change in variables during transient calculations, such as groundwater flow.

HISTORY causes a record to be made of the changes in a variable as timestepping proceeds.
The resulting plots help the user to identify when a steady-state condition is reached.

TRACK tracks fluid particle movement during transient flow calculations (requires CONFIG
gw).

1.2.12 Solve the Problem

Once the appropriate problem conditions are defined in the FLAC model, the problem is solved by
taking a series of calculation steps. The following commands permit either automatic solution of
the FLAC model or user-control of the solution process:

CYCLE n executes n timesteps.

SOLVE enables the automatic detection of a steady-state solution. The calculation is per-
formed until a preset limiting condition is reached. Limiting conditions can be
modified by keywords through either the SOLVE or SET commands.

Keywords that allow the user to define time limits and timesteps for transient analyses
such as groundwater flow, heat transfer and creep, and the fully dynamic calculation
are also given.

STEP n executes n timesteps.

For both SOLVE and STEP (or CYCLE), the maximum out-of-balance force ratio (or fluid flow ratio,
if in flow-only mode; or heat flux ratio, in thermal-only mode) for the model is continually printed
to the screen. The user may interrupt the calculational stepping at any time by pressing the<Esc>
key. FLAC will return full control to the user after the current step is complete. The user may
then check the solution and save the state or continue with the analysis, if desired. The keyword
continue can be given with the appropriate command to continue execution of that command.

1.2.13 Generate Model Output

Several commands are available to allow the user to examine the current problem state:

COPY creates a hardcopy of the last screen plot.

LABEL adds user-defined labels to plots.

MOVIE controls the capture of screen plots and permits rapid replay as a “movie” using the
“MOVIE.EXE” program.
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PLOT requests a plot, either on the screen or a hardcopy device, of various problem vari-
ables, including the HISTORY or TRACK of a variable.

PRINT prints output for problem conditions and main grid variables.

SCLIN plots contour labels on a contour plot.

SET provides several controls over different plotting conditions.

TITLE assigns a title to subsequent plots.

WINDOW changes the viewing window for a plot.

1.2.14 Other Commands

HELP provides a screen listing of available commands.

SYSTEM allows access to DOS commands or utilities.

1.3 FLAC Commands — Detailed Listing

The detailed listing of all FLAC commands, in alphabetical order, follows.
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APPLY keyword <value . . . > <var vx vy> <hist keyword> range

The APPLY command is used to apply mechanical, groundwater and thermal bound-
ary conditions to any external or internal boundary of the model grid. (See the
INTERIOR command to apply boundary conditions to interior gridpoints or zones.)
The user must specify the keyword type to be applied (e.g., xforce), the numeri-
cal value (if required) and the range over which the boundary conditions are to be
applied. The range can be in one of two forms (see Section 1.1.3):

gridpoint range: i = i1, i2 j = j1, j2

or

boundary-path range: <keyword> from i1, j1 to i2, j2

where one of three optional keywords (long, short or both) can be used to define the
boundary path. The keywords are described in Section 1.1.3.2. The default is short.
If i1 = i2 and j1 = j2, then the range is a single gridpoint. If i1 = i2, j1 = j2 and long
is specified, then the range is the entire boundary.

Two optional keyword phrases can be used with the APPLY command.

The phrase var vx, vy may define a linear variation in the quantity over the given
range. (See Section 1.1.3.4 for an explanation of var.)

A history multiplier may be applied to the numerical value with the hist keyword.
The history can be applied in one of three forms by using the following keywords.

n The history multiplier is an input history (see the HISTORY command),
where n is a history number; it assumes dynamic time (dytime) as the
time axis (only available with dynamic option — see Section 3 in
Optional Features).

name The history multiplier is a FISH function, where name is the function
name.

table n The history multiplier is applied as a table (see the TABLE command),
where n is the table number; it assumes dynamic time (dytime) as the
time axis given by the “x” value of table (only available with dynamic
option — see Section 3 in Optional Features).

The following keywords can be used and are grouped under mechanical, groundwater
or thermal boundary conditions. Examples of the APPLY command are given in
Section 3.3 in the User’s Guide. The rules for applying boundary conditions are
given after the keywords.*

* The results of APPLY can be checked with either PRINT apply or PLOT apply.
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Mechanical Boundary Condition

ff <ilimits>

free-field boundary condition specified to lateral outer boundaries of
the model. The boundaries must be vertical, straight and positioned at
the lower-left and lower-right corners of the model (available only for
dynamic option — see Section 3.4.1.4 in Optional Features). The
APPLY ff command must be given before changing other boundary
conditions for the dynamic stage of an analysis.

The optional keyword ilimits forces the free field to be applied on the
outer i limits of the grid (as specified in the GRID command). This
keyword should be used if null zones are specified on the j = 1 row
of zones (other than for ATTACH or INTERFACE).

nacc v

acceleration component v applied in the normal direction to the model
boundary (available only for dynamic option — see Section 3.4.1 in
Optional Features)

nquiet quiet (viscous) boundary applied in the normal direction to the model
boundary (available only for dynamic option — see Section 3.4.1.3
in Optional Features)

nstress v

stress component v, applied in the normal direction to the model
boundary (compressive stresses are negative)

nvelocity v

velocity component v, applied in the normal direction to the model
boundary (positive in the outward direction from the model boundary)

pressure v

mechanical pressure v, applied to the model boundary (same as
APPLY nstress but with opposite sign). This should not be con-
fused with fluid pressure. Use the command APPLY pp to specify
fluid-pressure boundary condition.

sacc v

acceleration component v, applied in the shear direction to the model
boundary (available only for dynamic option — see Section 3.4.1 in
Optional Features)
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squiet quiet (viscous) boundary, applied in the shear direction to the model
boundary (available only for dynamic option — see Section 3.4.1.3
in Optional Features)

sstress v

stress component v, applied in the shear direction to the model bound-
ary (see Section 2.7 in the User’s Guide for sign convention)

svelocity v

velocity component v, applied in the shear direction to the model
boundary (positive to the right, viewing outward from the model
boundary)

sxx v

xx-component v of total stress tensor, applied at the model boundary
(compressive stresses are negative)

sxy v

xy-component v of total stress tensor, applied at the model boundary
(see Section 2.7 in the User’s Guide for sign convention)

syy v

yy-component v of total stress tensor, applied at the model boundary
(compressive stresses are negative)

xacc v

x-component v of acceleration, at gridpoint on the model boundary
(available only for dynamic option — see Section 3.4.1 in Optional
Features)

xforce v

x-component v of force, at gridpoint on the model boundary

xquiet quiet (viscous) boundary, applied in the x-direction at the model
boundary (available only for dynamic option — see Section 3.4.1.3
in Optional Features)

xtraction v

component v of total stress tensor, applied in the x-direction on the
model boundary
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xvelocity v

x-component v of velocity, at gridpoint on the model boundary

yacc v

y-component v of acceleration, at gridpoint on the model boundary
(available only for dynamic option — see Section 3.4.1 in Optional
Features)

yforce v

y-component v of force, at gridpoint on the outer boundary

yquiet quiet (viscous) boundary, applied in the y-direction at the model
boundary (available only for dynamic option — see Section 3.4.1.3
in Optional Features)

ytraction v

component v of total stress tensor, applied in the y-direction on the
model boundary

yvelocity v

y-component v of velocity, at gridpoint on the model boundary
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Groundwater Boundary Condition (See Section 1 in Fluid-Mechanical Interac-
tion.)

discharge v

flux v, applied (a volumetric flow rate per area (with units of cubic
meters per second per square meter — e.g., m/s)) over the range of
gridpoints specified. This command is used to specify a constant
inflow or outflow along a boundary of the grid.*

leakage v1 v2

v1 is the pore pressure in the leaky layer.

v2 is the leakage coefficient, h (e.g., in m3/N sec).

See Eq. (1.13) in Fluid-Mechanical Interaction for the formula for a
leaky boundary condition. A leaky condition is applied over the range
of faces specified. The history keyword is not active for leakage.

pp v

fluid pore pressure v, applied at the model boundary gridpoints; this
should not be confused with mechanical pressure. Use the command
APPLY pres to specify a mechanical-pressure boundary condition.

A history (hist) can be applied to the discharge or pore pressure. For a non-dynamic
analysis, the history must be specified with a FISH function (see Section 3 in the
FISH volume).

* In axisymmetry mode (CONFIG axi), the groundwater discharge boundary cannot be specified di-
rectly at the axis of symmetry (x = 0), because an area must be associated with the discharge. For
the condition to function, the location of this boundary condition must be greater than 0.005 times
the adjacent zone size from x = 0.
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Two-Phase Flow Boundary Condition (Available only for two-phase flow option —
see Section 2 in Fluid-Mechanical Interaction.)

nwdischarge v

non-wetting flux v, applied (a volumetric flow rate per area (with units
of cubic meters per second per square meter — e.g., m/s)) over the
range of gridpoints specified. This command is used to specify a
constant inflow or outflow along a boundary of the grid.

nwpp v

non-wetting fluid pore pressure v, applied at the model boundary
gridpoints.

A history (hist) can be applied to the non-wetting discharge or pore pressure. The
history must be specified with a FISH function (see Section 3 in the FISH volume).
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Thermal Boundary Condition (Available only for thermal model option — see Sec-
tion 1 in Optional Features.)

convection v1 v2

v1 is the temperature of the convective medium. A history (hist) can
be applied to the temperature.*

v2 is the convective heat transfer coefficient (w/m2 ◦C).

A convective boundary condition is applied over the range of grid-
points specified.†

flux v

v is the initial flux (watts/m2).

A flux is applied over the range of gridpoints specified. This command
is used to specify a constant flux into or out of a boundary of the grid.†
Decay of the flux can be represented by a FISH history using the hist
keyword.

radiation v1, v2

v1 is the temperature of the radiative medium. (Temperature units
must be in ◦K or ◦R.)

v2 is the radiative heat transfer coefficient. (For black bodies, this is
the Stefan-Boltzmann constant, 5.668× 10−8 w/m2 K4.) A history
(hist) can be applied to the temperature.∗

A radiation boundary condition is applied over the range of gridpoints
specified.†

For the convection, flux or radiation boundary condition, an area is required over
which the boundary condition is applied. The area is the distance between the
beginning (i1, j1) and ending (i2, j2) gridpoints of the APPLY command. This
boundary condition cannot be applied at a single gridpoint.

* For a non-dynamic analysis, the history must be specified with a FISH function (see Section 3 in
the FISH volume).

† In axisymmetry mode (CONFIG axi), the thermal flux, convection or radiation boundary cannot be
specified directly at the axis of symmetry (x = 0) because an area must be associated with the flux.
The location of this boundary condition must be greater than 0.005 times the adjacent zone size
from x = 0 for the condition to function.
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temperature v

temperature v, applied at the model boundary gridpoints. A history
(hist) can be applied to the temperature.*

* For a non-dynamic analysis, the history must be specified with a FISH function (see Section 3 in
the FISH volume).
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Removing Model Boundary Conditions

remove <keyword> range

The keyword remove erases all boundary conditions within a range.
As with the APPLY command, either a gridpoint range or a boundary-
path range can be specified (see Section 1.1.3). Note that a range
must be specified when using the remove keyword. The effect of re-
move can be limited to mechanical, groundwater or thermal boundary
conditions by giving the optional keyword mech, gw or thermal.

FLAC Version 5.0



1 - 28 Command Reference
APPLY

Rules for Applying Model Boundary Conditions

1. Each boundary segment can only have one condition applied in each degree
of freedom. If an APPLY command is given with the same keyword and the
same range as a previous command, then the value (and/or variation) is updated.
There are two exceptions: (1) a time-dependent (i.e., via a hist multiplier) force
(or stress) is added to a constant force (or stress) over the same range; and (2)
quiet boundaries are superimposed on force and stress boundaries.

2. For each segment, the boundary conditions must be given in terms of xy-axes or
in terms of sn-axes. For example, the keyword xvel will erase both existing svel
and nvel conditions even if the boundary is vertical. An xvel condition can only
be applied with a y-direction condition (e.g., yvel, ytraction or yforce) — not a
normal or shear boundary condition. The compatibility of mechanical keywords
is shown in Table 1.3.

Table 1.3 Mechanical boundary keywords compatibility matrix

xv yv sv nv xa ya sa na xt yt ss ns p sxx syy sxy xf yf xq yq sq nq

xvel x x x x x

yvel x x x x x

svelocity x x x x x

nvelocity x x x x

xacc x x x x x

yacc x x x x x

sacc x x x x x

nacc x x x x

xtraction x x x x x x

ytraction x x x x x x

sstress x x x x

nstress x x x x

pressure x x x x

sxx x x x x x x x

syy x x x x x x x

sxy x x x x x x x

xforce x x x x x

yforce x x x x x

xquiet x x x x x x x x x x x

yquiet x x x x x x x x x x x

squiet x x x x x x x x x x

nquiet

x denotes compatibility

x x x x x x x x x x
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3. Stress boundaries specified in terms of the stress-tensor components sxx, sxy and
syy apply to both degrees of freedom (independent of the boundary orientation).
The stress components will replace existing boundary conditions. The only
exception is that quiet boundaries can be superimposed on sxx, sxy and syy
boundaries.

4. The following boundary-condition keywords apply to edges and require at least
two gridpoints in the range:

sxx, sxy, syy

sstr, nstr, pressure

xtraction, ytraction

xquiet, yquiet, squiet, nquiet

5. The following boundary condition keywords can be applied to a single boundary
gridpoint as well as edges:

xvel, yvel, svel, nvel

xacc, yacc, sacc, nacc

xforce, yforce

6. If a new “point-type” condition (see rule 5) is applied to a gridpoint adjoining
an “edge-type” condition (see rule 4), the point-type condition will be updated,
but the edge-type condition will be unaffected.

7. When a quiet boundary is applied to a gridpoint with an existing applied velocity
or acceleration, or a FIXed gridpoint, reaction forces are automatically calculated
and applied to maintain static equilibrium. The FIXed condition is removed.
(Type PLOT apply to view the reaction forces.) These reaction forces can only
be removed with the remove keyword (i.e., a subsequent applied load will not
erase the reaction forces). If the applied velocity is removed before the quiet
boundary is applied, then no reaction forces will be supplied.

8. The commands FIX and FREE can be applied to gridpoints which have applied
forces or stresses. However, these commands cannot be used to fix a gridpoint in
one direction if a velocity or acceleration has already been applied (with APPLY)
in the orthogonal direction. If an applied velocity or acceleration is specified for
a FIXed gridpoint, the FIXed condition existing in the orthogonal direction will
be removed. In order to reassign the fixed condition, an APPLY command, with
velocity set to zero, must be used.

9. A boundary-path range or a gridpoint range must not be applied across ATTACHed
gridpoints on a boundary if a boundary force, velocity or acceleration is applied.
The gridpoints are not recognized as being ATTACHed by the APPLY command.
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The command should be applied separately on either side of the ATTACHed
gridpoints, and only one of the two attached gridpoints should have an applied
force, velocity, or acceleration.

10. When specifying quiet boundary conditions for inclined boundaries, always
apply both nquiet and squiet.

11. The APPLY ff command removes the existing boundary conditions at gridpoint
columns i = 1 and i = igp (where igp is the total number of gridpoints in the
i-direction) and introduces free-field boundary conditions. Fixed gridpoint con-
ditions are removed, except for the y-fixed conditions at the bottom gridpoints
(1,1) and (igp,1).

All zone data in the first and last columns of zones are copied to the free-field re-
gion. Free-field loads, applied velocities and quiet boundaries are automatically
updated using the current values at the first and last columns of the grid.

The lateral boundaries must be vertical, straight and located at the gridpoint
columns i = 1 and i = igp. The bottom zones j = 1 at i = 1 and i = igp must not
be null.

The model should be in a state of static equilibrium when the APPLY ff command
is given. The free field is only for dynamic analysis; the SET dyn on should be
given before the free field is applied. The APPLY ff command should be given
before changing other boundary conditions for the dynamic stage.

The free-field conditions may be removed with the commands:

apply remove i = 1
apply remove i = igp

The left-hand and right-hand side boundaries will become free when these com-
mands are issued. Static boundaries should then be supplied to bring the model
to equilibrium.

Interfaces and attach-lines do not get transferred to the free-field grid; thus an
INTERFACE or ATTACH condition should not extend to the free-field boundary.
The effect of an interface can be reproduced with a layer of zones having the
same properties as the interface.
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ATTACH aside <long> from i1, j1 to i2, j2 bside <long> from i3, j3 to i4, j4

The ATTACH command allows the user to attach pairs of gridpoints to one another
rigidly along two specified boundaries referred to as aside and bside. This command
is useful for the creation of grids that have a linear radial expansion of element size.
Examples are given in Section 3 in Theory and Background.

The pairs of gridpoints to be attached must be given in order. Referring to the above
command nomenclature, (i1, j1) will be attached to (i3, j3) and so on, in order of
appearance. Gridpoints which are not touching may be attached, but a warning
message will result. The shortest boundary path between two points (for closed
boundaries) is taken by default, but the longer path may be selected by specifying
the long keyword. There is no limit to the number of gridpoints that can be attached
to one another. However, a single pair of gridpoints cannot be attached. If the
ranges (from i1, j1 to i2, j2) of two or more ATTACH commands overlap, then groups
of multiple attached gridpoints can be created. This also works if the number of
segments on the two sides are unequal but have an integral ratio. For example, there
may be 3 segments (4 gridpoints) on one side and 6 segments (7 gridpoints) on the
other. The side with the smaller number of gridpoints is called the master; the other
side is the slave. If the FIX and FREE commands are applied to a gridpoint, they are
also automatically applied to all attached gridpoints. The PRINT attach and PLOT
attach commands can be used to verify which points are attached to one another.
Note that the PRINT attach command lists slaves separately.

A word of caution regarding the ATTACH command and “wrapping” grids: When
values of grid variables (e.g., sxx and ydis) are printed, the elements and gridpoints
may no longer appear in the same geometrical position as they do in the screen plots.
This is due to the fact that the grid has been distorted and no longer conforms to
the standard i-j plot representation. Therefore, when obtaining numerical values for
stresses, displacements, etc., the location of the zone or gridpoint must be known
ahead of time.

Warning:

1. Commands that use the boundary-path range or gridpoint range (e.g., APPLY)
do not recognize the ATTACHed gridpoints at a boundary. The commands must
be applied separately on either side of the ATTACHed gridpoints.

2. Structural element nodes cannot be attached to the ATTACHed gridpoints — an
error message will be given.

3. If the integral ratio is N, then every Nth gridpoint on the slave side will be attached
perfectly to its counterpart on the master side, even if the locations in space do
not match.

4. A warning message is issued for each master gridpoint that does not coincide
spatially with its corresponding slave gridpoint; the points are still attached,
however.
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CALL filename

A remote input file, filename, can be invoked with the CALL command. Any series
of input instructions can be placed in this file so that FLAC will run unattended.
Additional files may, in turn, be called from a command file; there is no limit to the
level of call nesting. However, care should be taken to prevent files from calling
each other recursively (e.g., file “ABC” calls file “DEF” which then calls “ABC”),
since the results will not be correct and the computer disk may become full.

The RETURN command causes control to be returned to the user (if a single level
of calling was used) or to the calling file at the next line after the CALL command.
Pressing the <Esc> key terminates input from command files and returns control
to the user, no matter to what level calls are nested.

If plots are made to the screen while a CALL file is in control, FLAC will not pause
for the user to hit<Enter>, as in interactive mode. However, the user can pause the
plot by using the keyword hold in the PLOT command. Screen plots will be saved to
the movie file if MOVIE mode is set on. The same remarks apply to PLOT commands
issued from a FISH function.

The PAUSE command may be inserted into a data file to allow the user to check
intermediate results. (See the PAUSE command.)
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CONFIG keyword <keyword . . . >

This command allows the user to specify, in advance, optional calculation modes
that need extra memory to be assigned to each zone or gridpoint. The options
are automatic total stress update, axisymmetric geometry, groundwater flow, two-
phase flow, plane stress, heat transfer, fully dynamic analysis, creep analysis, C++
user-defined models, and extra grid variables for the FISH language. If any of these
options are desired, CONFIG must be given before the GRID command. The following
keywords apply:

ats causes the total stress in a zone to be updated automatically whenever
the pore pressure is changed “externally” — i.e., not from within the
flow calculation (which already updates the total stresses). Specif-
ically, the following commands and operators are affected: INI pp,
APPLY pp, WATER table, and FISH functions that set zone or grid-
point pore pressures. The logic associated with CONFIG ats works
in both CONFIG gw and non-CONFIG gw modes. The logic does not
apply for two-phase flow (CONFIG tpflow).

axisymmetry axisymmetric geometry (note that the axisymmetric grid is viewed as
a unit-radian sector)

cppudm C++ user-defined material models (only available with C++ user-
defined models option — see the MODEL load command)

creep creep material analysis (only available with creep model option —
see Section 2 in Optional Features)

dynamic fully dynamic analysis (only available with dynamic model option —
see Section 3 in Optional Features)

extra n n extra grid variables for FISH language use (see Section 2 in the
FISH volume)

gwflow groundwater flow (see Section 1 in Fluid-Mechanical Interaction)

p stress plane stress (only for MODEL elastic, MODEL anisotropic and MODEL
ss — see Section 1.2.5)

thermal thermal analysis (only available with thermal model option — see
Section 1 in Optional Features)

tpflow two-phase flow analysis (only available with two-phase flow option
— see Section 2 in Fluid-Mechanical Interaction)
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Multiple CONFIG commands can be given. However, a new CONFIG command erases
previously specified options and sets the new ones. A blank CONFIG command
restores the default settings. More than one option may be requested with it (e.g.,
CONFIG ax th specifies both axisymmetry and thermal options). If certain options
are always required, it is best to put the CONFIG command in the “FLAC.INI” file,
so that FLAC is automatically configured correctly. It is a good practice to always
use CONFIG extra to provide the flexibility to have extra grid variables available to
perform FISH functions, if required, later in an analysis.

At present, certain options may not be used together. The following combinations
are not permitted:

axisymmetry and p stress

axisymmetry and tpflow

dynamic and tpflow

gwflow and tpflow

ats and tpflow

Also, some options may not be run with certain MODELs. The following is not
allowed:

p stress with mohr, ubi or dy

Use MODEL ss to perform a Mohr-Coulomb plasticity analysis in plane stress.

If axisymmetry is used in conjunction with MODEL anisotropic or MODEL ubiquitous,
the angle of anisotropy must equal zero. The axisymmetry configuration cannot be
used with structural elements.
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CONTINUE This command allows the user to resume reading a data file. Reading of the data
file will pause either if a PAUSE command is encountered or if there is an error in a
command line. If an error has occurred, the user may edit the input line using the
interactive input editing keys (see Table 1.1) to correct the error. CONTINUE will
then resume reading the data file on the next line.

NOTE: Changes to the input line are local and are not written to the original data
file.
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COPY

COPY <filename>

Execution of this command causes a hardcopy plot of the previous screen plot to
be made. If the optional filename is specified, output for this plot will be directed
to the specified file. If no filename is specified, the plot data will be sent to the
currently defined output device (see the SET out and SET plot commands). The
COPY command operates in the same manner as the PLOT pen command. The
default device for interactive operation is LPT1.
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CYCLE

CYCLE n
<continue>

CYCLE is a synonym for STEP, where n is the number of calculation steps to be
executed. If the <Esc> key is pressed during execution, FLAC will return control
to the user after the current step is completed.

If cycling is being driven from a FISH function, pressing <Esc> once will halt
stepping, but the next command from the function will be processed. Pressing
<Esc> twice will cause an exit to the command level (one for stepping and one for
the FISH loop).

The optional keyword continue causes the calculation to continue execution of the
CYCLE command after interruption by use of the<Esc> key. The remaining cycles
will be performed. If the CYCLE command was issued from a remote data file, the
file will continue to be read after cycling is complete.
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DEFINE function-name

END DEFINE and END are commands used to define a function written in FISH, the em-
bedded language built into FLAC. Statements (described in Section 2 in the FISH
volume) between the DEFINE and END commands are compiled and stored in com-
pact form for later execution. Compilation errors are reported as the statements are
processed. These “source” statements are not retained by FLAC. Hence, FISH func-
tions normally should be prepared as data files that can be corrected and modified if
errors are found.

FISH is a useful means by which to create new variables to print or plot, to control
conditions during FLAC execution, to create special distributions of properties, to
analyze FLAC output in some special way, or to create user-specific constitutive
models. Section 2 in the FISH volume describes the operation and use of FISH in
detail. Section 3 in the FISH volume contains a library of commonly used FISH
functions.
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FIX

FIX keyword . . . <mark> <i = i1,i2 j = j1, j2>

With this command, velocity, pore pressure, saturation or temperature can be pre-
vented from changing at selected gridpoints. If a fixed displacement is required, the
appropriate velocities should be initialized to zero. (Zero velocity is the default on
start-up.) Use the APPLY command to provide a rigid, moving boundary condition.
Note that if the mark keyword is given, only marked gridpoints in the gridpoint range
will be fixed.

The following keywords may be used:

nwpp fixes non-wetting pore pressure (only applies in CONFIG tpflow mode).

pp fixes pore pressure. (Saturation must also be fixed: FIX saturation.)

saturation fixes saturation. Saturation can be fixed at any existing value. This
corresponds to a source of water (for sat = 1) or a device that sucks
out water (for sat < 0).

seepage fixes seepage condition (only applies in CONFIG tpflow mode).

temperature <value>

fixes temperature to value* (for thermal model option only — see
Section 1 in Optional Features).

If a value is given, the temperature is fixed at that value. If not
specified, value is zero unless it is specified at a FIXed gridpoint by
the INITIAL temp command.

x fixes x-velocity.

y fixes y-velocity.

The gridpoint constraint can be removed with the FREE command.

The FIX command can be applied to gridpoints which already have applied forces or
stresses (see the APPLY command). However, FIX cannot be used to fix a gridpoint in
one direction if a velocity or acceleration has already been applied in the orthogonal
direction. If an applied velocity or acceleration is specified for a FIXed gridpoint, the
FIXed condition existing in the orthogonal direction will be removed.

* Note that unlike the INITIAL temperature command, FIX temperature<value> will cause changes in
the stress states of surrounding zones due to thermal expansion (starting with the next cycle taken).
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FREE keyword . . . <mark> <i = i1,i2 j = j1, j2>

This command releases the gridpoint constraint set by the FIX command. If the mark
keyword is given, only marked gridpoints in the gridpoint range will be freed.

The following keywords may be used:

nwpp Non-wetting pore pressure can change (only applies in CONFIG tpflow
mode).

pp Pore pressure can change.

saturation Saturation can vary.

seepage Seepage condition can change (only applies in CONFIG tpflow mode).

temperature Temperature can change (for thermal model option only — see Sec-
tion 1 in Optional Features).

x frees x-velocity.

y frees y-velocity.
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GENERATE <x1,y1 x2,y2 x3,y3 x4,y4> <ratio ri rj> <i = i1,i2 j = j1, j2>
<same> <same> <same> <same>

or

keyword value . . .

The GENERATE command is used after the GRID command to “shape” the grid into
the geometry of the object being modeled. Two forms of generation are available:
grid-shaping by rezoning a coordinate region; and grid-shaping by curve-fitting.

Coordinates can be generated for the whole grid or for subregions. If the coordinates
are omitted, they are calculated from the number of zones specified by the GRID
command with a unit length between coordinates. If the first form of the GENERATE
command is given, a quadrilateral region (determined by the range of rows and
columns) is rezoned. The gridpoint with the lowest row and column numbers in the
range is placed at coordinate (x1,y1); the remaining corners of the range are given
the coordinates (x2,y2), (x3,y3), (x4,y4), proceeding in a clockwise direction. Any
or all of the coordinate pairs may be substituted with the word same. In this case, the
particular corner will retain its current coordinate. The resulting quadrilateral must be
oriented clockwise and have interior angles of less than 180 degrees. The remaining
gridpoints in the quadrilateral region are uniformly spaced within the region unless
the optional ratio keyword is given. In this case, the zone size can be made to
increase or decrease according to the parameters ri and rj, which are the geometric
ratios between successive zone sizes in the i- and j -directions, respectively. For
example, ratio 1.1, 1.1 will cause each successive zone to be 1.1 times larger than its
predecessor in both the i- and j -directions.

Alternatively, the grid can be shaped by curve-fitting. This form of the GENERATE
command forces specified portions of the grid to conform to given shapes, such as
circles, arcs and lines. These commands are used to define surface shapes or internal
shapes within the grid which may be used to define excavations or structures such
as bedded deposits or orebodies. The MODEL command must be specified first for
these functions to operate. The following keywords are available to define shapes.

arc xc,yc xb,yb theta

The grid is mapped to conform to an arc of a circle which is cen-
tered at (xc,yc), with a beginning boundary point of (xb,yb) and a
counterclockwise angle of theta degrees.

circle xc,yc rad

The grid is mapped to a circle of radius rad and center (xc,yc).

line x1,y1 x2,y2

The grid is mapped to a line with end coordinates (x1,y1) and (x2,y2).
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table n

Gridpoints are moved to conform to the coordinate pairs specified in
table number n (see the TABLE command). Note that this command
may be used to form a closed path — the first and last points must be
the same in this case.

Note that the gridpoints that form part of the given shapes are “marked” (see the
commands MARK and UNMARK). The whole region enclosed by marked gridpoints
can then be addressed by the region keyword with the commands INITIAL, MODEL,
PRINT and PROPERTY. For example, the region within a circle can be removed with
the command MODEL null reg =i, j, where i, j is one zone inside the circle.

The GENERATE command should be used with some caution. Certain geometries
are impossible to construct with quadrilateral elements (e.g., long, thin triangular
regions defined by two intersecting lines). Also, the user should be aware that once
gridpoints are marked, they cannot be moved again by another GENERATE command.
If the user wishes to move a gridpoint which was marked previously, the gridpoint
must first be unmarked.

Finally, it is possible to smooth the grid discretization following shaping by coordi-
nate region rezoning or curve-fitting. The following keyword may be used.

adjust The grid adjusts itself in an attempt to obtain a smoother discretization.
Marked gridpoints and boundary points are not moved. Successive
GENERATE adjust commands may be given to smooth the grid further.

Examples of grid generation can be found in Section 3.2 in the User’s Guide. Sec-
tion 3 in Theory and Background provides a detailed discussion of generation
strategies.
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GIIC This command allows the user to turn on the graphic interface for FLAC. If the user
wishes to have the GIIC active when starting FLAC, the GIIC command should be
placed in the “FLAC.INI” file.
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GRID icol jrow

The number of columns and rows of zones in the calculation grid are specified. The
total number of zones (icol, jrow) that can be generated depends on the amount of
memory in the computer and the type of problem (mechanical, hydromechanical,
thermomechanical), as well as the constitutive model chosen. Approximately 30,000
zones can be generated on a computer with 8 MB of memory when running a me-
chanical problem that uses the Mohr-Coulomb model. Table 1.4, below, summarizes
the approximate maximum number of Mohr-Coulomb elements that can be run with
different sizes of RAM. The maximum number will vary somewhat, depending on
the selected model.

The CONFIG command must be given before GRID if optional modes are required.

Table 1.4 Maximum number of FLAC elements in available RAM

Available RAM Maximum number of zones
(MB) (single-precision) (double-precision)

8 30,000 10,000

16 60,000 20,000

32 120,000 40,000

64 240,000 80,000
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GROUP <delete> name <range>

Groups are sets of zones identified by a group name. Groups may not overlap; each
zone may only belong to one group. A new group name will replace an old name.
The GROUP command assigns a name to all zones within a selected range. The
range can be given in several forms (see Section 1.1.3). If no range is specified, the
command applies to the entire model.

If the name name does not exist, it is created. The name name may contain spaces
but, in that case, the whole name must be enclosed by single quotation marks. For
example, the following commands are valid.

group fred i=1,3 j=4,5
group ’have a nice day’ region 4,5
group ’funny boundary’ from 1,1 to 1,5
group PartOfDay group ’have a nice day’ i=5,10

The optional keyword delete causes the named group to be deleted (and any range
ignored). Note that GROUP assignments are independent of models existing in zones
or not (i.e., GROUP names can be given to ranges containing null models). A zone
may only be assigned to one group; new assignments overwrite existing assignments.

The command PRINT group lists the currently available user-defined group names.
Note that there is no printout of groups assigned to zones (in the same way that there
is no printout of models assigned to zones).

The PLOT group command plots the groups assigned to zones as colored blocks.
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HELP

HELP The HELP command provides a screen listing of the available FLAC commands.

help may also be typed as a keyword to a command. For example, PRINT help will
list all available keywords for the PRINT command. A “?” may be used in place of
the HELP command or help keyword.
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HISTORY <nh> <nstep = n> <keyword . . . i = i1 j = j1>

The history of a grid variable is stored every n timesteps for gridpoint or zone i1,
j1. Each history is numbered sequentially from 1, as entered. A history number can
also be assigned with the optional value nh. A summary of requested histories may
be printed at any time by using the PRINT history or HISTORY list command. nstep
is the same for all histories and need only be given once prior to timestepping; n
defaults to 10 if not defined explicitly. Variables can be plotted versus step number
or versus other histories (see the PLOT history command).

NOTE: Only one (i, j) location can be given with each HISTORY command, although
several keywords can be given on one line. Be careful not to mix gridpoint and zone
keywords.

The history values are stored in a direct access file on the hard disk. This file is
erased when FLAC stops. Therefore, if the user wishes to save the history, a save
file must be created or the history must be written to a formatted disk file (see the
HISTORY write n command, below).

Valid keywords for a history at a gridpoint or zone (i, j) are:

angle angle (in degrees) of minor principal stress counterclockwise from
positive x-axis for zone (i, j)

esxx effective xx-stress, zone (i, j)

esxy effective xy-stress, zone (i, j)

esyy effective yy-stress, zone (i, j)

eszz effective zz-stress, zone (i, j)

ex n extra grid variable number n

gpp pore pressure, gridpoint (i, j)

hyst information of hysteretic damping

modfac shear modulus reduction factor, zone (i, j)

pp pore pressure, zone (i, j)
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property A history may be stored for any material property variable, either
of a built-in model or a UDM (user-defined model). property is the
property name and must be given in full (even with built-in models).
No error message will be issued during cycling if a model containing
the requested property variable is not present in the specified zone. If
this happens, the history value is then recorded as zero. This allows
models to be installed and removed during a run with no adverse
effects.

The output from a PRINT history command indicates a property vari-
able by a code at the end of the title. The code is “PRP” if the variable
is a property for a built-in model, and “UDP” if it is a property for
a user-defined model. The same annotations appear on the plotted
history legend.

sig1 major principal stress in the xy-plane, zone (i, j). (Because compres-
sive stresses are negative, this is the most negative principal stress.)

sig2 minor principal stress in the xy-plane, zone (i, j). (Because compres-
sive stresses are negative, this is the least negative principal stress.)

sratio maximum local equilibrium ratio

ssi shear strain increment, zone (i, j)

ssi3d shear strain increment based on 3D formulation, zone (i, j)

ssr shear strain rate, zone (i, j)

ssr3d shear strain rate based on 3D formulation, zone (i, j)

sxx xx-stress, zone (i, j)

An xx-stress history may also be stored for each triangular zone in a
quadrilateral zone by using one of the following keywords.

asxx xx-stress, triangle A of zone (i, j)*

bsxx xx-stress, triangle B of zone (i, j)

csxx xx-stress, triangle C of zone (i, j)

dsxx xx-stress, triangle D of zone (i, j)

* Recall that FLAC divides each quadrilateral zone into four triangular zones: A, B, C and D.
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sxy xy-stress, zone (i, j)

An xy-stress history may also be stored for each triangular zone in a
quadrilateral zone by using one of the following keywords.

asxy xy-stress, triangle A of zone (i, j)∗

bsxy xy-stress, triangle B of zone (i, j)

csxy xy-stress, triangle C of zone (i, j)

dsxy xy-stress, triangle D of zone (i, j)

syy yy-stress, zone (i, j)

A yy-stress history may also be stored for each triangular zone in a
quadrilateral zone by using one of the following keywords.

asyy yy-stress, triangle A of zone (i, j)∗

bsyy yy-stress, triangle B of zone (i, j)

csyy yy-stress, triangle C of zone (i, j)

dsyy yy-stress, triangle D of zone (i, j)

szz zz-stress, zone (i, j)

A zz-stress history may also be stored for each triangular zone in a
quadrilateral zone by using one of the following keywords.

aszz zz-stress, triangle A of zone (i, j)*

bszz zz-stress, triangle B of zone (i, j)

cszz zz-stress, triangle C of zone (i, j)

dszz zz-stress, triangle D of zone (i, j)

temperature temperature of gridpoint (i, j) (for thermal model option only — see
Section 1 in Optional Features)

unbalance maximum unbalanced force

vsi volumetric strain increment, zone (i, j)

vsr volumetric strain rate, zone (i, j)

* Recall that FLAC divides each quadrilateral zone into four triangular zones: A, B, C and D.
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vsxx xx-stress, zone (i, j), including stiffness-proportional Rayleigh damp-
ing terms

vsxy xy-stress, zone (i, j), including stiffness-proportional Rayleigh damp-
ing terms

vsyy yy-stress, zone (i, j), including stiffness-proportional Rayleigh damp-
ing terms

vszz zz-stress, zone (i, j), including stiffness-proportional Rayleigh damp-
ing terms

x x-coordinate of gridpoint (i, j)

xacceleration x-acceleration of gridpoint (i, j)

xdisplacement x-displacement, gridpoint (i, j)

xvelocity x-velocity of gridpoint (i, j)

y y-coordinate of gridpoint (i, j)

yacceleration y-acceleration of gridpoint (i, j)

ydisplacement y-displacement, gridpoint (i, j)

yvelocity y-velocity of gridpoint (i, j)
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Histories of Structural Element Variables

Histories may be monitored for selected structural element variables by using the
following keywords.

element id keyword <keyword . . . >

A history of specified structural element data for the structural element
with identification number id may be stored. The following keywords
apply.

axial axial force in element

moment1 moment at first end of element

moment2 moment at second end of element

shear shear force in element

node id keyword <keyword . . . >

A history of specified structural node data for the structural node with
identification number id may be stored. The following keywords
apply.

adisplacement angular displacement of node

avelocity angular velocity of node

nbond pile normal coupling spring status: 1 = elastic, 2 =
plastic, now or in past.

ndisplace normal displacement of node

nforce force in normal coupling spring

sbond shear coupling spring status. Cable: 0 = yield, 1 =
intact. Pile: 1 = elastic, 2 = plastic, now or in past.

sdisplace shear displacement of node

sforce force in node shear coupling spring

xdisplace x-displacement of node

xvelocity x-velocity of node

ydisplace y-displacement of node

yvelocity y-velocity of node
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Histories of Real Time

In addition, special keywords are provided to allow the user to plot histories for
transient calculations against real time. These keywords are as follows.

crtime creates a history of real time for creep problems (only available for
creep model option — see Section 2 in Optional Features).

dytime creates a history of real time for dynamic problems (only available
for dynamic model option — see Section 3 in Optional Features).

gwtime creates a history of real time for groundwater flow problems (see
Section 1 in Fluid-Mechanical Interaction).

thtime creates a history of real time for heat transfer problems (only available
for thermal model option — see Section 1 in Optional Features).

If histories corresponding to these keywords are not available, the dependent vari-
ables will be plotted versus step number, not real time.

User-Defined FISH Variables

Histories may also be specified for user-defined variables using FISH (see Section 2
in the FISH volume).

Manipulating History Data

The following keywords for the HISTORY command allow the user to write histories
to the screen or disk or manipulate the history data.

dump nhis1 <nhis2 . . .nhisn> <keyword . . . >

The history (timestep number, history value) of history number nhis1
to nhisn is written to the screen. The dump can be limited to a
specified range of steps by using the following keywords.

begin ncb

Histories will be output beginning with step number
ncb.

end nce

Histories will be output ending with step number nce.
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HISTORY dump skip

skip nc

Only one point for every nc history points recorded
is actually output. For example, skip 10 means that
every 10th recorded point (starting with the first) will
be displayed.

vs nhis

One or more histories will be written alongside an-
other history, nhis, rather than alongside step number.
vs only applies for output (not input) histories. For
example,

his dump 1 3 7 vs 2 begin 150 end 375

outputs histories 1, 3, and 7, beginning at the recorded
history data number 150 and ending at 375. The his-
tories are displayed versus history number 2.

limits nhis1 <nhis2 . . .nhisn> <keyword . . . >

The maximum and minimum values of output history number nhis1
are written to the screen. The values can be limited to a specified
range of steps by using the following keywords.

begin ncb

History range begins with step number ncb.

end nce

History range ends with step number nce.

skip nc

History range only includes every nc history points.

list lists the histories currently being recorded (synonymous with the
PRINT hist command). Both input and output histories are identi-
fied in the history list.

max nhis1 <nhis2 . . .nhisn> <keyword . . . >

The maximum and minimum values of output history number nhis1
are written to the screen. The values can be limited to a specified
range of steps by using the following keywords.

begin ncb

History range begins with step number ncb.
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end nce

History range ends with step number nce.

skip nc

read <n> filename

reads file, filename (in the format described below), and places it in
input history n. If no history number is specified, a number will be
assigned by default.

The file should be formatted and organized in the following form:

Line 1 heading of up to 20 full words, 4 characters per word;

Line 2 np, tdel (number of points and timestep, respectively,
where np is an integer and tdel is real); and

Line 3 through Line np+2 — np real values of the history
variable — (hist(i), i = 1, np). These are assumed to be
equally spaced at intervals of tdel.

In general, the HISTORY read command is used to input dynamic his-
tories. The first value of each input history is assumed to correspond
to time = 0. If a history is supposed to start from time zero, but the
current problem is not at zero, the command SET dytime = 0 should
be given before cycling.

HISTORY read can also be applied to input other types of history, such
as a thermal boundary history. In this case, the history can be written
to a table (see HISTORY write table) and applied with the APPLY table
command.

reset All current history traces (input and output), including their contents,
are erased, and history numbering is reset.

write nhis1 <nhis2 . . .nhisn> <keyword . . . >

The history (timestep number, history value) of history number nhis1
to nhisn is written in ASCII form to a file “FLAC.HIS” on the hard
disk or to a table. This file may be printed or manipulated after stop-
ping FLAC. Successive HISTORY write commands will sequentially
add to the “FLAC. HIS” file. (See SET hisfile to change the filename.)

The output can be limited to a specified range of steps by using the
following keywords.
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begin ncb

Histories will be output beginning with step number
ncb.

end nce

Histories will be output ending with step number nce.

skip nc

Only one point for every nc history points recorded
will be written. For example, skip 10 means that every
10th recorded point (starting with the first) is written.

table nt

History number nhis1 will be written to table num-
ber nt. If the table number already exists, the table
contents will be overwritten. Only one history can be
written to a table, and the table keyword must be last
on the input line.

vs nhis

One or more histories will be written alongside another
history, nhis, rather than alongside a step number. vs
only applies for output (not input) histories. For ex-
ample,

his write 1 3 7 vs 2 begin 150 end 375

outputs, to file “FLAC.HIS,” histories 1, 3 and 7, be-
ginning at the recorded history data number 150 and
ending at 375. The histories are written alongside his-
tory number 2.
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IEBOUNDARY xc yc r bulk shear

An infinite elastic boundary (IEB) is connected to the boundary of a FLAC grid.
The command assumes that the grid already exists and has been rezoned (e.g.,
using the GENERATE circle command) such that the boundary is in the shape of
a circle of center (xc, yc) and radius r. bulk and shear are the bulk modulus and
shear modulus of the infinite elastic region (normally equal to the moduli of the
interior region).

Note that boundary stresses equal to the current stresses acting in the grid at the
zones adjacent to the boundary are installed in the IEB. Since the command IEB
may only be given once, it is important to arrange for grid stresses to exist before
giving the IEB command. Stresses may be inserted with the INITIAL command,
or by stepping with suitable loading and boundary conditions. Immediately after
the IEB command is given, the interior and exterior stresses will balance around
the boundary. All boundary points will be fixed by the IEB command and their
velocities controlled. The calculation for movement at the boundary is based
upon the analytical solution for a circular hole in an infinite elastic medium.

IEB cannot be used in axisymmetric mode, or if the boundary is multiply connected
(intersected by an interface or separate-but-attached grids). Thus, INTERFACE and
ATTACH cannot be used with IEB. The IEB logic assumes small strain — i.e., that
the boundary coordinates remain in their initial positions. IEB can be used in
large-strain mode, but it is the user’s responsibility to ensure that displacements
at the boundary are sufficiently small.
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INITIAL keyword <keyword> value . . . <var vx vy> <range>

Certain gridpoint or zone variables are assigned initial values. One or more keywords
can be chosen from the following list.

The phrase var vx vy may define a linear variation in the quantity over the given
range. (See Section 1.1.3.4 for an explanation of var.)

Optional keyword phrases may be given to limit the range for the action of the INITIAL
command. See Section 1.1.3 for an explanation of the keywords.

biot mod Biot modulus only applies in CONFIG gw mode with the Biot flag on
(SET biot on).

density value

zone density

dy damp keyword

selects damping type for dynamic analysis (see Section 3 in Optional
Features). The following keywords apply.

combined value

combined local damping (default for creep modeling).
The damping value is 0.8 by default.

hyst keyword values

Hysteretic damping is invoked with the hyst keyword.
The following keywords and coefficients are the func-
tions available to represent the variation of G/Gmax
(see Section 3 in Optional Features).

default value value

default model represented by cubic equation
with two parameters (c0 c1)

hardin value

Hardin/Drnevich equation with one parame-
ter (c0)

off no hysteretic damping

sig3 value value value

sigmoidal equation with three parameters (c0
c1 c2)
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sig4 value value value value

sigmoidal equation with four parameters (c0
c1 c2 c3)

local value

local damping. The damping value is 0.8 by default.

rayleigh frac freq <mass> <stiffness>

For dynamic calculations, a certain fraction of critical
damping is usually required over a given frequency
range (see Section 3 in Optional Features). This type
of damping is known as Rayleigh damping, where frac
= the fraction of critical damping operating at the cen-
ter frequency of freq. (NOTE: Input frequencies for
the program are in cycles/sec or Hertz — not radi-
ans/sec.) The optional modifiers stiffness and mass
denote that the damping is to be restricted to stiffness
or mass-proportional, respectively. If they are omit-
ted, normal Rayleigh damping is used. (NOTE: By
specifying stiffness damping, the critical timestep for
numerical stability will automatically be reduced. It
is still possible for instability to result if a large mesh
deformation occurs. In such a case, lower the timestep
with the SET dydt command.) This damping is the de-
fault for dynamic analysis. Note that a variation may
be given after both frac and freq. If only one is given
(after both values), then only freq will have the varia-
tion.

ex n value

extra grid variable number n for a FISH function

f2modulus value

non-wetting fluid bulk modulus (a gridpoint variable, only applies in
CONFIG tpflow mode)

fmodulus value

fluid bulk modulus (a gridpoint variable, only applies in CONFIG gw
mode)

ftension value

fluid tension limit (a gridpoint variable; tension is negative, only ap-
plies in CONFIG gw mode)
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nwpp value

non-wetting pore pressure, set at fixed, non-wetting pore-pressure
gridpoints (only applies in CONFIG tpflow mode)

poro value

porosity (a zone value, only applies in CONFIG tpflow mode)

pp value

pore pressure*

rsat value

residual wetting saturation (a gridpoint variable, only applies in CON-
FIG tpflow mode)

saturation value

saturation (a gridpoint variable expressed as a fraction; sat = 1 is fully
saturated — default; only applies in CONFIG gw or tpflow mode)

st damp keyword

selects damping type for static analysis. The following keywords
apply.

combined value

combined local damping (default for creep modeling).
The damping value is 0.8 by default.

local value

local damping. The damping value is 0.8 by default.
This damping is the default for static analysis.

sxx value

xx-component of stress†

* Note that in groundwater mode (CONFIG gw), the pore pressures at gridpoints are initialized; zone
pressures are then derived by averaging. If not in CONFIG gw mode, pore pressures in zones are
initialized.

† Remember that compressive stresses are negative! Also, these are total stresses if either WATER
table or INITIAL pp is issued.
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sxy value

xy-component of stress∗

syy value

yy-component of stress∗

szz value

zz-component of stress∗

temperature value

temperature (only for thermal model option — see Section 1 in Op-
tional Features)

udcoe value

coefficient of pore-pressure increment generated by volumetric strain-
ing (a zone variable, only applies in CONFIG tpflow mode)

vga value

Van Genuchten parameter, a (a gridpoint variable, only applies in
CONFIG tpflow mode)

vgpcnw value

Van Genuchten parameter, γ (a gridpoint variable, only applies in
CONFIG tpflow mode)

vgpcw value

Van Genuchten parameter, η (a gridpoint variable, only applies in
CONFIG tpflow mode)

vgp0 value

Van Genuchten parameter, p0 (a gridpoint variable, only applies in
CONFIG tpflow mode)

visrat value

viscosity ratio, wetting fluid/non-wetting fluid (a zone variable, only
applies in CONFIG tpflow mode)

wk11 value

wetting saturated mobility coefficient, kxx (a zone variable, only ap-
plies in CONFIG tpflow mode)
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wk12 value

wetting saturated mobility coefficient, kxy (a zone variable, only ap-
plies in CONFIG tpflow mode)

wk22 value

wetting saturated mobility coefficient, kyy (a zone variable, only ap-
plies in CONFIG tpflow mode)

wpermeability value

wetting isotropic saturated mobility coefficient (a zone variable, only
applies in CONFIG tpflow mode)

x value

x-coordinate

xdisplacement value

x-displacement

xvelocity value

x-velocity*

y value

y-coordinate

ydisplacement value

y-displacement

yvelocity value

y-velocity∗

* Velocity units are length per timestep (real time only if a dynamic analysis is performed).
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The following optional keywords may also be given immediately following the vari-
able keyword.

add The keyword add adds the specified value (including any variations
given) to existing values (of the variable specified) in the grid. This
command is useful, for example, in translating coordinates for rows or
columns of gridpoints without resorting to the GENERATE command
(e.g., when creating interfaces).

multiply The keyword mul multiplies the existing value of the specified variable
by the quantity given (including any variations). This command is
useful in distorting the grid, changing stress gradients, etc. Do not
use negative multipliers unless you really know what you are doing.

Examples of the INITIAL command are given in Sections 3.3 and 3.4 in the User’s
Guide.
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INTERFACE n aside <long> from i1, j1 to i2, j2 bside <long> from i3, j3 to i4, j4

or

from node n1 <nx> to node n2
(either aside or bside)

and

INTERFACE n keyword value <keyword value> . . .

Interfaces or joints can be defined in a FLAC grid between two or more portions
of the grid. These interfaces are planes within the grid upon which either slip or
separation, or both, is allowed. They are used to model the effects of joints, faults
and frictional interfaces between bodies (e.g., cement in a bin, a billet being forced
through a die, a concrete foundation on a soil mass). Within the code, the interface
is represented as a series of normal and shear springs that connect the opposing
surfaces at interacting nodes.

The value n is a unique identification number for the interface and need not be
sequential. The two interacting faces of the interface are termed aside and bside
(Figure 1.1). Initially, these faces are created by nulling the region between them
and defining the possible interacting gridpoints. Generally, the two faces are then
placed in contact using the GENERATE or INITIAL command prior to timestepping.
The user does not have to specify all interacting gridpoints: the code does this
automatically. The user must specify the end gridpoints on each side of the interface
using the from . . . to . . . construction. The shortest distance between the specified
gridpoints will be taken; the keyword long forces the longer route to be taken.
Intersecting interfaces are allowed, and any given surface may belong to several
interfaces; potential interfaces may be defined even if the corresponding bodies are
not yet touching. Gridpoints do not have to match on opposing sides of an interface.

Interfaces can connect to structural elements. Beams/liners may interact with the
grid, and beams may interact with other beams/liners via interfaces. As with the grid-
grid interface, a gap may initially exist between the potentially contacting objects.
The INTERFACE command accepts the keyword phrase from node n1 to node n2,
following either aside or bside. The numbers n1 and n2 correspond to structural
nodes. The following rules apply to structural elements at interfaces.

1. Only beam/liner elements may be part of an interface.

2. An unbroken series of beam/liner elements must connect the two given nodes.

3. No branching structures may exist at the time of specification.
(They may be added later.)

4. The “active” side of the string of beam/liner elements is on the left of the direction
implied by the from . . . to construction — i.e., the contacting body approaches
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from the left, when facing along the beam/liner in the direction from→ to. It is
important to give the two end nodes in the correct order.

5. For the case where a closed loop of beams/liners interacts with a grid via an
interface, the from and to nodes are the same. Hence, the directionality of the
chain of beams/liners cannot be specified in the usual way (i.e., the direction
implied by the from . . . to sequence). To specify the direction in this case, the
from node may be followed by another node number, nx. This second node is the
next node in the sequence, which conveys the direction required. For example,

int 1 as fr no 4,7 to no 22 bs fr 3,3 to 8,8

Here the starting node on the aside is 4, and 7 is the next node to be taken. If
there is no neighbor with the ID of 7, an error is signaled. If the double-node
notation is specified for a chain of beams/liners that is not closed, then only the
direction implied by the pair will be tried. However, the double-node notation
is not needed in that case. The second of the pair is optional and is normally
omitted.

It is recommended that the end nodes be specified in advance with STRUCT node
commands so that there are known ID numbers for the from . . . to specification.
Otherwise, node numbers will be assigned automatically.

BSIDE

ASIDE

i3, j3

i1, j1

i4, j4

i2, j2

Interacting Gridpoints

Interface

Figure 1.1 Interface nomenclature
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Interface properties must be given prior to timestepping. These are assigned through
property keywords, which include normal and shear stiffness in units of
stress/displacement (e.g., GPa/m, psi/in), the cohesion in stress units (e.g., Pa, psi),
friction angle (degrees), and dilation angle (degrees). The user can, as an option,
specify the tensile strength, tbond, of the interface — the default value is zero.
Alternatively, the interface can be glued (no slip or separation). NOTE: Normal and
shear stiffness, kn and ks, must be specified for all cases.

The property keywords which may be used are:

cohesion cohesion [stress]

dilation dilation angle [degrees]

friction friction angle [degrees]

glued glued interface

kn normal stiffness [stress/displacement]

ks shear stiffness [stress/displacement]

tbond tensile strength [stress]

unglued unglued interface (default condition)

Any set of consistent units may be used for these properties. If the properties are not
specified, they are assumed to be zero.

Note that interface elements will be deleted when an adjacent zone is made a null
zone, even if one side of the interface is connected to structural elements.

If a bonded interface is specified (tbond is set), then the following optional keywords
can be specified.

bslip off
on

Slip is allowed, or not allowed, for a bonded interface segment. (De-
fault is off — i.e., slip is not allowed if bond is intact.) If bslip is on,
FLAC will set dilation to zero automatically.
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sbratio sbr

The shear bond strength is set to sbr times the normal bond strength
(tbond). Note that giving sbratio alone does not cause a bond to be
established — the tensile bond strength must also be set. The default
value for sbratio is 100 (i.e., shear bond is 100 times tensile bond).

Further descriptions of the INTERFACE command and example applications can be
found in Section 4 in Theory and Background.

An interface can de deleted with the following keyword.

remove Interface n is deleted from memory.
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INTERIOR keyword <value . . . > <var vx vy> <hist keyword> i = i1, i2 j = j1, j2

The INTERIOR command is used to apply mechanical, groundwater and thermal
boundary conditions to any interior gridpoint or zone of the model grid. (To apply
boundary conditions to a model boundary, see the APPLY command.) The user must
specify the keyword type to be applied (e.g., xforce), the numerical value if required,
and the gridpoint or zone range (i, j)* over which the variable is to be applied. If i1
= i2 and j1 = j2, then the range is a single gridpoint or zone.

Two optional keyword phases can be used with the INTERIOR command:

The phrase var vx, vy may define a linear variation in the quantity
over the given range (see Section 1.1.3 for an explanation of var).

A history multiplier may be applied to the numerical value with the
hist keyword. The history can be applied in one of three forms by
using the following keywords.

n The history multiplier is an input history (see the HIS-
TORY command), where n is a history number; it as-
sumes dynamic time (dytime) as the time axis.

name The history multiplier is a FISH function, where name
is the function name.

table n The history multiplier is applied as a table (see the
TABLE command), where n is the table number; it as-
sumes dynamic time (dytime) as the time axis given by
the x-value of the table.

* The range for the INTERIOR command is always in terms of gridpoints, except for groundwater
well or thermal source. See Groundwater Boundary Condition and Thermal Boundary Condition,
below.
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The following keywords can be used. The rules for applying boundary conditions
are given after the keywords.*

Mechanical Boundary Condition

xacc v

x-component v of acceleration at an interior gridpoint (available only
for dynamic option — see Section 3 in Optional Features)

xforce v

x-component v of force at an interior gridpoint

xvelocity v

x-component v of velocity at an interior gridpoint

yacc v

y-component v of acceleration at an interior gridpoint (available only
for dynamic option — see Section 3 in Optional Features)

yforce v

y-component v of force at an interior gridpoint

yvelocity v

y-component v of velocity at an interior gridpoint

* The results of INTERIOR can be checked with either PRINT apply or PLOT apply.
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Groundwater Boundary Condition (See Section 1 in Fluid-Mechanical Interac-
tion.)

pp v

fluid pore pressure v applied at interior gridpoint

well v

A volume rate of flow per unit volume v (e.g., second−1) is specified
for each zone in the range. This command can be used to represent
sources or, with a negative value, sinks.

A history can be applied to the pore pressure or well. For a non-dynamic analysis, the
history must be specified with a FISH function (see Section 3 in the FISH volume).
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Two-Phase Flow Boundary Condition (Available only for two-phase flow option —
see Section 2 in Fluid-Mechanical Interaction.)

nwpp v

non-wetting fluid pore pressure v applied at interior gridpoint

nwwell v

A non-wetting volume rate of flow per unit volume v (e.g., second−1)
is specified for each zone in the range. This command can be used to
represent sources or, with a negative value, sinks.

A history can be applied to the pore pressure or well. The history must be specified
with a FISH function (see Section 3 in the FISH volume).
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Thermal Boundary Condition (Available only for thermal model option — see Sec-
tion 1 in Optional Features.)

source v

A heat-generating source v is applied as a volume source of the spec-
ified strength (in watts/m3) in each zone in the specified range. When
a new source is applied to a zone with the existing source, the new
source strength replaces the existing source strength.

Decay of the heat source can be represented by a FISH history using
the history keyword (see Section 1 in Optional Features).
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Removing Interior Boundary Conditions

remove <keyword> range

The keyword remove erases all boundary conditions within a range.
Note that a range must be specified when using the remove keyword.
The effect of remove can be limited to mechanical, groundwater or
thermal boundary conditions by giving the optional keyword mech,
gw or thermal.
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Rules for Applying Interior Boundary Conditions

1. Each interior gridpoint can only have one condition applied in each degree of
freedom. If an INTERIOR command is given with the same keyword and the same
range as a previous command, then the value or variation, or both, is updated.
There is one exception: a time-dependent (i.e., via a hist multiplier) force is
added to a constant force over the same range.

2. The commands FIX and FREE can be applied to gridpoints that have applied
forces. However, these commands cannot be used to fix a gridpoint in one
direction if a velocity or acceleration has already been applied in the orthogonal
direction. If an applied velocity or acceleration is specified for a FIXed gridpoint,
the FIXed condition existing in the orthogonal direction will be removed.

3. The INTERIOR command cannot be used for boundary gridpoints.
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LABEL keyword value . . .

This command allows user-defined labels to be added to FLAC plots. The next input
line following the LABEL command for the arrow, history, plot and table labels is
taken as text for the label. The following labels can be defined.

arrow id x1 y1 x2 y2

defines a label with an arrow that may be placed on a plot. The arrow
is assigned an id number and extends from position (x1, y1) to (x2,
y2).

history nh

creates a plotting label alias for history number nh.

line id x1 y1 x2 y2

defines a line that may be placed on a plot. The line is assigned an id
number and extends from position (x1, y1) to (x2, y2). A text is not
specified.

plot id x y

defines a label text that can be added to a plot. The label is assigned
an id number and is positioned at (x,y).

table nt

creates a plotting label alias for table number nt.

Note:

1. All arrow, line and plot labels are added to a plot by specifying the label keyword
with the PLOT command.

2. Individual labels can be added to a plot by specifying the id number following
the label keyword.
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The following keywords can be given to delete a label.

delete keyword id

arrow removes arrow label id.

history removes history label id.

line removes line label id.

plot removes plot label id.

table removes table label id.

reset removes all labels.

FLAC Version 5.0



COMMAND REFERENCE 1 - 91
MARK

MARK i = i1,i2 j = j1, j2

Gridpoints are marked in the given gridpoint range (see Section 1.1.3). A marked
gridpoint does not influence the calculations in any way, but serves to delimit a region
for the purposes of the FIX, FREE, INITIAL, PRINT, PROPERTY and MODEL commands.
Note that the GENERATE command marks some gridpoints automatically. If the
gridpoint range is not specified when using the MARK command, all gridpoints will
be marked.
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MODEL keyword . . . <region i, j> <group name> <notnull> <i = i1, i2 j = j1, j2>

or

load filename

This command associates a constitutive model with an area of the grid corresponding
to a range of zones (i1 to i2 and j1 to j2) and/or to a region in which zone i, j lies,
and/or to a named group. See Section 1.1.3 for an explanation of these keywords.

During the calculation, zones will behave according to a constitutive model corre-
sponding to one of the keywords given below. The constitutive models are described
in Section 2 in Theory and Background. Selection of the appropriate model is
discussed in Section 3.6 in the User’s Guide.*

Mechanical Models

anisotropic transversely isotropic elastic model

cam-clay modified Cam-clay plasticity model

drucker Drucker-Prager plasticity model

dy double-yield (cap) plasticity model

elastic isotropic elastic model

finn dynamic pore-pressure generation model (available only for the dy-
namic option — see Section 3.4.4.1 in Optional Features)

hoek-brown generalized Hoek-Brown model

mohr-coul Mohr-Coulomb plasticity model

null null model (Null zones are used to model excavated material. The
stresses within the null zone are automatically set to zero.)

ss strain-softening/hardening plasticity model

subiquitous bilinear hardening/softening ubiquitous-joint model

ubiquitous ubiquitous-joint model

* The appropriate properties for a model should be provided (with the PROPERTY command) after a
MODEL command is given, even if the relevant region of the grid was previously assigned the desired
properties. By giving the MODEL command for a zone, properties are set to their default values
(usually zero). Stresses, however, are retained even if models are changed (except for MODEL null).
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NOTE: Only elastic, anisotropic and ss models may be used with CONFIG p stress.
Use MODEL ss to perform a Mohr-Coulomb plasticity analysis in plane stress. The
anisotropic and ubiquitous models should not be used with CONFIG axisymmetry
unless the angle of anisotropy equals zero.

The keyword load loads a DLL version of a constitutive model, identified by file-
name. Once loaded, the DLL model can be assigned to zones in the grid using the
MODEL command and range keywords.
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Creep Models*

cvisc Burger-creep viscoplastic model

cwipp crushed-salt model

power two-component creep power law

pwipp WIPP-creep viscoplastic model

viscous classical viscosity

wipp WIPP reference creep formulation

* available only for creep model option — see Section 2 in Optional Features
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Thermal Models*

th ac isotropic advection/conduction model

th anisotropic anisotropic heat conduction

th general isotropic heat conduction with thermal conductivity of the form

k(T ) = k1 + k2 T
n

th isotropic isotropic heat conduction

th null Zone is null for heat conduction. (Null zones model excavated
material and insulators.)

* available only for thermal model option — see Section 1 in Optional Features
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User-Defined FISH Constitutive Models

The user can create constitutive models with FISH. The statement CONSTITU-
TIVE MODEL within a FISH function causes the FISH function to be taken as a
constitutive model. The name of the function may be used as the parameter for
the MODEL command. The procedures to create a constitutive model are given in
Section 2.8 in the FISH volume; examples are provided in Section 3 in the FISH
volume.
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MOVIE keyword

This command controls the capture of screen plots and permits rapid replay as a
“movie.” The “movie” file is a set of PCX images that are strung together. The
file containing the set of PCX images is a “.DCX” file which also contains an index
to the PCX images. The DCX format has a limit of 1024 frames. The images are
generated as screen dumps. The size of the movie images can be set by the size
keyword. The size cannot be larger than the user’s screen. Also, if the plot window
isn’t entirely on the screen, a truncated image will result. Keywords are:

file fname

sets the name of the file to receive screen images (defaults to
“FLAC.DCX” if not given).

fullpalette off on

controls whether the movies are stored with full palette information
or with a smaller 16 color palette. Currently, FLAC only uses 16
colors, so the smaller palette is sufficient. The smaller palette results
in much smaller movie files. However, the smaller palette may not
work properly when saving movies from some higher resolution
settings. The default is off.

off turns off screen capture mode.

on turns on capturing mode; any screen plot will be saved in the spec-
ified (or default) file. If a data file is being processed and MOVIE
is on, all plots will be saved to the movie file. In interactive mode,
the user must use the MOVIE on command and press <F2> to save
a movie frame.

size ix, iy

specifies the size of the movie image. The default size is 750 ×
563. This will result in a movie slightly smaller than a 800 × 600
screen and will maintain a square aspect ratio in the image. The size
specified should not be larger than the actual screen.

step <off on> n

A new screen plot is saved to the movie file every n steps (default n
= 1000). This allows movie frames to be saved without interrupting
a CYCLE or SOLVE command. The plot generated is the same as the
most recent PLOT command issued.

PCX file compression is done, so each screen image occupies 20 to 40 kilobytes of
file space.
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Movies may be viewed using the movie utility supplied with FLAC (“MOVIE.EXE,”
contained in c:\ITASCA\Shared\Utility). The movie utility may be freely dis-
tributed with FLAC movie files.
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NEW This command allows the user to begin a new problem without leaving FLAC. The
grid becomes undefined, and problem variables are reset to zero or their default
values; the file “FLAC.INI” is consulted again for any start-up commands.

HINT: When running several different problems from a CALLed file, the NEW com-
mand must be given between each pair of problems.

Please note: The following files are unaffected by the NEW command.

history file (see HISTORY write)

log file (see SET log)

plot file (see SET output)

These files remain open if they are open already, and their filenames are not changed
when a NEW command is given. New filenames should be specified after the NEW
command, if required.

Also, the echo mode (SET echo) and message mode (SET message) are unaffected
by NEW. These modes can be turned on or off as needed.

All other conditions and values are reset after NEW is given. In particular, FISH
functions and variables and histories will be lost. If certain problem variables are
needed for different problems, the problem state can be SAVEd and then RESTOREd
when starting a new analysis. Alternatively, FISH variables may be written to a file,
and restored when needed (see FISH I/O in Section 2.6 in the FISH volume).
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OPT <func1 func2 func3 . . . >

optimizer for FISH functions, where func1, func2 and func3 are existing FISH func-
tions. Alternatively, the OPT command can be given with no parameters. In this case,
all functions are optimized. An informative message is provided for each function,
indicating whether optimization was successful. The OPT command may be given
several times — the old optimized version is erased and a new one created. See
Section 2.9 in the FISH volume. Optimization may not be used when using the
double-precision version of FLAC.
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PAUSE <keyword> <t>

This command allows the user to pause reading a CALLed file. When PAUSE is
encountered, FLAC will stop processing the data at that point and pass control back
to the keyboard. Any commands can then be typed (e.g., PLOT grid). When the
CONTINUE command is typed, FLAC will resume reading the data file (unless a NEW
or CALL command has been given).

Two options are available:

key FLAC will resume reading the data file when any key (except
<Esc>) is pressed. The <Esc> key will abort all processing and
abort reading the data file.

t FLAC will pause for t seconds and then resume processing.
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PLOT <keyword> <switch <value> . . .> <keyword . . . >

This command requests that a plot be made on the screen or directed to a hardcopy
plotting device or file. Several variables may be plotted as overlays by giving several
keywords on one line. The grid must contain a material model (using the MODEL
command) prior to making printouts or plots. Otherwise, it will be invisible. Note
that the WINDOW command may be used to change the plotting area. The <Esc>
key will terminate any plotting in progress. Note that if no keyword is given, the
previously issued PLOT command will be repeated.

The plotting keywords are grouped into six categories:

1. general plotting keywords;

2. property keywords;

3. switches to modify or enhance plots;

4. color switches;

5. the profile (line) plot switch; and

6. interactive (screen-mode) plotting options.

Switch keywords modify (or enhance) the general plotting keyword or property
keyword; they are optional but must follow the keyword which is to be modified. The
general plotting keywords and their switch keywords are summarized in Table 1.5.
The keywords and interactive plotting options are described separately for each
category.
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Table 1.5 Switches to modify plotting keywords

absolute alias block fill interval inverse magnify maximum minimum zero

apply x x
attach x
beam x x
boundary x x
cable x x
cforce x x
density x x x x x x x x x
disp x x
dxf
estress x x
esxx x x x x x x x x
esxy x x x x x x x x
esyy x x x x x x x x
eszz x x x x x x x x
ex_ n1 x x x x x x x x x
ex_n1,n2 x x
ex_n1,n2,n3 x x
fail x
fix x
flow x x
fos
gnumber x
grid x x
group x
head x x x x x
history x x x
hoek x x x x x x x x
hold
hyst

c0 x x
c1 x x
c2 x x
c3 x x
model x x
modfac x x

iface x
closure x x
id
line
ndisp x x
nstress x x
ride x x
sdisp x x
shear x x
slip
sstress x x
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Table 1.5 Switches to modify plotting keywords (continued)

absolute alias block fill interval inverse magnify maximum minimum zero

isomax x
isomin x
label
liner x x
mark x
mass x
model x
mohr x x x x x x x x
noheader
noscale
number x
nwflow x x
nwpp x x x x x x x x
overlay
pen
permeability x x x x x x x x
pile x x
plasticity x
pp x x x x x x x x
region x
rforce x
rockbolt x x
saturation x x x x x x x x
sdif x x x x x x x x
sig1 x x x x x x x x
sig2 x x x x x x x x
sline x
sratio x
ssi x x x x x x x x
ssi3d
ssr x x x x x x x x
ssr3d
state x x x x x x x x
stress x x
strip x x
structure x

adisp x x
avelocity x x
axial x x
beam
bond
cable
cs_ndisp x x
cs_nforce x x
cs_sdisp x x
cs_sforce x x
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Table 1.5 Switches to modify plotting keywords (continued)

absolute alias block fill interval inverse magnify maximum minimum zero

element
fyaxial x x
line
location
material
moment x x
nbond
node
number
pile
sbond
sdisp x
shear x x
strain
support
svelocity x
xdisp x x
xvelocity x x
ydisp x x
yvelocity x x

support x
sxx x x x x x x x x
sxy x x x x x x x x
syy x x x x x x x x
szz x x x x x x x x
table x x
tcont x
temperature x x x x x x x x
theta x x x x x x x x
track x
velocity x x
vsi x x x x x x x x
vsr x x x x x x x x
vstress x x
vsxx x x x x x x x x
vsxy x x x x x x x x
vsyy x x x x x x x x
vszz x x x x x x x x
water x
xdisp x x x x x x x x
xvel x x x x x x x x
ydisp x x x x x x x x
yvel x x x x x x x x
PROPERTY* x x x x x x x x x

*See PROPERTY keywords
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1. General Plotting Keywords

apply <keyword>

applied boundary conditions on the model resulting from the APPLY
and INTERIOR commands. The following keywords are available to
separate the applied conditions:

aacceleration applied accelerations

adynamic applied dynamic condition

aforce applied forces, and forces resulting from stresses and
tractions

agwater applied groundwater condition

app applied pore pressure

athermal applied thermal condition

avelocity applied velocity

If no keyword is given, then all conditions are plotted. If the applied
condition is a history, table or FISH function, then the current value
is plotted. Thermal, groundwater and pore pressure conditions are
drawn as circles; the size of the circle is proportional to the magni-
tude of the applied condition. If the value is negative, then a cross
is drawn inscribed in the circle.

attach attached gridpoints

beam geometry of beam elements

boundary The boundary of the grid is plotted, including internal boundaries
of null regions.

cable cable bolt geometry

cforce axial force vectors along cable elements

density contours of density

disp displacement vectors

dxf name

DXF-format file is superimposed on the FLAC plot. name is the
name of the DXF file; the file extension “.DXF” is required. Plot
settings are specified with the SET dxf command.
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estress principal stress tensors (effective stress in the xy-plane) plotted as
crosses with magnitude and orientation of the cross lines based upon
the principal stress magnitudes and orientations. (Red cross lines
indicate tensile stress.)

esxx contours of xx-stress (effective stress)

esxy contours of xy-stress

esyy contours of yy-stress (effective stress)

eszz contours of zz-stress (effective stress)

ex n1, <n2>, <n3> <zone>

extra grid variables (used by FISH), where n1, n2 and n3 are nu-
merical identifiers for the extra grid variables. If only n1 is given,
values in array ex n1 are assumed to be scalars and are plotted as
contours. If n1 and n2 are given (but not n3), the values in arrays
ex n1 and ex n2 are taken to be the x- and y-components of a vector
and are plotted as arrows. If all three numbers (n1, n2 and n3) are
given, the corresponding extra arrays are taken as the xx-, yy- and
xy-components of a tensor and are plotted as crosses with the mag-
nitudes of the cross lines and orientation based upon the principal
values and principal directions of the tensor. Scalars and vectors are
assumed to be associated with gridpoints unless the optional zone
keyword is given. Tensors are assumed to be zone variables.

fail <keyword . . . > <region i, j> <i = i1, i2 j = j1, j2>

A Mohr-Coulomb failure envelope is plotted in shear stress-normal
stress space. Zone stresses are also shown on this plot, and com-
pressive stresses are plotted as positive values. These are effective
stresses and include the zz-stress component. The stress points cor-
respond to the point on the Mohr’s circle that is closest to the shear
failure surface. The envelope is defined by the cohesion, friction
angle and tension limit previously prescribed by the SET command
and keywords pltc, pltf, and pltt. (This plot is independent of MODEL
mohr.) The plotted region of zone stresses can be limited by the
gridpoint/zone range and/or the zone region keyword phrases.

Other optional keywords may also be given:

hoek plots a Hoek-Brown failure envelope in which the en-
velope is defined by the unconfined compressive
strength, m and s, previously prescribed by the SET
command and keywords ucs, hbm and hbs.

normal plots in shear stress-normal stress space (default).
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principal plots in principal stress space (i.e., major (σ1) versus
minor (σ3) principal stress). The principal keyword
can also be given with the hoek keyword but not the
ubiquitous keyword.

triangle plots triangular sub-zone stresses as well as quadrilat-
eral zone stress. (Triangular zone stresses are denoted
by “.” and quadrilateral zone stresses are denoted by
“x.”)

ubiquitous plots a ubiquitous-joint failure envelope in which the
envelope is defined by the joint cohesion, friction an-
gle, tension limit and joint angle previously prescribed
by the SET command and keywords pltc, pltf, pltt and
plta.

fix fixed gridpoints

flow specific discharge vectors for groundwater (flow rate/unit area; not
particle velocity, since paths are tortuous).

fos factor of safety calculated from SOLVE fos is printed in the plot
legend

gnumber gridpoint (i, j) numbers

grid the finite-difference grid

group creates a filled grid plot of the various groups of zones within the
grid.

head hydraulic head contours (see SET datum)

history < - > n . . . <keyword . . . >

A plot of the history (step number versus value) of the variable
recorded in history number n is made. Multiple histories can be
plotted by giving several numbers in sequence. A minus sign in
front of the history number, n, reverses the sign of the history plotted.
This command includes output and input histories; both types can be
plotted together. (The abscissa is always time for an input history.)

This keyword can also be used to show (e.g., on a grid plot) where
histories are taken. The command PLOT history n will plot history
n, but PLOT grid history n will show the location of history number
n on a grid plot. PLOT grid history will show the locations of all
histories.
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Optional keywords allow the user to manipulate the history. These
keywords are:

begin ncb

Histories will be plotted beginning with step number
ncb.

both Both a line and crosses are used to plot the history.

cross The history points are plotted as crosses.

end nce

Histories will be plotted ending with step number nce.

line The history is plotted as a line (default).

maximum v

sets the maximum value v for either the ordinate or
abscissa of the plot.

minimum v

sets the minimum value v for either the ordinate or
abscissa of the plot.

skip nc

Only one point for every nc history points recorded are
plotted. For example, skip 10 means that every 10th
recorded point (starting with the first) is plotted.

vs nh

enables plotting of one or more histories versus an-
other. For example,

plot his 2 3 vs 4

plots histories 2 and 3 versus history 4. History 4 plots
along the abscissa. The vs keyword is ignored if the
plot is an input history.

NOTE: begin, end and skip refer to the sequence in a history file in
the case of an input history.
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hoek allows the user to plot contours of strength/stress ratios for zones
based upon a Hoek-Brown (H-B) failure criterion. The H-B strength
parameters (unconfined compressive strength, m and s) must be pre-
viously defined with the SET command and keywords ucs, hbm, hbs
and pltt (see Section 3.8 in the User’s Guide).

hold A PLOT issued from a CALLed file or FISH command section can be
paused for viewing with the hold keyword. The CALL file or FISH
command section will continue when the user presses the<Enter>
key.

hyst <keyword>

c0 1st parameter of hysteretic models

c1 2nd parameter of hysteretic models

c2 3rd parameter of hysteretic models

c3 4th parameter of hysteretic models

model hysteretic model identification number

0 no hysteretic damping

1 default model

2 off

3 sig3 model

4 sig4 model

5 hardin model

modfac modulus reduction factor during hysteretic damping

iface <n keyword>

plots the location and optional variables for an interface. n is the in-
terface identification number assigned by the INTERFACE command.
If n is omitted (i.e., PLOT iface), all interfaces are plotted with their
identification number. If no variable keyword is specified, the in-
terface location is plotted with interacting gridpoints marked with
an “x.” The first gridpoint is marked with a diamond (�) to indicate
the reference point for distance when specifying the line switch key-
word (see Category 5, Profile (line) Switch). The interface numbers
must be given to plot a variable. The following variable keywords
may be used:
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altns alternative normal stress; block is drawn with height
proportional to stress in each segment

altss alternative shear stress; block is drawn with height
proportional to stress in each segment

closure normal closure between interacting gridpoints

id location of interface n; same as default plot if no key-
word is specified after n

ndisp normal displacement of gridpoints on both sides of
interface

nstress normal stress along interface

ride relative shear displacement along interface (synonym
shear)

sdisp shear displacement of gridpoints on both sides of in-
terface

shear relative shear displacement along interface (synonym
ride)

slip slip condition. All gridpoints currently slipping are
marked with an “x.” For the line switch, the value at
the node is set to 1 if the node is slipping, and to 0 if
not.

sstress shear stress along interface

isomax lines in stress field that are tangent to the maximum principal stress
directions at all points

isomin lines in stress field that are tangent to the minimum principal stress
directions at all points

label <id1 . . . idn>

places arrow, plot, and line labels defined with the LABEL command
on the current plot. The ID numbers may be specified to limit which
items are included.

liner geometry of liner elements

mark marked gridpoints

mass contours of inertial mass of gridpoints
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model creates a filled grid plot of the various mechanical material models
(see the MODEL command) in the grid.

mohr allows the user to plot contours of strength/stress ratios for zones
based upon a Mohr-Coulomb (M-C) failure criterion. The M-C
strength parameters (cohesion, friction angle, and tensile strength)
must be previously defined with the SET command and keywords
pltc, pltf, and pltt. (This plot is independent of MODEL mohr — see
Section 3.8 in the User’s Guide.)

noheader removes the border and heading from the plot.

noscale turns off geometric scales along the edges of the plot.

number zone (i, j ) numbers.

nwflow specific discharge vectors for non-wetting fluid (only applies in CON-
FIG tpflow mode)

nwpp contours of non-wetting pore pressure (only applies in CONFIG
tpflow mode)

overlay plots user-defined overlays stored in a data file. The file is reread
each time the plot is generated, so it must remain in the local direc-
tory. Only one file may be specified. Use the SET overlay command
to input the overlay file. The file format is x,y pairs on each line.
A line containing a text string will terminate a line segment after
which the next x,y pair start a new line segment.

pen routes screen plot to one of two locations:

(1) a PostScript-compatible laser printer, Hewlett Packard 7470A
or 7475A pen plotter (or compatible), Windows printing system
(default driver), or Windows clipboard; or

(2) a disk file in PostScript, HPGL, DXF, or Enhanced Metafile.
PostScript or HPGL files can be sent to a compatible printer
directly (using DOS’ COPY or PRINT command). DXF or En-
hanced Metafile files can be used by any compatible application.

The SET command is used to define the printer/plotter type for plot
routing. The following two commands must be given (unless the
default selection is made) before using the PLOT pen command.

(a) SET output filename, where filename is either the disk filename to
be created for diversion to a disk file, or the output port (com1,
com2 or lpt1) to which the printer or plotter is connected (default
filename = lpt1).
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(b) SET plot device, where device = bmp (Windows bitmap file),
clipboard (Windows clipboard), dxf (AutoCAD dxf file), emf
(Enhanced Metafile format), jpg (JPEG file), pcx (PCX file),
post (PostScript laser printer), or Windows (default Windows
printer driver); (default device = post).

To route a plot, type PLOT pen keyword . . . , where the keyword
defines the plot type. The keyword pen must appear immediately
after the PLOT command.

permeability contours of permeability

pile geometry of pile elements

plasticity <no past>

plots a symbol in each zone indicating the plastic state. The op-
tional keyword no past disables plotting “elastic, at yield — past”
symbols.

pp contours of pore pressure. Gridpoint pore pressure is used for con-
tours if CONFIG gw mode is on. Otherwise, zone pore pressure is
used.

region creates a filled grid plot of the various regions between marked
gridpoints within the grid.

rforce reaction forces on fixed gridpoints (plotted as vectors)

rockbolt geometry of rockbolt elements

saturation saturation (only for CONFIG gw mode — see Section 1 in Fluid-
Mechanical Interaction)

sdif contours of principal stress difference (i.e., sig1 – sig2)

sig1 contours of major principal stress in the xy-plane. (Because com-
pressive stresses are negative, this is the most negative principal
stress.)

sig2 contours of minor principal stress in the xy-plane. (Because com-
pressive stresses are negative, this is the least negative principal
stress.)

sline groundwater flow streamlines. A line is drawn from each boundary
zone from which fluid flows and follows the flow path through the
grid until the flow leaves at another boundary or reaches an unsat-
urated region. Streamlines are only meaningful when steady-state
flow has been established.
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sratio contours of equilibrium ratio

ssi contours of maximum shear strain (derived from displacements,
average value of sub-zones). See Section 1.3.3.1 in Theory and
Background.

ssi3d contours of maximum shear strain based on 3D formulation (de-
rived from displacements, average value of sub-zones). See Sec-
tion 1.3.3.1 in Theory and Background.

ssr contours of maximum shear strain rate at present timestep (based
on velocity, average value of sub-zones). See Section 1.3.3.1 in
Theory and Background.

ssr3d contours of maximum shear strain rate at present timestep based
on 3D formulation (based on velocity, average value of sub-zones).
See Section 1.3.3.1 in Theory and Background.

state The current plastic state of the material is plotted at element cen-
troids. Contours of the state numbers are plotted; it is usually more
meaningful to use PLOT state block. See PRINT state for key to state
numbers.

stress principal stress tensors (total stress in the xy-plane), plotted as
crosses with the magnitude and orientation of the cross lines based
upon the principal stress magnitudes and orientations. (Red cross
lines indicate tensile stress.) The absolute value of the maximum
stress is printed in the legend.

strip geometry of strip elements

structure <beam> keyword <not> <n1<n2>>
<cable>
<liner>
<pile>
<rockbolt>
<strip>

plots the location of structural (beam, cable, liner, pile, rockbolt or
strip) elements (defined by the STRUCTURE command) and associ-
ated variables. For certain keywords (shown below), the identifi-
cation number n1 for the cable, beam, liner, pile, rockbolt or strip
may be used to plot only the structural elements associated with that
number. The corresponding value of n1 for the cable, beam, liner,
pile, rockbolt or strip may be found by using the command PLOT
structure number.
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If n1 and n2 are specified, then all element groupings in that range
are plotted. If not is specified before n1 and n2, then all element
groupings except those are plotted.

Plots can be restricted to a certain type of element by typing beam,
cable, liner, pile, rockbolt or strip before the keyword. By default,
all types of elements are included.

The keywords that apply for the beam, cable, liner, pile, rockbolt or
strip elements are described for each element type separately.
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Keywords for Beam Elements

adisp<n1 <n2>> angular displacement of beam nodes

avel<n1 <n2>> angular velocity of beam nodes

axial<n1 <n2>> axial force in beam elements

element beam element numbers

location<n1 <n2>> geometry of beam elements

material gives each element a color based on its prop-
erty number.

mome<n1 <n2>> moment in beam elements

node beam node numbers

number identification number, n, for the beam ele-
ment group

sdisp displacement vectors of beam nodes

shear<n1 <n2>> shear force in beam elements

strain<n1 <n2>> axial strain in beam elements

svel velocity vectors of beam nodes

xdisp<n1 <n2>> x-displacement of beam nodes

xvel<n1 <n2>> x-velocity of beam nodes

ydisp<n1 <n2>> y-displacement of beam nodes

yvel<n1 <n2>> y-velocity of beam nodes
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Keywords for Cable Elements

axial<n1 <n2>> axial force in cable elements

bond identifies cable nodes where bond strength
is exceeded, now or in the past.

cs sdisp<n1 <n2>> shear displacement at cable-node coupling
springs

cs sforce<n1<n2>>shear force at cable-node coupling springs

element cable element numbers

fyaxial<n1 <n2>> ratio of axial load to yield strength of cable
elements

location<n1 <n2>> geometry of cable elements

material gives each cable a color based on its property
number.

node cable node numbers

number identification number, n, for the cable ele-
ment group

sdisp displacement vectors of cable nodes

strain<n1 <n2>> axial strain in cable elements

svel velocity vectors of cable nodes

xdisp<n1 <n2>> x-displacement of cable nodes

xvel<n1 <n2>> x-velocity of cable nodes

ydisp<n1 <n2>> y-displacement of cable nodes

yvel<n1 <n2>> y-velocity of cable nodes
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Keywords for Liner Elements

adisp<n1 <n2>> angular displacement of liner nodes

avel<n1 <n2>> angular velocity of liner nodes

axial<n1 <n2>> axial force in liner elements

element liner element numbers

location geometry of liner elements

material gives each liner a color based on its property
number.

mome<n1 <n2>> moment in liner elements

node liner node numbers

number identification number n for the liner-element
group

sdisp displacement vectors of liner nodes

shear<n1 <n2>> shear force in liner elements

strain<n1 <n2>> axial strain in liner elements

svel velocity vectors of liner nodes

xdisp<n1 <n2>> x-displacement of liner nodes

xvel<n1 <n2>> x-velocity of liner nodes

ydisp<n1 <n2>> y-displacement of liner nodes

yvel<n1 <n2>> y-velocity of liner nodes
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Keywords for Pile Elements

adisp<n1 <n2>> angular displacement of pile nodes

avel<n1 <n2>> angular velocity of pile nodes

axial<n1 <n2>> axial force in pile elements

cs ndisp<n1 <n2>>normal displacement at pile-node coupling
springs

cs nforce<n1<n2>>normal force at pile-node coupling springs

cs sdisp<n1 <n2>> shear displacement at pile-node coupling
springs

cs sforce<n1<n2>>shear force at pile-node coupling springs

element pile element numbers

location geometry of pile elements

material gives each pile a color based on its property
number.

mome<n1 <n2>> moment in pile elements

nbond identifies pile nodes where the normal bond
strength is exceeded, now or in the past.

node pile node numbers

number identification number n for the pile-element
group

sbond identifies pile nodes where the shear bond
strength is exceeded, now or in the past.

sdisp displacement vectors of pile nodes

shear<n1 <n2>> shear force in pile elements

strain<n1 <n2>> axial strain in pile elements

svel velocity vectors of pile nodes

xdisp<n1 <n2>> x-displacement of pile nodes

xvel<n1 <n2>> x-velocity of pile nodes

ydisp<n1 <n2>> y-displacement of pile nodes

yvel<n1 <n2>> y-velocity of pile nodes
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Keywords for Strip Elements

axial<n1 <n2>> axial force in strip elements

cs sdisp<n1 <n2>> shear displacement at strip-node coupling
springs

cs sforce<n1<n2>>shear force at strip-node coupling springs

element strip element numbers

location geometry of strip elements

material gives each strip a color based on its property
number.

node strip node numbers

number identification number n for the strip-element
group

sbond identifies strip nodes where the shear bond
strength is exceeded, now or in the past.

sdisp displacement vectors of strip nodes

strain<n1 <n2>> axial strain in strip elements

svel velocity vectors of strip nodes

xdisp<n1 <n2>> x-displacement of strip nodes

xvel<n1 <n2>> x-velocity of strip nodes

ydisp<n1 <n2>> y-displacement of strip nodes

yvel<n1 <n2>> y-velocity of strip nodes
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Keywords for Rockbolt Elements

adisp<n1 <n2>> angular displacement of rockbolt nodes

avel<n1 <n2>> angular velocity of rockbolt nodes

axial<n1 <n2>> axial force in rockbolt elements

cs ndisp<n1 <n2>>normal displacement at rockbolt-node cou-
pling springs

cs nforce<n1<n2>>normal force at rockbolt-node coupling
springs

cs sdisp<n1 <n2>> shear displacement at rockbolt-node
coupling break springs

cs sforce<n1<n2>>shear force at rockbolt-node coupling
springs

element rockbolt element numbers

location geometry of rockbolt elements

material gives each rockbolt a color based on its prop-
erty number.

mome<n1 <n2>> moment in rockbolt elements

nbond identifies rockbolt nodes where the normal
bond strength is exceeded, now or in the
past.

node rockbolt node numbers

number identification number n for the rockbolt-
element group

sbond identifies rockbolt nodes where the shear
bond strength is exceeded, now or in the
past.

sdisp displacement vectors of rockbolt nodes

shear<n1 <n2>> shear force in rockbolt elements

strain<n1 <n2>> axial strain in rockbolt elements

svel velocity vectors of rockbolt nodes

xdisp<n1 <n2>> x-displacement of rockbolt nodes
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xvel<n1 <n2>> x-velocity of rockbolt nodes

ydisp<n1 <n2>> y-displacement of rockbolt nodes

yvel<n1 <n2>> y-velocity of rockbolt nodes
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support geometry of support elements

sxx contours of xx-stress (total stress)

sxy contours of xy-stress

syy contours of yy-stress (total stress)

szz contours of zz-stress (total stress)

table n . . . <keyword . . . >

A plot of table number n is made (see the TABLE command). Mul-
tiple tables can be plotted by giving several numbers in sequence.

Optional keywords can be used to allow the user to manipulate the
table. These keywords are:

begin ncb

Tables will be plotted beginning with the ncb item in
the table.

both Both a line and crosses are used to plot the table items.

cross The table items are plotted as crosses (default).

end nce

Tables will be plotted ending with the nce item in the
table.

line The table items are plotted as a line.

maximum y

sets the maximum value y for the ordinate of the plot.

minimum y

sets the minimum value y for the ordinate of the plot.

skip nc

Only one table item for every nc table items in the
table are plotted. For example, skip 10 means that
every 10th table item (starting with the first) is plotted.

tcont A single contour that separates regions of tension and compression
(i.e., zero contour for effective minor principal stress) is plotted .
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temperature temperature contours (available for thermal model option only —
see Section 1 in Optional Features)

theta contours of angle of the minor principal stress components (in the
xy-plane) measured counterclockwise from the positive x-axis

track accumulated groundwater particle tracks. Before this plot can be
made, particles must be introduced into the grid with the TRACK
command and some flow must have taken place. The lines indicate
the actual paths of particles that are carried along by the fluid during
the time that has elapsed since their creation.

velocity velocity vectors

vsi contours of accumulated volumetric strain (based on displacements)

vsr contours of volumetric strain rate at present timestep (based on ve-
locities)

vstress principal stress tensors (stresses including stiffness-proportional
Rayleigh damping term in the xy-plane, only for dynamic analysis
— see Section 3 in Optional Features). Plotted as crosses with
magnitude and orientation of the cross lines based upon the principal
stress magnitudes and orientations. (Red cross lines indicate tensile
stress.)

vsxx contours of xx-stress, including stiffness-proportional Rayleigh
damping term (only for dynamic analysis — see Section 3 in Op-
tional Features)

vsxy contours of xy-stress, including stiffness-proportional Rayleigh
damping term (only for dynamic analysis — see Section 3 in Op-
tional Features)

vsyy contours of yy-stress, including stiffness-proportional Rayleigh
damping term (only for dynamic analysis — see Section 3 in Op-
tional Features)

vszz contours of zz-stress, including stiffness-proportional Rayleigh
damping term (only for dynamic analysis — see Section 3 in Op-
tional Features)

water water table line. (Window must be readjusted if water table lies
above the ground surface.) This keyword only records the given
water table; it has no connection with the computed phreatic surface
in CONFIG gw mode.

xdisp contours of x-displacement

xvel contours of x-velocity
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ydisp contours of y-displacement

yvel contours of y-velocity
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2. Property Keywords

The following keywords plot contours of material properties. (See the PROPERTY
command for the definition of the property keywords.)

a wipp∗ con1† ev plastic hbs k22 rho∗
a 1∗ con2† ev tot hbmb lambda rs1∗
a 2∗ co2 f qx† hbsigci lconduct† rs2∗
act energy∗ cptable f qy† hbs3cv lspec heat† s f∗
angle ctable f t0† hb e3plas mm s g1∗
atable c2table f thexp† hb ind mpc s k1∗
b f∗ d f∗ ff c1‡ jangle mp1 shear mod

b wipp∗ d wipp∗ ff c2‡ jcohesion mtable spec heat†

b0∗ density ff c3‡ jc2 mutable stable
b1∗ dilation ff c4‡ jdilation multiplier state
b2∗ di2 ff count‡ jd2 mv0 sv
bijoint djtable ff evd‡ jfriction mv 1 temp∗
bimatrix dj2table ff latency‡ jf2 n cond† tension

biot c dtable ff switch‡ jtension n wipp∗ thexp†

bulk current d2table fjtable k exx∗ n 1∗ tjtable
bulk mod dy state fj2table k eyy∗ n 2∗ ttable

cam p econduct† frac d∗ k ezz∗ nuyx viscosity∗
cam q e dot star∗ friction k exy∗ nuzx vol strain

cap pressure e plastic fr2 k shear mod∗ per table xconduct†

citable e primary∗ ftable k viscosity∗ poiss xmod

cjtable ej plastic f2table kappa por table xyconduct†

cj2table especc heat† g thexp† kshear porosity yconduct†

cohesion et plastic gas c∗ k11 qdil ymod

conductivity† etj plastic hba k12 qvol

∗available only for creep model option — see Section 2 in Optional Features
†available only for thermal model option — see Section 1 in Optional Features
‡available only for dynamic option — see Section 3 in Optional Features

Properties assigned via the PROPERTY command for user-defined FISH constitutive
models (see Section 2 in the FISH volume), or for DLL constitutive models, can
also be plotted. The following keywords plot contours of fluid properties (see the
WATER or INITIAL command):

fmodulus fluid bulk modulus

ftension fluid tension limit
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3. Switches to Modify Plots

If no further parameters are given, scale factors, a window, and a default line color will
be chosen automatically. However, any keyword may be followed by any number
of “switches,” which are themselves keywords that set certain characteristics of the
plot. Each switch operates on the keyword that precedes it. The switches described
below can be used to control scaling of the vectors, contour interval, magnification,
and line versus fill plots.

Note that an enlarged or contracted plot may be made by giving a WINDOW command
prior to giving the PLOT command. The window will then remain set and will be
remembered when restarted.

The following keywords may be used to set switches. (Remember that the switch
keyword must follow the plot keyword which is to be modified.) Table 1.5 summa-
rizes the PLOT keywords that are affected by the switches.

absolute The absolute magnitude of the quantity is plotted.

alias name

changes name of variable in legend caption. name can be a single
token or a FISH variable preceded by @. A sequence of words can
be given for name if they are contained within single quotations.
The name string can be up to 78 characters in length.

back sets the color of the plot item to the current background color. This
will make the plot disappear. This may be used to highlight contour
plots (i.e., PLOT syy fill syy back).

block Instead of contour plots, zones are filled with a different color for
each value of the variable — e.g., property (not meaningful for con-
tinuously varying quantities, such as density in large-strain mode).

colscal i

allows a fill, block or model plot to use a different sequence of colors
— or color scale (see SET filcolor). There are three color scales
(default is 1 — see Table 1.11).

coltable i

allows a user-specified list of colors in table form (see SET filcolor).
Color indices are read from table i for the fill, block or model plot.

fill is used to create filled contour plots, as opposed to the default line
contour plots.
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interval c sets the contour interval to c. (The contours are not labeled by
default. Values of contours may be plotted by using the SCLIN
command.)

inverse The grayscale is reversed for filled plots.

magnify <scale>

If the keyword magnify is used, a deformed grid, boundary, beam,
cable or pile will be plotted. magnify must follow immediately after
the general plotting keyword. The scale value defines the mag-
nification factor which will be applied to the predicted gridpoint
displacements. For example, PLOT grid magnify 10 plots a grid with
gridpoint displacements magnified ten times. If no scale value is
given, FLAC determines a default value based on the maximum
displacement within the current screen window (see the WINDOW
command). The magnification factor used is displayed on the de-
formed grid plot.

NOTE: When running in large-strain mode (SET large), the com-
mand PLOT grid mag 0 grid will overlay the original grid and the
deformed grid.

maximum v

sets the value corresponding to the maximum length of arrow to v
for vector plots. All other vectors will be scaled to this maximum
length. On contour plots, the maximum contour value is set to v. For
history plots, max sets the maximum value for either the ordinate or
abscissa of the plot.

minimum v

sets the minimum value v to be used on contour plots. For history
plots, min sets the minimum value for either the ordinate or the
abscissa of the plot.

zero causes the zero contour line to be omitted.
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4. Color Switches

Switches can also be used to change screen color or color, fill shade or line style on
hardcopy plots. The desired line color is typed literally on the command line (for
example, PLOT grid red). Note that the background color may be adjusted with the
SET back command. The following table of keywords may be used to select a color
line type for a specified plot keyword.

Table 1.6 Color switch keywords

Keyword Color#
Screen
Color

HP Paintjet
Color

Fill
Shade Line-style

magenta

black

blue

green

cyan

red

brown

white

gray

lblue

lgreen

lcyan

lred

lmagenta

yellow

iwhite

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

Black

Blue

Green

Cyan

Red

Magenta

Brown

White

Gray

Light Blue

Light Green

Light Cyan

Light Red

Light Magenta

Yellow

Intense White

White

Blue

Green

Cyan

Red

Magenta

Orange

Light Gray

Dark Gray

Light Blue

Light Green

Light Cyan

Light Red

Light Magenta

Yellow

Black

(Note: back may also be given as a color switch; specifies that the plot should use
whatever the current background color is.)
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5. Profile (line) Plot Switch

A profile or line plot of a gridpoint, zone, interface or structural element variable
may be plotted versus distance along a line. For a gridpoint or zone variable, the
switch is of the form

line xb,yb xe,ye num

The line is defined by the endpoints (xb,yb) and (xe,ye). The line is divided into
num points, and the zone or gridpoint variables are interpolated at each point from
surrounding zone centroids or gridpoints. Care should be taken when specifying the
value of num. It is not sensible to specify num such that the spacing of points along
the line is much less than the gridpoint spacing.

For the interface and structure keywords with associated keywords, only the switch
keyword line need be given. The interface or structure ID number is also required.
The profile plot will be made versus the distance along the interface (or structural el-
ement), and the number of points corresponds to the number of interacting gridpoints
(or structural nodes).

Table 1.7 lists the plotting keywords affected by the line switch.
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Table 1.7 Keywords affected by the line switch

line xb,yb xe,ye num line

ex n1 iface closure
head ndisp
hoek nstress
mohr ride
pp sdisp
saturation shear
sdif slip
sig1 sstress
sig2 structure adisp
ssi avel
ssi3d axial
ssr cs ndisp
ssr3d cs nforce
sxx cs sdisp
sxy cs sforce
syy fyaxial
szz moment
temperature shear
theta xdisp
vsi xvel
vsr ydisp
xdisp yvel
xvel
ydisp
yvel
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6. Interactive Plotting

When the graphics plot of a FLAC model is displayed, certain keystrokes may be
used to manipulate the model. (It is not necessary to follow the keystroke with the
<Enter> key.)

Z “zoom.” (Note: This must be an uppercase Z.)

A cross-hair cursor is activated to modify the viewing window. The
cursor is moved by use of the arrow keys. The movement caused
by the arrow keys can be decreased (by a factor of ten) by press-
ing the <Insert> key. (Pressing <Insert> again will increase
the movement.) The cursor can also be moved with a mouse. By
pressing the <F1> key (or the left mouse button), one corner of
the new viewing window is defined. By pressing <F1> (or the left
mouse button) again, the diagonally opposite corner of the viewing
window is defined. The screen will redraw the current plot using the
new window limits. To expand the window again, use the WINDOW
command. To inhibit the automatic re-plotting, use the command
SET replot off.

When the zoom feature is used, the new window will be adjusted
automatically to maintain the proper aspect ratio on the screen. To
inhibit the automatic squaring of the window, use the command
WINDOW square off.
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PRINT keyword <keyword> . . .<region i, j> <i = i1,i2 j = j1, j2>

or

keyword <keyword> . . . from il,jl to i2,j2

or

keyword <keyword> . . . line (x1,y1) (x2,y2) nseg

Printed output is produced according to the keywords below. Output can be produced
for a range of gridpoints or zones identified by the gridpoint/zone range or the zone
region range (see Section 1.1.3).

Output can also be produced for a range of gridpoints or zones identified by a from
. . . to . . . range. Variables associated with gridpoints (or zones) along the path from
(i1,j1) to (i2,j2) will be printed.

Output can be printed along a line from position (x1,y1) to position (x2,y2) in the
model by specifying the line keyword phrase. Values are interpolated at positions
along the line at nseg + 1 locations. Either a main grid variable or an extra array
variable can be printed along the line.

If no range is given, the entire grid is printed.

As is the case with plotting, the grid variables will not print until a material model
is defined. The print keywords are grouped into three categories: general printing
keywords, property keywords, and FISH variables.

1. General Printing Keywords

apply values and ranges of forces or pressures applied to the model and
thermal and groundwater boundary conditions

attach all pairs of attached gridpoints

density mass density

dy damp damping parameters. The damping type is identified by L, C or R for
local, combined or Rayleigh damping, respectively, with modifiers
m and s for mass and stiffness.
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dy state special indicator code for double-yield model (see Section 2 in The-
ory and Background):

(1) currently at yield in shear

(2) currently at yield in volume

(4) shear yield criterion involves out-of-plane stress (does not mean
at yield)

(8) currently at yield in tension

NOTE: The codes may be added together in the case of multiple
yielding. For example, both shear and volumetric yield would pro-
duce an indicator of (3), obtained by adding (1) for shear yield, and
(2) for volumetric yield.

esxx xx-component of effective stress

esxy xy-component of effective stress (same as sxy)

esyy yy-component of effective stress

eszz zz-component of effective stress

ex n <zone>

extra grid variable number n. Scalars and vectors are assumed to
be associated with gridpoints unless the optional zone keyword is
given.

f2modulus gridpoint non-wetting fluid bulk modulus*

fastflow status of fastflow flag

0 off

1 on

fastwb status of fastwb flag

0 off

1 on

* (available only for two-phase flow option — see Section 2 in Fluid-Mechanical Interaction)
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fish <zzz∗>
lists FISH symbols, their current values and an indication of their
status (whether functions or not); Also see category 3 of PRINT.
Variables with names beginning with $ are not printed (see PRINT
$fish).

An optional argument to limit the symbols listed can be given. The
argument must be in the form zzz∗, where zs are the characters that
may match the leading characters in a FISH symbol name. In this
case, only those symbols that have matching leading characters are
printed.

fix indicates whether x,y pore pressure or temperature is fixed at grid-
points.

fluid fluid properties: bulk modulus of water, fluid tension limit and
groundwater density

funsat status of funsat flag

0 off

1 on

giicpath directory path of GIIC jar file

gpm inverse of gridpoint mass

gpp gridpoint pore pressures

group lists currently assigned user-defined group names

head fluid head (p/ρωg + z) (see Section 1 in Fluid-Mechanical Inter-
action)

history lists the histories currently being sampled. Both input and output
histories are identified in the history list. Material property histories
are identified by PRP for built-in model properties, and UDP for
user-defined properties.

hyst keyword

c0 1st parameter of hysteretic models

c1 2nd parameter of hysteretic models

c2 3rd parameter of hysteretic models

c3 4th parameter of hysteretic models
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model hysteretic model identification number

0 no hysteretic damping

1 default model

2 off

3 sig3 model

4 sig4 model

5 hardin model

modfac modulus reduction factor during hysteretic damping

iface <n1, n2, . . . >

interface data, including nodal stresses and unit normal vectors.
(Note that compressive stresses are negative.) By specifying the
optional interface numbers, n1, n2, ..., data for the specific interface
numbers are printed.

information <keyword>

general information on the FLAC model settings. An optional key-
word can be specified to print selected information. The following
keywords apply:

creep creep model data (available only for creep model op-
tion — see Section 2 in Optional Features)

dynamic dynamic analysis data (available only for dynamic
model option — see Section 3 in Optional Features)

general general model data (default printout if no keyword is
given)

groundwater groundwater data

model mechanical model data

output plotted output data

thermal thermal model data (available only for thermal model
option — see Section 1 in Optional Features)

jrepath directory path of Java Virtual Machine

label lists user-defined aliases for histories and tables. Also lists user-
defined plotting labels.
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limits limits for the SOLVE command

mark marked gridpoints

memory memory in use

model list of current models available

nfunstep number of ‘small’ steps in funsat scheme

nwpp gridpoint non-wetting pore pressure*

permeability permeability

poro porosity*

pp pore pressures in zones

rsat gridpoint residual saturation*

saturation saturation (only for CONFIG gw mode — see Section 1 in Fluid-
Mechanical Interaction)

sdif principal stress difference (i.e., sig1 – sig2)

sig1 major principal stress in the xy-plane. (Because compressive
stresses are negative, this is the most negative principal stress.)

sig2 minor principal stress in the xy-plane. (Because compressive
stresses are negative, this is the least negative principal stress.)

sratio prints the current value of the equilibrium ratio for each gridpoint.

ssi maximum shear strain (derived from displacements, average value
of sub-zones). See Section 1.3.3.1 in Theory and Background.

ssi3d maximum shear strain based on 3D formulation (derived from dis-
placements, average value of sub-zones). See Section 1.3.3.1 in
Theory and Background.

ssr maximum shear strain rate at present timestep (based on velocities,
average value of sub-zones). See Section 1.3.3.1 in Theory and
Background.

ssr3d maximum shear strain rate at present timestep based on 3D for-
mulation (based on velocities, average value of sub-zones). See
Section 1.3.3.1 in Theory and Background.

* (available only for two-phase flow option — see Section 2 in Fluid-Mechanical Interaction)

FLAC Version 5.0



1 - 144 Command Reference
PRINT state

state plastic state indicator:

0 elastic

1 currently at yield in shear and/or volume

2 currently not at yield but has been in the past, either in
shear or tension (in matrix) or volume

3 currently at yield in tension

6 ubiquitous joints at yield in shear

7 ubiquitous joints currently not at yield but have been in
the past, either in shear or tension

8 ubiquitous joints at yield in tension

structure <keyword>

structural element data. An optional keyword can be specified to
print selected structural element data. The following keywords ap-
ply:

beam general beam element information; element segment
and group identification numbers, property numbers,
shear and axial forces and moments.

cable general cable element information; element segment
and group identification numbers, node numbers,
property numbers, axial forces.

hinge structural hinge information; element segment and
node numbers, moments, velocities and
displacements.

liner general liner element information; element segment
and group identification numbers, property numbers,
shear and axial forces and moments.

node <keyword>

structural node information. An optional keyword can
be specified to print selected information. The follow-
ing keywords apply:

hinge hinge node data

info general node data

position position coordinates of nodes
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slave slave node data

spring node coupling-springs data

pile general pile element information; element segment
and group identification numbers, node numbers,
property numbers, shear and axial forces and
moments

property keyword

structural element properties. The following keywords
apply:

beam beam element properties

cable cable element properties

liner liner element properties

pile pile element properties

rockbolt rockbolt element properties

strip strip element properties

support support element properties

rockbolt general rockbolt element information; element seg-
ment and group identification numbers, node num-
bers, property numbers, shear and axial forces and
moments.

strip general strip element information; element segment
and group identification numbers, node numbers,
property numbers, shear and axial forces.

support general support element information; position coordi-
nates, angle, length, normal force and property num-
ber.
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sxx xx-stress*

The xx-stress for each triangular zone in a quadrilateral zone may
also be printed by using one of the following keywords:

asxx xx-stress (triangle A)†

bsxx xx-stress (triangle B)

csxx xx-stress (triangle C)

dsxx xx-stress (triangle D)

sxy xy-stress∗

The xy-stress for each triangular zone in a quadrilateral zone may
also be printed by using one of the following keywords:

asxy xy-stress (triangle A)†

bsxy xy-stress (triangle B)

csxy xy-stress (triangle C)

dsxy xy-stress (triangle D)

syy yy-stress∗

The yy-stress for each triangular zone in a quadrilateral zone may
also be printed by using one of the following keywords:

asyy yy-stress (triangle A)†

bsyy yy-stress (triangle B)

csyy yy-stress (triangle C)

dsyy yy-stress (triangle D)

* Compressive stresses are negative. Also, these are total stresses.

† Recall that FLAC divides each quadrilateral zone into four triangular zones: A, B, C and D.
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szz zz-stress∗

The zz-stress for each triangular zone in a quadrilateral zone may
also be printed by using one of the following keywords:

aszz zz-stress (triangle A)†

bszz zz-stress (triangle B)

cszz zz-stress (triangle C)

dszz zz-stress (triangle D)

table summary of existing tables, with number of items and maximum
and minimum values

table n table values for table n

temperature temperature (available only for thermal model option — see Sec-
tion 1 in Optional Features)

theta angle of minor principal stress counterclockwise from the x-axis

track summary of fluid particle tracking parameters: current positions,
zone into which particle maps, and accumulated path length. If par-
ticles have been carried outside the grid, they are noted as “inactive”
and are not updated by further flow. (The synonym TRACK list may
also be used.)

udcoe coefficient of pore-pressure increment generated by volumetric
straining‡

version current version number of FLAC

vga gridpoint Van Genuchten parameter, a‡

vgpcnw gridpoint Van Genuchten parameter, γ ‡

vgpcw gridpoint Van Genuchten parameter, η‡

vgp0 gridpoint Van Genuchten parameter, p0‡

visrat viscosity ratio, wetting fluid/non-wetting fluid‡

* Compressive stresses are negative. Also, these are total stresses.

† Recall that FLAC divides each quadrilateral zone into four triangular zones: A, B, C and D.

‡ (available only for two-phase flow option — see Section 2 in Fluid-Mechanical Interaction)
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vsi accumulated volume strain increment (derived from displacements)

vsr volume strain rate (based on velocities)

vsxx xx-component of stress, including stiffness-proportional Rayleigh
damping term (only for dynamic analysis — see Section 3 in Op-
tional Features)

vsxy xy-component of stress, including stiffness-proportional Rayleigh
damping term (only for dynamic analysis — see Section 3 in Op-
tional Features)

vsyy yy-component of stress, including stiffness-proportional Rayleigh
damping term (only for dynamic analysis — see Section 3 in Op-
tional Features)

vszz zz-component of stress, including stiffness-proportional Rayleigh
damping term (only for dynamic analysis — see Section 3 in Op-
tional Features)

wk11 zone wetting saturated mobility coefficient, kxx*

wk12 zone wetting saturated mobility coefficient, kxy∗

wk22 zone wetting saturated mobility coefficient, kyy∗

wpermeability wetting isotropic saturated mobility coefficient∗

x x-coordinate

xdisp x-displacement

xflow x-component of the zone flow vector. (This is a specific discharge
in units of velocity. This quantity is not stored by FLAC and must
be computed when needed; the calculation can be time-consuming.)

xreaction x-reaction force

xvel x-velocity

y y-coordinate

ydisp y-displacement

yflow y-component of the zone flow vector. (This is a specific discharge
in units of velocity. This quantity is not stored by FLAC and must
be computed when needed; the calculation can be time-consuming.)

* (available only for two-phase flow option — see Section 2 in Fluid-Mechanical Interaction)
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yreaction y-reaction force

yvel y-velocity

$fish same as PRINT fish, but only those variables with names starting
with $ will be printed.
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2. Property Keywords

The following keywords print material properties assigned to the model. (See the
PROPERTY command for the definition of the property keywords.)

a wipp∗ con1† ev plastic hbs k22 rho∗
a 1∗ con2† ev tot hbmb lambda rs1∗
a 2∗ co2 f qx† hbsigci lconduct† rs2∗
act energy∗ cptable f qy† hbs3cv lspec heat† s f∗
angle ctable f t0† hb e3plas mm s g1∗
atable c2table f thexp† hb ind mpc s k1∗
b f∗ d f∗ ff c1‡ jangle mp1 shear mod

b wipp∗ d wipp∗ ff c2‡ jcohesion mtable spec heat†

b0∗ density ff c3‡ jc2 mutable stable
b1∗ dilation ff c4‡ jdilation multiplier state
b2∗ di2 ff count‡ jd2 mv0 sv
bijoint djtable ff evd‡ jfriction mv 1 temp∗
bimatrix dj2table ff latency‡ jf2 n cond† tension

biot c dtable ff switch‡ jtension n wipp∗ thexp†

bulk current d2table fjtable k exx∗ n 1∗ tjtable
bulk mod dy state fj2table k eyy∗ n 2∗ ttable

cam p econduct† frac d∗ k ezz∗ nuyx viscosity∗
cam q e dot star∗ friction k exy∗ nuzx vol strain

cap pressure e plastic fr2 k shear mod∗ per table xconduct†

citable e primary∗ ftable k viscosity∗ poiss xmod

cjtable ej plastic f2table kappa por table xyconduct†

cj2table especc heat† g thexp† kshear porosity yconduct†

cohesion et plastic gas c∗ k11 qdil ymod

conductivity† etj plastic hba k12 qvol

∗available only for creep model option — see Section 2 in Optional Features
†available only for thermal model option — see Section 1 in Optional Features
‡available only for dynamic option — see Section 3 in Optional Features

Properties assigned via the PROPERTY command for user-defined FISH constitutive
models (see Section 2 in the FISH volume), or for DLL constitutive models, can
also be printed. The following keywords print fluid properties (see
the WATER or INITIAL command):

fmodulus gridpoint fluid bulk modulus

ftension gridpoint fluid tension limit
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3. FISH Variables

If one or more FISH symbol names are given as keywords, their values will be printed.
If a symbol name is that of a DEFINEd FISH function, then it will be executed (and
all functions that it invokes will be executed) before its value will be printed. If the
symbol is a simple FISH variable, then its current value will be printed.
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PROPERTY keyword value <rdev s> <var vx vy> < . . . > <range>

This command assigns properties for a constitutive model identified by the MODEL
command. There are ten (10) basic constitutive models in FLAC: null; isotropic
elastic; transversely isotropic elastic; Drucker-Prager; Mohr-Coulomb; ubiquitous-
joint; strain-hardening / softening; bilinear strain-hardening / softening ubiquitous-
joint; double-yield and modified Cam-clay. All of these models, except for the
null model, require specific properties, described below. In addition, the ground-
water flow model requires additional properties also listed here. Other groundwater
properties are assigned with the WATER command. The optional models, creep and
thermal, also require specific properties, and these are included under this command
as well. Finally, the properties for the optional dynamic pore-pressure generation
model (the Finn model) are listed. The ten basic models are described in Section 2 in
Theory and Background, the groundwater model in Section 1 in Fluid-Mechanical
Interaction, and the optional models for thermal and creep in Sections 1 and 2 in
Optional Features, respectively. The dynamic pore-pressure generation model is
described in Section 3.4.4.1 in Optional Features.

The PROPERTY keywords for each model type are listed separately. The model type
must be defined prior to printing or plotting properties. If properties are that are not
consistent with the chosen model are given, a warning message which informs the
user that the unneeded properties were not accepted will be printed. If a required
property is not specified, the default value will be used. Property values are zero by
default, unless specified otherwise.

Properties for user-defined FISH constitutive models are also given values with the
PROPERTY command. (See Section 2.8 in the FISH volume.)

An optional keyword, rdev s, given immediately following a property value, causes
the values of the property to be chosen randomly from a normal (Gaussian) distri-
bution of standard deviation, s, and mean, value (see Section 1.1.3).

The optional phrase var vx vy may define a linear variation in the property over the
given range (see Section 1.1.3.4 for an explanation of var).

Optional keyword phrases to limit the range of action of the PROPERTY command
may be given. See Section 1.1.3 for an explanation of these keywords.

In groundwater mode (CONFIG gw), the density prescribed in the PROPERTY com-
mand is the dry density. The local zone density is calculated automatically from a
knowledge of the local saturation of the soil and the given density of water. In non-
groundwater mode, the user should still specify the saturated density as appropriate.

Note that isotropic, elastic behavior is defined in most of the models by means of
the elastic bulk modulus, K , and the shear modulus, G. This is the recommended
approach based on the reasons stated in Section 3.8 (note 11) in the User’s Guide.
Alternatively, the elastic behavior can be prescribed in terms of the Young’s modulus,
E, and Poisson’s ratio, ν, via FISH (e.g., see Example 4.6 in Section 4.2 in the FISH
volume).
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Elastic Mechanical Models

Isotropic Elastic

(1) bulk mod elastic bulk modulus, K
(2) density mass density, ρ
(3) shear mod elastic shear modulus, G

See Section 2.3.1 in Theory and Background for details.
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Transversely Isotropic Elastic

(1) angle angle of anisotropy taken counterclockwise from the x-axis, φ
(2) density mass density, ρ
(3) nuyx Poisson’s ratio for normal stress in plane of isotropy due to

uniaxial stress in perpendicular plane, νxy
(4) nuzx Poisson’s ratio for normal stress in plane of isotropy due to

uniaxial stress in the plane of isotropy, νxz
(5) shear mod elastic shear modulus, G∗xy ∗

(6) xmod elastic Young’s modulus in the plane of isotropy, Ex
(7) ymod elastic Young’s modulus in the plane perpendicular to the

plane of isotropy, Ey

See Section 2.3.2 in Theory and Background for details.

* The cross-shear modulus, Gxy , for anisotropic elasticity must be determined. S. G. Lekhnittskii
(Theory of Elasticity of an Anisotropic Body. Moscow: Mir Publishers 1981) suggests the fol-
lowing equation based on laboratory testing of rock:

Gxy = ExEy

Ex(1+ 2νxy)+ Ey

assuming the xz-plane is the plane of isotropy.
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Elastic-Plastic Mechanical Models

Drucker-Prager

(1) bulk mod elastic bulk modulus, K
(2) density mass density, ρ
(3) kshear material parameter, kφ
(4) qdil material parameter, qψ
(5) qvol material parameter, qφ
(6) shear mod elastic shear modulus, G
(7) tension tension limit, σ t

Note that the default tension limit is zero for a material with qφ = 0, and is kφ/qφ
otherwise. The value assigned for the tension limit remains constant when tensile
failure occurs.

See Section 2.4.1 in Theory and Background for details.
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Mohr-Coulomb

(1) bulk mod elastic bulk modulus, K
(2) cohesion cohesion, c
(3) density mass density, ρ
(4) dilation dilation angle, ψ
(5) friction internal angle of friction, φ
(6) shear mod elastic shear modulus, G
(7) tension tension limit, σ t

Note that the default tension limit is zero for a material with no friction, and is
c/tanφ otherwise. If tensile failure occurs in a zone, the tensile strength is set to
zero for that zone.

The following property can be printed, plotted or accessed via FISH.
(8) state plastic state

See Section 2.4.2 in Theory and Background for details.
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Ubiquitous-Joint

(1) bulk mod elastic bulk modulus, K
(2) cohesion cohesion of solid, c
(3) density mass density, ρ
(4) dilation dilation angle of solid, ψ
(5) friction internal angle of friction of solid, φ
(6) jangle joint angle taken counterclockwise from the x-axis, θ
(7) jcohesion joint cohesion, cj
(8) jdilation joint dilation angle, ψj
(9) jfriction joint friction angle, φj
(10) jtension joint tension limit, σ tj
(11) shear mod elastic shear modulus, G
(12) tension tension limit, σ t

Note that the default tension limit of the matrix, σ t , is the same as that for the
Mohr-Coulomb model. The default joint tension limit, σ tj , is zero if φj = 0, and
is cj /tanφj otherwise. If tension failure occurs on the joint, then the joint tensile
strength is set to zero.

The following property can be printed, plotted or accessed via FISH.
(13) state plastic state

See Section 2.4.3 in Theory and Background for details.
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Strain-Hardening/Softening

(1) bulk mod elastic bulk modulus, K
(2) cohesion cohesion, c
(3) ctable number of table relating cohesion to plastic shear strain
(4) density mass density, ρ
(5) dilation dilation angle, ψ
(6) dtable number of table relating dilation angle to plastic shear strain
(7) friction angle of internal friction, φ
(8) ftable number of table relating friction angle to plastic shear strain
(9) shear mod elastic shear modulus, G
(10) tension tension limit, σ t

(11) ttable number of table relating tensile limit to plastic tensile strain

The strain-hardening/softening behavior is controlled by the variation in friction,
cohesion and dilation as a function of plastic shear strain, and tension limit as a
function of plastic tensile strain, given by a specified table of values. Note that if
table numbers are given as 0 (default), the properties will take the values given (i.e.,
with cohesion, dilation, friction or tension keywords).

The following calculated properties can be printed, plotted or accessed via FISH.
(12) e plastic accumulated plastic shear strain
(13) et plastic accumulated plastic tensile strain
(14) state plastic state

See Section 2.4.4 in Theory and Background for details.
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Bilinear, Strain-Hardening/Softening Ubiquitous-Joint

(1) bijoint = 0 for joint linear model (default);
= 1 for joint bilinear model

(2) bimatrix = 0 for matrix linear model (default);
= 1 for matrix bilinear model

(3) bulk mod elastic bulk modulus, K
(4) c2table number of table relating matrix cohesion c2 to matrix plastic

shear strain
(5) cj2table number of table relating joint cohesion cj2 to joint plastic

shear strain
(6) cjtable number of table relating joint cohesion cj1 to joint plastic

shear strain
(7) co2 matrix cohesion, c2

(8) cohesion matrix cohesion, c1

(9) ctable number of table relating matrix cohesion c1 to matrix plastic
shear strain

(10) d2table number of table relating matrix dilation ψ2 to matrix plastic
shear strain

(11) density mass density, ρ
(12) di2 matrix dilation angle, ψ2

(13) dilation matrix dilation angle, ψ1

(14) dj2table number of table relating joint dilation ψj2 to joint plastic
shear strain

(15) djtable number of table relating joint dilation ψj1 to joint plastic
shear strain

(16) dtable number of table relating matrix dilation angle ψ1 to matrix
plastic shear strain

(17) f2table number of table relating matrix friction angle φ2 to matrix
plastic shear strain

(18) fj2table number of table relating joint friction angle φj2 to joint
plastic shear strain

(19) fjtable number of table relating joint friction angle φj1 to joint
plastic shear strain

(20) fr2 matrix friction angle, φ2

(21) friction matrix friction angle, φ1

(22) ftable number of table relating matrix friction φ1 angle to matrix
plastic shear strain

(23) jangle joint angle taken counterclockwise from the x-axis, θ
(24) jc2 joint cohesion, cj2
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(25) jcohesion joint cohesion, cj1

(26) jd2 joint dilation angle, ψj2

(27) jdilation joint dilation angle, ψj1

(28) jf2 joint friction angle, φj2

(29) jfriction joint friction angle, φj1

(30) jtension joint tension limit, σ tj
(31) shear mod elastic shear modulus, G
(32) tension matrix tension limit, σ t

(33) tjtable number of table relating joint tension limit σ tj to joint
plastic tensile strain

(34) ttable number of table relating matrix tension limit σ t to matrix
plastic tensile strain

Table 1.8 lists the properties by matrix and joint failure segments.

Note that the default tension limits for the matrix and weakness planes are the same
as those in the ubiquitous-joint model.

The following calculated properties can be printed, plotted or accessed via FISH.
(35) e plastic accumulated plastic shear strain
(36) ej plastic accumulated joint plastic shear strain
(37) et plastic accumulated plastic tensile strain
(38) etj plastic accumulated joint plastic tensile strain
(39) state plastic state

See Section 2.4.5 in Theory and Background for details.
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Table 1.8 Property groups by failure segment for the bilinear,
strain-hardening/softening ubiquitous-joint model

Properties Description

general

bijoint 1 for bilinear joint law

0 for linear joint law (default)

bimatrix 1 for bilinear matrix law

0 for linear matrix law (default)

bulk mod bulk modulus

jangle joint angle

(counterclockwise from x-axis)

jtension <tjtable> tension limit of joint segments 1 and 2

shear mod shear modulus

tension <ttable> tension limit of matrix segments 1 and 2

matrix-segment 1

cohesion <ctable> cohesion

dilation <dtable> dilation (degree)

friction <ftable> friction (degree)

matrix-segment 2

co2 <c2table> cohesion

di2 <d2table> dilation (degree)

fr2 <f2table> friction (degree)

joint-segment 1

jcohesion <cjtable> cohesion

jdilation <djtable> dilation (degree)

jfriction <fjtable> friction (degree)

joint-segment 2

jc2 <cj2table> cohesion

jd2 <dj2table> dilation (degree)

jf2 <fj2table> friction (degree)
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Double-Yield

(1) bulk mod maximum elastic bulk modulus, K
(2) cap pressure current intersection of volumetric yield surface (cap) with

pressure (mean stress) axis, pc
(3) cohesion cohesion, c
(4) cptable number of table relating cap pressure to plastic volume

strain
(5) ctable number of table relating cohesion to plastic shear strain
(6) density mass density, ρ
(7) dilation dilation angle, ψ
(8) dtable number of table relating dilation angle to plastic shear strain
(9) friction angle of internal friction, φ
(10) ftable number of table relating friction angle to plastic shear strain
(11) multiplier multiplier on current plastic cap modulus to give elastic bulk

and shear moduli, R
(12) shear mod maximum elastic shear modulus, G
(13) tension tension limit, σ t

(14) ttable number of table relating tensile limit to plastic tensile strain

The strain-hardening/softening behavior is controlled by the variation in friction,
cohesion and dilation as a function of plastic shear strain, and tension limit as a
function of plastic tensile strain, given by a specified table of values. The variation
in cap pressure is a function of plastic volumetric strain. Note that if table numbers
are given as 0 (default), the properties will take the values given (i.e., with cohesion,
dilation, friction, tension or cap pressure keywords).

The following calculated properties can be printed, plotted or accessed via FISH.
(15) dy state special plasticity state indicator

(see Section 2.5.3 in the FISH volume)
(16) e plastic accumulated plastic shear strain
(17) et plastic accumulated plastic tensile strain
(18) ev plastic accumulated plastic volumetric strain
(19) state plastic state

See Section 2.4.6 in Theory and Background for details.
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Modified Cam-Clay

(1) bulk mod maximum elastic bulk modulus, Kmax
(2) density mass density, ρ
(3) kappa slope of elastic swelling line, κ
(4) lambda slope of normal consolidation line, λ
(5) mm frictional constant, M
(6) mpc preconsolidation pressure, pc
(7) mv0 initial specific volume, υ0 (calculated internally, by default)
(8) mp1 reference pressure, p1

(9) mv l specific volume at reference pressure, p1, on normal
consolidation line, υλ

(10) poiss Poisson’s ratio, ν
(11) shear mod elastic shear modulus, G

If Poisson’s ratio, poiss, is not given, and a nonzero shear modulus, shear mod, is
specified, then the shear modulus remains constant; Poisson’s ratio will change as
bulk modulus changes. If a nonzero poiss is given, then the shear modulus will
change as the bulk modulus changes; Poisson’s ratio remains constant.

The following calculated properties can be printed, plotted or accessed via FISH.
(12) bulk current current elastic bulk modulus, K
(13) cam p effective pressure, p
(14) cam q shear stress, q
(15) ev plastic accumulated plastic volumetric strain
(16) ev tot accumulated total volumetric strain
(17) sv current specific volume

See Section 2.4.7 in Theory and Background for details.
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Hoek-Brown

(1) atable number of table relating a to ep3
(2) bulk bulk modulus, K
(3) citable number of table relating σci to ep3
(4) hba Hoek-Brown parameter, a
(5) hbs Hoek-Brown parameter, s
(6) hbmb Hoek-Brown parameter, mb
(7) hbsigci Hoek-Brown parameter, σci
(8) hbs3cv Hoek-Brown parameter, σcv3

(9) hb e3plas accumulated plastic strain, ep3
(10) hb ind plasticity indicator (as Mohr Coulomb)

(11) mtable number of table relating to mb to ep3
(12) multable number of table relating a multiplier to σ3

(13) shear shear modulus, G
(14) stable number of table relating s to ep3

The following property can be printed, plotted or accessed via FISH.

(15) state plastic state

See Section 2.4.8 in Theory and Background for details.
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Finn (dynamic pore-pressure generation)

(1) bulk elastic bulk modulus, K
(2) cohesion cohesion, c
(3) density mass density, ρ
(4) dilation dilation angle, ψ
(5) ff c1 constant, C1, of Eq. (3.61) and (3.62) in Optional Features
(6) ff c2 constant, C2, of Eq. (3.61) and (3.62) in Optional Features
(7) ff c3 constant, C3, of Eq. (3.61) in Optional Features, and threshold shear

strain for Eq. (3.62) in Optional Features
(8) ff c4 constant, C4

(9) ff latency minimum number of timesteps between reversals
(10) ff switch = 0 for Martin et al. (1995) formula, and 1 for Byrne (1991) formula
(11) friction angle of internal friction, φ
(12) shear elastic shear modulus, G
(13) tension tension limit, σ t

The following calculated properties can be printed, plotted or accessed via FISH.

(14) ff count number of shear strain reversals detected
(15) ff evd internal volume strain, εvd , of Eqs. (3.61) and

(3.62) in Optional Features
(16) state plastic state

See Section 3.4.4.1 in Optional Features for details.
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Creep Models

Classical Viscoelastic (Maxwell substance)

(1) bulk mod elastic bulk modulus, K
(2) density mass density, ρ
(3) shear mod elastic shear modulus, G
(4) viscosity dynamic viscosity, η

See Section 2.2.1 in Optional Features for details.
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Power Law

(1) a 1 power-law constant, A1

(2) a 2 power-law constant, A2

(3) bulk mod elastic bulk modulus, K
(4) density mass density, ρ
(5) n 1 power-law exponent, n1

(6) n 2 power-law exponent, n2

(7) rs1 reference stress, σ ref1

(8) rs2 reference stress, σ ref2
(9) shear mod elastic shear modulus, G

See Section 2.2.2 in Optional Features for details.
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WIPP Model

(1) act energy activation energy, Q
(2) a wipp WIPP model constant, A
(3) b wipp WIPP model constant, B
(4) bulk mod elastic bulk modulus, K
(5) d wipp WIPP model constant, D
(6) density mass density, ρ
(7) e dot star critical steady-state creep rate, ε̇∗ss
(8) gas c gas constant, R
(9) n wipp WIPP model exponent, n
(10) shear mod elastic shear modulus, G
(11) temp zone temperature, T

The following calculated property can be printed or plotted.
(12) e primary accumulated primary creep strain

See Section 2.2.3 in Optional Features for details.
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Burger-Creep Viscoplastic Model

(1) bulk mod elastic bulk modulus, K
(2) cohesion cohesion, c
(3) density mass density, ρ
(4) dilation dilation angle, ψ
(5) friction angle of internal friction, φ

(6) k shear mod Kelvin shear modulus, GK

(7) k viscosity Kelvin viscosity, ηK

(8) shear mod elastic shear modulus, GM

(9) tension tension limit σ t

(10) viscosity Maxwell dynamic viscosity, ηM

The following calculated properties can be printed, plotted or accessed via FISH.
(11) e plastic accumulated plastic shear strain
(12) et plastic accumulated plastic tensile strain
(13) state plastic state

(14) k exx Kelvin strain, eKxx
(15) k exy Kelvin strain, eKxy

(16) k eyy Kelvin strain, eKyy

(17) k ezz Kelvin strain, eKzz

See Section 2.5.9 in Optional Features for details.
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WIPP-Creep Viscoplastic Model

(1) act energy activation energy, Q
(2) a wipp WIPP model constant, A
(3) b wipp WIPP model constant, B
(4) bulk mod elastic bulk modulus, K
(5) d wipp WIPP model constant, D
(6) density mass density, ρ
(7) e dot star critical steady-state creep rate, ε̇∗ss
(8) gas c gas constant, R
(9) kshear material parameter, kφ
(10) n wipp WIPP model exponent, n
(11) qdil material parameter, qk
(12) qvol material parameter, qφ
(13) shear mod elastic shear modulus, G
(14) tension tension limit, σ t

(15) temp zone temperature, T

The following calculated properties can be printed or plotted.
(16) e plastic accumulated plastic shear strain
(17) e primary accumulated primary creep strain
(18) state plastic state

See Section 2.2.5 in Optional Features for details.
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Crushed-Salt Model

(1) a wipp WIPP model constant, A
(2) act energy activation energy, Q
(3) b f final, intact salt, bulk modulus, Kf
(4) b wipp Wipp model constant, B
(5) b0 creep compaction parameter, B0

(6) b1 creep compaction parameter, B1

(7) b2 creep compaction parameter, B2

(8) bulk mod elastic bulk modulus, K
(9) d f final, intact salt, density, ρf
(10) d wipp WIPP model constant, D
(11) density mass density, ρ
(12) e dot star critical steady-state creep rate, ε̇∗ss
(13) gas c gas constant, R
(14) n wipp WIPP model exponent, n
(15) rho density (initial value), ρ
(16) s f final, intact salt, shear modulus, Gf
(17) shear mod elastic shear modulus, G
(18) temp zone temperature, T

The following calculated properties can be printed, plotted or accessed via FISH.
(19) frac d current fractional density, Fd
(20) s g1 creep compaction parameter, G1

(21) s k1 creep compaction parameter, K1

See Section 2.2.6 in Optional Features for details.
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Groundwater Flow

(1) biot c Biot coefficient of effective stress
(2) k11 xx-component of permeability tensor, kxx
(3) k12 xy-component of permeability tensor, kxy
(4) k22 yy-component of permeability tensor, kyy
(5) per table number of table relating permeability to volume strain
(6) permeability isotropic permeability, k
(7) por table number of table relating porosity to volume strain
(8) porosity porosity, n

The following calculated property can be printed, plotted or accessed via FISH.
(9) vol strain accumulated volumetric strain used in look-up tables of

permeability and porosity (based on velocities)

The permeability used in FLAC is defined as the conventional hydraulic conductivity
(units: [L/T] — e.g., m/sec) divided by the unit weight of water (units: [F/V] — e.g.,
Pa/m). The permeability and porosity may be controlled as a function of volumetric
strain. If the table numbers are given as 0 (default), then hydraulic conductivity and
porosity take the values given by their respective keywords. Permeability must be
nonzero if SET flow on applies.

See Section 1 in Fluid-Mechanical Interaction for details.
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Thermal

density mass density, ρ

Isotropic Advection / Conduction Model

(1) conductivity matrix bulk thermal conductivity, kTs
(2) econduct effective conductivity, kt

(3) espec heat effective specific heat over matrix bulk density, ct/ρs
(4) f qx x-component of specific discharge
(5) f qy y-component of specific discharge
(6) f rho temperature-dependent fluid density, ρw
(7) f t0 reference temperature, t0
(8) lconduct fluid thermal conductivity, kTw
(9) lspec heat fluid specific heat, cw
(10) spec heat matrix bulk specific heat, cs
(11) thexp matrix bulk linear thermal expansion coefficient, a

Isotropic Heat Conduction
(1) conductivity isotropic thermal conductivity, k
(2) spec heat specific heat, Cp
(3) thexp coefficient of linear thermal expansion, α

Anisotropic Heat Conduction
(1) spec heat specific heat, Cp
(2) thexp coefficient of linear thermal expansion, α
(3) xconductivity thermal conductivity in x-direction
(4) yconductivity thermal conductivity in y-direction

General Isotropic Heat Conduction
(1) con1 general thermal conductivity parameter, k1

(2) con2 general thermal conductivity parameter, k2

(3) n cond exponent for general thermal conductivity, n
(4) spec heat specific heat, Cp
(5) thexp coefficient of linear thermal expansion, α

Thermal-Groundwater Flow Coupling
(1) f thexp coefficient of volumetric thermal expansion of the fluid, βf
(2) g thexp coefficient of volumetric thermal expansion of the grains, βg

See Section 1 in Optional Features for details.
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QUIT

QUIT stops execution of FLAC (a synonym of STOP).
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RESTORE

RESTORE <filename>

A previously saved problem state is restored from the named file, filename. (See the
SAVE command.) A path can be part of the filename. If no filename is given, the
default file “FLAC.SAV” will be restored.

The following files are unaffected by the RESTORE command:

history file (see HISTORY write)

log file (see SET log)

movie file (see MOVIE)

plot file (see SET output)

These files remain open, if open already, and their filenames are not changed when
a RESTORE command is given. New filenames can be specified after the RESTORE
command, if required.

Also, the echo mode (SET echo), message mode (SET message), and video mode
(e.g., SET mode) are unaffected by RESTORE. These modes can be turned on or off
as needed.

All other conditions and values are taken from the RESTOREd save file. For example,
FISH functions and variables and histories are restored from the save file; existing
functions, variables and histories are lost.
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RETURN

RETURN returns to keyboard control from a data file. This command will also cause an exit
from a COMMAND section in a FISH function.
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SAVE <filename> <title>

All information required to restart the problem is saved to the named file, filename.
If the file already exists, a warning will be written so that a different filename can be
chosen, if desired. The default filename is “FLAC.SAV” if no filename is given.

Note that all currently defined FISH functions and variables are saved on the file.

An optional title can be assigned to the saved file for identification purposes. The
title is of string type and can contain several words, provided that a single quote is
placed at the beginning and ending of the title. The title can also be a FISH variable,
denoted by an @ sign to distinguish it from a literal name.
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SCLIN

SCLIN n x1,y1 x2,y2
<reset>

This command causes contour labels to appear on any subsequent contour plot pro-
duced on the screen or pen plotter. The user specifies a “scan line” along which
the values of contours are to be displayed. The user defines the endpoints of this
line using the command SCLIN. At each point of intersection between the scan line
and a contour, a letter (A to Z) is written. A heading which indicates the value
of the smallest and largest contours and the contour interval is given. This allows
calculation of any contour value between the extremes. The default condition is no
scan line. Up to 5 scan lines may be specified for a plot. The command parameters
are as follows:

n the number of this scan line (must be 1, 2, 3, 4 or 5)

x1,y1 coordinates of the beginning of the scan line

x2,y2 coordinates of the ending of the scan line

reset removes all scan lines

The scan lines are remembered between plots. To prevent them from being used,
the command SCLIN reset should be used.

For example, the command

sclin 1 0,1 0,10

will produce values for those contours which intersect the scan line between the
coordinates (0,1) to (0,10), and

scline reset

will remove the scan line from the plot.
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SET

SET keyword <keyword value> . . .

This command is used to set parameters in a FLAC model. The parameters can be
divided into two categories: output control conditions and model conditions. The
keywords used in these categories are summarized in Table 1.9.

Table 1.9 Summary of SET keywords

Output control conditions Model conditions

a us ncont 3d damping large
a3 ncwrite ats latency
a4 output biot lmul
aspect overlay clock maxdt
aunb overwrite crdt mech
autoname pagelength creeptime mindt
back paginate damping multistep
beep pcx datum munb
cd plot dy damping nfunstep
columns plta dydt ngw
cust1 pltc dyn nmech
cust2 pltf dytime nther
display pltt fastflow seed
dxf psterminator fastwb small
echo range fishcall sratio
filcolor replot flow st damping
foreground ucs fobl step
giicpath vector fobu sym
hbm xform force synchronize
hbs fpcoef temperature
hisfile funsat thdt
jrepath geometry thermal
legend gravity tolint
log gwdt umul
maxgiicmem gwtime update
message implicit
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The keyword definitions are as follows:

3d damping keyword

applies 3D radiation damping to damp energy radiated in the out-of-
plane direction for plane-strain analysis of vibrating structures on a
semi-infinite half-space. APPLY ff must also be specified (only avail-
able for dynamic analysis — see Section 3 in Optional Features).
The following keywords are available:

ff i

free field conditions used for 3D damping
i = 1 uses left-hand side free field
i = 2 uses right-hand side free field
(default i = 1)

off turns off 3D damping.

on turns on 3D damping.

width w

w is the out-of-plane width of the structure (default =
1.0).

a us sets pen plotter or PostScript paper size to 8.5 in × 11 in (default).

a3 sets pen plotter or PostScript paper size to A3, 420 mm× 297 mm.

a4 sets pen plotter or PostScript paper size to A4, 210 mm× 297 mm.

aspect a

where a is the ratio of x to y measured from a non-square screen
image which should be square. a will generally vary from 0.5 to 1.5,
depending on the graphics board and screen vertical size adjustment.
You should first attempt adjustment of vertical size control on the
monitor. (This only affects FLAC plots, not GIIC plots.)

ats off
on

causes the total stress in a zone to be updated automatically whenever
the pore pressure is changed “externally” — i.e., not from within
the flow calculation. See the CONFIG ats command.
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SET aunb

aunb value

average unbalanced fluid volume limit for the fast flow solution
scheme. See Section 1.4.1.2 in Fluid-Mechanical Interaction (de-
fault is value = 0.001).

autoname off
on

automatically modifies the name of the saved PCX files so that each
will be unique. This command is used to control PCX output gen-
erated with the SET pcx command.

back color
n

The background color for FLAC plots can be changed by specifying
either a color name or number. The available color names and
numbers are shown in Table 1.10, below. (GIIC plots are not affected
by this command.)

Table 1.10 Available color names and numbers

Color name Color number

black 0
blue 1
green 2
cyan 3
red 4
magenta 5
brown 6
white 7
gray (default) 8
lblue 9
lgreen 10
lcyan 11
lred 12
lmagenta 13
yellow 14
iwhite 15
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beep off
on

allows user control of beep which is issued at the end of each CYCLE,
STEP or SOLVE command.

biot off
on

sets Biot flag on or off in CONFIG gwflow mode. If on, the fluid-flow
calculation uses Biot coefficient of effective stress (assigned by the
PROP biot c command); if off, then =1 will be used. The default is
off.

cd keyword

allows change of current working directory. The following key-
words apply.

name directory

the current directory is changed to directory.

back restores previous working directory.

If no keywords are given, the SET cd command lists the history of
the working directories (up to 10).

clock t

sets the limit of elapsed time, in minutes, for the SOLVE command.
(The default is 1440 minutes.)

columns n

n is the maximum number of columns in output. Note that the
user must set the proper column mode on the printer prior to FLAC
operation. Consult your printer manual for the method of setting
printer modes. (Only used for array style output: gridpoint veloci-
ties, stresses, extra variables, etc.)
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crdt t

or

crdt auto

defines the creep timestep. The timestep may be set manually to
t. Whenever the timestep is changed, the velocities are changed to
accommodate the fact that FLAC velocities are defined as displace-
ment per timestep. The default is t = 0. (If t = 0, no creep calculation
is performed.)

By using the optional keyword auto, the timestep will be calculated
automatically. The automatic timestep calculation is controlled
by the SET keywords: maxdt, mindt, fobl, fobu, lmul, umul and
latency. The starting creep timestep is given by SET mindt (only
available with the creep option model — see Section 2 in Optional
Features).

creeptime t

Creep time is initialized. This is useful if creep is to be started at a
time other than zero. The default is t = 0 (only available with the
creep model option — see Section 2 in Optional Features).

cust1 string

allows the user to modify line 1 of the customer title, which appears
in the title screen and on hardcopy plots.

cust2 string

allows the user to modify line 2 of the customer title, which appears
in the title screen and on hardcopy plots.

damping value

sets the local damping constant to value. The default is value = 0.8.

datum value <x1,x2 y1,y2>

This command can be used to set up the datum that FLAC uses
for hydraulic head calculations (see PLOT head). Different values
can be specified for different parts of the grid, depending on the
optional values for x1,x2, y1,y2. If these are omitted, the entire grid
is assumed. This command has no effect on the calculation; it only
affects plotting and printing. The default datum is the bottom of the
grid.
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display history n
name
off

extra value displayed during cycling. Either a history or the current
value of a FISH variable name will be displayed during cycling.
Note that if the FISH variable is a function, it will be executed. This
command only applies for command mode operation of FLAC.

dxf keyword <keyword>
reset

DXF-format files can be superimposed on FLAC plots. This allows
the FLAC model and results to be oriented to key or future geometric
details that have not been explicitly defined in FLAC. The keywords
may be in any order and individual parameters may be changed in
subsequent PLOT dxf or SET dxf commands. All parameters may be
cleared by a SET dxf reset command.

In FLAC, the positive x-direction points to the right and the positive
y-direction points up. Because AutoCad files may have an arbitrary
axis definition, the user must specify the way that AutoCad coor-
dinates are mapped to FLAC coordinates. The following keywords
assign the mapping:

xy AutoCad x to FLAC x
AutoCad y to FLAC y

xz AutoCad x to FLAC x
AutoCad z to FLAC y

yx AutoCad y to FLAC x
AutoCad x to FLAC y

yz AutoCad y to FLAC x
AutoCad z to FLAC y

zx AutoCad z to FLAC x
AutoCad x to FLAC y

zy AutoCad z to FLAC x
AutoCad y to FLAC y

The DXF coordinates may also be scaled and offset. The order of
scaling and translation are:

xnew = (xold + xoff )× xscale
ynew = (yold + yoff )× yscale
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The following keywords apply:

xoff value

translation value for x-coordinate (xoff ), applied after
coordinate transposition

xscale value

scaling factor for x-coordinate (xscale), applied after
coordinate transposition and translation

yoff value

translation value for y-coordinate (yoff ), applied after
coordinate transposition

yscale value

scaling factor for y-coordinate (yscale), applied after
coordinate transposition and translation

dy damping <struct> keyword

selects damping type for dynamic analysis (see Section 3 in Op-
tional Features). The following keywords apply:

avisc an al

artificial viscosity. This damping only applies to the
main grid. an and al are constants (see Section 3.4.2.7
in Optional Features).

combined <value>

combined local damping (default for creep modeling).
The damping value is 0.8 by default.

local <value>

local damping. The damping value is 0.8 by default.
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rayleigh frac freq <mass> <stiffness>

For dynamic calculations, a certain fraction of critical
damping is usually required over a given frequency
range (see Section 3 in Optional Features). This type
of damping is known as Rayleigh damping, where frac
= the fraction of critical damping operating at the cen-
ter frequency of freq. (NOTE: Input frequencies for
the program are in cycles/sec or Hertz — not radi-
ans/sec.) The optional modifiers, stiffness and mass,
denote that the damping is to be restricted to stiffness
or mass-proportional, respectively. If they are omit-
ted, normal Rayleigh damping is used. (NOTE: By
specifying stiffness damping, the critical timestep for
numerical stability will automatically be reduced. It is
still possible for instability to result if large mesh de-
formation occurs. In such a case, lower the timestep
with the SET dydt command.) This damping is the
default for dynamic analysis.

The optional keyword struct sets damping for structural elements
only. If this keyword is not given, damping is only applied to the
main grid.

dydt dt

sets dynamic timestep. By default, FLAC calculates the dynamic
timestep automatically for the explicit solution scheme. This key-
word allows the user to choose a smaller timestep. A warning is
given if dt is greater than that required for stability (only available
with the dynamic model option — see Section 3 in Optional Fea-
tures).

dyn off
on

causes FLAC to do a fully dynamic calculation (SET dyn on) or
suppress the dynamic calculation (SET dyn off). The on option is
the default if CONFIG dyn is given (only available with the dynamic
option — see Section 3 in Optional Features).

dytime t

Dynamic time is initialized. This is useful if the problem time is dif-
ferent from the time the dynamic calculation is begun (only available
with dynamic option — see Section 3 in Optional Features).
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echo off
on

SET echo on or SET echo causes FLAC to echo lines to the screen
and to the log file (if it is open) when the lines come from a CALLed
file or from a FISH command section. This is the default setting.
SET echo off prevents the input lines from being displayed.

fastflow off
on

Set the fast flow fluid calculation on or off. See Section 1.4.1 in
Fluid-Mechanical Interaction.

fastwb off
on

Set the fast steady state flow fluid calculation on or off. See Sec-
tion 1.4.1 in Fluid-Mechanical Interaction.

filcolor value
or
keyword value

This keyword is used to control the colors used for filled plots in
FLAC. It is particularly useful for changing the color-scale range
on filled contour plots.

nscale The first format given, SET filcolor nscale, selects one
of the three built-in color scales. (The default scale
is scale 1.) The colors in these scales are tabulated in
Table 1.11.

table ntab

The second format, SET filcolor table ntab, uses the
colors previously specified by the user with the TABLE
command. The table must be input as pairs of num-
bers, the first member of the pair being the location in
the table (number from 1 to 13), and the second being
the color number corresponding to the desired color
on the list in Table 1.12.

For example, the commands

table 3 1,0 2,3 3,5 ... 13,7
set filc table 3

set up a color scale with black, cyan and magenta as
the first three colors and white as the last color.
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ncol lcol

The third option, SET filcolor ncol, lcol, changes color
index number ncol in the current scale to color lcol
on the list in Table 1.12 (e.g., SET filc 3 7 changes the
third color to white).

ncol color

The fourth option, SET filcolor ncol, color, acts simi-
larly to the third, except that the color name (as defined
in Table 1.11) is used instead of the color number (e.g.,
SET filc 3 white is equivalent to SET filc 3 7). The key-
words for colors are the same as for plot color switches
(see Table 1.6).
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Table 1.11 Color scales nscale

Index Number
Scale 1 Scale 2 Scale 3

ncol

1 13 light magenta 8 gray 1 blue

2 12 light red 7 white 2 green

3 4 red 1 blue 3 cyan

4 6 brown 9 light blue 4 red

5 14 yellow 3 cyan 6 brown

6 10 light green 11 light cyan 8 gray

7 2 green 2 green 9 light blue

8 11 light cyan 10 light green 10 light green

9 3 cyan 14 yellow 11 light cyan

10 9 light blue 6 brown 12 light red

11 1 blue 4 red 13 light magenta

12 7 white 12 light red 14 yellow

13 8 gray 13 light magenta 15 intense white

Table 1.12 Available colors lcol

Number Color

0 black
1 blue
2 green
3 cyan
4 red
5 magenta
6 brown
7 white
8 gray
9 light blue
10 light green
11 light cyan
12 light red
13 light magenta
14 yellow
15 intense white
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fishcall n <remove> name

causes the FISH function name to be called from a location in FLAC
determined by the value of ID number n (see Table 2.2 in the FISH
volume). The optional keyword remove causes the FISH function
name to be removed from the list.

flow off
on

causes FLAC to do groundwater flow calculation (SET flow on) or
suppress flow calculation (SET flow off). The on option is the default
if CONFIG gwflow is given. This command is normally used in
conjunction with mechanical and groundwater calculations. (See
Section 1 in Fluid-Mechanical Interaction.)

fobl value

The creep timestep will be increased if the maximum unbalanced
force falls below this value. The default is value = 10,000 (only
available with the creep model option — see Section 2 in Optional
Features).

fobu value

The creep timestep will be decreased if the maximum unbalanced
force exceeds this value. The default is value = 100,000 (only
available with the creep model option — see Section 2 in Optional
Features).

force f

sets the out-of-balance force limit for the SOLVE command. (The
default is f = 0.)

foreground i

sets the color used for plot borders and text.

fpcoef value

relaxation parameter for fast flow solution scheme. See Section 1.4.1
in Fluid-Mechanical Interaction (default is value = 0.01).

funsat off
on

Set the fast unsaturated flow fluid calculation on or off. See Sec-
tion 1.4.1 in Fluid-Mechanical Interaction.
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geometry v

protects against a bad geometry error in large-strain mode. v is the
ratio of sub-zone area to total zone area. The default value is 0.19.
The code signals an error if a ratio below 0.20 is found. If a larger
value than 0.20 is specified, the code will exit solving and not signal
an error. In this way, a run to determine a failure state can be made
without a bad geometry error occurring . (Note: Be aware that zone
geometry is checked only every 10 steps in large-strain mode, so if
the tolerance is set too close to 0.20, an error may be signaled before
exiting at value v.)

giicpath directory path

store directory path of GIIC jar file to the registry

gravity g <th>

Gravity is specified by a magnitude, g, and direction angle, th (in
degrees), measured counterclockwise from the negative y-axis.

gwdt t

defines the timestep for the explicit and implicit solution scheme
in the groundwater model (CONFIG gw — see Section 1 in Fluid-
Mechanical Interaction). For the explicit scheme, the value will
be retained only if it is smaller than the default value.

gwtime t

Groundwater flow time is initialized. This is useful if the problem
time is different from the time the groundwater flow calculation is
begun (see Section 1 in Fluid-Mechanical Interaction).

hbm val

val is the m coefficient in the Hoek-Brown failure criterion. It is
used for plotting strength/stress ratios for zones based on the Hoek-
Brown failure limit (see PLOT hoek and PLOT fail).

hbs val

val is the s coefficient in the Hoek-Brown failure criterion. It is used
for plotting strength/stress ratios for zones based on the Hoek-Brown
failure limit (see PLOT hoek and PLOT fail).

hisfile filename

sets the filename of the history output file. The default filename is
“FLAC.HIS.” (See the HISTORY write command.)
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implicit off
on

turns on or off the implicit solution scheme in the groundwater model
(CONFIG gw — see Section 1 in Fluid-Mechanical Interaction) or
the implicit solution scheme in the thermal model (CONFIG thermal
— see Section 1 in Optional Features). The default is off.

jrepath directory path

store directory path of Java Virtual Machine to the registry

large large strain (coordinates are updated)

latency value

value is the minimum number of creep timesteps which must elapse
before the timestep is changed. The default is value = 100 (available
only with the creep model option — see Section 2 in Optional
Features).

legend off
on

If off, plots appear on screen and hardcopy output without titles and
other data. The default switch for legend is on.

lmul value

The creep timestep will be multiplied by value if the unbalanced
force falls below fobl. lmul must be greater than 1. The default
is value = 2.0 (only available with the creep model option — see
Section 2 in Optional Features).

log off
on
filename

on opens an ASCII file named “FLAC.LOG” on the default disk
drive. In interactive mode, if file “FLAC.LOG” already exists, the
option to overwrite or append to the existing file is given. (In batch
mode, the file is automatically overwritten.) Any text that is printed
to the screen from this point on is also written to the log file. This is
particularly useful for keeping a record of interactive sessions. The
file may be edited to create batch data files.

off turns off the logging function. It does not close the log file. If
SET log on is given at some later stage in the session, subsequent
screen output will be appended to the file.
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The log filename can also be specified directly by the user. The log
file must still be turned on to activate writing.

If the GIIC is active, text will not be written to the log file. Output
printed to the Console pane in the GIIC can easily be copied to an
ASCII file by right-click operation of the mouse.

maxdt value

The maximum creep timestep allowed is set to value. The default is
value = 10,000 (only available with the creep model option — see
Section 2 in Optional Features).

maxgiicmem value

specify the maximum size, in megabytes, of the memory allocation
pool for the GIIC and store information to the registry. If the speci-
fied size is smaller than the initial heap size (which is internally set
as 24 MB), an error message (“Incompatible initial and maximum
heap sizes specified”) will be issued and FLAC will terminate. If
the specified size is out of the heap limit of the computer, an error
message (“Could not reserve enough space for object heap”) will
be issued. In these cases, the user should stop FLAC and modify
the value, either using the registry editor or with the command SET
maxgiicmem. The default value of maxgiicmemm is 512 MB.

mech off
on

causes FLAC to do mechanical calculation (SET mech on) or sup-
press mechanical calculation (SET mech off). The mech on option is
the default when starting FLAC. This command is normally used for
mechanical calculations in conjunction with groundwater or thermal
calculations.

message off
on

causes information messages during stepping to be enabled or sup-
pressed (default is on). It is useful to turn off the messages asso-
ciated with STEPping when issuing FLAC commands from a FISH
program.

mindt value

The minimum creep timestep allowed is set to value. The default
is value = 100 (only available with the creep model option — see
Section 2 in Optional Features).
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multistep off
on
<max value>

turns multi-stepping on or off. Multi-stepping speeds up calcula-
tions in dynamic models which have a large zone size or modulus
contrast. Areas of the grid with critical timesteps greater than the
global critical timestep are updated less frequently, thus saving ex-
ecution time. The logic is general in the sense that all zones, grid-
points, and structures are included. The user does not need to do
anything beyond switching it on.

Sub-stepping only works when dynamic mode is in operation (SET
dyn on), and is effective only when the grid is nonuniform or there is
a contrast in material properties. In this case, zones and gridpoints
are each given a multiplier (which can be determined with a FISH
function) that is used to control the frequency of respective calcu-
lations. For example, if a zone’s multiplier is 4, then that zone’s
calculations will be done at every fourth timestep. Multipliers are
integers, and are powers of two (2, 4, 8, 16, etc.).

When the usual wavelength criterion (10 times zone size) is obeyed,
the results with sub-stepping are almost identical to those without,
except for an increase in calculation speed.

An optional user-defined integer multiplier can be specified with the
max keyword.

munb value

maximum unbalanced fluid volume limit for the fast flow solution
scheme. See Section 1.4.1.2 in Fluid-Mechanical Interaction (de-
fault is value = 0.01).

ncont n

specifies the number of contours on a contour plot (when the interval
is not specified). The actual number of contours will vary between
n and 2n. The default is n = 5.

ncwrite n

sets the output to the screen during cycling to every n steps (default
is 10).

nfunstep value

Set the number of ’small’ steps in funsat scheme. See Section 1.4.1
in Fluid-Mechanical Interaction.
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ngw nstep

The number of groundwater flow steps to be performed during each
mechanical-groundwater calculation step (see Section 1 in Fluid-
Mechanical Interaction). The default is nstep = 1. The maximum
value for nstep is 256 if SOLVE auto on is specified.

nmech nstep

The number of mechanical sub-steps to be performed at each
mechanical-groundwater calculation step (see Section 1 in Fluid-
Mechanical Interaction), or at each mechanical-thermal calcula-
tion step (see Section 3 in Optional Features). The default is nstep
= 1.

nther nstep

The number of thermal steps to be performed during each thermal-
mechanical calculation step (only available with the thermal model
option — see Section 3 in Optional Features). The default is nstep
= 1.

output port

sends plotted output to the device connected to port, where port can
be com1, com2, lpt1 or any other port. Alternatively, port can be the
name of a disk file. In this case, the plot output will be stored in the
named file, which can be specified by the user. Only one plot can
be stored in the file. The default is SET output lpt1.

overlay filename<file>

sets source for user-defined overlay files. This allows a file to be
plotted as an overlay on a FLAC grid. See the PLOT overlay com-
mand.

overwrite off
on

controls whether the files generated using the autoname feature may
replace files which already exist. If overwrite is on, files will be
overwritten. The default setting is off.

pagelength n

The number of lines printed per page can be changed to n. The
default is n = 25.
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paginate off
on

If off, text pagination on the screen is turned off. The default is on.

pcx keyword

sets the PCX output mode for plots generated as screen dumps.
Note that this output is slightly different from the hardcopy output
generated with the SET plot pcx command. The following keywords
apply:

filename filename

sets the filename for PCX output generated either after
SET pcx on is invoked or from the <F2> keystroke in
graphics screen mode.

The default filename is “FLAC.PCX.”

off
on

PCX output mode is turned off or on. When on, a new
PCX format image is put into the file specified by the
SET pcx file filename command. The default filename
is “FLAC.PCX.” The new image will replace the old
image. If PCX is off, no image is stored. The <F2>
key may be pressed to generate a new image while in
plot mode, even if PCX is off.

step n

a new PCX plot file is created every n steps
(default n = 1000).

plot <keyword>

controls the type of graphics hardcopy output. (See the PLOT pen or
COPY commands). Hardcopy plots are formatted slightly differently
from the screen with the assumption that they will be printed on pa-
per. To get actual screen images, see the SET pcx on command. The
output types include: Windows printer, Windows clipboard, Win-
dows bitmap (BMP), Windows enhanced metafile (EMF), AutoCad
data exchange format (DXF), Postscript, PCX, and JPEG. The de-
fault output type is a Windows color printer. The type, and settings
for each type, are specified with the following keywords.
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bmp keyword

The graphics hardcopy output will be formatted as a
Windows bitmap file (BMP). The settings can be mod-
ified with the following optional keywords.

bw The hardcopy image will be in grayscale.
The default for BMP is color.

color The hardcopy image will be in color. This
is the default setting.

grayscale The hardcopy image will be in grayscale
(same as bw). The default for BMP is
color.

size iw ih sets the image size for the BMP file to be
iw by ih pixels. By default iw and ih are
750 by 564.

clipboard keyword

The graphics hardcopy output will be formatted as a
Windows clipboard. The file specified by SET out-
put is ignored. The settings can be modified with the
following optional keywords.

bw The hardcopy image will be in grayscale.
The default for clipboard is color.

color The hardcopy image will be in color. This
is the default setting.

grayscale The hardcopy image will be in grayscale
(same as bw). The default for clipboard is
color.

size iw ih Sets the image size for the clipboard image
to be iw by ih pixels. By default, iw and
ih are 750 by 564.

dxf n

AutoCAD DXF format.
n = 16 if file is for 16 color AutoCAD format
n = 25 if file is for 256 color AutoCAD format
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emf keyword

The graphics hardcopy output will be a Windows en-
hanced metafile (EMF). The settings can be modified
with the following optional keywords.

bw The hardcopy image will be in grayscale.
The default for EMF is color.

color The hardcopy image will be in color. This
is the default setting.

grayscale The hardcopy image will be in grayscale
(same as bw). The default for EMF is
color.

jpg keyword

The graphics hardcopy output will be formatted as a
JPEG file. Loss-less compression is used for JPEG
files in FLAC. The settings can be modified with the
following optional keywords.

bw The hardcopy image will be in grayscale.
The default for JPEG is color.

color The hardcopy image will be in color. This
is the default setting.

grayscale The hardcopy image will be in grayscale
(same as bw). The default for JPEG is
color.

size iw ih sets the image size for the JPEG file to be
iw by ih pixels. By default, iw and ih are
750 by 564.

pcx keyword

The graphics hardcopy output will be formatted as
a PCX file. Note that the output obtained with this
setting is slightly different from what is obtained by
pressing <F2> in graphics mode (which generates a
screen dump image — see the SET pcx command). The
settings can be modified with the following optional
keywords.

bw The hardcopy image will be in grayscale.
The default for PCX is color.
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color The hardcopy image will be in color. This
is the default setting.

grayscale The hardcopy image will be in grayscale
(same as bw). The default for PCX is color.

size iw ih sets the image size for the PCX file to be
iw by ih pixels. By default, iw and ih are
750 by 564.

postscript <keyword> <xshift yshift xscale yscale> <rot>

The graphics hardcopy output will be formatted as a
PostScript compatible printer file. The following op-
tional parameters to shift and rotate the plot may be
used:

xshift yshift shifts the plot in x- and y-directions on
the page; units are in inches; default values are zero.
Note: PostScript files are ASCII format and may be
edited with any text editor (internally, PostScript units
are in points, 1/72").

xscale yscale reduce or enlarge the plot; default values
are 1.0.

rot is the rotation in degrees; the default is landscape
(90◦).

a us sets format for US paper size, 8.5 in × 11
in. This is the default.

a3 sets format for A3 paper size, 420 mm ×
297 mm. The default is a us.

a4 sets format for A4 paper size, 210 mm ×
297 mm. The default is a us.

The settings can also be modified with the following
optional keywords.

bw The hardcopy image will be in grayscale.
The default setting for PostScript is color.

color The hardcopy image will be in color; this
is the default setting.

grayscale The hardcopy image will be in grayscale.
The default setting for PostScript is color.
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windows <keyword> <xshift yshift xscale yscale>

The graphics hardcopy output will sent to the current
default Windows printer. The size of the plot should
adjust to the size of paper specified in the printer prop-
erties. However, the following optional parameters to
shift and rotate the plot also may be used:

xshift yshift shifts the plot in x- and y-directions on
the page; units are in inches; default values are zero.

xscale yscale reduce or enlarge the plot; default values
are 1.0.

The settings can also be modified with the following
optional keywords.

bw The hardcopy image will be in grayscale.
The default is color.

color The hardcopy image will be in color. This
is the default setting.

grayscale The hardcopy image will be in grayscale
(same as bw). The default is color.

plta val

val is the joint-plane angle in the ubiquitous-joint failure criterion.
It is used for plotting the failure envelope and zone stresses based
on the ubiquitous-joint strength (see PLOT fail ubiquitous).

pltc val

val is the cohesion in the Mohr-Coulomb failure criterion. It is
used for plotting strength/stress ratios for zones based on the Mohr-
Coulomb failure limit (see PLOT mohr and PLOT fail). It is also the
joint cohesion for the PLOT fail ubiquitous command.

pltf val is the friction angle in the Mohr-Coulomb failure criterion. It is
used for plotting strength/stress ratios for zones based on the Mohr-
Coulomb failure limit (see PLOT mohr and PLOT fail). It is also the
joint friction for the PLOT fail ubiquitous command.

pltt val is the tensile strength in the Mohr-Coulomb failure criterion.
It is used for plotting strength/stress ratios for zones based on the
Mohr-Coulomb failure limit (see PLOT mohr and PLOT fail). It is
also the joint tension for the PLOT fail ubiquitous command.

psterminator removes “control-D” character from PostScript output files.
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range yl yu xl xu

sets the abscissa range (xl, xu) and ordinate range (yl, yu) on line and
fail plots. SET range must be used each time the range is changed for
a plot, and only applies to the first plot that follows the command.

replot off
on

If replot is on, the current screen plot will be redrawn when a new
window is defined using the zoom feature in the graphics screen
(default = on).

seed i1, i2, i3

allows the user to specify the seed for randomly generated items.
Default values are: i1 = 1, i2 = 10000, i3 = 3000.

small small strain (Coordinates are not updated; this is the default.)

sratio value

sets the equilibrium ratio limit (default value = 10−3).

st damping <struct> keyword

selects damping type for static analysis (i.e., if SET dyn off). The
following keywords apply:

combined <value>

combined local damping (default for creep modeling).
The damping value is 0.8 by default.

local <value>

local damping. The damping value is 0.8 by default.
This damping is the default for static analysis.

The optional keyword struct sets damping for structural elements
only. If this keyword is not given, damping is only applied to the
main grid.

step n

Sets the limit on number of steps for the SOLVE command. (The
default is 100,000 steps.)
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sym val

If sym is a currently defined FISH symbol, then the symbol will be
given the value val. This feature is useful for initializing parameters
that control the operation of a FISH function. Note that val may also
be a valid FISH symbol, in which case the current value of val is
transferred to sym. If val is a function, it is executed. See Section 2
in the FISH volume for more details.

synchronize causes thermal and creep timesteps to be synchronized (otherwise
they are independent). Do not use with SET crdt auto.

temperature

In CONFIG thermal mode, the calculation will stop if the maximum
temperature change in one cycle is greater than t. The default is t
= 20 degrees. The temperature change in one cycle can be reduced
by changing the thermal timestep with the command SET thdt (only
available with the thermal option — see Section 1 in Optional Fea-
tures).

thdt t

defines the thermal timestep. By default, FLAC automatically cal-
culates the thermal timestep for the explicit solution scheme. This
keyword allows the user to choose a different timestep. If FLAC
determines that the user-selected timestep is too large for numeri-
cal stability, the timestep will be reduced to a suitable value when
thermal steps are taken. The calculation will not revert to the user-
selected value until another SET thdt command is issued (only avail-
able with the thermal model option — see Section 1 in Optional
Features).

thermal off
on

causes FLAC to do thermal calculations (SET thermal on) or suppress
thermal calculations (SET thermal off). The on option is the default
if CONFIG thermal is given. This command is normally used for
thermal calculations in conjunction with mechanical calculations
(only available with the thermal model option — see Section 1 in
Optional Features).

tolint v

controls the tolerance for detecting contact along interfaces. (The
default is v = 10−4.)
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ucs val

val is the unconfined compressive strength in the Hoek-Brown fail-
ure criterion. It is used for plotting strength/stress ratios for zones
based on the Hoek-Brown failure limit (see PLOT hoek and PLOT
fail).

umul value

The creep timestep will be multiplied by value if the unbalanced
force exceeds fobu. umul must be equal to or less than 1. The
default is value = 0.5 (available only with the creep model option
— see Section 2 in Optional Features).

NOTE: Often, the creep analysis is most stable if umul = 1, so that
the timestep can only increase and never decrease. In this case, fobu
is never used.

update n

This causes the large strain update to be done every n steps. The
given value of n is truncated such that 1 ≥ n ≥ 100. The value
given is not remembered between SOLVE commands; it must be
given each time it is needed. When not given, the update frequency
defaults to 10.

vector n

n controls the number of vectors generated for a plot. n is the total
number of vectors plotted and is an approximate value that provides
an average distribution of vectors in the plot window.

xform off
on

The keyword on permits writing a formatted save file for transfer be-
tween FLAC programs installed on different computers (e.g., SUN
and microcomputer). The keyword off produces an unformatted bi-
nary save file that cannot be transferred between different machines
(default = off).
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SOLVE keyword value <keyword value> . . .

This command enables the automatic detection of the steady-state solution for me-
chanical problems. The command also controls the automatic timestepping for
mechanical and groundwater flow calculations (CONFIG gw mode), for thermal-
mechanical calculations (CONFIG thermal mode), for dynamic calculations (CONFIG
dyn mode), and for creep calculations (CONFIG creep mode). A calculation is per-
formed until the limiting conditions, as defined by the following keywords, are
reached. The default limiting condition is the equilibrium ratio (see sratio, below).

age t

In CONFIG gw mode, t is the “consolidation time” limit for the cou-
pled mechanical-groundwater flow calculation. The current number
of mechanical steps (nmech) and groundwater flow steps (ngw) are
reported continuously as cycling progresses.

In CONFIG thermal mode, t is the thermal “heating time” limit for
the thermal-only calculation and the coupled thermal-mechanical
calculation (only available with the thermal model option — see
Section 1 in Optional Features).

In CONFIG creep mode, t is the “creep time” limit for the mechanical
creep calculation (only available with the creep model option — see
Section 2 in Optional Features).

Notes:

1. The units for t will depend on the input properties.

2. For the creep and thermal models, the heating time or creep time
will not be tested until after the age parameter is set.

aunb value limit for the average unbalanced volume used in fast flow logic
(default is value = 0.001)

auto off
on

In CONFIG gw mode, if auto = on, then FLAC will do mechanical
sub-cycles until the mechanical step limit is reached (defined by
the SET nmech command), the unbalanced force limit is reached
(defined by the SET force command), or the out-of-balance force
ratio limit is reached (defined by the SET sratio command). Then,
groundwater steps are taken as set by the SET ngw command. The
entire cycle repeats until either the “consolidation time” specified
by the age keyword is reached, or the number of cycles is reached
(as defined by the SET step command). The current number of
mechanical steps and groundwater steps are reported to the screen
continuously as cycling progresses.
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clock t

computer runtime limit, in minutes. A time limit of greater than
1440 minutes (24 hours) will not be accepted; for longer runtimes
(e.g., over a weekend), several SOLVE clock commands can be given
in sequence. (default is t = 1440 minutes)

continue The execution of an interrupted (by pressing <Esc>) SOLVE com-
mand will continue from the current cycle number. Any previously
set limits will still be active. If the SOLVE command was originally
issued from within a data file, the file will continue to be read after
the SOLVE limit is reached.

dytime t

performs dynamic calculation steps until dynamic time t is reached.
This command does not check the limitation of out-of-balance force.
Dynamic time can be initialized with the command SET dytime (only
available with the dynamic option — see Section 3 in Optional
Features).

elastic performs a mechanical calculation in two steps: first assuming elas-
tic behavior, and then using the actual strength values of the material.
The cohesion and tensile strength for all materials in the model are
set to high values for the first step. (At present, only Mohr-Coulomb
and ubiquitous-joint materials can be present in the model when us-
ing SOLVE elastic.) For the second step, the cohesion and tensile
strength are reset to their original values.

SOLVE elastic is limited to application only at the initial equilibrium
state. At later stages, strength values should be adjusted manually
to minimize inertial effects.

force f

out-of-balance force limit (default is f = 0)

fos <keyword> . . .

performs an automatic search for factor of safety. The procedure is
described in Section 3.8 in the User’s Guide (Note 12), and applies
only when the Mohr Coulomb model and/or ubiquitous-joint model
is installed in all non-null zones.

The following keywords apply:

associated associated flow rule is applied, whereby the dilation
angle is set equal to the friction angle, as modified by
the fos procedure. (By default, non-associated flow
applies.)
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file filename

sets the filename of the save file produced for the last
non-equilibrium state. (By default, the save file is
named “fosmode.fsv.”)

include keyword . . .

exclude keyword . . .

Various items are included or excluded from consid-
eration during the fos search, according to the list of
keywords that follow include or exclude, respectively.
The following keywords are allowed, denoting items
that may be modified during the fos search.

cohesion cohesion

friction friction angle

interface interface friction and cohesion

jcohesion joint cohesion (ubiquitous-joint model)

jfriction joint friction angle (ubiquitous-joint
model)

jtension joint tension cutoff (ubiquitous-joint
model)

structure structural element

tension tension cutoff

By default, friction, jfriction, cohesion and jcohesion
are included, and tension, jtension, structure and inter-
faces are excluded.

geometry v

protects against a bad geometry error in large-strain mode. v is the
ratio of sub-zone area to total zone area. The default value is 0.19.
The code signals an error if a ratio below 0.20 is found. If a larger
value than 0.20 is specified, the code will exit solving and not signal
an error. In this way, a run to determine a failure state can be made
without a bad geometry error occurring. (Note: Be aware that zone
geometry is checked only every 10 steps in large-strain mode, so if
the tolerance is set too close to 0.20, an error may be signaled before
exiting at value v.)
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implicit turns on the implicit calculation for the groundwater or thermal
mode.

munb value limit for the maximum unbalanced volume used in fast flow
logic (default is value = 0.01)

noage turns off the requested time limit previously set by the age keyword
(only available with the thermal and creep model options — see
Sections 1 and 2 in Optional Features).

sratio value

equilibrium (steady-state) ratio limit for the active calculation pro-
cess. By default, the limit is 10−3. If the mechanical calculation
process is active, then the limit is based on the mechanical unbal-
anced force ratio. If only the groundwater flow process is active,
(SET flow on mech off), then the limit is based on the unbalanced
fluid flow ratio. If both the mechanical and groundwater flow pro-
cesses are active, (SET flow on mech on), the limit only affects the
mechanical calculation, unless SOLVE auto on is also specified. In
this case, the limit applies to both the mechanical sub-stepping and
the fluid flow stepping. If only the thermal process is active, (SET
thermal on mech off), then the limit is based on the unbalanced heat
transfer ratio. (See Section 3.4 in the User’s Guide for the definition
on the equilibrium ratio.)

step s

timestep limit (The default is s = 100,000 steps.)

synchronize causes thermal and creep timesteps to be synchronized (otherwise
they are independent). Do not use with SET crdt auto.

temperature t

In CONFIG thermal mode, the calculation will stop if the maximum
temperature change in one cycle is greater than t. The default is t
= 20 degrees. The temperature change in one cycle can be reduced
by changing the thermal timestep with the command SET thdt (only
available with the thermal option — see Section 1 in Optional Fea-
tures).
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update n

This causes the large strain update to be done every n steps. The
given value of n is truncated such that 1 ≤ n ≤ 100. The value
given is not remembered between SOLVE commands: it must be
given each time it is needed. When not given, the update frequency
defaults to 10.

NOTE: Once the limits have been defined (including default values), they remain
in effect until specifically reset in a subsequent SOLVE or SET command, or when a
NEW command is used. The NEW command resets limits to their default values. If
the<Esc> key is pressed during execution, FLAC returns control to the user after the
current step is completed. If stepping is under the control of a FISH function, then
two <Esc> key-presses are necessary to stop both stepping and FISH execution.
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STEP n
<continue>

executes n timesteps. If the <Esc> key is pressed during execution, FLAC will
return control to the user after the current step is completed. (See CYCLE and SOLVE
also.)

If stepping is being driven from a FISH function, pressing the <Esc> key once
will halt stepping, but then the next command from the function will be processed.
Pressing the <Esc> key twice will cause an exit to the command level (once for
stepping and once for the FISH loop).

The optional keyword continue causes the calculation to continue execution of the
STEP command after interruption by use of the <Esc> key. The remaining cycles
will be performed. If the STEP command was issued from a data file, the file will
continue to be read after cycling is complete.
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STOP FLAC stops and control is returned to the operating system. Note that all information
generated while in FLAC will be lost unless a SAVE command is issued prior to the
STOP command. The synonym QUIT may also be used.
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STRUCTURE keyword <keyword value> . . .

The STRUCTURE command is used to define the geometry, properties, and nodal
conditions for structural elements. The command describes the element type and
geometry, links the element to the FLAC grid, and associates a property type num-
ber with the element. Structural element modeling is described in Section 1 in
Structural Elements.

There are seven types of structural elements available. They are defined by the
following keywords:

beam A beam element represents a structural member in which bending
stiffness is important (e.g., footing, foundation, retaining wall, tun-
nel lining).

cable A cable element represents a structural member used to strengthen
a soil or rock mass (e.g., soil nails, point or fully grouted rockbolts,
tieback anchors). Cables provide no bending resistance.

liner Similar to beam elements, liner elements are also used to represent
a structural member in which bending resistance, limited bending
moments and yield strengths are important. The primary differ-
ence between liner and beam elements is that liner elements include
bending stresses to check for yielding, whereas beam elements only
base the yielding criterion on axial thrust. Liner elements are rec-
ommended for modeling tunnel lining, such as concrete or shotcrete
liners.

pile A pile element represents a structural member in which bending,
frictional resistance and nonlinear lateral loading/unloading are im-
portant (e.g., pile foundations).

rockbolt While including pile features, rockbolt elements can account for: (1)
the effect of changes in confining stress around the reinforcement;
(2) the strain-softening behavior of the material between the element
and the grid material; and (3) the tensile rupture of the element.
Rockbolt elements are well-suited to represent rock reinforcement
in which nonlinear effects of confinement, grout or resin bonding,
or tensile rupture are important.

strip Strip elements represent the behavior of thin reinforcing strips
placed in layers within a soil embankment to provide structural sup-
port. The strip element is similar to the rockbolt element in that strips
can yield in tension or compression, and a tensile failure strain limit
can be defined. Strips cannot sustain a bending moment. The shear
behavior at the strip/interface is defined by a nonlinear shear fail-
ure envelope that varies as a function of a user-defined transition
confining pressure. Strip elements are designed to be used in the
simulation of reinforced earth retaining walls.
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support A support element represents a one-dimensional nonlinear spring
which simulates yielding properties (e.g., a yielding prop).

Each element type is defined by specific geometry and property keywords. The
keywords associated with each element are summarized in Tables 1.13 through
1.19. (The associated HISTORY, PLOT and PRINT keywords are also listed in these
tables.) The keywords can be grouped into three categories that define the conditions
of the structural elements:

(1) element geometry and grid linkage;

(2) structural node conditions; and

(3) structural element properties.

The keywords associated with each category are described below.

FLAC Version 5.0



COMMAND REFERENCE 1 - 223
STRUCTURE

Table 1.13 Commands associated with beam elements

STRUCTURE keyword

beam keyword
begin keyword

grid i j
node n
x y

end keyword
grid i j
node n
x y

from i j
node n1 <nx>

to i j
node n2

prop np
segment ns
interface ni
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value
rvel value

load fx fy m
pin
slave <x><y> m
unslave <x><y>

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.13 Commands associated with beam elements (continued)

STRUCTURE prop np keyword
area value
density value
e value
height value
i value
pmom value
radius value
spacing value
sycomp value
syield value
syresid value
thexp value
width value

chprop np range nel1 nel2
hinge nel1 nel2

HISTORY keyword
node n keyword

adisp
avel
xdisp
xvel
ydisp
yvel

element nel keyword
axial
moment1
moment2
shear
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Table 1.13 Commands associated with beam elements (continued)

PLOT beam
structure <beam> keyword

adisp <ng <ng2*> >
avel <ng <ng2> >
axial <ng <ng2> >
element
location <ng <ng2> >
material
mome <ng <ng2> >
node
number
sdisp
shear <ng <ng2> >
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
beam
hinge
node
property beam

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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Table 1.14 Commands associated with cable elements

STRUCTURE keyword
cable keyword

begin keyword
grid i j
node n
x y

end keyword
grid i j
node n
x y

prop np
segment ns
delete <n1 n2>
tension value

node n x y
node n* keyword

fix <x><y>
free <x><y>
initial keyword

xdis value
xvel value
ydis value
yvel value

load fx fy
slave <x><y> m
unslave <x><y>

prop np keyword
area value
density value
e value
kbond value
perimeter value
radius value
sbond value
sfriction value
spacing value
szz on/off
thexp value
ycomp value
yield value

chprop np range nel1 nel2

* For the keywords fix, free, initial and load, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.14 Commands associated with cable elements (continued)

HISTORY keyword
node n keyword

sbond
sdisp
sforce
xdisp
xvel
ydisp
yvel

element nel keyword
axial

PLOT cable
structure <cable> keyword

axial <ng <ng2*> >
bond <ng <ng2> >
cs sdisp <ng <ng2> >
cs sforce <ng <ng2> >
element
fyaxial <ng <ng2> >
location <ng <ng2> >
material
node
number
sdisp
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
cable
node
property cable

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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Table 1.15 Commands associated with liner elements

STRUCTURE keyword

liner keyword
begin keyword

grid i j
node n
x y

end keyword
grid i j
node n
x y

from i j
node n1 <nx>

to i j
node n2

prop np
segment ns
interface ni
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value
rvel value

load fx fy m
pin
slave <x><y> m
unslave <x><y>

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.15 Commands associated with liner elements (continued)

STRUCTURE prop np keyword
area value
density value
e value
height value
i value
pratio value
shape value
spacing value
sycomp value
syield value
syresid value
thexp value
thickness value
width value

chprop np range nel1 nel2

HISTORY keyword
node n keyword

adisp
avel
xdisp
xvel
ydisp
yvel

element nel keyword
axial
moment1
moment2
shear
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Table 1.15 Commands associated with liner elements (continued)

PLOT liner
structure <liner> keyword

adisp <ng <ng2*> >
avel <ng <ng2> >
axial <ng <ng2> >
element
location <ng <ng2> >
material
mome <ng <ng2> >
node
number
sdisp
shear <ng <ng2> >
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
liner
node
property liner

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.

FLAC Version 5.0



COMMAND REFERENCE 1 - 231
STRUCTURE

Table 1.16 Commands associated with pile elements

STRUCTURE keyword

pile keyword

begin keyword
grid i j
node n
x y

end keyword
grid i j
node n
x y

prop np
segment ns
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value
rvel value

load fx fy m
pin
slave <x><y> m
unslave <x><y>

prop np keyword
area value
cs ncoh value
cs nfric value
cs nfunc name
cs ngap value
cs nstiff value
cs nten value

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.

FLAC Version 5.0



1 - 232 Command Reference
STRUCTURE

Table 1.16 Commands associated with pile elements (continued)

STRUCTURE prop np keyword
cs scoh value
cs sfric value
cs sstiff value
density value
e value
height value
i value
perimeter value
pmom value
radius value
spacing value
width value

chprop np range nel1 nel2
hinge nel1 nel2

HISTORY keyword
node n keyword

adisp
avel
nbond
ndisp
nforce
sbond
sdisp
sforce
xdisp
xvel
ydisp
yvel

element nel keyword
axial
moment1
moment2
shear
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Table 1.16 Commands associated with pile elements (continued)

PLOT pile
structure <pile> keyword

adisp <ng <ng2*> >
avel <ng <ng2> >
axial <ng <ng2> >
cs ndisp <ng <ng2> >
cs nforce <ng <ng2> >
cs sdisp <ng <ng2> >
cs sforce <ng <ng2> >
element
location <ng <ng2> >
material
moment <ng <ng2> >
nbond
node
number
sbond
sdisp
shear <ng <ng2> >
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
pile
hinge
node
property pile

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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Table 1.17 Commands associated with rockbolt elements

STRUCTURE keyword

rockbolt keyword

begin keyword
grid i j
node n
x y

end keyword
grid i j
node n
x y

prop np
segment ns
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value
rvel value

load fx fy m
pin
slave <x><y> m
unslave <x><y>

prop np keyword
area value
cs ncoh value
cs nfric value
cs nstiff value

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.17 Commands associated with rockbolt elements (continued)

STRUCTURE prop np keyword
cs scoh value
cs sfric value
cs sstiff value
cs sctable n
cs sftable n
cs cftable n
density value
e value
i value
perimeter value
pmom value
radius value
spacing value
tfstrain value
thexp value
ycomp value
yield value

chprop np range nel1 nel2
hinge nel1 nel2

HISTORY keyword
node n keyword

adisp
avel
nbond
ndisp
nforce
sbond
sdisp
sforce
xdisp
xvel
ydisp
yvel

element nel keyword
axial
moment1
moment2
shear

FLAC Version 5.0



1 - 236 Command Reference
STRUCTURE

Table 1.17 Commands associated with rockbolt elements (continued)

PLOT rockbolt
structure <rockbolt> keyword

adisp <ng <ng2*> >
avel <ng <ng2> >
axial <ng <ng2> >
cs ndisp <ng <ng2> >
cs nforce <ng <ng2> >
cs sdisp <ng <ng2> >
cs sforce <ng <ng2> >
element
location <ng <ng2> >
material
moment <ng <ng2> >
nbond
node
number
sbond
sdisp
shear <ng <ng2> >
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
rockbolt
node
hinge
property rockbolt

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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Table 1.18 Commands associated with strip elements

STRUCTURE keyword

strip keyword

begin keyword
grid i j
node n
x y

end keyword
grid i j
node n
x y

prop np
segment ns
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value

load fx fy
slave <x><y> m
unslave <x><y>

prop np keyword
calwidth value
density value
e value
fstar0 value

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.18 Commands associated with strip elements (continued)

STRUCTURE prop np keyword
fstar1 value
nstrips value
sigc0 value
strkbond n
strsbond n
strsctable n
strsftable value
strthickness value
strwidth value
strycomp value
stryield value
tfstrain value

chprop np range nel1 nel2

HISTORY keyword
node n keyword

sbond
sdisp
sforce
xdisp
xvel
ydisp
yvel

element nel keyword
axial
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Table 1.18 Commands associated with strip elements (continued)

PLOT strip
structure <strip> keyword

axial <ng <ng2> >
cs sdisp <ng <ng2> >
cs sforce <ng <ng2> >
element
location <ng <ng2> >
material
node
number
sbond
sdisp
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
strip
node
property strip

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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Table 1.19 Commands associated with support elements

STRUCTURE keyword

support keyword
x y keyword

angle value
delete
prop np
remove
segment ns
width value

prop np keyword
kn value
kn table n
spacing value
yprop value

PLOT support
PRINT structure support
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1. Element Geometry and Grid Linkage

(a) General Structural Elements — Beam, Cable, Liner, Pile, Rockbolt and Strip
Elements

For general structural elements, each structural element is defined by either be-
ginning or ending coordinates, nodes or main grid linkages using the following
format:

struct <struct-type> begin . . . end . . . <keywords>

where struct-type refers to the beam, cable, liner, pile, rockbolt or strip keyword.

The general structural element may be divided into a number of element segments;
each segment connects two nodes. The beam-, liner-, pile- and rockbolt-element
nodes are described by three degrees of freedom: an x- and y-translation and
a rotation in the xy-plane. The cable-, strip-element node recognizes only x,y-
translations. Figure 1.2 illustrates the degrees of freedom associated with a beam-,
pile- or rockbolt-element segment.

L

Uy

Ux
M

Uy

Ux
M

y

x
node

node

cross-sectional area, A
moment of inertia, I
Young’s modulus, E

Figure 1.2 Beam-, liner-, pile- or rockbolt-element segment (3 degrees of
freedom at each end node)
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The following two keywords are required to define the general structural element
geometry:

begin keyword value

The begin keyword identifies one end of the general
structural element.

end keyword value

The end keyword identifies the other end of the general
structural element.

The endpoints of the string of elements are defined by one of three
possible keywords and/or values which immediately follow the be-
gin and end keywords:

grid i, j

Here, a direct linkage is established be-
tween the beginning or ending node and
the grid at gridpoint i, j.

node n

As the structure is created, FLAC will au-
tomatically give structural nodes a sequen-
tial number from 1 to the number of nodes
in the order in which they were created.
The beginning or ending of the present el-
ement may be coupled to existing node n
by issuing this command.

x,y An element node may be given a spatial
coordinate simply by giving an x,y pair
after the begin or end keyword. It is pos-
sible to define elements at any orientation
in space with this command. If x,y are
very close to an existing node or gridpoint,
FLAC will force this new node to conform
to it.
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There are optional keywords that follow the STRUCTURE<struct-type> command
that define the conditions of the element (see Tables 1.13, 1.14 and 1.16). The
following keywords apply for beams, cables and piles:

delete <n1 n2>

Element segment numbers n1 to n2 are deleted. If
only n1 is given, one element segment is deleted. If
neither n1 nor n2 is specified, all segments are deleted.
If segments to be deleted are connected by a slave
(or master) node, the node should first be “unslaved”
(see the STRUCTURE node command, below). Note
that this keyword must be given separately; segments
cannot be deleted during structure creation.

prop np

Property number np is assigned to the element type.
The properties are associated with the property number
by using the command STRUCTURE prop np, described
below. (The default is np = 1.)

segment ns

The element is divided into ns segments. For example,
if the beginning coordinate is (0,0), the ending coor-
dinate is (10,0) and ns = 10, then the element will be
divided into 10 segments of length 1.0. For the general
structural elements, the default is ns = 1.

For cable elements, the following optional keyword may also be given:

tension t

A cable bolt may be pre-tensioned to a force, t.

Structural nodes can also be created with the following command:

node n x y

A general structural node is created at position (x,y). A node number
n must be specified by the user and must not conflict with existing
node numbers. The new node can then be included in the structural
element assembly. This allows the user to define structural nodes
prior to the generation of element segments.
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(b) Support Elements

support For support elements, the geometry and conditions are defined dif-
ferently (see Table 1.19). When the STRUCTURE support command
is given, FLAC searches for the two nearest boundaries along the
axis of the member and places the member between the two intersec-
tion points. An error will be detected if fewer than two boundaries
are found. The points of attachment to the FLAC grid are preserved,
whatever subsequent displacement occurs.

The support element location, geometry and nodal linkage are de-
fined by the following values and keywords which directly follow
the support keyword.

x y <keyword>

x y is one point on the member. This point must be lo-
cated in empty space. x y must immediately follow the
support keyword. The following keywords and values
may be used after x y to define the support geometry
or remove the support:

angle a

The axis of the support member is oriented
at a degrees, measured counterclockwise
from the x-axis. (The default is a = 90
degrees.)

delete

or

remove Either remove or delete causes the exist-
ing support member closest to x y to be
deleted. The keyword must be the only
one given in this case.

prop np

Property number np is assigned to the sup-
port element. The properties are associ-
ated with the property number by using the
command STRUCTURE prop np, described
below. (The default is np = 1.)
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segment ns

Support elements with nonzero width may
be divided into ns segments. (The default
is ns = 5.)

width w

The support member spans a width of w
perpendicular to its axis. (The default is w
= 0.)
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2. Structural Node Conditions

The STRUCTURE node command defines node conditions for general structural
elements (beam, cable, liner, pile, rockbolt or strip elements). The form of the
command is as follows:

node n keyword value

For beam, cable and pile elements, each structural node with node
number n* may be prescribed various boundary or geometry con-
ditions, which are defined by the following keywords:

fix < x > < y > < r >

This option allows node n to have fixed x-
and/or y-displacements or rotations (i.e., a
beam, liner, pile or rockbolt end may be
locked in place or allowed to rotate).

free < x > < y > < r >

This removes the constraint set by the fix
keyword. (The default condition is free.)

initial keyword

Certain node variables are assigned initial
values. The following keywords apply:

rvel value

rotational velocity for beam, liner, pile or
rockbolt nodes

xdisp value

x-displacement for general structure nodes

xvel value

x-velocity for general structure† nodes

* For the keywords fix, free, initial, load and pin, a range of nodes can be specified with the phrase
range n1 n2 in place of n.

† For cable elements, the velocity can only be assigned in the axial direction of the element, so the
cable must be aligned in either the x- or y-direction.
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ydisp value

y-displacement for general structure nodes

yvel value

y-velocity for general structure† nodes

load fx fy

This allows the user to apply x- and/or y-
direction forces to node n for cables and
strips.

load fx fy mom

This allows the user to apply x- and/or y-
direction forces or moments to node n for
beams, liners, piles, rockbolts and strips.

pin For beams, liners, piles and rockbolts, this
establishes a pin connection at node n (i.e.,
frees moments).

slave <x> <y> m

This option sets the slave condition of node
n to node m in the x- and/or y-direction. If
neither x nor y is specified, both directions are
“slaved”; the rotational degree of freedom
cannot be “slaved.” Note that the stiffness
assigned to slaved nodes will still influence
the critical timestep. Thus, the modulus may
be reduced to increase the timestep for slaved
nodes.

unslave <x> <y>

This option removes the slave condition of
node n in the x- and/or y-direction.
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3. Structural Element Properties

The STRUCTURE prop command assigns properties to general structural (i.e., beam,
cable, liner, pile, rockbolt or strip) and support elements. The form of the command
is as follows:

prop np keyword value . . .

A STRUCTURE prop np command must be given for each property
number referenced by the STRUCTURE <struct-type> command,
here <struct-type> represents the beam, cable, liner, pile, rockbolt,
strip, or support keyword.

This command associates property values to a particular property
number np. The property keywords required for each structural el-
ement type are summarized in Table 1.20. For the cable element,
Figures 1.3 and 1.4 illustrate the relation of grout and cable material
properties, respectively. For the pile or rockbolt elements, Fig-
ures 1.5 and 1.6 illustrate the relation of the pile/ or rockbolt/grid
(coupling spring) interface in the shear and normal directions. See
Section 1 in Structural Elements for descriptions of the structural
element material models.
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Table 1.20 STRUCTURE prop keywords

beam cable liner pile rockbolt strip support
beam cable liner pile rockbolt strip support

material: material: material: material: material: material: material:

area area area area area calwidth kn
density density density density density density spacing
e e e e e e yprop
height perimeter height height i nstrips
i radius i i perimeter strthickness
pmom spacing pratio perimeter pmom strwidth
radius szz shape pmom radius strycomp
spacing thexp spacing radius spacing stryield
sycomp ycomp sycomp spacing tfstrain tfstrain
syield yield syield width thexp
syresid syresid ycomp
thexp grout thexp coupling yield strip
width material: thickness spring coupling interface:

width interface: spring
kbond cs ncoh interface: fstar0
sbond cs nfric cs cftable fstar1
sfriction cs nfunc cs ncoh sigc0

cs ngap cs nfric strkbond
cs nstiff cs nstiff strsbond
cs nten cs scoh strsctable
cs scoh cs sctable strsftable
cs sfric cs sfric
cs sstiff cs sftable

cs sstiff

Notes:
1. Area and moment of inertia for beam and pile elements can be defined by

either area or i or width.
2. Area for cable elements can be defined by either area or radius.
3. perimeter must be specified for cable or pile elements in order to account

for frictional resistance.
4. Area and moment of inertia for liner and rockbolt can be provided directly,

or calculated from width and height for liner, radius for rockbolt.
5. calwidth, nstrips, strthickness and strwidth are required to determine strip geometry.
6. If not specified, all properties are zero by default, except for cs nten, which

is set equal to cs ncoh and spacing which is 1.
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sfriction

sbond

a) Grout shear strength criterion

× perimeter

kbond

relative shear
displacement

1

force/length

b) Grout shear force versus displacement

Figure 1.3 Grout material properties for cable elements

axial strain

1

E area

compressive
force

extension

     tensile
force

compression

yield

ycomp

Figure 1.4 Cable material properties for cable elements
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cs_fric

cs_scoh

a) Shear strength criterion

× perimeter

cs_sstiff

relative shear
displacement

1

force/length

b) Shear force versus displacement

Figure 1.5 Coupling spring-shear interface

× perimeter

cs_nfric

cs_nfric

a) strength criterionNormal

tensile

cs_ncoh

cs_nten

cs_nstiff

relative normal
displacement

1

compressive force/length

tensile force/length

b) force versus displacementNormal

Figure 1.6 Coupling spring-normal interface
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The keywords in Table 1.20 are defined as follows:

area value

cross-sectional area of beam, cable, liner,
pile or rockbolt [length2]

calwidth value

calculation width for strip elements
[length]

cs cftable n

number of table relating confining stress
factor to deviatoric stress for rockbolt ele-
ments

cs ncoh value

coupling spring normal cohesive strength
for pile or rockbolt elements [force/
length]*

cs nfric value

coupling-spring normal friction angle for
pile or rockbolt elements [degrees]

cs nfunc name

The FISH function name defines the force-
displacement relation for the coupling
springs in the normal direction. The func-
tion processes every normal coupling
spring once every cycle, and uses the FISH
special function fc arg(1) to communicate
the pointer to the node to the function.

cs ngap value

coupling-spring normal gap coefficient for
pile elements. value is between 0 and 1:
0 = no gap closure (default); 1 = complete
gap closure.

* See Section 1 in Structural Elements for the sign convention for tensile and compressive strength
of the normal coupling spring.
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cs nstiff value

coupling-spring normal stiffness for pile
or rockbolt elements [force/length/dis-
placement]

cs nten value

coupling-spring normal tensile strength
for pile or rockbolt elements [force/
length]*

cs scoh value

coupling-spring shear cohesive strength
for pile or rockbolt elements [force/
length]

cs sctable n

number of table relating cohesion of shear
coupling spring to relative shear displace-
ment for rockbolt elements

cs sfric value

coupling-spring shear friction angle for
pile or rockbolt elements [degrees]

cs sftable n

number of table relating friction angle of
shear coupling spring to relative shear dis-
placement for rockbolt elements

cs sstiff value

coupling-spring shear stiffness for pile or
rockbolt elements [force/length/displace-
ment]

* See Section 1 in Structural Elements for the sign convention for tensile and compressive strength
of the normal coupling spring.
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density value

mass density for general structural
elements. If the density is zero (or not de-
fined), structural element masses are scal-
ed to comply with the main grid timestep.
By specifying density, the weight of the
element is automatically included.
[mass/volume].

e value

Young’s modulus of general structures
[stress/displacement]

fstar0 value

initial apparent friction coefficient at the
strip/interface for strip elements

fstar1 value

minimum apparent friction coefficient at
the strip / interface for strip elements

height value

cross-sectional height of beam, liner or
pile element [height]

i value

moment of inertia of beam, liner, pile or
rockbolt element (second moment of area)
[length4]

kbond value

bond stiffness of grout for cable elements
[force/length/displacement]

kn value
or
table n

axial stiffness of the support member
[force/displacement]. If the member con-
tains sub-elements, kn is the stiffness for
the group of sub-elements.
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If table n is used, n is the number of the ta-
ble that provides the relation between axial
force and axial displacement. (Note that
table should not be used if the support is
subjected to unloading.)

nstrips n

number of strips per calculation width for
strip elements

perimeter value

exposed perimeter of the cable, pile or
rockbolt [length]

pmom value

plastic moment (i.e., the moment capac-
ity) for the beam, pile or rockbolt element.
This command establishes the maximum
moment that the structural element seg-
ment may have. If pmom is zero, then
an elastic moment-rotation relation is as-
sumed. If pmom is not equal to zero, then
an elastic-plastic moment-rotation
relation is assumed. If no moment is to de-
velop at a node, the node condition should
be specified as pinned.

If a plastic hinge is assigned with the
STRUCTURE hinge command, then pmom
is a node property. The value for pmom is
assigned to the nodes shared by element
segments nel1 and nel2 as defined by the
STRUCTURE hinge command.

pratio value

Poisson’s ratio for liner elements

radius value

radius of a beam, cable, pile or rockbolt
element [length]

sbond value

bond strength of grout for cable elements
[force/length]
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sfriction value

bond friction angle of grout for cable ele-
ments [degrees]

shape value

cross-sectional shape factor for liner ele-
ments

sigc0 value

transition confining pressure for strip ele-
ments [stress]

spacing value

element spacing in out-of-plane direction,
used to scale properties to approximate the
3D effect (see Section 1.9.4 in Structural
Elements). Default is 1.0.

strkbond

strip/interface cohesion for strip elements
[force/length2]

strsbond

strip/interface shear stiffness for strip ele-
ments [force/length2]

strsctable

number of table relating strip/interface
cohesion to plastic relative shear displace-
ment for strip elements

strsftable

number of table relating strip/interface
apparent friction angle to plastic relative
shear displacement for strip elements

strthicknessvalue

thickness for strip elements [length]

strwidth value

width for strip elements [length]
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strycomp value

compressive yield force limit for strip el-
ements [force]

stryield value

tensile yield force limit for liner elements
[force]

sycomp value

axial compressive yeild strength for beam
or liner elements [stress]

syield value

axial peak tensile yield strength for beam
or liner elements [stress]

syresid value

axial residual tensile yield strength for
beam or liner elements [stress]

szz on/off

If on, σzz is included in the calculation of
mean effective confining stress for cable
elements (default is on).

tfstrain value

tensile failure strain limit of the rockbolt
or strip elements

thexp value

coefficient of linear thermal expansion, α,
of beam, cable or liner elements

thickness value

thickness of liner elements [length]

width value

cross-sectional width of beam, liner or pile
element [length]
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ycomp value

compressive yield strength of cable or
rockbolt elements [force, positive value]

yield value

tensile yield strength of cable or rockbolt
elements [force, positive value]

yprop value

compressive yield strength of the support
member. If the support member contains
sub-elements, yprop is the strength of the
group of sub-elements [force, positive
value].

Structural element properties can be changed for individual element segments (and
associated nodes) with the STRUCTURE chprop command. The form of the com-
mand is as follows:

chprop np range nel1 nel2

Element segments with ID numbers in the range nel1 to nel2 (in-
cluding nel1 and nel2) will have their property number changed to
np. All nodes connected to these elements will have their property
number changed.

Plastic hinges can be assigned to beam- and pile-element nodes with the STRUC-
TURE hinge command. The form of the command is as follows:

hinge nel1 nel2

Plastic hinges are assigned to nodes connecting element segments
with ID numbers in the range nel1 to nel2. In order to qualify for a
plastic hinge, the node must meet the following conditions:

(1) Only two elements can meet at a node.

(2) The node cannot be pinned or have its rotation fixed.

(3) The beginning and ending nodes cannot have a hinge (unless
they are in a closed loop).

(4) At least two elements need to be hinged for a hinge node to
develop.
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SYSTEM The SYSTEM command spawns a DOS command session while keeping FLAC in
the background. Any DOS command or utility may be used, and a completely
different program may be run (memory permitting). There must be enough system
memory available (approximately 600 KB) after FLAC has allocated its reserved
memory for this command function. Otherwise, the DOS error message, “unable
to execute COMMAND.COM,” will result when the SYSTEM command is issued.
Reload FLAC with a smaller amount of RAM to leave sufficient space for system
memory. The DOS environment used will be the same as that which executed FLAC.
Type <EXIT> to return to FLAC.

Note that the DOS command shell, “COMMAND.COM,” must be available on the
DOS path. The environment variable COMSPEC is not used.

An alternative form of the SYSTEM command is to issue the command followed by
a DOS command on the same line. For example,

sys dir *.dat

will list the files with the extension “DAT.” In this case, you will return to FLAC
after the DOS command is completed. The following DOS commands may be given
following the SYSTEM command:

CD directory path

COPY file1 file2

DEL file

DIR <file-spec>

REN file1 file2

TYPE file

CAUTION: Do not use these commands with files FLAC currently has open, such
as the file to which plots are being sent. If you wish to copy such a file, first close it
(e.g., by SET out = newname, where newname is a different name). If these commands
attempt to access open files, the system may hang up and the files may be lost.
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TABLE n <keyword> x1 y1 <x2 y2> <x3 y3> . . .

This command sets up a table of x- and y-values for use by FLAC. Tables are used
to define:

(1) the location of the water table for pore-pressure calculations (see the WATER
command);

(2) the variation of friction, cohesion, dilation, tension and cap pressure with accu-
mulated plastic strain for the strain-softening, bilinear and double-yield models
(see the PROPERTY ftable, PROPERTY ctable, PROPERTY dtable, PROPERTY
ttable and PROPERTY cptable commands);

(3) the variation of a with ep3 , σci to ep3 , mb to ep3 , a multiplier to σ3 and s to ep3 for
Hoek-Brown Model (see the PROPERTY atable, PROPERTY citable, PROPERTY
mtable, PROPERTY multable and PROPERTY stable commands);

(4) the variation of porosity and hydraulic conductivity with volume strain for the
CONFIG gw mode (see the PROPERTY por table and PROPERTY per table com-
mands);

(5) boundaries within the model grid represented by a series of x- and y-coordinates
to which gridpoints will conform (see the GENERATE table command);

(6) histories of external and interior boundary conditions (see the APPLY and INTE-
RIOR commands); and

(7) colors for filled plots (see the SET filcolor command).

Multiple tables may be defined, each uniquely identified by a table number n. The
number of tables and x,y pairs are only limited by the amount of computer memory
available. The command PRINT table can be used to verify the contents of a table.
Individual tables can also be plotted using the PLOT table n command. Table numbers
need not be sequential, but they must not be zero.

Tables can also be created and manipulated with FISH functions. See Section 2.5.6.1
in the FISH volume for a description of FISH table functions.

Histories may also be copied to tables (see the HISTORY command). This allows the
user to perform post-processing on histories (by using FISH).

Optional keywords may be used to manipulate table contents. The available key-
words are:

delete deletes table n.

erase erases all entries in table n.
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insert One or more x,y pairs can be added to a table at any time during an
analysis. The new entries will be added to the end of the table unless
the insert keyword is used. In this case, each new item is inserted
between the two existing items that bracket the x-value of the new
item. If an x-value for a new item is identical to that of an existing
item, the existing item’s y-value is updated (in insert mode).

Examples:

>table 1 0,0 1,0.5 2,1 3,1.5 4,2
>print table 1
Table 1
-----------

Segment X Y
------- ----------- -----------

1 0.000E+00 0.000E+00
2 1.000E+00 5.000E-01
3 2.000E+00 1.000E+00
4 3.000E+00 1.500E+00
5 4.000E+00 2.000E+00

>table 1 5,2.5
>print table 1
Table 1
-----------

Segment X Y
------- ----------- -----------

1 0.000E+00 0.000E+00
2 1.000E+00 5.000E-01
3 2.000E+00 1.000E+00
4 3.000E+00 1.500E+00
5 4.000E+00 2.000E+00
6 5.000E+00 2.500E+00

>table 1 insert 0.5,0.25 3.5,1.75
>print table 1
Table 1
-----------

Segment X Y
------- ----------- -----------

1 0.000E+00 0.000E+00
2 5.000E-01 2.500E-01
3 1.000E+00 5.000E-01
4 2.000E+00 1.000E+00
5 3.000E+00 1.500E+00
6 3.500E+00 1.750E+00
7 4.000E+00 2.000E+00
8 5.000E+00 2.500E+00
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TITLE The next input line is taken as a title to be printed on subsequent pen and screen plots
and recorded on restart files. If the TITLE command is given in interactive mode, the
current title appears. If the<Esc> key is hit, this title is retained. Otherwise, a new
title may be entered.

TITLE @name

The contents of the FISH string variable name is used as the new title. If the FISH
variable name does not exist or is not of the string type, then the current title is
unchanged. If this form of the TITLE command is given, then the subsequent line
should be a regular command (not a heading).
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TRACK <x y> <keyword . . . >

If an x,y pair is given, a particle is placed in the grid at this location. An error message
is produced if the location does not map into any non-null zone. The grid must be
configured for groundwater flow (CONFIG gw). The particles have no mass and do
not influence the flow or mechanical behavior in any way; they are simply carried
along by the fluid and record its motion. Several TRACK commands may be given,
at different times, if desired. Keywords may be given as follows:

dump Coordinates of all points along all particle tracks are “printed” on the
screen. Note that a new coordinate pair is only saved if the particle
moves more than a certain distance from its old position (slightly
less than half a zone width). Each line consists of three numbers:
time, x and y.

line x1 y1 x2 y2 n

This keyword causes n particles to be introduced into the grid,
equally spaced along a line from (x1,y1) to (x2,y2).

list A summary of particles is printed: current position; zone into which
the particle maps; and accumulated path length. (The synonym
PRINT track may also be used.)

tortuosity t

The tortuosity is specified as t, which is defined as the ratio of the
straight line path to the actual fluid path through an element. This
factor will be used to multiply track increments calculated from the
flow velocity; it defaults to 1 if not given.

write is the same as dump, but the information is written to the file
“FLAC.TRK.” This file may then be imported to a graph-plotting
program for manipulation and plotting.
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UNMARK i = i1,i2 j = j1, j2

Existing marks on any gridpoint within the gridpoint range are removed (see the
MARK and GENERATE commands).
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WATER keyword value <keyword value> . . .

This command assigns groundwater properties for both groundwater flow calculation
(CONFIG gw mode) and effective stress calculation (i.e., CONFIG gw not given). The
command is also used to assign properties for the optional two-phase flow calculation
(CONFIG tpflow).

During calculation, FLAC uses effective stresses (i.e., total stresses plus pore pres-
sure) as input to constitutive models. Pore pressures are not affected by zone volume
changes, nor is there any flow of water unless the CONFIG gw command has been
given.

The following property keywords apply:

biot c Biot coefficient, in CONFIG ats mode

bulk value

bulk modulus of water, Kw [SI units: Pa]∗

(The default is value = 0.0. If SET flow=on applies, then bulk must
be greater than zero.) A different bulk modulus may be given to
each gridpoint. (See the INITIAL fmod command.) This property
only applies in CONFIG gw mode.

density value

groundwater density, ρw [SI units: kg/m3]*

nwdensity value

wetting fluid density (only applies in CONFIG tpflow mode)

secap value

minimum value of relative saturation, used as a cap for the capillary
pressure (only applies in CONFIG tpflow mode)

* See Section 2.8 in the User’s Guide for input in other units.
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table n

The water table line can be defined as follows:

n is the table number that defines the water table line. This keyword
only operates when the code is not configured for groundwater flow
(i.e., CONFIG gw is not given). The command is intended to provide
a pore pressure distribution corresponding to a static head below
a specified phreatic surface. If the command WATER table = 0 is
given, all pore pressures are removed from the grid. Similarly, the
pressure distribution may be changed during a run by switching to
a new table or by altering the contents of the current table. The
groundwater density, ρw, and the gravity component normal to the
water table line must also be defined with the WATER density and
SET gravity commands, respectively.

In CONFIG gw mode, FLAC calculates the phreatic surface directly
from the fluid flow equations.
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Note when using WATER table:

1. FLAC uses total stresses for all computations, except
where effective stresses are required (i.e., in constitutive
models involving plasticity). The WATER table command
provides the magnitude of water pressure in each FLAC
zone so that effective stresses can be determined for use
in the constitutive relations.

2. The dry density must be specified for zones above the
water table and the saturated density for zones below.

3. Mechanical stresses equivalent to the water pressure must
be applied to all free surfaces below the water table. A
convenient way to do this is with the APPLY pressure
command.

4. If the water level is instantaneously changed (e.g., low-
ered), the densities above and below the new water table
may need to be changed and the existing total stresses
for zones beneath the changed water table need to be
changed. This change is necessary to account for elas-
tic deformations resulting from the changed water table.
For example, if the water table inside a shaft is instan-
taneously reduced by 1 meter via the WATER table com-
mand, then the total stress for material inside the shaft
needs to be reduced by an amount equal to the product of
the water density, gravity and water-level height reduc-
tion. In SI units, if the water level is reduced 1 meter,
then the total stress needs to be reduced by 104 Pa. A
convenient way to make the change in FLAC is with the
INITIAL command — i.e.,

ini sxx add 1e4 range
ini syy add 1e4 range
ini szz add 1e4 range

The range would be all zones below the region where the
water table is reduced. The values are added to reduce
the total stresses, which are negative in compression.

5. The water table is recalculated whenever the material
model is changed using the MODEL command.
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tension value

fluid tension limit, σ tf [SI units: Pa]*

value is negative for a tensile limit. The default is value =
0. Note that a different tension limit may be given to each
gridpoint (see INITIAL ftens command). This property
only applies in CONFIG gw mode.

* See Section 2.8 in the User’s Guide for input in other units.
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WINDOW <xl xu yl yu>
<square on>
<square off>

This command creates an imaginary window on the screen or hardcopy
plot for the purposes of plotting. The region of space xl to xu, yl to yu is
mapped onto the square screen area. Hence, if the window region is not
square, a distorted picture will be drawn in which the x- and y-scales are
different; vectors will also be distorted.

If the window is not defined prior to plotting, one is selected that encom-
passes the entire grid. The window will remain as set until changed. If
the window is smaller than the grid dimensions, the screen image will be
clipped at the window boundaries. The user may use this feature to obtain
enlarged views of detail at points of interest. The window can be restored
to encompass the entire grid by typing WINDOW without the coordinate
range.

If the command WINDOW square on is given, the window created using
the interactive zoom feature (see Category 6 of the PLOT command) in the
graphics screen will automatically be adjusted to maintain a proper aspect
ratio. If window squaring is turned off, the resulting plot may be distorted
because x- and y-ranges are different (default = on).
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3 PROBLEM SOLVING WITH FLAC

This section provides guidance in the use of FLAC in problem solving for static mechanical analysis*
in geotechnical engineering. In Section 3.1, an outline of the steps recommended for performing a
geomechanics analysis is given, followed in Sections 3.2 through 3.9 by an examination of specific
aspects that must be considered in any model creation and solution. These include:

• grid generation (Section 3.2);

• boundary and initial conditions (Sections 3.3 and 3.4);

• loading and sequential modeling (Section 3.5);

• choice of constitutive model and material properties (Sections 3.6 and 3.7);

• ways to improve modeling efficiency (Section 3.8); and

• interpretation of results (Section 3.9).

You will note that FISH is used in this section to assist with model generation and problem solving.
If you have not used FISH before, we recommend that you first read the FISH tutorial in Section 4.2.

Finally, the philosophy of modeling in the field of geomechanics is examined in Section 3.10; the
novice modeler in this field may wish to consult this section first. The methodology of modeling in
geomechanics can be significantly different from that in other engineering fields, such as structural
engineering. It is important to keep this in mind when performing any geomechanics analysis.

The discussion and examples provided in this section use the command-line approach to data input
to FLAC. Although all of the operations can be achieved by means of the graphical interface (the
GIIC — see Section 2.2.1), the principles of model setup, execution and interpretation remain the
same.†

* Problem solving for coupled mechanical-groundwater analysis is discussed in Section 1 in Fluid-
Mechanical Interaction, and for coupled mechanical-thermal analysis in Section 1 in Optional
Features. Problem solving for dynamic analysis is discussed in Section 3 in Optional Features.

† The data files in this chapter are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\UsersGuide\3-ProblemSolving” with the extension “.DAT.” A project file is
also provided for each example. In order to run an example and compare the results to plots in
this chapter, open a project file in the GIIC by clicking on the File / Open Project menu item and
selecting the project file name (with extension “.PRJ”). Click on the Project Options icon at the top
of the Record pane, select Rebuild unsaved states and the example data file will be run and plots
created.
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3.1 General Approach

The modeling of geo-engineering processes involves special considerations and a design philosophy
different from that followed for design with fabricated materials. Analyses and designs for structures
and excavations in or on rocks and soils must be achieved with relatively little site-specific data,
and an awareness that deformability and strength properties may vary considerably. It is impossible
to obtain complete field data at a rock or soil site. For example, information on stresses, properties
and discontinuities can only be partially known, at best.

Since the input data necessary for design predictions are limited, a numerical model in geomechanics
should be used primarily to understand the dominant mechanisms affecting the behavior of the
system. Once the behavior of the system is understood, it is then appropriate to develop simple
calculations for a design process.

This approach is oriented toward geotechnical engineering, in which there is invariably a lack of
good data. But, in other applications, it may be possible to use FLAC directly in design if sufficient
data, as well as an understanding of material behavior, are available. The results produced in a
FLAC analysis will be accurate when the program is supplied with appropriate data. Modelers
should recognize that there is a continuous spectrum of situations, as illustrated in Figure 3.1,
below.

Data NONE COMPLETE

Investigation of
mechanisms

Predictive
(direct use in design)

Bracket field behavior
by parameter studiesApproach

Complicated geology;
inaccessible;

no testing budget

Simple geology;
$$$ spent on site

investigation

Typical
situation

Figure 3.1 Spectrum of modeling situations

FLAC may be used either in a fully predictive mode (right-hand side of Figure 3.1) or as a “numerical
laboratory” to test ideas (left-hand side). It is the field situation (and budget), rather than the program,
that determine the types of use. If enough data of a high quality are available, FLAC can give good
predictions.

Since most FLAC applications will be for situations in which little data are available, this section
discusses the recommended approach for treating a numerical model as if it were a laboratory test.
The model should never be considered as a “black box” that accepts data input at one end and
produces a prediction of behavior at the other. The numerical “sample” must be prepared carefully,
and several samples tested, to gain an understanding of the problem. Table 3.1 lists the steps
recommended to perform a successful numerical experiment; each step is discussed separately.
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Table 3.1 Recommended steps for numerical analysis in geomechanics

Step 1 Define the objectives for the model analysis

Step 2 Create a conceptual picture of the physical system

Step 3 Construct and run simple idealized models

Step 4 Assemble problem-specific data

Step 5 Prepare a series of detailed model runs

Step 6 Perform the model calculations

Step 7 Present results for interpretation

3.1.1 Step 1: Define the Objectives for the Model Analysis

The level of detail to be included in a model often depends on the purpose of the analysis. For
example, if the objective is to decide between two conflicting mechanisms that are proposed to
explain the behavior of a system, then a crude model may be constructed, provided that it allows
the mechanisms to occur. It is tempting to include complexity in a model just because it exists in
reality. However, complicating features should be omitted if they are likely to have little influence
on the response of the model, or if they are irrelevant to the model’s purpose. Start with a global
view and add refinement as (and if) necessary.

3.1.2 Step 2: Create a Conceptual Picture of the Physical System

It is important to have a conceptual picture of the problem to provide an initial estimate of the
expected behavior under the imposed conditions. Several questions should be asked when prepar-
ing this picture. For example, is it anticipated that the system could become unstable? Is the
predominant mechanical response linear or nonlinear? Are movements expected to be large or
small in comparison with the sizes of objects within the problem region? Are there well-defined
discontinuities that may affect the behavior, or does the material behave essentially as a continuum?
Is there an influence from groundwater interaction? Is the system bounded by physical structures,
or do its boundaries extend to infinity? Is there any geometric symmetry in the physical structure
of the system?

These considerations will dictate the gross characteristics of the numerical model, such as the
design of the model geometry, the types of material models, the boundary conditions, and the
initial equilibrium state for the analysis. They will determine whether a three-dimensional model
is required, or if a two-dimensional model can be used to take advantage of geometric conditions
in the physical system.
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3.1.3 Step 3: Construct and Run Simple Idealized Models

When idealizing a physical system for numerical analysis, it is more efficient to construct and run
simple test models first, before building the detailed model. Simple models should be created at
the earliest possible stage in a project to generate both data and understanding. The results can
provide further insight into the conceptual picture of the system; Step 2 may need to be repeated
after simple models are run.

Simple models can reveal shortcomings that can be remedied before any significant effort is invested
in the analysis. For example, do the selected material models sufficiently represent the expected
behavior? Are the boundary conditions influencing the model response? The results from the
simple models can also help guide the plan for data collection by identifying which parameters
have the most influence on the analysis.

3.1.4 Step 4: Assemble Problem-Specific Data

The types of data required for a model analysis include:

• details of the geometry (e.g., profile of underground openings, surface topography, dam
profile, rock/soil structure);

• locations of geologic structure (e.g., faults, bedding planes, joint sets);

• material behavior (e.g., elastic/plastic properties, post-failure behavior);

• initial conditions (e.g., in-situ state of stress, pore pressures, saturation); and

• external loading (e.g., explosive loading, pressurized cavern).

Since, typically, there are large uncertainties associated with specific conditions (in particular, state
of stress, deformability and strength properties), a reasonable range of parameters must be selected
for the investigation. The results from the simple model runs (in Step 3) can often prove helpful in
determining this range, and in providing insight for the design of laboratory and field experiments
to collect the needed data.

3.1.5 Step 5: Prepare a Series of Detailed Model Runs

Most often, the numerical analysis will involve a series of computer simulations that include the
different mechanisms under investigation and span the range of parameters derived from the assem-
bled database. When preparing a set of model runs for calculation, several aspects, such as those
listed below, should be considered.

1. How much time is required to perform each model calculation? It can be difficult to obtain
sufficient information to arrive at a useful conclusion if model runtimes are excessive.
Consideration should be given to performing parameter variations on multiple computers
to shorten the total computation time.
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2. The state of the model should be saved at several intermediate stages so that the entire run
does not have to be repeated for each parameter variation. For example, if the analysis
involves several loading/unloading stages, the user should be able to return to any stage,
change a parameter and continue the analysis from that stage. Consideration should be
given to the amount of disk space required for save files.

3. Are there a sufficient number of monitoring locations in the model to provide for a clear
interpretation of model results and for comparison with physical data? It is helpful
to locate several points in the model at which a record of the change of a parameter
(such as displacement, velocity or stress) can be monitored during the calculation. Also,
the maximum unbalanced force in the model should always be monitored to check the
equilibrium or failure state at each stage of an analysis.

3.1.6 Step 6: Perform the Model Calculations

It is best to first make one or two model runs split into separate sections before launching a series of
complete runs. The runs should be checked at each stage to ensure that the response is as expected.
Once there is assurance that the model is performing correctly, several data files can be linked
together to run a complete calculation sequence. At any time during a sequence of runs, it should
be possible to interrupt the calculation, view the results, and then continue or modify the model as
appropriate.

3.1.7 Step 7: Present Results for Interpretation

The final stage of problem solving is the presentation of the results for a clear interpretation of
the analysis. This is best accomplished by displaying the results graphically, either directly on
the computer screen, or as output to a hardcopy plotting device. The graphical output should be
presented in a format that can be directly compared to field measurements and observations. Plots
should clearly identify regions of interest from the analysis, such as locations of calculated stress
concentrations, or areas of stable movement versus unstable movement in the model. The numeric
values of any variable in the model should also be readily available for more detailed interpretation
by the modeler.

We recommend that these seven steps be followed to solve geo-engineering problems efficiently.
The following sections describe the application of FLAC to meet the specific aspects of each of
these steps in this modeling approach.
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3.2 Grid Generation

At first, it may seem that the grid generation scheme in FLAC is limited to rather simple, regular-
shaped regions; the examples given in Section 2 are all uniform, rectangular grids. The FLAC
grid, however, can be distorted to fit arbitrary and more complicated shapes. In this section, input
commands are described that help the user fit a grid to a non-regular problem domain. This section
also provides guidelines to follow in designing the grid for accurate solutions, and discusses the effect
of zone size and orientation on the process known as localization, which can occur during numerical
simulations involving plasticity. Finally, the requirements for grid generation for axisymmetric and
plane-stress analysis are described. After reading Section 3.2, turn to Section 3 in Theory and
Background for a guide to general techniques for grid generation with FLAC.

You will find that all the grid generation facilities discussed in this section can be accessed via menu-
and mouse-driven operations in the GIIC. Also, a grid library is provided in the GIIC (through the
Library tool in the Build tab) that can help you create common types of geo-engineering grids.

3.2.1 Fitting the Grid to a Problem Region

The intention of grid generation is to fit the model grid to the physical region under study. When
deciding on the geometric extent of the grid and the number of elements to specify, the following
two aspects must be considered.

1. How will the location of the grid boundaries influence model results?

2. What density of zoning is required for an accurate solution in the region of
interest?

Model boundary effects are discussed in detail in Section 3.3.4.2. In general, for the analysis of
a single underground excavation, boundaries should be located roughly 10 excavation diameters
from the excavation periphery. This distance, however, can vary depending on the purpose of the
analysis. If failure is of primary concern, then the model boundaries may be closer; if displacements
are important, then the distance to the boundaries may need to be increased.

It is important to experiment with the model to assess boundary effects. Begin with a coarse grid and
bracket the boundary effect using fixed and free boundary conditions while changing the distance
to the boundary. The resulting effect of changing the boundary can then be evaluated in terms of
differences in stress or displacement calculated in the region of interest. See Section 3.3.4.2 for an
example experiment on boundary effects.

Once the boundary location has been established, the next step is to try models with different zone
sizes. The highest density of zoning should be in regions of high stress or strain gradients (e.g.,
in the vicinity of excavations). For greatest accuracy, the aspect ratio of zone dimensions should
also be as near unity as possible; anything above 5:1 is potentially inaccurate. However, high
aspect-ratio zones are quite acceptable in regions of low strain gradient, such as remote boundary
regions.
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The primary dilemma the user faces when generating grids is the difficulty of satisfying both the
requirement (1) to minimize boundary influence, and (2) to provide sufficient zoning in the region
of interest. It is not advisable to have large jumps in zone size between different regions of the
grid. In fact, for reasonable accuracy, the ratio between areas of adjacent zones should not exceed
roughly 4:1. It is better to use a smooth variation and grade the zoning from a fine mesh in the
region of interest to a coarse mesh near the boundaries.

There are four FLAC commands which can be used separately or in combination to help the user
satisfy these requirements. These commands are:

INITIAL . . . .
GENERATE . . . . ratio
ATTACH . . . .
INTERFACE . . . .

The INITIAL command and the GENERATE... ratio command allow the user to vary the zone size
gradually. With the INITIAL command, the user moves each gridpoint, or group of gridpoints, by
rows or columns, while using GEN... ratio decreases or increases zone sizes by a constant ratio
along any grid line.

The ATTACH command and the INTERFACE command can be used to attach several sub-grids
together. Thus, an extended coarse grid can be “wrapped” around a finely discretized, inner grid.

The following sections describe the use of each of these commands to create a FLAC mesh. For ad-
ditional information and examples of grid generation, see Section 3.5 in Theory and Background.

FISH functions can also be generated by the user to create grids of varying zone size. Section 3.6
in Theory and Background shows one such example. This FISH function locates x- and y-
coordinates using a radially changing geometric function. An added advantage of using FISH is
that the grid boundary and density of zoning can be adjusted simply by changing FISH variables
through the SET command. In this way, it is quite easy to evaluate the influence of boundary location
on an analysis. Section 3 in the FISH volume presents several examples of geometry generators
with FISH.

3.2.2 Creating Internal and External Boundary Shapes

When fitting the grid to the problem region, grid boundaries must also be defined to fit the boundary
shapes of the physical problem. These may be internal boundaries representing excavations or
holes, or external boundaries representing, for example, a man-made structure such as an earth dam
or a natural feature such as an irregular ground surface. If the physical problem has a complicated
boundary, it is important to assess whether simplification will have any effect on the questions that
need to be answered. Will a simpler geometry be sufficient?

One important aspect in this phase of grid generation is that all physical boundaries that will be
represented in the model simulation (including regions that will be added or excavations created
at a later stage in the simulation) must be defined before the solution stepping begins. Shapes of
structures which will be added later in a sequential analysis must be defined and then “removed”
(via MODEL null) until the appropriate time at which they are to be activated (see Section 3.5).
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The creation of boundary shapes is primarily performed with the GENERATE command along with
special shape function keywords — e.g.,

GENERATE line
GENERATE circle
GENERATE arc
GENERATE table

The shape functions force the grid to conform to a given shape such as a line, circle or arc. Gridpoints
can also be made to conform to a user-specified table of coordinate pairs. The use of these commands
to create boundary shapes is illustrated in the following examples.

In most cases, the external boundaries of the grid may be assumed to be horizontal and vertical
without adversely influencing model results. However, if the problem region is in the vicinity of
the ground surface, it may be necessary to represent the geometry of the surface in more detail.
Example 3.1 illustrates the effect of a wavy surface on the distribution of an initial stress state.

Example 3.1 FLAC grid with a wavy surface

; create a wavy surface to study initial stress conditions
g 24 20
m e
gen arc 0,17 3,17 90
gen arc 6,17 3,17 180
gen arc 12,17 15,17 180
gen arc 18,17 15,17 180
gen arc 24,17 24,20 90
m n reg=6,20
m n reg=18,20
fix x i=1
fix x i=25
fix y j=1
prop d 2000 sh 1e9 bulk 2e9
set grav=10
; set horizontal stress = 2 * vertical

initial syy -3.4e5 var=0,3.4e5
initial sxx -6.8e5 var=0,6.8e5

; note: in-situ stresses go to zero at mean surface
solve
sclin 1 5,0 5,20
sclin 2 12.5,0 12.5,20
plot hold bou syy int 2.5e4
plot hold bou sxx int 5.0e4
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Figure 3.2 shows the initial grid for this problem. The ground surface is created by using several
GENERATE arc commands. The vertical and horizontal stress distributions are illustrated in Fig-
ures 3.3 and 3.4, respectively. The effect of the surface on the initial stress state is clearly seen.
(See Section 3.4.5 for an additional example and discussion.)
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Figure 3.2 FLAC grid for a wavy surface
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Figure 3.3 Vertical stress contours
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Figure 3.4 Horizontal stress contours
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The boundary of an excavation can also be created with a series of GENERATE commands and shape
functions. If only one excavation is involved, it is often possible to take advantage of symmetry in
the problem in order to reduce the model size (see Section 3.3.4). Example 3.2 illustrates a case
in which a vertical line of symmetry is used to reduce the grid by half, and GENERATE arc and
GENERATE line commands are used to create the excavation.

Example 3.2 Using a vertical line of symmetry

grid 24,29
mo e
gen 0 -50 0 -20 2.5 -20 2.5 -50 i 1 5 j 1 16 rat 1 0.9
gen 0 -20 0 -17 2.5 -17 2.5 -20 i 1 5 j 16 20
gen 0 -17 0 0 2.5 0 2.5 -17 i 1 5 j 20 30 rat 1 1.2
gen same same 40 -20 40 -50 i 5 25 j 1 16 rat 1.1 0.9
gen same same 40 -17 same i 5 25 j 16 20 rat 1.1 1
gen same same 40 0 same i 5 25 j 20 30 rat 1.1 1.2
gen arc 0 -17 2.5 -17 90
gen line 0 -20 2.5 -20
gen line 2.5 -20 2.5 -17
plot hold grid
ret

The grid produced by Example 3.2 is shown in Figure 3.5. The grid is stretched first with the GEN...
ratio command. Note that the keyword same is used whenever a particular corner of a GENERATE
region retains its current coordinate. The top boundary in this model is a free surface, while the
left boundary is a vertical line of symmetry. The GENERATE arc and GENERATE line commands
are then used to define the boundary of one-half of the horseshoe-shaped tunnel. Figure 3.6 shows
a close-up view of the tunnel region. The plot in Figure 3.6 denotes marked gridpoints which are
created automatically when the GENERATE arc and GENERATE line commands are invoked. The
marked region can be used to define the tunnel for excavation at a later stage of the analysis. After a
material model is prescribed, and boundary and initial conditions are applied (as discussed in later
parts of the section), the model is brought to an initial equilibrium state. Then, the excavation can
be performed by changing the zones within the marked region to MODEL null. By specifying the
command

model null region 3,18

the tunnel is excavated (instantaneously), as indicated by Figure 3.7. A new equilibrium state must
now be found for this change in the model. This sequential modeling procedure is discussed further
in Section 3.5.
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Figure 3.5 FLAC grid for shallow horseshoe-shaped tunnel
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Figure 3.6 Close-up of tunnel region
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Figure 3.7 Close-up view with tunnel excavated

Grid generation for a problem involving the sequential addition of material to the problem domain is
illustrated by an example model for the construction of an earth dam. The boundary of the complete
dam must be defined at the start. It is convenient to first mark regions which will represent the
construction stages, then null all the regions which will be added during the construction and, finally,
add the regions individually for each stage.

The data file in Example 3.3 demonstrates this procedure:

Example 3.3 Sequential addition of material to the problem domain

grid 60 20
mod mohr
* create external boundary of dam
gen -250 277 -250 381.8 350 381.8 350 203 i=1,61 j=1,21
gen same -250 322 -150 322 same i=1,11 j=1,9
gen -250 322 same same -150 322 i=1,11 j=9,21
gen same same 5 317 5 245.5 i=11,27 j=1,9
gen same same 5 381.8 5 317 i=11,27 j=9,21
gen same same 266 314.4 266 213.4 i=27,53 j=1,9
gen same same 266 381.8 266 314.4 i=27,53 j=9,21
gen same same 350 314.4 same i=53,61 j=1,9
gen same same same 350 314.4 i=53,61 j=9,21
gen same same -5 381.8 same i=11,26 j=9,21
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* mark regions for construction stages
mark j=9
gen line -150 322 -5 381.8
gen line -113 337 -82 320
gen line 5 381.8 266 314.4
mark j 13
mark j 17
plot hold grid
plot hold bou mark
* start with dam foundation
model null j=9,20
plot hold grid
* add first lift
mod mohr reg i 28 j 10
mod null i 45,46 j 12
mod mohr reg i 15 j 10
mod null i 14 j 12
plot hold grid
* add second lift
mod mohr reg 28 14
mod null i 19 j 16
mod null i 37,38 j 16
plot hold grid
* add third lift
mod mohr reg 28 18
plot hold grid

Figure 3.8 shows the initial grid for building the dam. The model is created by forming grid sub-
regions in the desired shape. Each GENERATE command applies to a different sub-region. To
understand the approach used to create this model, it is helpful to view the grid plot after each
GENERATE command.

GENERATE line commands define the dam slope. The MARK command is then used to mark
gridpoints for the construction stages. The marked gridpoints defined by the GENERATE line and
MARK commands are displayed in Figure 3.9.

The construction sequence is displayed in Figures 3.10 through 3.13. Example 3.3 is provided to
illustrate grid generation only; in a practical data file, SOLVE commands would be added between
each stage.

The dam region is first removed from the model with the command

model null j=9,20
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The dam foundation remains, as shown in Figure 3.10. The dam is constructed in three stages. The
first stage is added using the following commands:

mod mohr reg i 28 j 10
mod null i 45,46 j 12
mod mohr reg i 15 j 10
mod null i 14 j 12

The grid is shown in Figure 3.11. For the second stage, the commands are:

mod mohr reg 28 14
mod null i 19 j 16
mod null i 37,38 j 16

The resulting grid is as shown in Figure 3.12. The third stage is added with the following command

mod mohr reg 28 18

The grid is shown in Figure 3.13. Note that the MODEL null commands are used to remove small
zones to smooth the slopes of the dam.
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Figure 3.8 FLAC grid for earth dam
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Figure 3.9 Marked gridpoints in dam grid
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Figure 3.10 Dam foundation
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Figure 3.11 First stage of dam construction
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Figure 3.12 Second stage of dam construction
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Figure 3.13 Third stage of dam construction

3.2.3 Connecting Sub-grids

The ATTACH command is used to connect separate sub-grids in the FLAC model. Several sub-grids
can be attached to create quite complex shapes. The sub-grids are extracted from the initial grid
and then arranged to form the required shape. Each sub-grid must not share gridpoints with any
other sub-grid — i.e., there must be a “buffer region” at least one zone wide between neighboring
sub-grids. The procedure for creating models with ATTACH is described in detail in Section 3.5 in
Theory and Background.

Two sub-grids may be attached together even if the number of gridpoints on the opposing boundary
paths are not equal; however, the number of segments on one side must be an integral multiple
of the number of segments on the other. The term “segment” here denotes the chord joining two
adjacent gridpoints on a boundary. For example, there may be 3 segments (4 gridpoints) on the
first side and 6 segments (7 gridpoints) on the second side. In this case, the first, third, fifth and
seventh gridpoints on the second side will be attached perfectly to their counterparts on the first
side. The remaining gridpoints on the second side are slaved to the nearest two perfectly attached
gridpoints on the same boundary, using linear weighting for forces and velocities. In the general
case, every Nth gridpoint is attached perfectly to its opposing counterpart, where N is the integral
ratio of segments between the two sides.

Example 3.4 illustrates the use of the ATTACH command when joining boundary paths with unequal
numbers of gridpoints. The model consists of two sub-grids separated by a single row of null
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zones. The gridpoint spacing for the upper half of the model is 0.5 m, and the spacing for the lower
half is 1.0 m. The model is loaded by a pressure on the left-hand part of the upper surface. The
resulting displacement contours are shown in Figure 3.14. The plot indicates a smooth transition
of displacement between the upper and lower portions of the model.

Example 3.4 Connecting unequal sub-grids

g 20 16
mod elas i=1,10 j=1,5
mod elas i=1,20 j=7,16
gen 0,0 0,5 10,5 10,0 i=1,11 j=1,6
gen 0,5 0,10 10,10 10,5 i=1,21 j=7,17
attach Aside from 1,6 to 11,6 Bside from 1,7 to 21,7
prop dens 1000 sh 3e8 bu 6e8
fix x y j=1
fix x i=1
fix x i=11 j=1,6
fix x i=21 j=7,17
apply p=1e6 i=1,5 j=17
his yd i 1 j 17
step 2000
scl 1 0 9.5 9 1
plot hold bou yd i=5e-4
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Figure 3.14 Connecting unequal sub-grids with ATTACH
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Two boundaries may be attached even if the opposing gridpoints are not at the same location. In
this case, the slaved gridpoints still function as described above, but the weighting factors will
be derived from the slave’s projection onto the chord joining the two nearest perfectly attached
gridpoints. Great care should be taken when setting up attached boundaries in which the gridpoint
spacing varies; a plot or printout should always be made to verify that the attachment has been made
as intended. The command PRINT attach lists both perfectly attached groups and slaved gridpoints.
The PLOT attach command only indicates perfectly attached gridpoints.

It is not meaningful to apply velocity boundary conditions or fix conditions to slaved gridpoints,
because such gridpoints are controlled by their nearest attached neighbors. However, forces may
be applied to slaved gridpoints.

If all zones surrounding an attached gridpoint (slaved or not) are set to the null model, the attach
condition will still persist, even though such gridpoints will not participate in calculations. However,
if real models are restored to the null zones, the previous attach conditions will be reactivated. There
is no way to unattach gridpoints.

The INTERFACE command may also be used to connect sub-grids. Although it is more computation-
ally efficient to use ATTACH than INTERFACE to join sub-grids, there is no restriction on opposing
gridpoints with the INTERFACE command.

In order to use the INTERFACE command to join sub-grids, the interface is declared as glued, to
prevent it from sliding or opening. In addition, shear and normal stiffness properties must still be
provided. It is recommended that the values for these properties be set to ten times the equivalent
stiffness of the stiffest neighboring zone. The apparent stiffness (expressed in stress-per-distance
units) of a zone in the normal direction is

max
[K + 4/3G

�zmin

]
(3.1)

where: K and G are the bulk and shear moduli respectively; and
�zmin is the smallest width of an adjoining zone in the normal direction.

Section 4.4.1 in Theory and Background illustrates the use of INTERFACE to join sub-grids. For
comparison purposes, Example 3.4 is repeated in this section using interfaces.

3.2.4 Localization and Grid Dependence

In many physical situations (e.g., laboratory tests and geological processes), shear bands are ob-
served — that is, the deformation in the material is nonuniform and concentrated in narrow bands.
The process is called localization. The same process occurs in numerical simulations, but it is
influenced to some extent by the artificial conditions imposed by the numerical grid — both by the
orientation and the element size. It is useful to know under what circumstances localization occurs
and how it is affected by the grid. This knowledge may have a bearing on the selection of the grid.
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Consider, first, a body composed of material that softens (becomes weaker) with strain. Suppose
the boundary of the body is deformed and that the strain distribution within the body is very slightly
nonuniform. The element that carries the most strain then becomes weaker than the rest — i.e., it
attempts to carry less stress. Since its neighbors carry the original stress, the boundaries of the weak
element are thrown out of equilibrium (because the internal and external stresses do not balance).
The weak element, therefore, starts straining more, which only causes it to soften more. This
“weak-link” process is responsible for localization in a strain-softening material; any small, initial
perturbations are amplified, causing strain to be concentrated in one place or band.

Although localization is expected in a strain-softening material, the same process can occur in
a perfectly plastic (non-softening) material. Such a material can mimic the required stress drop
through a readjustment of stresses rather than by a loss of material strength. This process may
be understood by doing a simple one-element test on a Mohr-Coulomb material. The data file in
Example 3.5 causes FLAC to simulate such a test. Note that the material is frictional (φ = 40◦), with
no dilatancy. The vertical stress is constant, and the horizontal stress is initially 3 times higher than
the vertical stress. A shear test is done by moving the upper boundary in the positive x-direction,
as shown in Example 3.5

Example 3.5 Shear test

grid 1 1
m mohr
prop d 1000 sh 1e8 bu 2e8 fric 40
ini sxx=-3e5 syy=-1e5 szz=-1e5
fix x
fix y j=1
appl syy=-1e5 j=2
def av_dil

av_dil = 0.5 * (ydisp(1,2) + ydisp(2,2))
end
his sxy i 1 j 1
his sxx i 1 j 1
his syy i 1 j 1
his xdis i 1 j 2
his av_dil i 1 j 2
his nstep 20
initial xvel=0.2e-5 j=2
step 5000
title
Single-element test: shear and horizontal stresses vs shear disp.
plot hold his 1 -2 vs 4
title
Single-element test: vertical displacement vs shear displacement
plot hold his 5 vs 4
ret
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Figure 3.15 shows the changes in shear and horizontal stresses with shearing, and Figure 3.16
shows vertical displacement versus horizontal displacement. The shear stress reaches a peak and
then decreases; the sample also dilates, due to elastic unloading, as the mean stress decreases.
Remarkably, apparent softening is seen in a non-softening material, and dilatancy in a non-dilatant
material. These effects, which are well-described by Vermeer (1990), are due to the reduction in
horizontal stress (or, equivalently, the rotation of the principal stress axes, so that they become
aligned with the axes of principal strain rate). The conditions are similar for the shearing that takes
place in a whole grid of elements; localization (or shear banding) tends to occur because of the
apparent softening described above.
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Figure 3.15 Single-element test: shear and horizontal stresses versus shear
displacement
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Figure 3.16 Single-element test: vertical displacement versus shear displace-
ment

Although the conditions for localization are present for a simple Mohr-Coulomb material model, the
grid will influence whether the phenomenon occurs and, in some cases, the angle of the shear bands.
In general, enough elements must exist in the plastic region for one or more bands to be resolved;
if we provide enough elements, then banding will occur. Example 3.6 sets up a 100 by 100 grid
with a circular boundary that is velocity-controlled so as to simulate a pure shear test: the boundary
deforms into an ellipse with the short axis vertical. Note that a slight random distribution is given
to the friction values in order to encourage bands to be spread uniformly throughout the sample;
otherwise, bands tend to be triggered by any slight nonuniformity, such as the grid irregularity at
the boundary.

Example 3.6 Shear test on circular box

grid 100 100
m mohr
prop d 2000 shear .25e8 bu .5e8
prop fric 40 rdev=2 tens=0 dil=0
gen -50 -50 -50 50 50 50 50 -50
gen circ 0 0 50
m n reg 1,1
m n reg 1,100
m n reg 100,1
m n reg 100,100
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fix x y mark
initial xv -.25e-3 var .5e-3 0
initial yv .25e-3 var 0 -.5e-3
initial sxx -1e5 syy -1e5 szz -1e5
wind -55 55 -55 55
step 1000
plot hold bou ssr int 1.0e-5
ret

Figure 3.17 illustrates the shear strain-rate contours at 1000 steps. Localization of strain has
occurred, with band angles of approximately 55◦ to the horizontal. This angle is consistent with the
bifurcation theory (see Vermeer 1990). In this test, band angles are not influenced greatly by grid
orientation; the same test was repeated for various grid angles, at 5◦ intervals. The band angles for
all the simulations were near 55◦, except when the grid angle approached 45◦. In this case, bands
were “pulled” into alignment with the grid.
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Figure 3.17 Shear test on circular box
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A more serious example of grid influence on band angle occurs when the physical conditions permit
bands to form at any angle. In the corresponding simulation, bands will tend to form at the “easiest”
angle. To see what this means, consider the case of a circular hole in an elastic/plastic material
subjected to isotropic loading (see Example 3.7). Figures 3.18 through 3.21 provide a comparison
of results for two different mesh sizes. Figure 3.19 shows contours of major principal stress for
the case in which there are 12 elements across the hole diameter. Figure 3.21 illustrates the case in
which there are 30 elements across the hole diameter. This is a paradoxical situation in which the
finer grid apparently gives poorer results. The explanation is as follows. With the coarse grid, the
plastic region only extends over four or five elements; hardly any localization takes place because
there is no room to resolve a well-defined shear band. In the fine-grid case, there are enough
elements in the plastic region to contain shear bands. It is important to realize that localization is
to be expected physically (e.g., borehole breakout), so the fine-grid result is, in fact, more realistic
since it exhibits localization. However, the angle of shear bands is determined by the orientation
of the grid in the absence of any physical reason to favor one location rather than another. In this
case, the bands follow grid lines rather than cutting across grid lines, as in Figure 3.17. The reason
for this is explained below.

Example 3.7 Circular hole in an elastic/plastic material

title
Hole in Mohr-Coulomb medium (dilatancy = 0) - ieb boundary - 30x30 elements
g 30 30
m m
gen -2.5 -2.5 -2.5 2.5 2.5 2.5 2.5 -2.5
gen circ 0,0,2.5
m n
m m reg 10,10
gen circ 0,0,1.0
m n reg 15,15
prop shear=2.8e9 bulk=3.9e9 dens=2500 coh=3.45e6 fric=30 dil=0 ten=1e10
initial sxx=-30e6 syy=-30e6 szz=-30e6
ieb 0,0,2.5 3.9e9 2.8e9
his yv i 10 j 15
his yd i 10 j 15
his xd i 4 j 10
step 2000
plot hold grid
plot hold bou sig1
save holea.sav
new

title
Hole in Mohr-Coulomb medium (dilatancy = 0) - ieb boundary - 76x76 elements
g 76 76
m m
gen -2.5 -2.5 -2.5 2.5 2.5 2.5 2.5 -2.5
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gen circ 0,0,2.5
m n
m m reg 38,38
gen circ 0,0,1.0
m n reg 38,38
prop shear=2.8e9 bulk=3.9e9 dens=2500 coh=3.45e6 fric=30 dil=0 ten=1e10
initial sxx=-30e6 syy=-30e6 szz=-30e6
ieb 0,0,2.5 3.9e9 2.8e9
his yv i 10 j 15
his yd i 10 j 15
his xd i 4 j 10
step 20000
plot hold grid
plot hold bou sig1
save holeb.sav
ret
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Figure 3.18 FLAC grid for a circular hole in elastic plastic material (12 zones
across hole diameter)
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Figure 3.19 Major principal stress contours for a circular hole in elastic plas-
tic material (12 zones across hole diameter)
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Figure 3.20 FLAC grid for a circular hole in elastic plastic material (30 zones
across hole diameter)
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Figure 3.21 Major principal stress contours for a circular hole in elastic plas-
tic material (30 zones across hole diameter)

The boundary conditions determine the overall strain that is applied to a numerical grid. When
localization occurs, the strain is concentrated in a narrow band. If all of the boundary strain is
concentrated in one band, then the strain in the band is inversely proportional to the band thickness.
Since the softening effect depends on strain (see Figure 3.15), a thin band will unload stress faster
than a thick band. Hence, if there is a choice, localization will favor a direction along grid lines,
where a band can be accommodated in one element width. A band that cuts across the grid at an
angle must be about three elements wide, since the grid has a poorer resolution of bending in that
direction. Section 3.10.3 contains several more notes on this topic.

The design of a suitable grid depends on the purpose of the simulation. If the process of localization
is to be studied, then the finest possible grid should be used. Further, several different orientations
of grid relative to the problem geometry should be examined in order to get average results that are
independent of grid orientation. If the requirement is simply to represent the “smeared” effects of
plasticity, then the grid need only be fine enough to accommodate several elements across the plastic
region. The orientation of the zoning is also important. For the problem displayed in Figures 3.18
through 3.21, the localization is not in evidence if a radially symmetric grid is used (see Section 3
in the Verifications volume).

These comments apply mainly to the perfectly plastic models; if strain-softening models are used
(with high rates of softening), then localization will probably occur even for very coarse grids. The
grid dependence of such runs cannot be avoided; the best approach may be to “calibrate” the model
against the behavior of a known case. Similar cases with similar grids may then be expected to give
reasonable results (in a qualitative sense).
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3.2.5 Continuity of Displacement in a Nonuniform Grid — the Patch Test

It is important that nonuniformity of zoning in a model does not violate conditions of conformity
in elasticity. Continuous displacements should exist across zones for any grid configuration. The
test for displacement continuity is known as the “patch test” (e.g., Zienkiewicz 1977). A patch test
is passed if model equilibrium is achieved without imposition of external forces, and if a state of
constant stress is obtained (i.e., no external work is lost through discontinuity between zones).

Example 3.8, below, demonstrates a patch test on a nonuniform FLAC grid. The equilibrated model,
shown in Figure 3.22, illustrates that a uniform stress field is produced. A printout of stress can
also be made to indicate the accuracy of the solution.

Example 3.8 Patch test on a nonuniform FLAC grid

g 10 10
m e
def distort

loop i (2,izones)
loop j (2,jzones)

x(i,j) = x(i,j) + mag * (urand - 0.5)
y(i,j) = y(i,j) + mag * (urand - 0.5)

end_loop
end_loop

end
pro d 1000 sh 1e8 bu 2e8
fix x y j=1
fix x y j=11
fix x y i=1
fix x y i=11
set mag=0.75
distort
initial xv -0.5e-4 var .7e-4 -.3e-4 yv 0.4e-4 var .6e-4 .8e-4
step 100
initial xv 0 yv 0
step 100
; remove internal disp. for clarity
initial xdis=0 ydis=0 i=2,10 j=2,10
plot hold grid disp str
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Figure 3.22 Uniform stress field in a nonuniform grid

3.2.6 Axisymmetric Grids

FLAC can be used to model the problem of stress distribution in bodies of revolution (i.e., axisym-
metric solids).* The FLAC grid is configured for such an analysis by specifying the command
CONFIG axisymmetry at the beginning of the data file. For this configuration, a cylindrical coor-
dinate system is invoked: x = 0 is the axis of symmetry; the positive x-direction corresponds to
the radial coordinate; and the y-direction to the axial coordinate. The out-of-plane coordinate (the
z-direction) is the circumferential coordinate. Only the positive x-direction may be used to create
an axisymmetric grid; a grid may not be created in the negative x-direction. Any gridpoints that
have x = 0 are automatically fixed in the x-direction.

The axisymmetric grid is viewed as an infinitesimally thin wedge (unit-radian sector) that is con-
strained from displacement in the circumferential direction. Any displacement in the xy-plane
automatically induces stress in the circumferential direction. The four strain components and four
stress components involved in an axisymmetric analysis are depicted in Figure 3.23.

* Axisymmetric analysis can also be performed for groundwater and thermal problems; examples are
given in the Examples volumeand in Section 1 in Optional Features.
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Figure 3.23 Strains and stresses in an axisymmetric analysis

Axisymmetric grids can contain interfaces (see Section 4 in Theory and Background). However,
the user should remember that an interface in axisymmetry represents a disk-shaped surface if the
interface is parallel with the x-axis, a cylindrical surface if parallel to the y-axis, and a cone-shaped
surface otherwise.

Axisymmetric grids cannot be used with structural elements. The structural element formulation
only applies for plane-strain or plane-stress analysis.

3.2.7 Grids for Plane-Stress Analysis

A plane-stress analysis can be conducted with FLAC simply by specifying the CONFIG p stress
command at the beginning of the data file. In a plane-stress grid, the out-of-plane dimension is
small compared to the in-plane, xy-dimensions (e.g., a thin plate loaded in the xy-plane). The
z-component of the stress tensor is zero.

The plane-stress option is only available for the isotropic elastic model (MODEL elastic), the trans-
versely isotropic elastic model (MODEL anisotropic) and Mohr-Coulomb plasticity using the strain-
hardening/softening model (MODEL ss).
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3.3 Boundary Conditions

The boundary conditions in a numerical model consist of the values of field variables (e.g., stress,
displacement) that are prescribed at the boundary of the numerical grid. Boundaries are of two
categories: real and artificial. Real boundaries exist in the physical object being modeled — e.g., a
tunnel surface or the ground surface. Artificial boundaries do not exist in reality, but they must be
introduced in order to enclose the number of zones chosen to represent a region of infinite extent.
The conditions that can be imposed on each type are similar — these conditions are discussed first.
Then (in Section 3.3.4), some suggestions are made concerning the location and choice of artificial
boundaries and the effect they have on the solution.

Mechanical boundaries are of two main types: prescribed-displacement or prescribed-stress. A free
surface is a special case of the prescribed-stress boundary. The two types of mechanical boundaries
are described in Sections 3.3.1 and 3.3.2. There is a third type, the “infinite elastic boundary” (IEB
is discussed in Section 3.3.4), which covers artificial boundaries. The special case of a mechanical
boundary applied to an axisymmetric grid is described in Section 3.3.5.

A boundary condition may also be applied inside the model to an interior gridpoint or zone. This
case is discussed in Section 3.3.6.

Boundary conditions for fluid flow are discussed in Section 1.6 in Fluid-Mechanical Interaction ;
thermal boundary conditions are described in Section 1.5 in Optional Features.

3.3.1 Stress Boundary

By default, the boundaries of a FLAC grid are free of stress and any constraint. Forces or stresses
may be applied to any boundary, or part of a boundary, by means of the APPLY command. Individual
components of the stress tensor are specified with the sxx, syy, sxy and szz keywords. For example,
the command

apply sxx=-1e5 syy=-2e5 from 1,4 to 5,11

would apply the given σ11- and σ22-components of a stress tensor to the boundary-joining gridpoints
(1,4) and (5,11). By omitting the keyword sxy, the σ12-component defaults to zero.

There are several things to note about this use of APPLY. First, the specified gridpoints must actually
lie on a boundary and there must be a path between them. For example, an error will be detected
if an interface or attach-line cuts the grid between the two given points.* Second, compressive
stresses have a negative sign, in accordance with the general sign convention for internal stresses in
FLAC. Finally, FLAC actually applies the stress components as forces, or tractions, which result
from a stress tensor acting on the given boundary plane; the tractions are recomputed whenever a
STEP command is given, and again at every 10th step in large-strain mode.

* In this case, a separate APPLY command must be given for each sub-grid boundary.
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Individual forces may be applied to the grid by using the xf and yf keywords, which specify the x-
and y-components of an applied force vector. In this case, no account is taken of boundary length;
the specified forces are simply applied to the given gridpoints.

The command APPLY pressure is somewhat anachronistic and is retained in order to be compatible
with earlier versions of FLAC. A given isotropic stress is applied to a boundary by this command
— for example, the mechanical effect of a constant gas pressure in a tunnel. The command

apply pres=1e5 from 1,1 to 1,10

is exactly equivalent to the command

apply sxx=-1e5 syy=-1e5 from 1,1 to 1,10

There are two potential pitfalls in using APPLY pressure. First, the sign convention is opposite from
that of the APPLY sxx syy sxy form — i.e., positive values correspond to compressive stresses. In
both examples above, the forces are directed into the solid material. Second, the word “pressure” is
confusing, because the command has no connection with fluid pressure; APPLY pressure provides
a mechanical boundary condition only. If a fluid pressure boundary is also required, the command
APPLY pp should be used.

3.3.1.1 Applied Stress Gradients

The APPLY command may take an additional keyword, var, which allows the applied stresses or
forces to vary linearly over the specified range. The parameters following var are vx and vy , which
are the x-variation and y-variation, respectively, in the stress or force component. The operation of
this feature is best explained by an example:

apply sxy=1000 var 500, -800 from 6,1 to 11,6

At the start of the range (i.e., at gridpoint 6,1), the value of the applied σ12 is 1000; at the end
of the range (gridpoint 11,6), it is 700, which is the starting value plus both variations. At points
in between, the x-variation is linearly scaled to the relative x-distance from the start, and the y-
variation is linearly scaled to the y-distance from the start. The actual equation used to compute
the value of stress, S, is

S = S(s) + x − x(s)
x(e) − x(s) vx +

y − y(s)
y(e) − y(s) vy (3.2)

where (x,y) is the coordinate of a gridpoint in the range, (x(s),y(s)) is the coordinate of the starting
gridpoint, (x(e),y(e)) is the coordinate of the ending gridpoint, and S(s) is the starting value of stress.

Typically, applied stress gradients are used to reproduce the effects of increasing stress with depth
caused by gravity. It is important to make sure that the applied gradient is compatible with the
gradient specified with the INITIAL command and with the value of gravitational acceleration (the
GRAV command). Section 3.4 provides more details on this question.
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3.3.1.2 Changing Boundary Stresses

It may be necessary to alter the values of applied stresses during the course of a FLAC simulation.
For example, the load on a footing may change. To effect a sudden change in an existing applied
stress or load, a new APPLY command is given, with the range and stress component given exactly
as in the original command but with a changed value or variation.

In this case, FLAC will simply update the stored stresses for that item on the list of applied loads; a
message will be displayed advising the user of this update. If the range is different from the original,
even by one gridpoint, a new apply item will be created — i.e., this may produce overlapping areas
of applied stress. Boundary conditions should be removed with the APPLY remove command. The
range must be specified.

In order to change boundary stresses gradually, a FISH function must be written. Example 3.9
causes the applied stress on the left-hand side of the grid to be incremented every ten steps over a
total of two hundred steps, to a final value of 2×105. Note that it is often desirable to apply stresses
gradually in order to minimize the shock to a sensitive system. (Also see Section 3.5.4.)

Example 3.9 Apply changing stress boundary with a FISH function

grid 10,10
mod elas
prop dens 1000 bulk 1e8 shear 7e7
fix x y j=1
def superstep
loop ns (1,n_steps)

left_stress = left_stress + stress_inc
command

apply sxx=left_stress i=1,j=3,6
step 10

end_command
end_loop

end
set n_steps=20 left_stress=0.0 stress_inc=-1e4
superstep
plot hold bound, apply
ret

The stepping process is controlled from within the FISH function because: (a) the COMMAND
statement cannot be issued from a function that also contains a WHILE STEPPING statement (see
Section 2 in the FISH volume); and (b) the APPLY command only takes effect when a STEP
command is given (see the discussion under Section 3.3.1).

Alternatively, the changing boundary condition can be controlled by using the hist keyword with
the APPLY command. As an example, a FISH function, relax, is used in Example 3.37 (see
Section 3.5.4) with the hist keyword to control the change in pressure applied with the APPLY
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command to simulate the gradual excavation of a mined opening. This same approach could also
be used in Example 3.9.

3.3.1.3 Printing and Plotting

The applied stresses and loads may be verified with the command PRINT apply or PLOT apply. The
PRINT command simply lists the “apply items,” with the current values and variations being applied,
and the gridpoints that are affected. The PLOT apply command is probably more useful, as it shows
the applied loads graphically. However, it is important to note that forces, rather than stresses, are
shown. Since force is derived from stress multiplied by a length, the force distribution may look
rather erratic if the grid is irregular. In particular, the forces at the two ends of the range are half
the forces in the middle, since the gridpoints at the end only receive load from one side. This effect
is evident in Figure 3.24, which shows the plot produced by Example 3.9.
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Figure 3.24 Applied force vectors

3.3.1.4 Advice and Words of Caution

In this section, some miscellaneous difficulties with stress boundaries are described.

With FLAC, it is possible to apply stresses to the boundary of a body that has no displacement
constraints (unlike many finite element programs, which require some constraints). The body will
react in exactly the same way as a real body would — i.e., if the boundary stresses are not in
equilibrium, then the whole body will start moving. Example 3.10 illustrates the effect.
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Example 3.10 Spin when grid is not in equilibrium

grid 10,10
mod elas
gen 0,0 -3,9.54 6.54,12.54 9.54,3
prop dens=2400 bulk=8e9 shear=5e9
apply sxx=-2e6 i=1
apply sxx=-2e6 i=11
plot hold bound apply
step 500
plot hold bound disp
ret

The plots produced are shown in Figures 3.25 and 3.26. The applied σ11 causes horizontal forces
to act on the body. Since the body is tilted, these forces give rise to a moment which causes the
body to spin. A similar, but more subtle, effect arises when material is excavated from a body
that is supported by a stress boundary condition: the body is initially in equilibrium under gravity,
but the removal of material reduces the weight. The whole body then starts moving upward, as
demonstrated by the data file in Example 3.11.

Example 3.11 Uplift when material is removed

grid 10,10
mod elas
prop dens=1000 bulk=8e9 shear=5e9
set grav 10
fix x i=1
fix x i=11
; fix y j=1
initial syy=-1e5 var 0 1e5
apply syy=-1e5 j=1 ;set bottom stress to balance weight
step 10 ;check on equilibrium
print yvel

;now remove some material
mod null i=4 7 j=4 6
step 100
plot hold boun vel ;body no longer in equilibrium!
ret

The difficulty encountered in running this data file can be eliminated by fixing the bottom boundary,
rather than supporting it with stresses. Section 3.3.4 contains some information relating to the
location of such artificial boundaries.
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Figure 3.25 Applied horizontal forces on tilted body
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Figure 3.26 Rotational displacement induced by forces on tilted body
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When applying stresses or pressure to the interior surface of a hole, it may be necessary to specify
two boundary segments rather than one. For a uniform stress applied over a closed boundary (either
internal or external), the starting and ending points on the range can be made equal, provided the
keyword long is specified, as in Example 3.12, which applies a uniform pressure all around a circular
tunnel:

Example 3.12 Apply uniform pressure to a circular tunnel

grid 10 10
mod elas
gen circ 5 5 3
mod null reg=5,5
apply pres=1e5 long from 6,3 to 6,3
ret

However, if a gradient is to exist in the applied pressure (e.g., from a liquid in the tunnel), then it
is necessary to have a different starting point and ending point in order to provide a finite distance
over which to specify the variation. Suppose a variation of 80,000 is required between the top and
bottom of the tunnel in Example 3.12. The new APPLY command would be

apply pres=1e5 var=0,-0.8e5 (both) from 6,3 to 6,9

Figure 3.27 shows the resulting plot of applied forces. Note that the keyword both in the APPLY
command causes FLAC to apply stresses to both paths joining the start-point and the end-point.

Finally, if a stress boundary is applied to a range of gridpoints that is FIXed, then the applied stresses
have no effect; in other words, the FIX condition overrides the stress condition.
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Figure 3.27 Variation in applied pressure inside circular tunnel

3.3.2 Displacement Boundary

Displacements cannot be controlled directly in FLAC; in fact, they play no part in the calculation
process, as explained in Section 1 in Theory and Background. In order to apply a given displace-
ment to a boundary, it is necessary to prescribe the boundary’s velocity (using the APPLY command)
for a given number of steps. If the desired displacement is D, a velocity V over N steps (where
N = D/V ) may be applied. In practice, V should be kept small and N large, in order to minimize
shocks to the system being modeled. Section 6 in the Verifications volume provides an example
of a FISH function that adjusts V to keep the maximum unbalanced force below a prescribed limit.

If an APPLY command is used to specify velocity at a gridpoint in one direction, the gridpoint
can not be FIXed in the orthogonal direction (i.e., x- and y-direction or n- and s-direction). For
example, in order to simulate rigid movement of a (rough) upper platen of a test specimen, the
APPLY commands in Example 3.13 are required.

FLAC Version 5.0



3 - 40 User’s Guide

Example 3.13 Rigid movement of a rough platen

grid 5 10
mod mohr
apply xvel=0 j=11
apply yvel=-1e-5 j=11
plot hold bou app

The zero velocity applied in the x-direction fixes the gridpoint.

Alternatively, the FIX and INITIAL commands can be used to fix the gridpoint velocity in either the x-
or y-direction, or both. During the stepping process, the velocity at the start of stepping is retained
no matter what forces act on the fixed gridpoints. The velocity of such gridpoints may be altered
at any time by the user (with the INITIAL xvel or INITIAL yvel commands, or directly by a FISH
function).

The rough platen can then also be moved by replacing the APPLY commands with the following:

fix x y j=11
initial yvel=-1e-5 j=11
plot hold bou vel

The APPLY command applies velocities at external or internal boundary gridpoints. The FIX and
INITIAL commands can operate on any gridpoints, boundary or interior. The INTERIOR command is
directly analogous to the APPLY command but only operates on interior gridpoints.

It is very tedious to supply velocity boundary conditions if the boundary is irregular. Suppose a
pure biaxial strain is to be applied to the boundary of a circular sample. Advantage can be taken of
the fact that boundary gridpoints are marked automatically by FLAC during the generation process:

Example 3.14 Applying pure biaxial strain to a circular boundary

grid 10,10
mod elas
gen circ 5,5,5
mod null
mod elas reg=5,5
prop dens=1000 bulk=8e9 shear=5e9
fix x y (mark)
initial xv=-1e-4 var 2e-4,0 yv=1e-4 var 0,-2e-4 (mark)
plot hold bound, fix, vel

In this data file, the FIX and INITIAL operations are restricted to gridpoints that are marked by the
GENERATE command. Figure 3.28 illustrates the velocity field and fixed gridpoints. The range
of gridpoints could be further restricted by adding an i,j-range as well (see Section 1.1.3 in the
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Command Referencefor information on range specifications). In special cases, a FISH function
may also be used to set marks. Note the use of the var keyword to provide a linear variation of
velocity across the sample.

The same result can also be obtained using the APPLY command. However, the starting and ending
gridpoints must be defined differently for variation in x-velocity and y-velocity (see the description
for the var keyword in Section 1.1.3 in the Command Reference) — i.e., replace the FIX and INITIAL
commands in the above data file with:

apply xv=-1e-4 var 2e-4,0 both from 1,6 to 11,6
apply yv=1e-4 var 0,-2e-4 both from 6,1 to 6,11
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Figure 3.28 Velocity vectors at marked gridpoints around circular disk

When gridpoints are moved rigidly, their reaction forces may be measured with the PRINT xr and
PRINT yr commands, and plotted with PLOT rf. The sum of the reaction forces along a boundary
may be obtained with a simple FISH function that adds up the FISH variables xforce and yforce
over the required range.

If nonuniform prescribed velocities are required, the var keyword may be used, as illustrated earlier.
For a more complicated velocity profile, or one that changes as the simulation proceeds, we must
write a FISH function. For example, a rotating retaining wall on the right-hand side of a block of
soil is modeled as shown in Example 3.15, below.
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Example 3.15 Rotating retaining wall

grid 20,10
mod elas
prop dens 2000 shea 1e8 bulk 2e8
fix x y i=1
fix x y j=1
fix x y i=21
def velocity_profile

while_stepping
loop j (1,jgp)

xvel(igp,j) = vel_max * y(igp,j) / height
yvel(igp,j) = -vel_max * (x(igp,j)-20.0) / height

end_loop
end
set large, vel_max=1e-2, height=10.0
step 100
plot hold bound vel
ret

The function velocity profile is invoked at every step; it adjusts the velocity profile of the
wall as its geometry changes in large-strain mode. Note that the given velocity in this example is
much too high for a realistic simulation; it is for demonstration purposes only.

3.3.3 Real Boundaries — Choosing the Right Type

It is sometimes difficult to know the type of boundary condition to apply to a particular surface on
the body being modeled. For example, in modeling a laboratory triaxial test, should the load applied
by the platen be regarded as a stress boundary, or should the platen be treated as a rigid displacement
boundary? Of course, the whole testing machine, including the platen, could be modeled, but that
might be very time-consuming. (Remember that FLAC takes a long time to converge if there is
a large contrast in stiffnesses.) In general, if the object applying the load is very stiff compared
with the sample (say, more than 20 times stiffer), then it may be treated as a rigid boundary. If it is
soft compared with the sample (say, 20 times softer), then it may be modeled as a stress-controlled
boundary. Clearly, a fluid pressure acting on the surface of a body falls into the latter category.
Footings on soil can often be represented as rigid boundaries that move with constant velocity for
the purposes of finding the collapse load of the soil. This approach has another advantage — it is
much easier to control the test and obtain a good load/displacement graph. Section 3 in the FISH
volume (see “SERVO.FIS”) provides an example in which a strain-softening material is tested. It
is well-known that stiff testing machines are more stable than soft testing machines.

3.3.4 Artificial Boundaries

Artificial boundaries fall into two categories: lines of symmetry, and lines of truncation.
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3.3.4.1 Symmetry Lines

Sometimes it is possible to take advantage of the fact that the geometry and loading in a system is
symmetrical about one or more lines. For example, if everything is symmetrical about a vertical
line, then the horizontal displacements on that line will be zero. Therefore, we can make that line
a boundary and fix all gridpoints in the x-direction, using the command FIX x. If velocities on the
line of symmetry are not already zero, they should be set to zero with the command INITIAL xvel =
0.0. Both commands should have their range given as the boundary line. In the case considered,
the y-component of velocity on the vertical line of symmetry is not affected: it should not be fixed.
Similar considerations apply to a horizontal line of symmetry. Lines of symmetry can also be set
along boundaries which lie at angles to the x- and y-coordinate axes. Use the command APPLY
nvel = 0.

3.3.4.2 Boundary Truncation

When modeling infinite bodies (e.g., tunnels underground) or very large bodies, it may not be
possible to cover the whole body with zones, due to constraints on memory and computer time.
Artificial boundaries are placed sufficiently far away from the area of interest that the behavior in
that area is not greatly affected. It is useful to know how far away to place these boundaries and
what error might be expected in the stresses and displacements computed for the areas of interest.
A series of numerical experiments was performed on grids containing two tunnels in an elastic
material. The smallest model is shown in Figure 3.29, and the largest in Figure 3.30. In all runs,
the zone sizes were the same, so that discretization effects were eliminated. Two “measurements”
were made — vertical displacement at the top center point of the large tunnel, and the σ22 stress
at the midpoint of the “pillar” between the two tunnels. The in-situ stress ratio was 2:1 (vertical to
horizontal). For each rectangular boundary geometry, two runs were conducted: constant boundary
stress and zero boundary displacement. In addition, runs were done with FLAC ’s “infinite elastic
boundary” (IEB) (a representative grid is shown in Figure 3.31). Example 3.16 contains two
representative data files for these runs.

Example 3.16 Numerical experiments on boundary truncation

title
Test of Boundary Effect

set log on
; two tunnels in an elastic material
g 21 17
set echo off
m e
prop den=2000 shear=5e8 bulk=1e9
def put_holes

iha1 = ileft + 4
jha1 = jleft + 4
iha2 = iha1 + 3
jha2 = jha1 + 5
ihb1 = iha2 + 4
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jhb1 = jleft + 7
ihb2 = ihb1 + 5
jhb2 = jhb1 + 5
ihis1 = iha2 + 2
jhis1 = jhb1 + 1
ihis2 = ihb1 + 3
jhis2 = jhb2 + 1
command

mod null i=iha1,iha2 j=jha1,jha2
mod null i=ihb1,ihb2 j=jhb1,jhb2

end_command
end
def stress_measure

stress_measure = syy(ihis1,jhis1)
disp_measure = ydisp(ihis2,jhis2)

end
def stress_bc

command
apply sxx=-1e6 (long) from 1,1 to 1,1
apply syy=-2e6 (long) from 1,1 to 1,1

end_command
ii = out(’--- stress boundary conditions ---’)

end
def disp_bc

iigp = igp
jjgp = jgp
command

fix x y i=1
fix x y j=1
fix x y i=iigp
fix x y j=jjgp

endcommand
ii = out(’--- displacement boundary conditions ---’)

end
set ileft=1 jleft=1
put_holes
hist stress_measure
hist disp_measure
initial sxx=-1e6 syy=-2e6
stress_bc
;disp_bc
step 1000
print stress_measure, disp_measure
save str_bou.sav
new
;set echo on
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g 21 20
m e
gen circ 11,10,10 ;generate a circular boundary
m n
m e reg 10,10
prop den=2000 shear=5e8 bulk=1e9
def put_holes

iha1 = ileft + 4
jha1 = jleft + 4
iha2 = iha1 + 3
jha2 = jha1 + 5
ihb1 = iha2 + 4
jhb1 = jleft + 7
ihb2 = ihb1 + 5
jhb2 = jhb1 + 5
ihis1 = iha2 + 2
jhis1 = jhb1 + 1
ihis2 = ihb1 + 3
jhis2 = jhb2 + 1
command

mod null i=iha1,iha2 j=jha1,jha2
mod null i=ihb1,ihb2 j=jhb1,jhb2

end_command
end
def stress_measure

stress_measure = syy(ihis1,jhis1)
disp_measure = ydisp(ihis2,jhis2)

end
set ileft=1 jleft=3
put_holes
hist stress_measure
hist disp_measure
initial sxx=-1e6 syy=-2e6
ieb 11,10,10 1e9 5e8
step 1500
print stress_measure, disp_measure
save ieb_bou.sav
ret

The results are summarized in non-dimensional form in Figure 3.32. The measured displacements
and stresses are normalized to their asymptotic values; the value of “boundary size” is the average
of width and height (or diameter of circle for the IEB), and the “object size” is the average distance
across both tunnels. Several points may be noted from Figure 3.32.

1. A fixed boundary causes both stresses and displacements to be underestimated,
while a stress boundary does the opposite.
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2. The two types of boundary condition “bracket” the true solution, so that it is
possible to do two tests with small boundaries and get a reasonable estimate
of the true solution by averaging the two results.

3. As a rough guide, for a boundary-to-object size ratio of 5 times, the error in
stress and displacement is around 6% for the fixed and stress boundaries.

4. The error for the closest IEB (Figure 3.31) is around 0.5%.

It may appear from these results that the IEB is the best way to provide an artificial boundary to
simulate an infinite medium. However, there are some difficulties. First, for an elastic simulation,
FLAC takes about 2.5 times longer to run (for the same number of zones) when the IEB is present; this
factor reduces if plastic flow occurs. Second, there is no provision in the IEB formulation for lines
of symmetry, free surfaces, or interfaces intersecting the IEB (although the latter restriction may
be avoided by confining the interface to an enclosed inner grid surrounded by a ring of interfaces).
Even with these restrictions, the IEB will be the most efficient scheme for some problems. Before
embarking on a series of runs, some preliminary tests should be done in which various types of
boundaries are compared.
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Figure 3.29 Small model with two tunnels
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Figure 3.30 Large model with two tunnels
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Figure 3.31 Grid with two tunnels using the infinite elastic boundary (IEB)

FLAC Version 5.0



3 - 48 User’s Guide

1 2 3 4 5 6 7 8 9
0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

Ratio - Boundary size/Object size

N
or

m
al

iz
ed

 S
tr

es
se

s

IEB

Fixed
Boundary

Stress
Boundary

1 2 3 4 5 6 7 8 9
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

Ratio - Boundary size/Object size

N
or

m
al

iz
ed

 D
is

pl
ac

em
en

ts

IEB

Fixed
Boundary

Stress
Boundary

 

Figure 3.32 Numerical experiments on boundary truncation effects for grids
containing two tunnels

The numerical experiments reported above are for elastic bodies. This probably represents the
worst case, because the displacements and stress changes are more confined when plastic behavior
is present; there is a natural cutoff distance within which most of the action occurs. The artificial
boundary may be placed slightly farther away from the elastic-plastic cutoff without serious error.
However, any artificial boundary must not be sufficiently close that it attracts plastic flow and
thereby invalidates the solution.
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3.3.4.3 Infinite Elastic Boundary

The IEB is an artificial boundary that simulates the effect of an infinite extent of isotropic, linear,
elastic material. The formulation is analytical, using Bray’s solution (1987) for point loads acting
on the surface of a circular hole in two dimensions. FLAC zones are placed inside this circular hole;
forces are communicated to Bray’s equations, and displacements are returned. The displacements
are converted to gridpoint velocities using a relaxation scheme.

Compared to the more common boundary element hybrid scheme, the IEB has the following
characteristics.

1. The boundary must be circular, since the analytical solution is for that shape
only.

2. A boundary stiffness matrix is not computed or stored. Hence, there is almost
no memory overhead with the IEB, but the computation time is longer, since
coefficients are evaluated at each step.

3. There are no problems associated with fixed reference points; Bray’s formu-
lation handles a non-equilibrated set of forces.

In order to use the IEB, a circular boundary must first be created for the FLAC grid; the GENERATE
command provides a convenient means to do this. If the IEB is required to supply in-situ stresses
acting in the infinite region, then an appropriate set of stresses must be installed in all boundary
zones: these stresses will be used by the IEB — at the time of creation only — to set up the initial
boundary forces. The zone stresses may subsequently be changed, but such changes will not affect
the apparent stress in the far field. At the time of setup, the internal and external stresses will be in
equilibrium. The IEB is set up by the following command:

ieb xc yc rad bulk shear

where (xc, yc) and rad are the center coordinates and radius of the circular boundary. If these
parameters do not match an existing boundary of the FLAC grid, an error message will be issued.
The parameters bulk and shear are the bulk modulus and shear modulus of the infinite mass of
material. Normally, these values would match the moduli inside the FLAC grid, but no error is
signaled if they do not.

At present, there is no way to plot or print the IEB, but its presence may be detected by the fact that
it sets all boundary gridpoints as fixed in x and y. These gridpoints are given velocities by the IEB
logic during the stepping process. If the fix condition is removed manually by the user, the IEB
will restore it when the next STEP command is given.

An example involving the IEB is given in Section 1 in the Verifications volume.
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3.3.5 Axisymmetric Loading

Loads are applied to an axisymmetric grid in the same way as for a grid in a plane-strain analy-
sis. Two simple examples (Examples 3.17 and 3.18) are provided to demonstrate the application
of pressure in the radial direction (e.g., loading for an infinite pressurized cylinder) and in the
circumferential direction (e.g., loading for an oedometer test).

Example 3.17 Radial loading for an infinite pressurized cylinder

config axi
g 4 4
mo el
gen 0 0 0 1 2 1 2 0
pro den 1 bulk 4 she 2
app pres 1 i 5
fix y j 1
fix y j 5
step 1000
print sxx syy szz

For the pressurized cylinder, the radial and circumferential stress components are equal to the
applied pressure, p, and the axial stress, σyy , is

σyy = 2α2

α1 + α2
p (3.3)

where: α1 = K + 4/3G;

α2 = K − 2/3G;

K is the bulk modulus; and

G is the shear modulus

Type the command PRINT sxx syy szz after running Example 3.17 to check the radial, axial and
circumferential stresses in the grid. The relative error, when compared to the exact solution, is less
than 0.1%.

In the oedometer test, the axial stress equals the applied pressure, and the radial (σxx) and circum-
ferential (σzz) stresses are equal to

σxx = σzz = α2

α1
p (3.4)

Run Example 3.18 to confirm this. Again, the relative error in stresses is less than 0.1%.
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Example 3.18 Axial loading for an oedometer test

config axi extra 2
g 4 4
mo el
gen 0 0 0 1 1 1 1 0
pro den 1 bulk 4 she 2
fix y j 1
fix x i 5
app pres 1 j 5
;app yforce -.1667 i 1 j 5
;app yforce -.250 i 2 4 j 5
;app yforce -.1146 i 5 j 5
step 1000
def xf_yf

loop i (1,igp)
loop j (1,jgp)

ex_1(i,j) = xforce(i,j)
ex_2(i,j) = yforce(i,j)

end_loop
end_loop

end
xf_yf
print sxx syy szz
print yreaction
print ex_2

Boundary forces can also be applied to an axisymmetric grid; they are applied to specified gridpoints
using the APPLY xforce or APPLY yforce command. If the boundary force is to represent a stress
over a specified boundary area, then the applied force for each boundary gridpoint is the product of
the stress and the area associated with that gridpoint. If the force is applied in the axial (y) direction,
a scaled area,Asc, must be used for the axisymmetry calculation. The formula for the applied force
in the axial direction, Fy , is

Fy = σyy × Asc (3.5)

where: Asc = (R′�x)/R;

R′ = ri + (Lri − Lli)/3;

�x = (Lri + Lli)/2; and

R = ri (i �= 1)

= 0.25× ri+1 (i = 1)
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and σyy is the axial stress, ri is the radial distance to gridpoint i, Lli is the radial distance from
gridpoint i to the first gridpoint to the left of gridpoint i, and Lri is the radial distance from gridpoint
i to the first gridpoint to the right of gridpoint i.

For example, the same results for the oedometer test in Example 3.18 can be obtained by replacing
the command

apply pres 1 j=5

with the commands:

app yforce -0.1667 i 1 j 5
app yforce -0.250 i 2 4 j 5
app yforce -0.1146 i 5 j 5

The reaction forces stored in the FISH grid variables xforce and yforce are equal in magnitude
to the scaled applied forces, Eq. (3.5). However, the reaction forces that are printed with PRINT
yreaction or plotted with PLOT rforce are “unscaled” values; they are equal to the reaction forces,Fy ,
multiplied by the radial distance to the gridpoint,R, as defined in Eq. (3.5) — i.e., Funscy = Fy×R.
Compare the printouts from PRINT ex 2 and PRINT yreaction in Example 3.18.

3.3.6 Interior Boundary Conditions

A boundary condition can be prescribed for an interior gridpoint or zone as well as an exterior
boundary. This action is performed with the INTERIOR command. Mechanical boundary conditions
can only be applied at interior gridpoints. Example 3.19 illustrates the application of x- and y-forces
at interior gridpoints to load the interior of the model.

Example 3.19 Applying an interior mechanical force

grid 10, 10
model elastic
prop density=2000 bulk=1e8 shear=.3e8
fix x i 1 j 1 11
fix x i 11 j 1 11
fix y i 1 11 j 11
fix y i 1 11 j 1
interior xforce -10000.0 i 5 j 5 7
interior xforce 10000.0 i 7 j 5 7
interior yforce 10000.0 i 5 7 j 7
interior yforce -10000.0 i 5 7 j 5
solve

Pore pressures are also applied at interior gridpoints. Groundwater wells (well) and thermal heat
sources (sources) are applied at interior zones.
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3.4 Initial Conditions

In all civil or mining engineering projects, there is an in-situ state of stress in the ground, before any
excavation or construction is started. By setting initial conditions in the FLAC grid, an attempt is
made to reproduce this in-situ state, because it can influence the subsequent behavior of the model.
Ideally, information about the initial state comes from field measurements but, when these are not
available, the model can be run for a range of possible conditions. Although the range is potentially
infinite, there are a number of constraining factors (e.g., the system must be in equilibrium, and the
chosen yield criteria must not be violated anywhere).

In a uniform layer of soil or rock with a free surface, the vertical stresses are usually equal to gρz,
where g is the gravitational acceleration, ρ is the mass density of the material, and z is the depth
below surface. However, the in-situ horizontal stresses are more difficult to estimate. There is
a common — but erroneous — belief that there is some “natural” ratio between horizontal and
vertical stress, given by ν/(1− ν), where ν is the Poisson’s ratio. This formula is derived from the
assumption that gravity is suddenly applied to an elastic mass of material in which lateral movement
is prevented. This condition hardly ever applies in practice, due to repeated tectonic movements,
material failure, overburden removal and locked-in stresses due to faulting and localization (see
Section 3.10.3). Of course, if we had enough knowledge of the history of a particular volume of
material, we might simulate the whole process numerically, to arrive at the initial conditions for
our planned engineering works. This approach is not often feasible. Typically, we compromise: a
set of stresses is installed in the grid and then FLAC is run until an equilibrium state is obtained. It
is important to realize that there are an infinite number of equilibrium states for any given system.

In the following sections, we examine progressively more complicated situations and the way in
which the initial conditions may be specified. The user is encouraged to experiment with the various
data files that are presented.

3.4.1 Uniform Stresses: No Gravity

For an excavation deep underground, the gravitational variation of stress from top to bottom of the
excavation may be neglected because the variation is small in comparison with the magnitude of
stress acting on the volume of rock to be modeled. The SET gravity command may be omitted,
causing the gravitational acceleration to default to zero. The initial stresses are installed with the
INITIAL command — e.g.,

initial sxx=-5e6 syy=-1e7 szz=-5e6

The components σ11 (or σxx), σ22 (or σyy) and σ33 (or σzz) are set to compressive stresses of
5× 106, 107 and 5× 106, respectively, throughout the grid. Range parameters may be added if the
stresses are to be restricted to a sub-grid. It is important to remember that σ33 should be initialized
when using FLAC, since all the constitutive models take it into account; if omitted, it defaults to
zero, which may cause failure to occur in the out-of-plane direction. The INITIAL command sets all
stresses to the given values, but there is no guarantee that the stresses will be in equilibrium. There
are at least two possible problems. First, the stresses may violate the yield criterion of a nonlinear
model that has been assigned to the grid. In this case, plastic flow will occur immediately after the
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STEP command is given, and the stresses will readjust; this possibility should be checked by doing
one trial step and examining the response (e.g., PRINT state). Second, the prescribed stresses at the
grid boundary may not equal the given initial stresses. In this case, the boundary gridpoints will
start to move as soon as a STEP command is given; again, output should be checked (e.g., PLOT
vel) for this possibility. Example 3.20 shows a set of commands that produce initial stresses that
are in equilibrium with prescribed boundary stresses.

Example 3.20 Initial and boundary stresses in equilibrium

grid 20 20
mod elastic
initial sxx=-5e6 syy=-1e7 szz=-5e6
apply sxx=-5e6 syy=-1e7 long from 1,1 to 1,1

Of course, if the boundary is fixed, rather than stress-controlled, the initial stresses will be in
equilibrium automatically — the APPLY command is not necessary. Refer to Section 3.3, and the
APPLY command in particular, for more details on boundary conditions.

3.4.2 Stresses with Gradients: Uniform Material

Near the ground surface, the variation in stress with depth cannot be ignored. The SET grav
command is used to inform FLAC that gravitational acceleration operates on the grid. It is important
to understand that the SET grav command does not directly cause stresses to appear in the grid;
it simply causes body forces to act on all gridpoints. These body forces correspond to the weight
of material surrounding each gridpoint. If no initial stresses are present, the forces will cause the
material to move (during stepping) in the direction of the forces until equal and opposite forces are
generated by zone stresses. Given the appropriate boundary conditions (e.g., fixed bottom, roller
side boundaries), the model will, in fact, generate its own gravitational stresses that are compatible
with the applied gravity. However, this process is inefficient, since many hundreds of steps may
be necessary for equilibrium. It is better to initialize the internal stresses such that they satisfy
both equilibrium and gravitational gradient. The var parameters on the INITIAL command must be
given so that the stress gradient matches the gravitational gradient, gρ. The internal stresses must
also match boundary stresses at stress boundaries. As mentioned in Section 3.3, there are several
boundary conditions that could be used. Consider, for example, a 20 m× 20 m box of homogeneous
material at a depth of 200 m underground, with fixed base and stress boundaries on the other three
sides. The data file in Example 3.21 produces an equilibrium system.

Example 3.21 Initial stress state with gravitational gradient

grid 10 10
gen 0,0 0,20 20,20 20,0
mod mohr
prop dens=2500 bulk=5e9 shear=3e9 fric=35
fix x y j=1
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set grav=10
initial syy=-5.5e6 var=0,5e5
initial sxx=-2.75e6 var=0,2.5e5
initial szz=-2.75e6 var=0,2.5e5
apply syy=-5.5e6 var=0,5e5 sxx=-2.75e6 var=0,2.5e5 i=1
apply syy=-5.5e6 var=0,5e5 sxx=-2.75e6 var=0,2.5e5 i=11
apply syy=-5e6 j=11

In this example, horizontal stresses and gradients are equal to half the vertical stresses and gradients,
but they may be set at any value that does not violate the yield criterion (Mohr-Coulomb, in this
case). After preparing a data file such as the one above, one calculation step should be executed and
the velocity field plotted; any failure to match internal stresses with boundary stresses will show up
as a systematic movement at one or more boundaries (small, chaotic velocities may be ignored —
see Section 3.9.2). Note that the material will fail in the out-of-plane direction if szz is omitted in
the above example.

3.4.3 A Caution about Specifying Variations for INITIAL

There is an (intentional) anomaly in the way in which stress variations are expressed by the INITIAL
command. Stresses are associated with zone centroids. However, when specifying a variation
of stresses across a given region, it is more convenient to give the variation between bounding
gridpoints rather than zones, because (a) it is tedious to compute centroid locations, and (b) changes
in properties and stress regimes occur normally at grid lines. Hence, if the var keyword is given,
the specified stress variation is taken over the gridpoint range that bounds the given zone range.
For example, the command

initial sxx=-5e6 var 0,2e6 i=1 j=1,10

assumes that the stress at gridpoint (1,1) is−5× 106 and the stress at gridpoint (1,11) is−3× 106.
The stresses installed at zone centroids are interpolated between these two extremes. To confuse
matters further, the APPLY command always applies stresses between gridpoints, so the given range
for this command must be in terms of gridpoints, rather than zones, as it is for the INITIAL command.
Example 3.22 illustrates the correct specification of ranges for an equilibrium system in which a
varying horizontal stress exists over the bottom half of the sample. Note the different ranges for
INITIAL and APPLY.

Example 3.22 Specification of ranges for APPLY and INITIAL commands

grid 10 10
mod elas
prop dens 2000 shear 3e8 bulk 5e8
apply sxx=-5e6 var 0,2e6 i=1 j=1,6
apply sxx=-5e6 var 0,2e6 i=11 j=1,6
initial sxx=-5e6 var 0,2e6 j=1,5
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3.4.4 Stresses with Gradients: Nonuniform Material

It is more difficult to give the initial stresses when materials of different densities are present.
Consider a layered system with a free surface, enclosed in a box with roller side boundaries and
fixed base. Suppose that the material has the following density distribution:

1600 kg/m3 from 0 to 10 m depth

2000 kg/m3 from 10 to 15 m depth

2200 kg/m3 from 15 to 25 m depth

An equilibrium state is produced by the data file in Example 3.23.

Example 3.23 Initial stress gradient in a nonuniform material

grid 20 25
mod elas
prop shear=3e9 bulk=5e9
prop dens=2200 j=1,10
prop dens=2000 j=11,15
prop dens=1600 j=16,25
set grav=10
initial syy=-4.8e5 var 0,2.2e5 j=1,10
initial syy=-2.6e5 var 0,1e5 j=11,15
initial syy=-1.6e5 var 0,1.6e5 j=16,25
fix y j=1
fix x i=1
fix x i=21

The stress at each material interface must be calculated manually from the known overburden above
it; this is used as the value following syy in the INITIAL command. The var values are simply the
variations across each layer due to the gravitational gradient. Note that the example is simplified
— in a real case, the elastic moduli would vary, and there would be horizontal stresses. If high
horizontal stresses exist in a layer, these may be installed with the INITIAL command.

In a more complicated situation, it is best to use a FISH function to compute initial stress values
from a known material property distribution.
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3.4.5 Stress Initialization in a Nonuniform Grid

The existence of internal nonuniformities in a FLAC grid should not change the way in which
stresses are initialized. However, some minor adjustment may be necessary, because forces do not
balance exactly if the grid is irregular. For example, a grid may be distorted internally into the
shape of a circle, with an aim to “excavate” a tunnel at some later stage in the run. There will be
a very slight initial imbalance in forces, but this may be relaxed with a few steps, as illustrated in
Example 3.24.

Example 3.24 Initial stress state for a nonuniform grid

grid 20 20
mod elas
prop dens=2000 shear=3e8 bulk=5e8
fix x i=1
fix x i=21
fix y j=1
gen circ 8,12,3 ; Deform the grid!
initial sxx=-1e5 var=0,1e5
step 100

After executing the 100 steps, the grid is in equilibrium; some small adjustment to the initial stress
state takes place.

More complications arise when a free surface has an irregular geometry. Example 3.25 produces
the “mountain range” shown in Figure 3.33 (the details of the generation process are not important
in this context).

Example 3.25 Initial stress state for an irregular free surface

grid 30 15
mod elas
prop dens 2000 shear 3e8 bulk 5e8
fix x i=1
fix x i=31
fix y j=1
def mountain; create distorted surface

rj = 1.0 / jzones
sum = 0.0
loop i (2,igp)

y_change = 2.0 * (urand - 0.5)
y(i,jgp) = y(i-1,jgp) + y_change
sum = sum + (y(i-1,jgp) - y(1,jgp))
y(i,jgp) = y(i,jgp) - 2.0 * sum / i
loop j (2,jgp-1)
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y(i,j) = y(i,jgp) * (j - 1) * rj
end_loop

end_loop
end
mountain
plot hold grid
save m1.sav
; ret
; rest m1.sav
set grav=10
initial syy=-3e5 var 0,3e5 sxx=-6e5 var 0,4e5
step 1250
scl 1 15,0 15,20
plo hold bound, sxx i=0.5e5
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Figure 3.33 FLAC grid of mountain range

There is no simple way to deduce an equilibrium stress distribution for this grid; it must be modeled
as a boundary-value problem. However, we may insert initial stresses in order to speed up the
convergence and influence the final stress distribution. For example, if we know that there is a high
horizontal in-situ stress, with only a small fall-off near the surface, we can initialize σ11 to−2×105

at the approximate location of the surface, increasing to−6×105 at the bottom. The vertical stress
can be set to correspond to the average overburden.
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The resulting horizontal stress distribution is shown in Figure 3.34. This represents just one of
many ways to obtain an equilibrium solution; each one will produce a different, but physically
valid, stress distribution. Several schemes are listed below.

1. Do not initialize stresses; allow gravity to compact the layer.

2. Initialize horizontal stress, but not vertical stress.

3. Impose constant stress at the lateral boundaries rather than zero horizontal
displacement.

4. Remove irregular overburden from initial grid of uniform thickness.

5. Allow plastic flow to occur, thus removing stress concentrations.

6. Build up the profile layer by layer; equilibrate each layer.

There are probably many other possible schemes, particularly for a nonlinear, path-dependent
material. No initial state is the “correct one” — the choice may depend on the type of geological
process that is believed to have occurred in the field.
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Figure 3.34 Horizontal stress contours in mountain range
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3.4.6 Compaction within a Nonuniform Grid

Puzzling results are sometimes observed when a model is allowed to come to equilibrium under
gravity using a nonuniform grid. When a Mohr-Coulomb, or other nonlinear constitutive model is
used, the final stress state and displacement pattern are not uniform, even though the boundaries
are straight and the free surface is flat. The data file in Example 3.26 illustrates the effect — see
Figure 3.35 for the generated plot showing displacement vectors and vertical stress contours.

Example 3.26 Nonuniform stress initialized in nonuniform grid

grid 8 10
mod mohr
gen ratio 1.2 1.0
prop dens 2000 shear 1e8 bulk 2e8 fric 30
fix x i=1
fix x i=9
fix y j=1
set grav 10
step 1000
plot hold bou disp syy i=2e4
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Figure 3.35 Nonuniform stresses and displacements
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Since we have roller boundaries on both sides, we might expect the material to move down equally
on both sides. However, the grid is finer on the left. FLAC tries to keep the local timestep equal for
all zones, so it increases the inertial mass for the left-hand gridpoints to compensate for the smaller
zone sizes. The left-hand gridpoints then accelerate more slowly than those on the right. This
will have no effect on the final state of a linear material, but it causes nonuniformity in a material
that is path-dependent. For a Mohr-Coulomb material without cohesion, the situation is similar to
dropping sand from some height into a container and expecting the final state to be uniform. In
reality, a large amount of plastic flow would occur because the confining stress does not build up
immediately. Even with a uniform grid, this approach is not a good one since the horizontal stresses
depend on the dynamics of the process.

The best solution is to use the INITIAL command to set initial stresses to conform to the desired
K0 value (ratio of horizontal to vertical stresses). For example, the STEP 1000 command in the
previous data file could be replaced by the following lines:

ini syy -2e5 var 0 2e5
ini sxx -1.5e5 var 0 1.5e5
ini szz -1.5e5 var 0 1.5e5

A stable state is achieved with K0 = 0.75; no stepping is necessary. If, for some reason, the user
wishes to use FLAC to compute the final state, then the STEP 1000 line could be replaced by the
following lines:

prop tens 1e10 coh 1e10
step 750
prop tens 0 coh 0
step 250

Figure 3.36 shows the displacement vectors and vertical stress contours for this case. The material
is prevented from yielding during the compaction process, but the original properties are restored
when equilibrium is achieved.

The command SOLVE elastic automatically performs the same functions as the above commands:
the mechanical calculation is first solved assuming high strength properties, and then solved using
the actual strength properties. SOLVE elastic can only be applied for Mohr-Coulomb and ubiquitous-
joint materials, at present.
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Figure 3.36 Uniform stresses and displacements

3.4.7 Initial Stresses Following a Model Change

There may be situations in which one model is used in the process of reaching a desired stress
distribution, but another model is to be used for the subsequent simulation. If one model is replaced
by another non-null model, the stresses in the affected zones are preserved, as in Example 3.27.

Example 3.27 Initial stresses following a model change

grid 5 5
mod elas
prop dens 2000 sh 2e8 bu 3e8
fix x y j=1
set grav=10
step 150
model mohr i=1,3 j=1,3
prop dens 2000 sh 2e8 bu 3e8 fric=35 i=1,3 j=1,3

At this point in the run, the stresses generated by the initial elastic model still exist and act as initial
stresses for the region containing the new Mohr-Coulomb model.
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Two points should be remembered. First, if a null model is installed in any zone (even if it is
subsequently replaced by another model), all stresses are removed from the affected zones. Second,
if one model is replaced by another, and the stresses should physically be zero in the new model,
then an INITIAL command must be used to reset the stresses to zero. This situation would occur if
rock is mined out and replaced by backfill; the backfill should start its life without stress.

3.4.8 Stress and Pore Pressure Initialization with a Phreatic Surface

Pore pressures are initialized in the same way as stresses. However, if CONFIG gw has been set,
then it is the gridpoint pore pressures rather than the zone pressures that are initialized — refer to
Section 1.5.2 in Fluid-Mechanical Interaction for more details on the distinction between zone
and gridpoint pressures. Consequently, the range given on the INITIAL command refers to gridpoints
rather than zones.

Initialization of a partially saturated grid can be confusing; it may be easier to set the boundary con-
ditions and let FLAC compute the phreatic surface and corresponding variations in stress gradients
that occur because of differing zone densities. Often, if pressures and stresses are to be initialized
manually, the procedure illustrated in Example 3.28 can be used. Consider an impermeable box of
height 10 m which contains a solid, elastic material, fixed at the sides and base. Assume that only
the bottom 5 m are fully saturated. The dry density of the solid is 2000 kg/m3, and its porosity is
0.5.

The data file in Example 3.28 creates initial conditions that are in equilibrium.

Example 3.28 Stress and pore pressure initialization with a phreatic surface

config gw
g 10 10
m e
prop dens 2000 shear 5e8 bulk 1e9
prop poros=0.5 perm=1e-10
water dens=1000 bulk=2e9
set grav 10
fix x i=1
fix x i=11
fix y j=1
initial sat=1 j=1,6
initial sat=0 j=7,11
initial syy=-8e4 var 0,8e4 j=7,10
initial syy=-9.125e4 j=6
initial syy=-22.75e4 var 0,12.5e4 j=1,5
initial pp=5e4 var 0,-5e4 j=1,6

It is best to work out the stress conditions from the top downward. The saturation is zero from j = 7
to j = 11. (Recall that saturation is a gridpoint variable.) Hence, the total density of each zone in
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this region is equal to the dry density of 2000 kg/m3, giving syy of −8× 104 at gridpoint 7, due to
the overburden of 4 m — this accounts for the first INITIAL syy command.

The next zone (j = 6) has an average saturation of 0.5. Hence, its average density, ρTOT, is 2250
kg/m3, using the formula:

ρTOT = ρDRY + n s ρw (3.6)

where n is the porosity, s is the saturation, and ρw is the density of water. At the midpoint of the
zone, the additional stress is −1.125× 104, giving a zone stress of −9.125× 104. At the bottom
of this zone, we add another increment of −1.125 × 104, giving the stress at gridpoint j = 6 of
−10.25× 104.

For the zones j = 1,5, the saturation is 1.0, so the total density is 2500 kg/m3. Hence, the change
in stress over the range of gridpoints is −12.5 × 104. Adding this to the stress found above for
gridpoint j = 6, the bottom stress is−22.75×104. This accounts for the final INITIAL syy command.

The grid pore pressure varies linearly from 5 × 104 at the base, to zero at gridpoint j = 6; above
this, the material is unsaturated.

This example only illustrates the procedure for initializing vertical stresses. Horizontal stresses, in
both the x- and z-directions, should also be initialized in a similar manner.

This procedure is admittedly complicated; if an error is made, then movement will start to occur
from the first step, and fluid will flow. If further steps are taken, an equilibrium condition will be
reached eventually at the point at which densities, stresses and pressures are all compatible. A FISH
function has been written to perform this procedure for a multiple layered system (see “ININV.FIS”
in Section 3 in the FISH volume).

3.4.9 Initialization of Velocities

Until now, we have concentrated on initialization of stresses and pressures. Normally, the velocities
inside the grid are not set explicitly, but default to zero initially. If, however, a velocity loading
condition is specified at the boundary of a body, it is sometimes beneficial to initialize the velocities
throughout the body to minimize the shock to the system. For example, in a simulated biaxial test
with rigid platens, the velocities can be initialized to achieve an initial linear gradient throughout
the sample, as shown in Example 3.29.
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Example 3.29 Velocity gradient in a biaxial test

grid 5 10
mod mohr
fix y j=1
fix y j=11
apply pres=1e5 i=1
apply pres=1e5 i=6
initial yvel 0 var 0,-1e-4 j=1,11

This will avoid the initial shock that occurs when internal gridpoints must accelerate in order to
acquire negative velocities. The subsequent motion of the internal gridpoints is not controlled, since
only the ends are fixed.
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3.5 Loading and Sequential Modeling

By applying different model loading conditions at different stages of an analysis, it is possible to
simulate changes in physical loading, such as sequences of excavation and construction. Changes
in loading may be specified in a number of ways — e.g., by applying new stress or displacement
boundaries, by changing the material model in zones to either a null material or to a different
material model, or by changing material properties.

It is important to recognize that sequential modeling follows the stages of an engineering work —
e.g., the modeling sequence would match the stages in excavation and construction of a sheet pile
wall. This modeling does not, however, include physical time as a parameter, and time-dependent
behavior is not simulated directly.* Some engineering judgment must be used to estimate the
effects of time. For example, a model parameter may be changed after a predetermined amount of
displacement or strain has occurred. This displacement may be estimated to have occurred over a
given period of time. See Section 3.5.5 for further discussion on modeling time-dependent behavior.

The following guidelines should be followed when performing loading changes or defining stages
in a sequential analysis.

1. As discussed in Section 3.2, all zones must be defined initially, and those zones cor-
responding to future construction should be changed to null zones (see the earth dam
example in Section 3.2). Gridpoints must not be moved after solution stepping starts;
displacements and stresses will not be adjusted to account for the change in element size
or shape.

2. When material models are changed during a simulation sequence, all properties must be
respecified for the new model, even if the affected zones were previously assigned the
same properties. Properties are lost when models are changed. Stresses in zones are
preserved when models are changed, unless the zones are changed to null zones; in this
case, all stresses in the affected zones are set to zero.

3. If the model is in equilibrium, a change in elastic properties will have no effect on the
response of the model because elastic moduli are tangent moduli, not secant moduli. The
model must be subjected to a change which causes unbalanced forces to develop. This
may be caused, for example, by a change in strength properties if the current stresses
exceed the new strength limit. (See Section 3.5.2.)

* Of course, here we are referring to static mechanical processes. Transient calculations can also be
performed for groundwater flow, creep or thermal analyses with FLAC. Dynamic analyses can be
performed with the dynamic option described in Section 3 in Optional Features.
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3.5.1 Recommended Approach to Sequential Modeling

The recommended approach to sequential modeling is demonstrated by the following example.
This problem involves the analysis of the loading on three tunnels (a service tunnel and two main
tunnels) which are sequentially excavated and lined. The construction sequence to be analyzed
consists of three stages:

(1) excavation of the service tunnel;

(2) installation of the liner for the service tunnel; and

(3) excavation of the main tunnels.

The objective of the analysis is to investigate the influence of the main tunnel excavation on the
response of the service tunnel.

The model is constructed to take advantage of symmetry in the problem. The service tunnel is
located midway between the main tunnels, so a vertical line of symmetry may be assumed to exist
along the centerline of the service tunnel. The model grid is created by the following series of
commands, beginning with Example 3.30.

Example 3.30 Sequential excavation and lining of tunnels — initial grid

grid 36,40
mod mohr
gen -36 0 0 0 0 -30 -36 -30
gen 15 -1 15 50 50 50 50 -1 rat 1.15 1.1 i 21 37 j 21 41
gen 15 -50 same same 50 -50 rat 1.15 0.909 i 21 37 j 1 21
gen 10 -1 10 50 same same rat 1 1.1 i 15 21 j 21 41
gen 10 -50 same same same rat 1 0.909 i 15 21 j 1 21
gen 6 -1 6 50 same same rat 1 1.12 i 11 15 j 21 41
gen 6 -50 same same same rat 1 0.893 i 11 15 j 1 21
gen 3 -1 3 50 same same rat 1 1.14 i 7 11 j 21 41
gen 3 -50 same same same rat 1 0.877 i 7 11 j 1 21
gen 0 -1 0 50 same same rat 1 1.16 i 1 7 j 21 41
gen 0 -50 same same same rat 1 0.862 i 1 7 j 1 21
gen arc 0 -1.45 0 -4.17 180
gen circle 15 0 4.2
gen adjust
plot hold grid
win 0 20 -10 10
plot hold grid
ret

The resulting grid is shown in Figure 3.37. Note that the GENERATE arc and GENERATE circle com-
mands are used to define the boundaries of the tunnel excavations. A close-up view in Figure 3.38
shows the grid in the vicinity of the tunnels.
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Figure 3.37 Initial FLAC grid with a vertical line of symmetry at the center
of a service tunnel
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Figure 3.38 Close-up view of tunnel region
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The line of symmetry and boundary and initial stress conditions are assigned via:

fix x i 1
app sxx -1.38e6 i 37
app syy -1.75e6 j 1
app syy -1.75e6 j 41
initial sxx -1.38e6 syy -1.75e6 szz -0.78e6

The effects of gravity are neglected for this analysis. The material is assigned the Mohr-Coulomb
material model with the properties:

prop dens=2350 shear=0.36e9 bulk=0.6e9
prop coh=6e5 fric=30 tens=1e10

The model should be in equilibrium at this state; this can be checked by typing

solve

The run stops after 2 steps because the maximum out-of-balance force is very small. The value is
not exactly zero, due to a slight perturbance resulting from the nonuniform grid.

In the first construction stage, the service tunnel is excavated. This excavation is made instanta-
neously in the model by typing

model null reg 1,21

This is the most common way to perform an excavation with FLAC, and it assumes that the excavation
is made suddenly (e.g., by explosion). The resulting nonlinear response of the model will depend
on the rate of unloading, so the modeler must decide whether this method of excavation in FLAC
is appropriate to the physical problem. Alternatively, the excavation can be made by reducing the
stresses along the excavation boundary gradually (similar to what is discussed in Section 3.3.1.2).
A different response may result. The effect of path-dependent loading is discussed further in
Section 3.10.3. An example FISH function, to reduce stresses gradually along an excavation, is
provided (“ZONK.FIS”) in Section 3 in the FISH volume.

The solution at this stage is found by monitoring the displacement at locations around the tunnel.
The following commands are used:

hist unbal
hist ydis i=1 j=25
hist xdis i=6 j=23

The y-displacement is recorded at the crown of the tunnel, and the x-displacement at the springline.
The solution is started by typing

solve

When the calculation stepping is completed, the displacement histories are plotted. Figure 3.39
shows that the displacements have converged to a value of 7.40 mm at the crown and 3.85 mm at
the springline.
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Figure 3.39 Displacement histories monitored at crown and invert of tunnel

The problem is saved at this state by typing

save stun.sav

followed, of course, by pressing <Enter>.

The liner is now installed in the service tunnel. A concrete liner is simulated as a homogeneous,
linearly elastic material and is installed with the commands listed in Example 3.31.

Example 3.31 Installation of lining

rest stun.sav
* install service liner
struct prop 1 e=44.9e9 i=2.73067e-3 a=.32
struct beam beg gr 1 25 end gr 2 25
struct beam beg gr 2 25 end gr 3 25
struct beam beg gr 3 25 end gr 4 25
struct beam beg gr 4 25 end gr 4 24
struct beam beg gr 4 24 end gr 5 24
struct beam beg gr 5 24 end gr 5 23
struct beam beg gr 5 23 end gr 6 23
struct beam beg gr 6 23 end gr 6 22
struct beam beg gr 6 22 end gr 6 21
struct beam beg gr 6 21 end gr 6 20
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struct beam beg gr 6 20 end gr 6 19
struct beam beg gr 6 19 end gr 6 18
struct beam beg gr 6 18 end gr 6 17
struct beam beg gr 6 17 end gr 5 17
struct beam beg gr 5 17 end gr 4 17
struct beam beg gr 4 17 end gr 4 16
struct beam beg gr 4 16 end gr 3 16
struct beam beg gr 3 16 end gr 2 16
struct beam beg gr 2 16 end gr 1 16
struct node=1 fix r
struct node=20 fix r

The two structural nodes that are on the line of symmetry must have their rotation fixed.

Since no loading change has been made at this stage, the model is in equilibrium with the liner
installed. The third stage, then, is to excavate the main tunnels and monitor the response of the
lined service tunnel. The main tunnels are excavated, and the third stage solved with the commands
in Example 3.32.

Example 3.32 Excavation of main tunnels with lined service tunnel

model null reg 21,21
initial xdis 0 ydis 0
solve
plot hold hist 2 3 begin 1430
win 0,20 -10,10
sclin 1 8,-50 8,50
plot hold struct mom max -1e5 sig1 boun
save stun_lin.sav

The displacements are reset to zero in the model so that only the change due to the excavation
is recorded. The results shown in Figure 3.40 indicate that the displacements at the crown and
springline are insignificant: both are smaller than 1.5 mm. The influence of the main tunnels is
also shown in Figure 3.41, which presents plots of the moment in the lining and the major principal
stress distribution after excavation of the main tunnels. (Note that the negative maximum value for
moment given in the PLOT struct command changes the sense of the moment plot.)
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Figure 3.40 Crown and springline displacements of lined service tunnel
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Figure 3.41 Moment in service tunnel lining and major principal stress con-
tours in rock between main tunnel and lined service tunnel

FLAC Version 5.0



PROBLEM SOLVING WITH FLAC 3 - 73

The influence of the lining is also demonstrated by repeating the last stage without lining the service
tunnel, as shown in Example 3.33.

Example 3.33 Excavation of unlined tunnel

rest stun.sav
model null reg 21,21
initial xdis 0 ydis 0
solve
save stun_un1.sav
plot hold hist 2 3 begin 1200
win 0,20 -10,10
sclin 1 8,-50 8,50
plot hold sig1 boun

Figures 3.42 and 3.43, when compared to Figures 3.40 and 3.41, illustrate the influence of the lining.
The only effect is seen in the vertical displacement at the crown; the displacement for the unlined
tunnel is approximately 2.5 times greater than that for the lined tunnel.

The modeling sequence may now be repeated with different conditions of material properties or
locations of main tunnels relative to the service tunnel. If new tunnel locations are investigated, the
grid must be regenerated and the model brought to an initial equilibrium state again. If different
material properties are used, the model must be solved first for the response of the unlined service
tunnel. If different structural support is selected, the model may be restored at the state after the
service tunnel is excavated and then the new support added (i.e., RESTORE stun.sav). Always
remember that the model must be at an equilibrium state when the loading change is made.
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Figure 3.42 Crown and springline displacements of unlined service tunnel
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Figure 3.43 Major principal stress contours in rock between main tunnel and
unlined service tunnel
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3.5.2 Effect of Changing Properties

Constitutive models in FLAC operate in incremental fashion because hysteretic-type behavior cannot
be reproduced if stress is a single-valued function of strain. The elastic moduli (K andG) required
in FLAC input are tangent moduli (i.e., they are used to relate incremental stresses to incremental
strains). Consider a system under load, but in equilibrium. Changing the elastic moduli will have no
effect on this system since the subsequent incremental strains are zero. In some formulations, it is
assumed that elasticity is represented by secant moduli (i.e., that there is a unique relation between
stress components and strain components). This type of formulation is not usually suitable for
modeling geo-materials but, if required, FLAC can be made to simulate the effect of changing
secant moduli in some cases.

Example 3.34 corresponds to a model of a slice through a room-and-pillar mine, stress-loaded at
the top and modeled with an elastic material. The side boundaries are lines of symmetry, since the
geometry is supposed to repeat in the horizontal direction.

Example 3.34 Room and pillar example — uniform moduli

; --- Demonstrate secant modulus change in a pillar ---
def setup

initial_bulk = 1e9
initial_shear = 0.75e9

; reduced_bulk = 0.5e9
; reduced_shear = 0.375e9

initial_vert = -1e7
initial_horiz = -0.5e7
i_pillar = 3
j_pillar = 3
ipp1 = i_pillar + 1
jpp1 = j_pillar + 1

end
setup ; Define symbols
grid 10 20
mod elas
prop dens=2000 shear=initial_shear bulk=initial_bulk
; prop shear=reduced_shear bulk=reduced_bulk i=1,i_pillar j=1,j_pillar
fix x i=1
fix x i=11
fix y j=1
apply syy=-1e7 j=21 ; Stress-loaded top
ini syy=initial_vert sxx=initial_horiz szz=initial_horiz
model null i=ipp1,10 j=1,j_pillar ; Excavate opening
his ydis i=1 j=jpp1
his ydis i=5 j=jpp1
his ydis i=11 j=jpp1
step 4000
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scline 1 1.5 0 1.5 50
plot hold boun ydis i=1e-2
save sm.sav
ret

The resulting plot is shown in Figure 3.44.
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Figure 3.44 y-displacement contours: single run, with uniform moduli

Suppose it is now necessary to reduce the secant moduli of the pillar by some factor, to represent
(for example) time-dependent degradation in the pillar material. If we simply change the shear and
bulk moduli of the pillar zones, nothing will happen, as explained previously. In order to model the
change in secant moduli, we must recognize that stresses must also change in the pillar. To see this,
consider the isotropic elastic model, written in terms of stresses and strains rather than increments:

σ11 = αe11 + βe22 + σ ◦11 (3.7)

σ22 = αe22 + βe11 + σ ◦22

σ12 = 2Ge12 + σ ◦12

where α=K + 4G/3, β =K − 2G/3, and we consider plane-strain conditions, omitting σ33 for
simplicity. The terms σ ◦11 and σ ◦22 represent initial stresses imposed before straining commences. It
is clear from Example 3.34 that absolute values of stress must also change if secant moduli change.
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To compute the stress changes induced by instantaneous changes in moduli (not by subsequent
movement that occurs in response to the changed conditions), we express the new stress components
(denoted by σ̃11 and σ̃22) in terms of the old:

σ̃11 − σ ◦11

σ11 − σ ◦11
= α̃e11 + β̃e22

αe11 + βe22
(3.8)

where α̃ and β̃ correspond to the new moduli. In general, we would need to solve Eq. (3.7) for the
strain components, but if the shear and bulk modulus both change by the same factor (say, f ), then
the right-hand side of Eq. (3.8) is simply f . Hence,

σ̃11 = f σ11 + (1− f ) σ ◦11 (3.9)

Similar expressions can be written for the other components of stress. Example 3.35 contains a
continuation of the previous run in which secant moduli are degraded by 50%, and pillar stresses are
adjusted according to the scheme described above. The resulting total displacement plot is shown
in Figure 3.45. By comparing contour levels, we can see that the maximum displacement in the
room increases by about 31%.

Example 3.35 Degrading pillar secant moduli from Example 3.34

res sm.sav
def degrade

df1 = 1.0 - d_factor
loop i (1,i_pillar)

loop j (1,j_pillar)
bulk_mod(i,j) = initial_bulk * d_factor
shear_mod(i,j) = initial_shear * d_factor
sxx(i,j) = sxx(i,j) * d_factor + df1 * initial_horiz
syy(i,j) = syy(i,j) * d_factor + df1 * initial_vert
szz(i,j) = szz(i,j) * d_factor + df1 * initial_horiz
sxy(i,j) = sxy(i,j) * d_factor

end_loop
end_loop

end
set d_factor=0.5
degrade
cyc 3000
scline 1 1.5 0 1.5 50
plot hold boun ydis i=1e-2
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In order to confirm the results of modulus reduction and stress adjustments, a single run was done
with the same initial conditions as Example 3.34, but with pillar moduli reduced by 50% from the
beginning of stepping. The resulting displacement pattern, seen in Figure 3.46, is almost identical
to that in Figure 3.45.

The technique described here has very limited application, and is only included for completeness;
the preferred approach is to achieve the desired effect with a well-designed constitutive model
instead of modifying parameters externally for an existing model. The effects of secant-modulus
changes can always be reproduced with an incremental constitutive model.
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Figure 3.45 y-displacement contours: two-part run, with modulus reduction
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Figure 3.46 y-displacement contours: one-part run, with constant moduli

3.5.3 Effect of Excavating Material on Response at the Ground Surface

As discussed previously in Section 3.3.1.4, when a body is initially in equilibrium under gravity,
removal of material reduces the weight (see Example 3.11). Consequently, the body may start
moving upward. Although this response is physically correct, it may be difficult to understand
when performing analyses to evaluate surface subsidence due to a shallow excavation. The following
exercise helps explain the influence of weight reduction.

The response of the ground surface to the excavation of a cavern in an elastic material is studied
with the following data file in FLAC.

Example 3.36 Surface response due to excavation of a shallow cavern

config axi
set ncw=50
gr 30,26
m e
prop den=2400 bulk=2.50e9 shear=1.15e9 j=1,18
prop den=2400 bulk=2.50e9 shear=1.15e9 j=22,26
prop den=2800 bulk=25e9 shear=11.54e9 j=21
prop den=2200 bulk=22.7e9 shear=13.6e9 j=19,20
gen 0,-1040 0,0 1200,0 1200,-1040 i=1,31 j=1,27
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fix x i=31
fix x y j=1
set grav=9.8
his unbal
his ydis i=1 j=27
his ydis i=1 j=21
step 2000
ini xdis=0 ydis=0 ; we are interested in displ. only due to exc.
model null i=1,3 j=19,20
step 5000
plo hold ydis line 0 0 1.2e3 0 20
save num.sav

The surface profile of vertical displacement is shown in Figure 3.47, in which a substantial uplift
— in addition to the expected subsidence — is evident. The reason for the uplift is that the
removed material represents a weight, or downwards body force, that is removed. The removal of
a downwards body force is equivalent to the addition of an upwards body force, which gives rise to
a component of uplift. The excavation of material involves two parts: first, a reduction in weight;
and second, a reduction in stiffness. It is instructive to model the two components separately.
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Figure 3.47 Surface profile of vertical displacement — complete removal of
material in cavern
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In the first case, we allow only for the effect of the reduced weight of the excavated region, by
setting the density of the cavern to a low value, while preserving the elastic properties. The MODEL
null command is replaced by the following command:

prop dens 0.1 i=1,3 j=19,20 ; reduce density

which sets the density to a low value. Figure 3.48 shows that there is resulting uplift over the whole
ground surface.

Now we allow only for the second effect — the change in stiffness when the cavern is created, while
preserving the weight of the excavated material. The MODEL null command in the original file is
replaced by the following two lines:

prop bulk 22.7e6 shear 13.6e6 i=1,3 j=19,20
ini sxx 0 syy 0 szz 0 sxy 0 i=1,3 j=19,20

The effect of reducing the secant modulus by a factor of 1/1000 is reproduced (noting that a stress
change is needed, in addition to a change in tangent modulus, to simulate the effect of changing
secant modulus). Figure 3.49 shows that the surface displacement is predominantly negative. The
small far-field uplift appears to be an effect of Poisson’s ratio.
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Figure 3.48 Surface profile of vertical displacement — with reduction in den-
sity of the excavated region only
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Figure 3.49 Surface profile of vertical displacement — with reduction in stiff-
ness of the excavated region only

It may be noted that the centerline displacements of Figures 3.48 and 3.49, when added, give a net
displacement almost equal to that of the original case, in which both effects are combined. The uplift
induced by the excavation of a cavern in an elastic material is reasonable and understandable, given
the effect of weight reduction noted above. However, in practical cases of tunnel excavation, uplift
is rarely observed. There may be several reasons, all of which can be accounted for in a numerical
model, if required. First, more realistic material behavior, such as plastic flow, anisotropy and
microfracturing, may cause the subsidence to be much greater than the uplift (which therefore is
unnoticed). Second, there may be an erroneous effect of an artificial lower model boundary. In
a uniform, elastic material, the uplift will increase continuously as the lower boundary is placed
further away from the upper surface, for a 2D plane-strain simulation. In most field situations, the
modulus of rock or soil increases with depth. By representing this correctly in the numerical model,
the effect of the artificial lower boundary may be minimized. Finally, if it is necessary to eliminate
the uplift effect completely, a set of forces that are exactly equal to just the forces that were exerted
by the weight of material removed (but not the forces due to non-gravity stresses) can be applied
to the excavation boundary.
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3.5.4 Minimizing Inertial Effects

If a loading condition is applied suddenly to a model, there will be an inertial reaction. If a static
solution is desired, it is important to minimize these transient effects. There are several ways to
make a FLAC solution more static. For example, when making a sudden change to the model (e.g.,
by nulling zones to simulate an excavation), the transient effect can be minimized by setting the
shear and tensile strengths of the material to high values and stepping to an equilibrium state. Then
the strengths can be set to their original values and stepping continued, to ensure that unbalanced
forces are low. In this way, failure will not be triggered due to transients. (For an example, see
Section 10 in the Examples volume.)

Inertial effects due to the introduction of voids in the model can also be minimized by reducing the
forces around the void region gradually. In other words, the excavation rate can be controlled by
controlling the rate at which the boundary tractions around the excavation are relaxed.

The rate of excavation of a tunnel can produce transient stresses that may affect the response of the
material surrounding the tunnel. This is shown in the following calculation (Example 3.37) for the
change of pore pressure caused by the excavation of a circular tunnel in a saturated Mohr-Coulomb
material under undrained conditions. If the excavation is made instantaneously (by beginning the
calculation with the tunnel boundary free), then an irregular distribution of pore pressure develops
in the material, as shown in Figure 3.50. The pore pressure change is quite sensitive to the transient
stresses that propagate through the material. A gradual excavation is simulated by using a FISH
function (relax) to reduce the tunnel boundary pressure linearly to zero over 1000 timesteps.
Now the pore pressure distribution, as shown in Figure 3.51, is concentric around the tunnel.

Example 3.37 Gradual excavation of a circular tunnel

config gw
g 40 20
mo mo
ca qdonut.fis
set rmin 0.5 rmul 50 gratio 1.1
qdonut
fix y j 1
fix x j 21
app press 1.5e6 i 41
prop she 265e6 bul 575e6 dens 2000 fric 30 coh 0.5e6 ten 0
water bul 1e9
ini sxx -1.5e6
ini syy -1.5e6
ini szz -1.5e6
ini pp .2e6
set flow off
hist unbal
hist yd i 1 j 21
hist xd i 1 j 1
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hist sig1 i 1 j 1
hist sig2 i 1 j 1
hist szz i 1 j 1
hist pp i 1 j 1
def relax

if step < ncyc then
relax = 1.0 - (float(step) / float(ncyc))

else
relax = 0.0

endif
end
set ncyc=1000
app press 1.5e6 hist relax i=1
step 2000
plot hold pp fill inv bound
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Figure 3.50 Pore pressure distribution for instantaneous excavation of a cir-
cular tunnel
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Figure 3.51 Pore pressure distribution for gradual excavation of a circular
tunnel

For a tunnel excavation in a non-isotropic stress field, the relaxation of the tunnel boundary load
becomes more involved because the reaction forces at the tunnel boundary are nonuniform. A FISH
function (“ZONK.FIS”) is provided in Section 3 in the FISH volume to facilitate relaxing forces
for this situation.

If it is important to follow the physical loading path in a system subjected to an applied load, then
the loading should be applied gradually to keep the inertial effects low. For example, boundary
stresses or velocities can be applied by means of a “ramp” (i.e., the boundary condition is increased
linearly from zero to the desired value).

Ramp loading is particularly helpful for applying loads to systems that have a large contrast in
natural periods. FLAC is inefficient in solving these types of problems (e.g., beams or shells) in
which the system has a very low natural period compared to the period of one zone. (See the
comments in Section 1.2.) This is because many thousands of timesteps are required to propagate
loads through the grid to reach a steady-state response. If a sudden load such as a velocity boundary
condition is applied to such a system, the inertial effects will dominate the response.

To demonstrate this effect, a FLAC model of a thin ring subjected to an applied velocity boundary
condition is created. (See the data file in Example 3.38.) The radius of the ring is 10 times the
thickness; five FLAC zones represent the thickness. If the velocity is applied suddenly, a high
dynamic reaction load develops, and the initial force on the ring appears to decrease with increasing
displacement. This is because the impact response across the ring thickness dominates initially,
before the structural response of the entire ring takes effect. The impact response is eventually
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overcome by the structural response of the ring but, because of the large contrast in natural periods,
several thousand steps must be taken before this becomes evident. For Example 3.38, if a y-velocity
of 10−7 is applied suddenly to the top of the grid, there is an initial decrease in the load in the y-
direction for the first 5000 steps, plus oscillations in the response from the impact. This is shown
in the load versus displacement plot in Figure 3.52 for a calculation of 100,000 steps.

If the velocity is applied by a ramp function, the impact response is reduced. A 20,000 step ramp in
velocity is applied to reach a target velocity of 10−6. (See the FISH functionramp in Example 3.38.)
Even though the target velocity is higher than in the first case, the initial inertial response and the
superimposed oscillations are greatly reduced, as shown in Figure 3.53. A plot of the grid after
100,000 steps with the grid distortion magnified is shown in Figure 3.54.

Example 3.38 Minimizing inertial effects for applied loads

g 5 300
m e
pro den 2400 bu 2.18e10 sh 8.9e9
call donut.fis
set rmin .5 rmul=1.1 gratio=1.1
donut
fix x y i=6 j=221,231
fix x y i=6 j=75,77
def ramp

while_stepping
if step < ncut then

udapp = float(step) * udmax / float(ncut)
loop j (75,77)

yvel(6,j) = udapp
end_loop

end_if
end
def load

load=yforce(6,75)+yforce(6,76)+yforce(6,77)
end
set udmax=-1e-6 ncut=20000
hist unbal
hist load
hist yvel i 6 j 76
hist yd i 6 j 76
his nstep 50
set ncwrite=50
cyc 100000
plot hold hist 2 vs -4
plot hold bou grid mag fix
save ring.sav
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Figure 3.52 Vertical load versus displacement for impact load on ring
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Figure 3.53 Vertical load versus displacement for initial ramp in load on ring
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Figure 3.54 FLAC model of thin ring after 100,000 steps with grid distortion
magnified

Note that although FLAC is inefficient for solving problems where there is a large contrast in system
period compared to single-zone period, large-strain and nonlinear responses can be calculated at
minimal additional computational effort. For example, the ring model in Example 3.38 can be run
under large-strain for nearly the same computation time as the small-strain calculation.

3.5.5 Modeling Time-Dependent Behavior

In static analysis mode, FLAC does not model time-dependent behavior. However, it is possible to
approximate certain types of time-dependent response of a material. In order to select an appropriate
modeling approach, it is important to understand the main mechanism for the time-dependence.
There are several possibilities: four types are discussed below.

1. The loads acting on a tunnel will be changed at the time support is installed,
as a function of the tunnel advancement. An important issue in the design
of supports is the amount of change in the tunnel load that occurs due to the
tunnel advancement before the support is installed. This is a three-dimensional
problem in which the rate of tunnel advancement affects the loads on the
supports.

2. The new boundaries introduced by an excavation may cause a change in the
groundwater flow and pressure distribution. This will change effective stresses.
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Hence, the apparent material strengths will change during the time period asso-
ciated with the groundwater readjustment, causing plastic flow in some cases.
Time-dependent strains may also be introduced directly by the groundwater
changes, as fluid is expelled from or introduced into void spaces.

3. The material may exhibit progressive micro-fracturing due to the change in
stress experienced by every element. For example, the mechanism of stress
corrosion is related to stress level, moisture content and temperature. Strengths
and moduli are reduced as a function of these variables and time. Stress
corrosion is usually exhibited by brittle rock.

4. The material may exhibit true creep behavior. Materials such as salt and some
soils and soft rocks flow under deviatoric stresses. In these cases, the strength
and moduli are typically unaffected, but deformation continues to take place
until the deviatoric stress in every element is below some threshold. The rate
of flow also depends on temperature.

This list is not exhaustive, but represents common mechanisms for time-dependence in geo-
engineering. Each of these mechanisms requires a different modeling approach. The respective
approaches are discussed below.

1. The progressive changes in the geometry of a tunnel excavation can be ac-
counted for directly with a three-dimensional simulation. In a two-dimensional
analysis, one way to model the change of tunnel loads is to decrease the elastic
moduli of the tunnel core material, equilibrate the model, install the support
and then remove the core. This approach is often taken with finite element
codes. However, an important problem is estimating how much to reduce the
moduli, and how to relate the reduction to the advancement of the tunnel.

An alternative approach, more suited to FLAC, is based on the relation of the
closure of the unsupported tunnel to the distance to the face. (An example il-
lustrating this relation is given in Section 8 in the Examples volume.) Tunnel
closure can also be related to the traction forces acting on the tunnel periphery,
via a ground reaction curve. Change in the tunnel load as a function of the
distance to an advancing tunnel face can then be specified in terms of tractions
defined by a ground reaction curve and an expression relating closure to dis-
tance to the tunnel face. An example of this modeling approach is given in
Section 12 in the Examples volume.

2. The effects of fluid changes on a time-independent material are captured by a
fully coupled simulation in which groundwater flow is modeled simultaneously
with the deformation of the solid material. Recommendations for modeling
fully coupled analyses are provided in Section 1.8.2.4 in Fluid-Mechanical
Interaction .

3. There is no explicit constitutive model in FLAC that incorporates stress cor-
rosion. However, the effects may be simulated by changing the strength and
moduli in each element according to its stress level (and its likely moisture
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content and temperature, if known). Note that FLAC operates with tangent
moduli, so if evidence suggests that secant moduli change with time, then the
element stresses must also be changed, as discussed in Section 3.5.2. Although
time is not an explicit variable, a FISH variable can be defined that represents
time, and properties can be changed in relation to this variable. For each in-
crement in this “pseudo time,” the model should be solved to an equilibrium
state.

4. True creep behavior can be reproduced by using a creep model for the material.
This can include temperature as well as stress dependency. Also, plastic failure
can be combined with creep behavior. The various creep models in FLAC are
described in Section 2 in Optional Features.

Before embarking on one or more of the approaches described above, it is important to be sure about
the exact nature of the time-dependence, because the results predicted by each mechanism may be
very different. For example, during a “creep” test on a rock core, several unload/reload cycles
during the test can indicate whether the modulus actually changes (e.g., as mechanism number 3),
or if the time-dependent displacement is due to viscous effects (e.g., as mechanism number 4). Note
that the term “plastic flow” does not imply time-dependence. The “flow” calculated by FLAC ’s
plasticity models occurs almost instantaneously (and is governed by inertial response) compared to
the flow calculated by its creep models.

FLAC Version 5.0



PROBLEM SOLVING WITH FLAC 3 - 91

3.6 Choice of Constitutive Model

3.6.1 Overview of Constitutive Models

This section provides an overview of the constitutive models in FLAC and makes recommenda-
tions concerning their appropriate application. Section 2 in Theory and Background presents
background information on the model formulations.

There are eleven built-in material models in FLAC *:

(1) null;

(2) elastic, isotropic;

(3) elastic, transversely isotropic;

(4) Drucker-Prager plasticity;

(5) Mohr-Coulomb plasticity;

(6) ubiquitous-joint;

(7) strain-hardening/softening;

(8) bilinear strain-hardening/softening ubiquitous-joint;

(9) double-yield;

(10) modified Cam-clay; and

(11) Hoek-Brown plasticity.

Each model is developed to represent a specific type of constitutive behavior commonly associated
with geologic materials. The null model is used to represent material that is removed from the
model. The elastic, isotropic model is valid for homogeneous, isotropic, continuous materials
that exhibit linear stress-strain behavior. The elastic, transversely isotropic model is appropriate
for elastic materials that exhibit a well-defined elastic anisotropy. The Drucker-Prager plasticity
model is a simple failure criterion in which the shear yield stress is a function of isotropic stress. The
Mohr-Coulomb plasticity model is used for materials that yield when subjected to shear loading, but
the yield stress depends on the major and minor principal stresses only; the intermediate principal
stress has no effect on yield. The ubiquitous-joint model corresponds to a Mohr-Coulomb material

* There are also six optional models that simulate viscoelastic and viscoplastic (creep) behavior
available (see Section 2 in Optional Features). In addition, users can modify the built-in models
or create their own constitutive models by using FISH (see Section 2 in the FISH volume) or a
user-written dynamic link library (DLL) written in C++ (see Section 4 in Optional Features).
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that exhibits a well-defined strength anisotropy due to embedded planes of weakness. The strain-
softening model is based upon the Mohr-Coulomb model, but is appropriate for materials that show
a degradation or increase in shear strength when loaded beyond the initial failure limit. The bilinear
strain-hardening/softening ubiquitous-joint model is a generalization of the ubiquitous-joint model
that allows the strength properties for the matrix and the joint to harden or soften. The double-yield
model is an extension of the strain-softening model to simulate irreversible compaction as well
as shear yielding. The modified Cam-clay model accounts for the influence of volume change on
deformability and on resistance to failure. The Hoek-Brown model is an empirical relation that is
a nonlinear failure surface representing the strength limit for isotropic intact rock and rock masses.
This model also includes a plasticity flow rule that varies as a function of the confining stress level.

The material models in FLAC are primarily intended for applications related to geotechnical engi-
neering — e.g., underground construction, mining, slope stability, foundations, earth and rock-fill
dams. When selecting a constitutive model for a particular engineering analysis, the following two
considerations should be kept in mind.

1. What are the known characteristics of the material being modeled?

2. What is the intended application of the model analysis?

Table 3.2 presents a summary of the FLAC models along with examples of representative materials
and possible applications of the models. The Mohr-Coulomb model is applicable for most general
engineering studies. Also, Mohr-Coulomb parameters for cohesion and friction angle are usually
more readily available than other properties for geo-engineering materials. The ubiquitous-joint,
strain-softening, bilinear strain-softening/ubiquitous-joint, and double-yield plasticity models are
actually variations of the Mohr-Coulomb model. These models will produce results identical to
those for Mohr-Coulomb if the additional material parameters are set to high values. The Drucker-
Prager model is a simpler failure criterion than Mohr-Coulomb, but it is not generally suitable for
representing failure of geologic materials. It is provided mainly to allow comparison of FLAC to
other numerical programs that have the Drucker-Prager model, but not the Mohr-Coulomb model.
Note that, at zero friction, the Mohr-Coulomb model degenerates to the Tresca model, while the
Drucker-Prager model degenerates to the von Mises model.

The Drucker-Prager and Mohr-Coulomb models are the most computationally efficient plasticity
models; the other plasticity models require increased memory and additional time for calculation.
For example, plastic strain is not calculated directly in the Mohr-Coulomb model (see Section 2 in
Theory and Background). If plastic strain is required, the strain-softening, bilinear ubiquitous-
joint or double-yield model must be used. These three models are primarily intended for applications
in which the post-failure response is important — e.g., yielding pillars, caving or backfilling studies.

The tensile failure criterion is identical in the Mohr-Coulomb, ubiquitous-joint, strain-softening,
bilinear strain-softening/ubiquitous-joint and double-yield plasticity models. This criterion defines
a tensile strength separately from shear strength, and an associated flow rule for the onset of tensile
failure. For the Mohr-Coulomb and ubiquitous-joint models, the value assigned to the tensile
strength is set to zero (instantaneous softening) when tensile failure occurs. Tensile softening can
be controlled with the strain-hardening/softening, bilinear ubiquitous-joint or double-yield model.
(See Section 3.7.4.) Note that no record is made of notional voids that may open after tensile failure
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and tensile strain; if the strain rate becomes compressive, all models start to take compressive load
immediately.

The double-yield and modified Cam-clay models both take into account the influence of volumetric
change on material deformability and failure characteristics. In both models, tangential bulk and
shear moduli are functions of plastic volumetric deformation.

The differences between the two models are summarized as follows.

In the Cam-clay model:

1. The elastic deformation is nonlinear, with the elastic moduli depending on mean stress.

2. Shear failure is affected by the occurrence of plastic volumetric deformation; the material
can harden or soften, depending on the degree of preconsolidation.

3. As shear loading increases, the material evolves toward a critical state at which unlimited
shear strain occurs with no accompanying change in specific volume or stress.

4. There is no resistance to tensile mean stress.

In the double-yield model:

1. Elastic moduli remain constant during elastic loading and unloading.

2. Shear and tensile failure are not coupled to plastic volumetric change due to volumetric
yielding. The shear yield function corresponds to the Mohr-Coulomb criterion, and the
tensile yield is evaluated based on a tensile strength.

3. Material hardening or softening, upon shear or tensile failure, is defined by tables relating
friction angle and cohesion to plastic shear strain, and tensile strength to plastic tensile
strain.

4. The cap pressure is not influenced by the amount of shear or tensile plastic deformation.

5. A tensile strength limit and tensile softening can be defined.

The double-yield model was initially developed to represent the behavior of mine backfill material,
for which preconsolidation pressures are low. The modified Cam-clay model is more applicable
to soils such as soft clays for which preconsolidation pressures can have a significant effect on
material behavior.

The Hoek-Brown model combines the generalized Hoek-Brown criterion with a plasticity flow
rule that varies as a function of the confining stress level. At low confining stress, the volumetric
expansion at yield is high, associated with axial splitting and wedging effects. At high confining
stress, the material approaches a non-dilatant condition.
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Table 3.2 FLAC constitutive models

Model Representative Material Example Application

null void holes, excavations, regions in which

material will be added at later stage

elastic homogeneous, isotropic continuum;

linear stress-strain behavior

manufactured materials (e.g., steel)

loaded below strength limit; factor-of-

safety calculation

transversely isotropic

elastic

thinly laminated material exhibiting

elastic anisotropy (e.g., slate)

laminated materials loaded below

strength limit

Drucker-Prager

plasticity

limited application; soft clays with low

friction

common model for comparison to

implicit finite-element programs

Mohr-Coulomb

plasticity

loose and cemented granular materials;

soils, rock, concrete

general soil or rock mechanics (e.g.,

slope stability and underground

excavation)

strain-hardening /

softening Mohr-

Coulomb

granular materials that exhibit

nonlinear material hardening or

softening

studies in post-failure (e.g., progressive

collapse, yielding pillar, caving)

ubiquitous-joint thinly laminated material exhibiting

strength anisotropy (e.g., slate)

excavation in closely bedded strata

bilinear strain-

hardening/softening

ubiquitous-joint

laminated materials that exhibit

nonlinear material hardening or

softening

studies in post-failure of laminated

materials

double-yield lightly cemented granular material

in which pressure causes permanent

volume decrease

hydraulically placed backfill

modified Cam-clay materials for which deformability and

shear strength are a function of volume

change

geotechnical construction on clay

Hoek-Brown

plasticity

isotropic rock material geotechnical construction in rock
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3.6.2 Selection of an Appropriate Model

A problem analysis should always start with the simplest material model; in most cases, an elastic
model should be used first. This model runs most quickly and only requires two material parameters
— bulk modulus and shear modulus (see Section 3.7). The model provides a simple perspective of
stress-deformation behavior in the FLAC grid and can define locations where stress concentrations
may develop. This may assist the definition of zoning density for the grid.

It is often helpful to run a simple test of the selected material model before using it to solve the
full-scale, boundary-value problem. This can provide insight into the expected response of the
model compared to the known response of the physical material.

The following example illustrates the use of a simple test model. The problem application is the
analysis of yielding mine pillars. A simple model to evaluate the implementation of the Mohr-
Coulomb model versus the strain-softening model is created. This test also illustrates the effect
of the selected measurement location on the reported results. The model is a compression test
performed on a rectangular grid composed of Mohr-Coulomb material, loaded with rigid, rough
platens in the horizontal direction.

Example 3.39 Compression test on Mohr-Coulomb material

grid 12 10
mod mo
gen 0,0 0,25 30,25 30,0 i 1 13 j 1 11
pro den 2500 bulk 1.19e10 she 1.1e10
pro coh 2.72e5 fric 44 ten 2e5
initial xv 1e-7 i=1
initial xv -1e-7 i=13
fix x y i=1
fix x y i=13
hist xd i=1 j=1
hist sxx i=6 j=1
hist sxx i=6 j=5
hist sxx i=6 j=10
; ini pp 1e5
step 15000

The horizontal stress-displacement response is monitored at the top, middle and bottom of the grid.
The results shown in Figure 3.55 are obtained from the command

plot hist -2 -3 -4 vs 1
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Figure 3.55 Stress-displacement plots for compression test of Mohr-Coulomb
material

The test is now repeated with the strain-softening model:

Example 3.40 Compression test on a strain-softening material

grid 12 10
mod ss
gen 0,0 0,25 30,25 30,0 i 1 13 j 1 11
prop den 2500 bulk 1.19e10 she 1.1e10
prop coh 2.72e5 fric 44 ten 2e5
prop ctab 1 ftab 2
table 1 0,2.72e5 1e-4,2e5 2e-4,1.5e5 3e-4,1.03e5 1,1.03e5
table 2 0,44 1e-4,42 2e-4,40 3e-4,38 1,38
initial xv 1e-7 i=1
initial xv -1e-7 i=13
fix x y i=1
fix x y i=13
hist xd i=1 j=1
hist sxx i=6 j=1
hist sxx i=6 j=5
hist sxx i=6 j=10
step 20000
plot hold hist -2 -3 -4 vs 1
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The horizontal stress-displacement response is monitored again, as shown in Figure 3.56. This test
produces distinct peak and residual failure stress levels.
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Figure 3.56 Stress-displacement plots for compression test of strain-softening
material

The strain-softening model assumes both a brittle softening (due to a reduction in cohesion) and a
gradual softening (due to a reduction in friction angle). The selection of the properties is discussed
further in the Section 3.7.

Comparison of Figures 3.55 and 3.56 illustrates the different responses of the two models. The
initial response up to the onset of failure is identical, but post-failure behavior is quite different.
Clearly, more data are required to use the strain-softening model and, typically, the softening model
must be calibrated for each specific problem. An example is presented in the next section and also
in Section 5 in the Examples volume.

The effect of confinement on the “measured” response is also demonstrated from these plots. The
history recorded in the middle of the grid shows that a higher stress level develops in the center of
the model than at the free sides. The location of monitoring points should correspond as closely as
possible to the location of measurements in the physical problem.
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3.6.3 Ways to Implement Constitutive Models

There are several different ways in which a constitutive model can be implemented in FLAC. The
standard way is to invoke one of the built-in models with the MODEL command. FISH constitutive
models are also invoked with the MODEL command. Several of the built-in models are reproduced
as FISH functions (contained in the sub-directory “\Fish\3-Library”) and their implementation is
described in Section 3 in the FISH volume.* These should be reviewed as examples for users who
wish to write and implement their own models.

Often, it is desirable to modify an existing constitutive model (either a built-in model or a FISH
model) to make material properties dependent on other model parameters. There are three ways in
which this can be done.

1. Change properties of the built-in model via a FISH function that scans all the zones
and is called at a specified step increment (say, every 10 steps). Examples 3.41, 3.42
and 3.47 and Section 4 in the Verifications volume illustrate the implementation of this
approach. In Examples 3.41 and 3.42, the material properties are changed as a function
of plastic shear strain and updated every 10 steps. In Example 3.47, the elastic moduli
are changed as a function of stress and updated every 10 steps on loading, and every step
on unloading. In Section 4 in the Verifications volume, the strength properties in the
Mohr-Coulomb model are changed as a function of stress and updated every 5 steps to
approximate a nonlinear Hoek-Brown failure criterion.

2. Change properties in a FISH constitutive model function at every step by reference
to a formula. The FISH function “FINN.FIS,” described in Section 3 in the FISH
volumeand implemented in Section 3 in Optional Features, illustrates this approach by
adapting the Mohr-Coulomb FISH function to model dynamic pore pressure generation.
The FISH function “HYP.FIS” in Section 3 in the FISH volume continuously adjusts
Young’s modulus as a function of stress difference, and the FISH constitutive model
“MDUNCAN.FIS” in Section 3 in the FISH volume adjusts the modulus as a function
of confining stress.

3. Change properties via look-up tables (with the TABLE command) that modify strength
properties as a function of plastic strain for the built-in strain-softening and double-yield
models. Example 3.40 demonstrates this approach by adjusting cohesion and friction
angle as function of plastic shear strain.

The third approach is the most efficient way to change properties in a FLAC model; the first approach
is the least efficient. As an exercise, it is recommended that Examples 3.41 and 3.42 be modified
to use look-up tables. A substantial increase in speed should be observed for these examples.

* User-defined models can also be written in C++ and implemented as DLLs. The C++ source codes
for the built-in models are provided in the “\Shared\Models\Source” folder. These can be used as
guides to develop user-defined models. See Section 4 in Optional Features.
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3.6.4 The Effect of Water

Geologic materials generally appear to be weaker if their pore space is occupied by a pressurized
fluid, such as water. This effect is represented in FLAC by the incorporation of an effective stress
that accounts for the presence of pore pressure in a zone. The pore pressures in FLAC are taken
to be positive in compression; thus, the effective stress σ ′ is related to the total stress σ and pore
pressure p by

σ ′ = σ + p (3.10)

Effective stresses are used in all the plasticity models.

The effect of fluid pressure can be seen by repeating Example 3.39 with constant pore pressure in
the zones (i.e., an undrained compression test, but with zero fluid modulus). Add the command

ini pp 1e5

to Example 3.39 before stepping. The weaker response is seen by comparing Figure 3.57 to
Figure 3.55. Section 1 in Fluid-Mechanical Interaction contains a more comprehensive discussion
on pore fluid.
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Figure 3.57 Stress-displacement plots for compression test of Mohr-Coulomb
material at constant pore pressure
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3.7 Material Properties

The material properties required in FLAC are generally categorized in one of two groups: elastic
deformability properties and strength properties. This section provides an overview of the deforma-
bility and strength properties, and presents guidelines for selecting the appropriate properties for
a given model. Additionally, there are special considerations such as the definition of post-failure
properties, the extrapolation of laboratory-measured properties to the field scale, the spatial vari-
ation of properties and randomness of the property distribution, and the dependence of properties
on confinement and strain. These topics are also discussed.

The selection of properties is often the most difficult element in the generation of a model because
of the high uncertainty in the property database. When performing an analysis, especially in
geomechanics, one should keep in mind that the problem will always involve a data-limited system;
the field data will never be known completely. However, with the appropriate selection of properties
based upon the available database, important insight into the physical problem can still be gained.
This approach to modeling is discussed further in Section 3.10.

Material properties are conventionally derived from laboratory testing programs. The following
sections describe intrinsic (laboratory-scale) properties and list common values for various rocks
and soils.

3.7.1 Mass Density

The mass density is required for every non-void material in a FLAC model. This property has units
of mass divided by volume and does not include the gravitational acceleration. In many cases, the
unit weight of a material is available. If the unit weight is given with units of force divided by
volume, then this value must be divided by the gravitational acceleration before entering it as FLAC
input for density.

If a fluid flow calculation is performed and FLAC is configured for groundwater (CONFIG gw), then
the dry density of the solid material must be used. FLAC will compute the saturated density of each
element, using the known density of water, the porosity and the saturation. If not in CONFIG gw
mode, the saturated density should be used in elements below the phreatic surface.

3.7.2 Intrinsic Deformability Properties

All material models in FLAC, except for the transversely isotropic elastic model, assume an isotropic
material behavior in the elastic range described by two elastic constants — bulk modulus (K) and
shear modulus (G). The elastic constants,K andG, rather than Young’s modulus,E, and Poisson’s
ratio, ν, are used in FLAC because it is believed that bulk and shear moduli correspond to more
fundamental aspects of material behavior than do Young’s modulus and Poisson’s ratio. (See note
13 in Section 3.8 for justification for using (K,G) rather than (E, ν).)
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The equations to convert from (E, ν) to (K,G) are:

K = E

3(1− 2ν)
(3.11)

G = E

2(1+ ν)

Eq. (3.11) should not be used blindly when ν is near 0.5, since the computed value of K will be
unrealistically high and convergence to the solution will be very slow. It is better to fix the value
of K at its known physical value (estimated from an isotropic compaction test or from the p-wave
speed) and then compute G from K and ν.

Some typical values for elastic constants are summarized in Table 3.3 for selected rocks, and
Table 3.4 for selected soils.

Table 3.3 Selected elastic constants (laboratory-scale) for rocks
[adapted from Goodman (1980)]

Dry Density

(kg/m3)

E (GPa) ν K (GPa) G (GPa)

sandstone 19.3 0.38 26.8 7.0

siltstone 26.3 0.22 15.6 10.8

limestone 2090 28.5 0.29 22.6 11.1

shale 2210 - 2570 11.1 0.29 8.8 4.3

marble 2700 55.8 0.25 37.2 22.3

granite 73.8 0.22 43.9 30.2

Models that include groundwater flow require the bulk modulus of the water, Kw. The physical
value ofKw is 2 GPa for pure water at room temperature, but the value selected should depend on the
purpose of the analysis. Section 1.8.2.3 in Fluid-Mechanical Interaction provides a recommended
procedure for adjusting Kw and selecting the appropriate modeling approach, depending upon the
characteristics of the groundwater analysis.

The fluid bulk modulus will also affect the rate of convergence for a model with no flow but with
mechanical generation of pore pressure (see Section 1.8.5 in Fluid-Mechanical Interaction ). If
Kw is given a value comparable with the mechanical moduli, pore pressures will be generated as
a result of mechanical deformations. If Kw is much greater than K , then convergence will be
slow, but often it is possible to reduce Kw without significantly affecting the behavior. In real
soils, for example, pore water will contain some dissolved air, which substantially reduces its
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Table 3.4 Selected elastic constants (laboratory-scale) for soils
[adapted from Das (1994)]

Dry Density Elastic

Modulus

Poisson’s

Ratio

(kg/m3) E(MPa)

loose uniform sand 1470 10 - 26 0.2 - 0.4

dense uniform sand 1840 34 - 69 0.3 - 0.45

loose, angular-grained, silty sand 1630

dense, angular-grained, silty sand 1940 0.2 - 0.4

stiff clay 1730 6 - 14 0.2 - 0.5

soft clay 1170 - 1490 2 - 3 0.15 - 0.25

loess 1380

soft organic clay 610 - 820

glacial till 2150

apparent bulk modulus. Recommendations for reducing Kw are summarized in Section 1.8.2.3 in
Fluid-Mechanical Interaction .

In the case of no flow, the undrained saturated bulk modulus is

Ku = K + Kw

n
(3.12)

and the undrained Poisson’s ratio is

νu = 3Ku − 2G

2(3Ku +G) (3.13)

These values should be compared to the drained constants K and ν to evaluate the effect on the
rate of convergence. It is important to remember that drained properties are used for coupled,
mechanical fluid-flow calculations in FLAC. See Section 1.9.4 in Fluid-Mechanical Interaction
for a discussion on the use of drained and undrained properties for an undrained analysis.

For the special case of elastic anisotropy, the transversely isotropic, elastic model requires five
elastic constants: Ex , Ey , νyx , νzx and Gxy . These constants are defined in Section 2 in Theory
and Background. Transversely isotropic elastic behavior is commonly associated with uniformly
jointed or bedded rock. Several investigators have developed expressions for the elastic constants in
terms of intrinsic isotropic elastic properties and joint stiffness and spacing parameters. Section 4.4.3
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in Theory and Backgroundpresents a discussion on these expressions and provides references for
relevant publications. A short summary of typical values for anisotropic rocks is given in Table 3.5.

Table 3.5 Selected elastic constants (laboratory-
scale) for anisotropic rocks [Batugin and
Nirenburg (1972)]

Rock Ex (GPa) Ey (GPa) νyx νzx Gxy (GPa)

siltstone 43.0 40.0 0.28 0.17 17.0

sandstone 15.7 9.6 0.28 0.21 5.2

limestone 39.8 36.0 0.18 0.25 14.5

gray granite 66.8 49.5 0.17 0.21 25.3

marble 68.6 50.2 0.06 0.22 26.6

sandy shale 10.7 5.2 0.20 0.41 1.2

3.7.3 Intrinsic Strength Properties

The basic criterion for material failure in FLAC is the Mohr-Coulomb relation, which is a linear
failure surface corresponding to shear failure:

f s = σ1 − σ3Nφ + 2c
√
Nφ (3.14)

where:Nφ = (1+ sin φ)/(1− sin φ);
σ1 = major principal stress (compressive stress is negative);
σ3 = minor principal stress;
φ = friction angle; and
c = cohesion.

Shear yield is detected if f s < 0. The two strength constants φ and c are conventionally derived
from laboratory triaxial tests.

The Mohr-Coulomb criterion loses its physical validity when the normal stress becomes tensile but,
for simplicity, the surface is extended into the tensile region to the point at which σ3 equals the
uniaxial tensile strength, σ t . The minor principal stress can never exceed the tensile strength —
i.e.,

f t = σ3 − σ t (3.15)
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Tensile yield is detected if f t > 0. Tensile strength for rock and concrete is usually derived from
a Brazilian (or indirect tensile) test. Note that the tensile strength cannot exceed the value of σ3
corresponding to the apex limit for the Mohr-Coulomb relation. This maximum value is given by

σ tmax =
c

tan φ
(3.16)

Typical values of cohesion, friction angle and tensile strength for a representative set of rock
specimens are listed in Table 3.6. Cohesion and friction angle values for soil specimens are given
in Table 3.7. Strength is often described in terms of the unconfined compressive strength, qu. The
relation between qu and cohesion, c, and friction angle, φ, is given by

qu = 2 c tan(45+ φ/2) (3.17)

Table 3.6 Selected strength properties (laboratory-scale) for rocks
[adapted from Goodman (1980)]

Friction

Angle

(degrees)

Cohesion

(MPa)

Tensile

Strength

(MPa)

Berea sandstone 27.8 27.2 1.17

Repetto siltstone 32.1 34.7 —

Muddy shale 14.4 38.4 —

Sioux quartzite 48.0 70.6 —

Indiana limestone 42.0 6.72 1.58

Stone Mountain granite 51.0 55.1 —

Nevada Test Site basalt 31.0 66.2 13.1
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Table 3.7 Selected strength properties (drained, laboratory-scale)
for soils [Ortiz et al., 1986]

Cohesion Friction Angle

Peak Residual

(kPa) (degrees) (degrees)

gravel — 34 32

sandy gravel with few fines — 35 32

sandy gravel with silty or clayey fines 1.0 35 32

mixture of gravel and sand with fines 3.0 28 22

uniform sand — fine — 32 30

uniform sand — coarse — 34 30

well-graded sand — 33 32

low-plasticity silt 2.0 28 25

medium- to high-plasticity silt 3.0 25 22

low-plasticity clay 6.0 24 20

medium-plasticity clay 8.0 20 10

high-plasticity clay 10.0 17 6

organic silt or clay 7.0 20 15

Drucker-Prager strength parameters can be estimated from cohesion and friction angle properties.
For example, assuming that the Drucker-Prager failure envelope circumscribes the Mohr-Coulomb
envelope, the Drucker-Prager parameters qφ and kφ are related to φ and c by:

qφ = 6√
3(3− sin φ)

sin φ (3.18)

kφ = 6√
3(3− sin φ)

c cosφ (3.19)

For further explanation on the relations between parameters, see Section 2 in Theory and Back-
ground.

The ubiquitous-joint model also requires strength properties for the planes of weakness. Joint prop-
erties for the interface model in FLAC are discussed in Section 4.4.3 in Theory and Background.
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The properties for joint cohesion and friction angle also apply for the ubiquitous-joint model. Refer
to Section 7 in the Verifications volume for an example of the use of these two models along with
the prescription of joint properties.

3.7.4 Post-Failure Properties

In many instances, particularly in mining engineering, the response of a material after the onset
of failure is an important factor in the engineering design. Consequently, the post-failure behavior
must be simulated in the material model. In FLAC, this is accomplished with properties which
define four types of post-failure response:

(1) shear dilatancy;

(2) shear hardening/softening;

(3) volumetric hardening/softening; and

(4) tensile softening.

These properties are only activated after the onset of failure, as defined by the Mohr-Coulomb
relation. Shear dilatancy is assigned for the Mohr-Coulomb, ubiquitous-joint, double-yield, strain-
hardening/softening and bilinear ubiquitous-joint models. Hardening/softening parameters are
assigned for the strain-hardening/softening, bilinear ubiquitous-joint and double-yield models. In-
stantaneous tensile softening (the tensile strength is set to zero when tensile failure occurs) is
prescribed in the Mohr-Coulomb and ubiquitous-joint models.

3.7.4.1 Shear Dilatancy

Shear dilatancy, or dilatancy, is the change in volume that occurs with shear distortion of a material.
Dilatancy is characterized by a dilation angle, ψ , which is related to the ratio of plastic volume
change to plastic shear strain. This angle can be specified in the Mohr-Coulomb, ubiquitous-
joint, strain-hardening/softening, bilinear ubiquitous-joint and double-yield plasticity models. The
dilation angle is typically determined from triaxial tests or shear box tests. For example, the
idealized relation for dilatancy, based upon the Mohr-Coulomb failure surface, is depicted for a
triaxial test in Figure 3.58. The dilation angle is found from the plot of volumetric strain versus
axial strain. Note that the initial slope for this plot corresponds to the elastic regime, while the slope
used to measure the dilation angle corresponds to the plastic regime.
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Figure 3.58 Idealized relation for dilation angle, ψ , from triaxial test results
[Vermeer and de Borst (1984)]

For soils, rocks and concrete, the dilation angle is generally significantly smaller than the friction
angle of the material. Vermeer and de Borst (1984) report the following typical values for ψ :

Table 3.8 Typical values for dilation angle
[Vermeer and de Borst (1984)]

dense sand 15◦

loose sand < 10◦

normally consolidated clay 0◦

granulated and intact marble 12◦ − 20◦

concrete 12◦

Vermeer and de Borst observe that values for the dilation angle are approximately between 0◦ and
20◦, whether the material is soil, rock or concrete. The default value for dilation angle is zero for
all the constitutive models in FLAC.

Dilation angle can also be prescribed for the joints in the ubiquitous joint model. This property
is typically determined from direct shear tests, and common values can be found in the references
discussed in Section 4.4.3 in Theory and Background.
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Note that FLAC does not prevent the user from prescribing a dilation angle greater than the friction
angle. However, such a prescription can cause energy to be generated by a model and should be
avoided in almost all cases.

3.7.4.2 Shear Hardening/Softening

The initiation of material hardening or softening is commonly a gradual process once plastic yield
begins. At failure, deformation becomes more and more inelastic as a result of micro-cracking in
concrete and rock and particle sliding in soil. This also leads to degradation of strength in these
materials and the initiation of shear bands. These phenomena, related to localization, are discussed
further in Section 3.10.3.

In FLAC, shear hardening and softening are simulated by making Mohr-Coulomb properties (co-
hesion and friction, along with dilation) functions of plastic strain (see Section 2 in Theory and
Background). These functions are included in the strain-softening and double-yield models and
can be specified either by using the TABLE command or via a FISH function.

Hardening and softening parameters must be calibrated for each specific analysis and zone size, with
values that are generally back-calculated from results of laboratory triaxial tests. This is usually
an iterative process. Investigators have developed expressions for hardening and softening; for
example, Vermeer and de Borst (1984) propose the frictional hardening relation:

sin φm = 2
√
ep ef

ep + ef sin φ for ep ≤ ef

(3.20)
sin φm = sin φ for ep > ef

where: φ = ultimate friction angle;
φm = mobilized friction angle;
ep = plastic strain; and
ef = parameter.

Cundall (1989) incorporates this relation into FLAC to study localization in a frictional material.
This is accomplished by approximating the function with a table relating friction angle to plastic
strain (i.e., TABLE accessed from PROP ftable). Alternatively, the relation can be implemented with
a FISH function. This approach is demonstrated in Example 3.41 for a biaxial test sample loaded
with rigid, frictionless platens.
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Example 3.41 Biaxial test of a material with frictional hardening

g 12 16
m ss
def load
sum2=0.0
loop i (1,igp)

sum2=sum2+yforce(i,jgp)
end_loop
lo=sum2/(x(igp,jgp)-x(1,jgp))
sdiff=lo-4e5
load=lo

end

def vstrain
vst=-ydisp(1,jgp)/y(1,jgp)
if vst<0.0 then
vst=0.0
end_if
vstrain=vst

end
def hard

parm1=.02
parm2=40*pi/180.0
loop i (1,izones)

loop j (1,jzones)
if e_plastic(i,j)<parm1 then
sinfi=2*sqrt(e_plastic(i,j)*parm1)*sin(parm2)/(e_plastic(i,j)+parm1)
friction(i,j)=180.0*atan(sqrt(sinfiˆ2/(1-sinfiˆ2)))/pi
else
friction(i,j)=parm2*180/pi
end_if
end_loop

end_loop
f1=friction(6,16)
ep=e_plastic(6,16)

end

pro den 2000 she 41.66e6 bul 55.55e6 fric 0 dil 0
fix y j 1
fix y j 17
initial yv -1e-4 j 17
app press 4e5 i 1
app press 4e5 i 13
initial syy -4e5 sxx -4e5 szz -4e5
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hist nstep 20
hist unbal
hist load
hist sdiff
hist vstrain
hist f1
hist ep
def sstep

hard
command

print k
step 10

end_command
end

def ssolve
loop k (1,nss)

sstep
end_loop

end
set echo off mess off
set nss=700
ssolve
plot hold his 3 vs 4
ret

The force-displacement response for this test is shown in Figure 3.59. The friction angle is adjusted
in the FISH function hard. Note that this adjustment is made every 10 calculation steps. Material
property adjustment with FISH is described further in Section 3.7.8. Alternatively, the FISH version
of the Mohr-Coulomb model “MOHR.FIS” (see Section 3 in the FISH volume) may be modified
so that the friction angle changes continuously with straining. This approach is more efficient than
that which is illustrated in Example 3.39. The use of a look-up table in the strain-softening model
is the most efficient.

Numerical testing conditions can influence the model response for shear-hardening/softening be-
havior. The rate of loading can introduce inertial effects; this can be controlled with a servo-control
function (see the FISH “SERVO.FIS” function in Section 3 in the FISH volume). The results are
also grid-dependent. Thus, it is important to evaluate the model behavior for differing zone size
and grid orientation whenever performing an analysis involving shear hardening or softening (see
Sections 3.2 and 3.10.1).
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Figure 3.59 Force-displacement response for a material with frictional hard-
ening

3.7.4.3 Volumetric Hardening/Softening

Volumetric hardening corresponds to irreversible compaction; increasing the isotropic pressure can
cause permanent volume decrease. This behavior is common in materials such as lightly cemented
sands, gravels and hydraulically placed backfill.

Volumetric hardening/softening may occur in the double-yield model and the Cam-clay model. The
double-yield model assumes that the hardening depends only on plastic volume strain, while the
Cam-clay model treats volumetric hardening as a function of both shear and volume strain.

The double-yield model takes its hardening rule either from a table (via the TABLE command)
or a FISH function. Section 2.4.6.6 in Theory and Background describes a recommended test
procedure to develop these parameters from triaxial tests performed at constant mean stress, and
for loading in which axial stress and confining pressure are kept equal. Typically, though, these
data are not available. An alternative is to back-calculate the parameters from a uniaxial strain (or
oedometer) test. This was done for the example problem described in Section 5 in the Examples
volume.
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Clark (1991) performed a series of uniaxial tests on mine backfill and proposed a hardening rule
for the volumetric yield cap. This can be written in a general form:

cp = W

[
evp

H − evp

]α
+ cop (3.21)

where: cp = the current cap pressure;

cop = the initial cap pressure;

evp = the plastic volumetric strain; and

H,W, α = parameters.

The experimental results of the uniaxial strain test shown in Figure 5.2 in the Examples volume
are best fit, as shown in Example 3.42, for H = 0.28, W = 1.15× 107 and α = 1.5. The relation
in this case is

cp = 1.15× 107
(

evp

0.28− evp

)1.5

+ 104 (3.22)

A simple FLAC model can be used to find the best fit, as shown in Example 3.42.

Example 3.42 Best-fit uniaxial strain test results with the double-yield model

g 2 2
m dy
def load
sum2=0.0
loop i (1,igp)

sum2=sum2+yforce(i,jgp)
end_loop
load=sum2/(x(igp,jgp)-x(1,jgp))

end
def vstrain

vst=-ydisp(1,jgp)/y(1,jgp)
if vst<0.0 then
vst=0.0
end_if
vstrain=vst

end
def cap

loop i (1,izones)
loop j (1,jzones)
cp=1.15e7*(ev_plastic(i,j)/(0.28-ev_plastic(i,j)))ˆ1.5+1e4
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cap_pressure(i,j)=cp
end_loop

end_loop
cap1=cap_pressure(1,1)
evp1=ev_plastic(1,1)

end

pro den 1000 she 600e6 bul 450e6 fric 40 dil 5 cap_pres 1e4
fix x i 1
fix x i 3
fix y j 1
fix y j 3
initial yv -2e-4 j 3
hist nstep 20
hist unbal
hist load
hist vstrain
hist cap1
hist evp1
def sstep

cap
command

print k
step 10

end_command
end

def ssolve
loop k (1,nss)

sstep
end_loop

end
set echo off mess off
set nss=200
ssolve
plot hold his 2 vs 3
ret

This model was repeated with different values for H,W and α until a best-fit was made with the
experimental data. The stress-strain curve shown in Figure 3.60 can be compared to the laboratory
results shown in Figure 5.2 in the Examples volume.
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Figure 3.60 Stress-strain curve for simple uniaxial-strain test with double-
yield model

The modified Cam-clay model is defined by initial elastic moduli plus parameters that prescribe the
nonlinear elasticity and hardening/softening behavior. The properties are:

κ slope of the elastic swelling line

λ slope of the normal consolidation line

m material constant

pc preconsolidation pressure

p1 reference pressure

v0 initial specific volume

vλ specific volume at reference pressure on normal consolidation line

The definition of these properties can be found in soil mechanics texts (e.g., Wood 1990). Sec-
tion 2.4.7.8 in Theory and Backgrounddescribes the procedures for determining these properties
from laboratory tests. It is recommended that single zone tests be conducted with FLAC to exercise
the modified Cam-clay model and verify whether the choice of model properties is adequate.

The following data file in Example 3.43 exercises the Cam-clay model for a normally consolidated
material subjected to several load-unload excursions in an isotropic compression test. The results
are shown in Figures 3.61, 3.62 and 3.63.
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Example 3.43 Exercising the Cam-clay model

; Isotropic compression test on Cam-clay sample (drained)
config axis
g 1 1
title

Isotropic compression test for normally consolidated soil
; --- model properties ---
model Cam-clay
prop shear 250. bulk 10000. dens 1
prop mm 1.02 lambda 0.2 kappa 0.05
prop mpc 5. mp1 1. mv_l 3.32
; --- boundary conditions ---
fix y
fix x
ini sxx -5. syy -5. szz -5.
ini yvel -0.5e-4 j=2
ini xvel -0.5e-4 i=2
; --- fish functions ---
; ... numerical values for p, q, v ...
def path

s1 = -syy(1,1)
s2 = -szz(1,1)
s3 = -sxx(1,1)
sp = (s1 + s2 + s3)/3.0
sq = sqrt(((s1-s2)*(s1-s2)+(s2-s3)*(s2-s3)+(s3-s1)*(s3-s1))*0.5)
sqcr= sp*mm(1,1)
lnp = ln(sp)
svol= sv(1,1)
mk = bulk_current(1,1)
mg = shear_mod(1,1)

end
; ... loading-unloading excursions ...
def trip

loop i (1,5)
command

ini yv -0.5e-4 xv -0.5e-4
step 300
ini xv mul -.1 yv mul -.1
step 1000
ini xv mul -1.0 yv mul -1.0
step 1000

end_command
end_loop

end
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; --- histories ---
his nstep 20
his unbal
his path
his sp
his lnp
his sq
his sqcr
his svol
his mk
his mg
his ydisp i=1 j=2
; --- test ---
trip
; --- results ---
plot his 3 vs -10 hold
plot his 7 vs 4 hold
plot his 8 9 vs -10 hold
save c_c.sav
ret
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Figure 3.61 Pressure versus displacement for isotropic compression test
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Figure 3.62 Specific volume versus ln p
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Figure 3.63 Bulk and shear moduli versus displacement
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3.7.4.4 Tensile Softening

At the initiation of tensile failure, the tensile strength of a material will generally drop to zero. In
the Mohr-Coulomb model, the tensile strength is set to zero when tensile failure occurs in a zone
(instantaneous softening). The rate at which the tensile strength drops, or tensile softening occurs,
can also be controlled by the plastic tensile strain in FLAC. This function is accessed from the
strain-softening model and can be specified either by using the TABLE command or a FISH function.

A simple tension test illustrates brittle tensile failure, as built into the Mohr-Coulomb model. The
model is the same as that used previously in Examples 3.39 and 3.40. The ends of the sample are
now pulled apart at a constant velocity.

Example 3.44 Tension test on tensile-softening material

grid 12 10
mo mo
gen 0 0 0 25 30 25 30 0 i 1 13 j 1 11
pro den 2500 bulk 1.19e10 she 1.1e10
pro coh 2.72e6 fric 44 ten 2e6
ini xv -1e-6 i 1
ini xv 1e-6 i 13
fix x y i 1
fix x y i 13
def ax_str

str = 0
loop j (1,jgp)

str = str - xforce(igp,j)
end_loop
ax_str = str / (y(igp,jgp) - y(igp,1))

end
def ex

ex = (xdisp(13,6) - xdisp(1,6)) / (x(13,6) - x(1,6))
end
def ey

ey = (ydisp(7,11) - ydisp(7,1)) / (y(7,11) - x(7,1))
end
hist ax_str
hist ex
hist ey
step 2500
plot hold hi 1 v 2 ; x-stress versus x-strain
plot hold hi 3 v 2 ; y-strain versus x-strain
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The plot of axial stress versus axial displacement (Figure 3.64) shows that the average axial stress
through the center of the model drops to zero. The model decreases in height until the onset of tensile
failure, then expands as tensile softening occurs (see Figure 3.65). The brittleness of the tensile
softening can be controlled by the plastic tensile strain function, by using the strain-softening model
instead of the Mohr-Coulomb model. As with the shear-hardening/softening model, the tensile-
softening model must be calibrated for each specific problem and grid size, since the results will
be grid-dependent.
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Figure 3.64 Axial stress versus axial strain for tensile test of tension softening
material

Note that no record of the tensile strain is made; if the strain rate is reversed and becomes compres-
sive, the model will take compressive load immediately.
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Figure 3.65 Orthogonal strain versus axial strain for tensile test of tension
softening material

3.7.5 Volume-Pressure Properties

The double-yield and modified Cam-clay models require material properties that relate pressure to
volumetric change. For both models, the preconsolidation pressure is the maximum past consoli-
dation pressure. In the double-yield model, the relation between pressure and volumetric change
is expressed by a table relating the cap pressure to plastic volume strain. In the Cam-clay model,
the pressure-volume relation is expressed by the slopes of the initial compression line and the
reloading-unloading line for the plot of volumetric strain versus natural log of pressure. The rec-
ommended procedure for selecting volumetric properties for the double-yield model is given in
Section 2.4.6.6 in Theory and Background, and for the Cam-clay model in Section 2.4.7.8 in
Theory and Background.

3.7.6 Extrapolation to Field-Scale Properties

The material properties used in the FLAC model should correspond as closely as possible to the
actual values of the physical problem. Particularly in rock, the laboratory-measured properties
generally should not be used directly in a FLAC model for a full-scale problem. These properties
should be scaled to account for the presence of discontinuities and heterogeneities present in a rock
mass.
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Several empirical approaches have been proposed to derive field-scale properties. Some of the more
commonly accepted methods are discussed.

Deformability of a rock mass is generally defined by a modulus of deformation, Em. If the rock
mass contains a set of relatively parallel, continuous joints with uniform spacing, the value for
Em can be estimated by treating the rock mass as an equivalent transversely isotropic continuum.
The relations in Section 4.4.3 in Theory and Background can then be used to estimate Em in the
direction normal to the joint set. Deformation moduli can also be estimated for cases involving
more than one set of discontinuities. The references described in Section 4.4.3 in Theory and
Background provide solutions for multiple joint sets.

In practice, the rock mass structure is often much too irregular, or sufficient data are not available, to
use the above approach. It is common to determine Em from a force-displacement curve obtained
from an in-situ compression test. Such tests include plate-bearing tests, flatjack tests and dilatometer
tests.

Bieniawski (1978) developed an empirical relation for Em based upon field test results at sites
throughout the world. The relation is based upon the rock mass rating (RMR). For rocks with a
rating higher than 55, the test data can be approximately fit to

Em = 2 (RMR)− 100 (3.23)

The units of Em are GPa.

For values of Em between 1 and 10 GPa, Sarafim and Pereira (1983) found a better fit, given by

Em = 10
RMR−10

40 (3.24)

References by Goodman (1980) and Brady and Brown (1985) provide additional discussion on
these methods.

The most commonly accepted approach to estimate rock mass strength is that proposed by Hoek
and Brown (1980). They developed the empirical rock mass strength criterion:

σ1s = σ3 + (mσcσ3 + sσ 2
c )

1/2 (3.25)

where: σ1s = major principal stress at peak strength (compressive stresses are
positive);

σ3 = minor principal stress;
m and s = constants that depend on the properties of the rock and the extent to

which it has been broken before being subjected to failure stresses; and
σc = uniaxial compressive strength of intact rock material.
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The unconfined compressive strength for a rock mass is given by

qm = σc s
1/2 (3.26)

and the uniaxial tensile strength of a rock mass is

σt = 1

2
σc [m− (m2 + 4s)1/2] (3.27)

Table 3.9, from Hoek and Brown (1988), presents typical values for m and s for undisturbed and
disturbed rock masses.

The Hoek-Brown criterion is provided as a built-in constitutive model in FLAC and is combined
with a plasticity flow rule that varies as a function of the confining stress level. See Section 2.4.8
in Theory and Background for details. The model is verified for the problem of failure around a
circular excavation. See Section 4 in the Verifications volume.

It is also possible to estimate Mohr-Coulomb friction angle and cohesion from the Hoek-Brown
criterion (see, for example, Hoek 1990). Formulas relatingφ and c tom and s have been incorporated
into a FISH function. (See Section 3 in the FISH volume.)
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Table 3.9 Typical values for Hoek-Brown rock-mass strength parameters [adapted from Hoek
and Brown (1988)]

Disturbed rock mass m and s values Undisturbed rock mass m and s values

 σ'1 = σ'3 ÷ √(mσcσ'3  ÷ sσ2
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INTACT ROCK SAMPLES

Laboratory specimens free m 7.00 10.00 15.00 17.00 25.00

from discontinuities s 1.00 1.00 1.00 1.00 1.00

CSIR rating: RMR = 100 m 7.00 10.00 15.00 17.00 25.00

NGI rating: Q = 500 s 1.00 1.00 1.00 1.00 1.00

VERY GOOD QUALITY ROCK MASS

Tightly interlocking undisturbed rock m 2.40 3.43 5.14 5.82 8.56

with unweathered joints at 1 to 3 m s 0.082 0.082 0.082 0.082 0.082

CSIR rating RMR = 85 m 4.10 5.85 8.78 9.95 14.63

NGI rating: Q = 100 s 0.189 0.189 0.189 0.189 0.189

GOOD QUALITY ROCK MASS

Fresh to slightly weathered rock, slightly m 0.575 0.821 1.231 1.395 2.052

disturbed with joints at 1 to 3 m s 0.00293 0.00293 0.00293 0.00293 0.00293

CSIR rating: RMR = 65 m 2.006 2.865 4.298 4.871 7.163

NGI rating: Q = 10 s 0.0205 0.0205 0.0205 0.0205 0.0205

FAIR QUALITY ROCK MASS

Several sets of moderately weathered m 0.128 0.183 0.275 0.311 0.458

joints spaced at 0.3 to 1 m s 0.00009 0.00009 0.00009 0.00009 0.00009

CSIR rating: RMR = 44 m 0.947 1.353 2.03 2.301 3.383

NGI rating: Q = 1 s 0.00198 0.00198 0.00198 0.00198 0.00198

POOR QUALITY ROCK MASS

Numerous weathered joints at 30-500 mm, m 0.029 0.041 0.061 0.069 0.102

some gouge; clean compacted waste rock s 0.000003 0.000003 0.000003 0.000003 0.000003

CSIR rating: RMR = 23 m 0.447 0.639 0.959 1.087 1.598

NGI rating: Q = 0.1 s 0.00019 0.00019 0.00019 0.00019 0.00019

VERY POOR QUALITY ROCK MASS

Numerous heavily weathered joints spaced  m 0.007 0.01 0.015 0.017 0.025

<50 mm with gouge; waste rock with fines s 0.0000001 0.0000001 0.0000001 0.0000001 0.0000001

CSIR rating: RMR =  3 m 0.219 0.313 0.469 0.532 0.782

NGI rating: Q =  0.01 s 0.00002 0.00002 0.00002 0.00002 0.00002

σ'1 = major principal effective stress

σ'3 = minor principaI effective stress

σc = uniaxial compressive strength 
        of intact rock, and 
m and s are empirical constants.

EMPIRICAL FAILURE CRITERION   
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3.7.7 Spatial Variation and Randomness of Property Distribution

Material properties can be specified to vary as a function of grid position. In fact, a different property
can be assigned to every zone in a FLAC model, regardless of model size. An easy way to apply
an initial profile of a property to a grid is via a FISH function. Example 4.9 in the FISH volume
presents an example function used to prescribe a nonlinear variation of elastic modulus with depth.

With FLAC, it is also possible to study the influence of inhomogeneity in a material. Any type of
statistical property distribution can be introduced since each element may have a unique property
value. An optional keyword, rdev, is available with the PROPERTY command to apply a random
distribution of a selected property. This option assumes a normal (Gaussian) distribution for the
property, with a standard deviation, s, and mean equal to the given property value. There is no
spatial correlation between property values for this option. Care should be taken to ensure that
properties do not acquire negative values if s is large. As an example, the following command
would give a mean friction angle of 40◦, with a standard deviation of ±5%:

prop friction 40 rdev 2

A FISH function can also be developed to specify material inhomogeneity. The data file in Ex-
ample 3.45 specifies elastic moduli which vary throughout the grid in a part-random, part-periodic
fashion. Figure 3.66 shows the variation of shear modulus resulting from this function. The mod-
ulus values are given by a sum of 50 spatial sine functions with quasi-random periods and phases.
This type of approach produces property fluctuations that are independent of the zone sizes.

Example 3.45 Spatial variation of elastic moduli

g 20 60
m e
gen 0 0 0 15 5 15 5 0
prop dens 1000
def cover

loop n (1,2000)
junk = urand

end_loop
top = jgp
right = igp
s_min = 0.2e8
loop i (1,izones)

loop j (1,jzones)
shear_mod(i,j) = 1.5e8

end_loop
end_loop
loop n (1,50)

x0 = urand * 5.0
y0 = urand * 15.0
L_lamb = L_min + urand * (L_max - L_min)
fac = 2.0 * pi / L_lamb
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loop i (1,izones)
loop j (1,jzones)

xr = (x(i,j)+x(i+1,j)+x(i,j+1)+x(i+1,j+1)) / 4.0
yr = (y(i,j)+y(i+1,j)+y(i,j+1)+y(i+1,j+1)) / 4.0
z = sqrt((x0-xr)ˆ2 + (y0-yr)ˆ2)
shear_mod(i,j) = shear_mod(i,j) + amp * sin (fac * z)

end_loop
end_loop

end_loop
loop i (1,izones)

loop j (1,jzones)
shear_mod(i,j) = max (shear_mod(i,j),s_min)
bulk_mod(i,j) = shear_mod(i,j) * 1.5

end_loop
end_loop

end
set L_min=1.5 L_max=5.0 amp=1e7
cover
plot hold bou shear fill
ret

   FLAC (Version 5.00)

LEGEND

   24-May-04  12:49
  step         0
 -7.500E+00 <x<  1.250E+01
 -2.500E+00 <y<  1.750E+01

Boundary plot

0   5E  0

shear_mod
        2.50E+07           
        5.00E+07           
        7.50E+07           
        1.00E+08           
        1.25E+08           
        1.50E+08           
        1.75E+08           
        2.00E+08           
        2.25E+08           
        2.50E+08           

Contour interval=  2.50E+07

-0.100

 0.100

 0.300

 0.500

 0.700

 0.900

 1.100

 1.300

 1.500

 1.700

(*10^1)

-0.600 -0.400 -0.200  0.000  0.200  0.400  0.600  0.800  1.000  1.200
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 3.66 Variation in shear modulus in the sample
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3.7.8 Dependence of Properties on Confinement or Strain

For the Hoek-Brown failure criterion discussed previously in Section 3.7.6, a FISH function, which
approximates the criterion by adjusting friction angle and cohesion in the Mohr-Coulomb model
as a function of the minimum principal stress, was written. Likewise, strain-dependent properties
were prescribed, using FISH functions, for the hardening/softening post-failure response described
in Section 3.7.4. In general, nonlinear stress- or strain-dependent material properties can be im-
plemented in FLAC by means of a FISH function. For another example, the hyperbolic soil model
defined by Duncan and Chang (1970) can be produced in FLAC with a FISH function that calcu-
lates nonlinear elastic moduli as a function of confining pressure and the percentage of strength
mobilized.

For the hyperbolic soil model, the tangent modulus, Et , is defined by the relation:

Et = (1− Rf · SL)2 K Pa (σ3/Pa)
n (3.28)

where: SL = (σ1 − σ3)/(σ1 − σ3)f , which describes how close a soil is to
failure;

(σ1 − σ3)f = (2c cosφ + 2σ3 sin φ)/(1− sin φ), which is the deviatoric stress
at failure as determined by the Mohr-Coulomb criterion;

K, n = model parameters relating the initial modulus, Ei , to stress, σ3,
as Ei = KPa(σ3/Pa)

n;

Pa = atmospheric pressure; and

Rf = (σ1 − σ3)f /(σ1 − σ3)ult, which is a model parameter used to
describe the curvature of the hyperbolic function. (σ1 − σ3)ult is
the theoretical asymptote of the hyperbolic function.

Duncan et al. (1980) provide typical values for the model parameters for various soils and also
describe the limiting conditions for the moduli. The parameters in Table 3.10 are selected to
demonstrate the implementation of the Duncan and Chang model in FLAC.
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Table 3.10 Hyperbolic soil parameters selected from Duncan et al. (1980)∗

Silty Clayey Sand (SM-SC)

modulus number (K) 700

modulus exponent (n) 0.37

bulk modulus number (Kb) 280

bulk modulus exponent (m) 0.19

unloading-reloading modulus number (Kur ) 1820

failure ratio (Rf ) 0.80

cohesion 0.31 tons/ft2

friction angle 33◦

mass density 4.5 slugs/ft3

atmospheric pressure 1.058 tons/ft2

∗ The units for stress are tons/ft2 for this set of properties.

In order to implement a stress-dependent material property (such as the hyperbolic soil model) with
FISH, certain rules should be followed.*

1. The property adjustment should not be made every calculation step. The
function can be very slow in execution because it involves calculations for
every zone. It is necessary to control the step interval when the FISH function
is to be called.

2. It is critical that the adjustment to properties not produce a condition which is
nonphysical — e.g., the adjustment to bulk and shear moduli must not produce
a Poisson’s ratio greater than 0.5.

3. It is also important that the adjustment not produce a condition which becomes
numerically unstable (see Section 1.3.5 in Theory and Background).

* Note that here we are simply using FISH to adjust the properties of a built-in model. It is also
possible to write a completely new constitutive model in FISH (see “MDUNCAN.FIS” in Section 3
in the FISH volume).

FLAC Version 5.0



3 - 128 User’s Guide

These conditions are followed when implementing the hyperbolic soil model with the FISH function
“DUNCAN.FIS,” listed in Example 3.46.

Example 3.46 Duncan and Chang hyperbolic soil model — “DUNCAN.FIS”

def duncan
loop i (1,izones)

loop j (1,jzones)
temp1=-0.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ2+0.25*(sxx(i,j)-syy(i,j))ˆ2)
s3=min(temp1-temp2,-szz(i,j))
if s3<0 then

s3=0.0
end_if
s1=max(temp1+temp2,-szz(i,j))
sl=.5*(s1-s3)*(1-sin(fri*degrad))
sl=sl/(coh*cos(fri*degrad)+s3*sin(fri*degrad))
s_s=sl*sqrt(sqrt((s3/pat)))
if s_s<.999*ex_1(i,j) then

ela=kur*pat*(s3/pat)ˆnd
ns=nsu

else
ela=(1-rf*sl)ˆ2*m_k*pat*(s3/pat)ˆnd
ns=nsl

end_if
ex_1(i,j)=max(ex_1(i,j),s\_s)
ssm=ex_1(1,1)
bm=kb*pat*(s3/pat)ˆmd
bm=min(bm,17.0*ela)
bm=max(bm,ela/3.0)
bulk_mod(i,j)=bm
nu=.5-ela/(6.0*bm)
shear_mod(i,j)=0.5*ela/(1.0+nu)

end_loop
end_loop

end

def supstep
duncan
if ns=0 then

ns=1
end_if
command

step ns
print kk

end_command
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end

def supsolve
loop kk(1,nsups)
supstep
end_loop
end

A separate function (supstep) is used to control the step interval when the parameter adjustment
is made (function duncan). The interval function is then invoked for a prescribed number of
“super” steps with the function supsolve.

A simple compression test is run with FLAC to exercise this model. The model is run through
a loading-unloading-reloading cycle to evaluate the effect of the stress-dependent modulus. The
results are shown in the stress-strain plot in Figure 3.67.

Example 3.47 Compression test with Duncan and Chang model

config axi extra 1
g 5 20
mo el
gen 0 0 0 1 .25 1 .25 0
pro den 0.00202
fix y j 1
fix y j 21
ini yv -1e-7 j 21
ini yv 1e-7 j 1
ini sxx -2 syy -2 szz -2
app pres 2 i 6
ca duncan.fis
def s1_s3

_area=pi*x(igp,jgp)ˆ2
sum=yforce(1,jgp)*x(2,jgp)*0.25
loop i (2,igp)

sum=sum+yforce(i,jgp)*x(i,jgp)
end_loop
sigmav=2*pi*sum/_area
s1_s3=sigmav-2.0
s1_s3_ult=7.4076
trans_s1_s3=ev/(sigmav-2.0)

end
def ev

ev=(ydisp(3,1)-ydisp(3,21))/(y(3,21)-y(3,1))
end
hist nstep 20
hist s1_s3
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hist s1_s3_ult
hist trans_s1_s3
hist ev
hist ela
hist unbal
hist s_s
hist syy i 3 j 10
set pat=1.0584 m_k=700 nd=0.37 rf=0.80 kur=1820 kb=280 md=0.19
set coh=0.31 fri=33
set nsl=10 nsu=1 nsups=4000
supsolve
ini yvel mul -1
supsolve
ini yvel mul -1
set nsups 6000
supsolve
save duncan.sav

   FLAC (Version 5.00)

LEGEND

   24-May-04  15:13
  step     64895
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Figure 3.67 Stress-strain curve for hyperbolic soil model
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3.8 Tips and Advice

When problem solving with FLAC, it is important to optimize the model for the most efficient
analysis. This section provides several suggestions on ways to improve a model run. Also listed
are some common pitfalls which should be avoided when preparing a FLAC calculation.

1. Check Model Runtime

The solution time for a FLAC run is proportional to N3/2, where N is the
number of zones. This formula holds for elastic problems, solved for the
equilibrium condition. The runtime will vary somewhat, but not substantially,
for plasticity problems, and it may be much larger if continuing plastic flow
occurs. It is important to check the speed of calculation on your computer for
a specific model. An easy way to do this is to run the benchmark test described
in Section 5, or use the FISH function in Section 3 in the FISH volume. Then
use this speed to estimate the speed of calculation for the specific model, based
on interpolation from the number of zones.

2. Effects on Runtime

FLAC will take longer to converge if:

(a) there are large contrasts in stiffness in zone materials or between
zones, structural members and interfaces; or

(b) there are large contrasts in zone sizes.

The code becomes less efficient as these contrasts become greater. The effect
of a contrast in stiffness should be investigated before performing a detailed
analysis. For example, a very stiff loading plate can be replaced by a series of
fixed gridpoints which are given a constant velocity. (Remember that the FIX
command fixes velocities, not displacements.) The inclusion of groundwater
will act to increase the apparent mechanical bulk modulus (see Section 1 in
Fluid-Mechanical Interaction ).

3. Considerations for Density of Zoning

FLAC uses constant-strain elements. If the stress/strain gradient is high, you
will need many zones to represent the varying distribution. Run the same
problem with different zoning densities to check the effect. Constant-strain
zones are used in FLAC because a better accuracy is achieved when modeling
plastic flow with many low-order elements than with a few high-order elements
(see Section 1.3 in Theory and Background). Try to keep the zoning as
uniform as possible, particularly in the region of interest. Avoid long, thin
zones with an aspect ratio greater than 5:1, and avoid jumps in zone size (i.e.,
use smoothly graded grids).
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4. Automatic Detection of an Equilibrium State

By default, a mechanical force equilibrium is detected automatically when the
SOLVE command is used. The equilibrium state is considered to be achieved
when the maximum ratio of the unbalanced mechanical force magnitude di-
vided by the applied mechanical force magnitude for all the gridpoints in the
model drops below the value of 0.001. Note that the applied force at a grid-
point results from both internal forces (e.g., due to gravitational loading) and
external forces (e.g., due to an applied-stress boundary condition). This defini-
tion for unbalanced-to-applied force ratio provides an accurate limit for static
equilibrium in most cases and, because the ratio is non-dimensional, the limit-
ing value applies for models created with different systems of units. However,
the force-ratio measure may be erroneous where there are large differences in
zone sizes within the same model; the absolute unbalanced force should be
used in this case.

The default ratio limit is also used to detect the steady-state solution for thermal
and fluid-flow calculations. For thermal calculations, the difference between
the heat flux into and out of the model divided by the total applied heat flux
defines the ratio. For fluid-flow calculations, the difference between the fluid
flow into and out of the model divided by the total flow defines the ratio.

5. Considerations for Selecting Damping

The regular mechanical damping in FLAC is most efficient for removing kinetic
energy when the velocity components of most gridpoints pass through zero
periodically. This is because the mass-adjustment process depends on velocity
sign-changes. If the problem involves significant regions of the grid having
nonzero components of velocity at the final state of solution, then the regular
damping may be insufficient to reach an equilibrium state. An example is
given in Example 2.14 in Optional Features. A different form of damping is
available for this type of problem. This damping, known as combined damping
or “creep-type” damping, is described in Section 2.5.10 in Optional Features.
It is better-suited to simulating steady-state motion of gridpoints common to
creep analyses, and is the default damping in creep mode (i.e., for CONFIG
creep).

Creep-type damping can be invoked for non-creep calculations with the com-
mand SET st damp = combined. This damping should provide better con-
vergence to the steady state than the default damping for situations in which
significant rigid-body motion of the grid is occurring. However, combined
damping is not as efficient at removing kinetic energy, so care should be taken
to minimize dynamic excitation of the system (see Section 3.5.4). It is possible
to switch back to the default damping with the command SET st damp = local.

If it appears that a model is approaching an equilibrium state extremely slowly,
monitor the velocity at several gridpoints in the model. If the velocities do
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not change sign, this indicates that there is a significant uniform motion, and
combined damping may be more appropriate.

6. Check Model Response

FLAC shows how a similar physical system would behave. Make frequent
simple tests to verify that you are doing what you think you are doing. For
example, if a loading condition and geometry are symmetrical, make sure that
the response is symmetrical. After making a change in the model, execute a
few calculation steps (say, 5 or 10) to verify that the initial response is of the
correct sign and in the correct location. Do back-of-the-envelope estimates of
the expected order of magnitude of stress or displacements and compare to the
FLAC output.

If you apply a violent shock to the model, you will get a violent response. If
you do nonphysically reasonable things to the model, you must expect strange
results. If you get unexpected results at a given stage of an analysis, review
the steps you followed up to this stage.

Critically examine the output before proceeding with the model simulation.
If, for example, everything appears reasonable except for large velocities in
one corner zone, do not go on until you understand the reason. In this case,
you may not have fixed a boundary gridpoint properly.

7. Initializing Variables

It is common practice to initialize the displacements of the gridpoints to zero
between runs to aid in the interpretation of a simulation in which many different
excavation stages are performed. This can be done because the code does not
require the displacements in the calculation sequence — they are determined
from the velocities of the gridpoints as a convenience to the user.

Initialization of the velocities, however, is a different matter. If the velocities
of gridpoints are fixed at a constant value, they will continue to have this
value until set otherwise. Therefore, do not initialize the velocities of the
grid to zero simply to clear them — this will affect the simulation results.
Sometimes, however, it is useful to set velocities to zero — for example, to
remove all kinetic energy.

8. Minimizing Transient Effects on Static Analysis

For sequential static analyses, it is often important to approach the solution at
various stages gradually — i.e., make the solution more “static” by minimizing
the effects of transient waves when problem conditions are changed suddenly.*
There are two ways to make a FLAC solution more static.

* This is not always the case. “Path-dependency” of a changing nonlinear system can be important.
See the discussion in Section 3.10.3.
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1. When a sudden change is made (e.g., by nulling zones to simulate
excavation), set the strength properties to high values and step to
equilibrium. Then set the properties to realistic values and step again
to ensure that out-of-balance forces are low. In this way, failure will
not be triggered due to transients.

2. Use a FISH function or table history to gradually reduce loads when
material is removed (e.g., see the examples in Sections 3.3.1.2 and
3.5.4).

9. Changing Material Models

FLAC does not have a limit on the number of different material models that
may be used during a simulation. The code has been dimensioned to allow the
user to have a different material for each zone (if desired) for the maximum
size grid for your version of FLAC. Memory may be exhausted, however, if
you change the material model of the entire grid for large-sized problems.

10. Running Problems with In-Situ Field Stresses and Gravity

There are a number of problems in which in-situ field stresses and gravity
must be applied to the model. An example of such a problem is deep cut-
and-fill mining in which the rock mass is subjected to high in-situ stress fields
(i.e., gravity stresses for the limited mesh size can be ignored), but in which
the emplaced backfill pillars will develop gravitational stresses which could
collapse under the load. The important point to note in these simulations (as
in any simulation in which gravity is applied) is that at least two points on the
grid must be fixed in space — otherwise, the entire grid will translate due to
gravity. If you ever notice the entire grid translating in the negative y-direction,
or perhaps rotating, it is likely that you have forgotten to adequately fix it in
space.

If you desire to have only in-situ stresses varying with depth, use the INITIAL
command with a depth variation option:

initial sxx=-30e6 (var=0, 10e6)

This will cause the xx-stress to vary from −30 × 106 at the bottom of the
grid, to −20 × 106 at the top of the grid. Because the i,j-range is not given,
the variation applies to the entire grid. The x-variation is set to zero in this
example.

11. Determining Collapse Loads

In order to determine a collapse load, it often is better to use “strain-controlled,”
rather than “stress-controlled,” boundary conditions — i.e., apply a constant
velocity and measure the reaction forces rather than apply forces and measure
displacements. A system that collapses becomes difficult to control as the
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applied load approaches the collapse load. This is true of a real system as well
as a model system. (See Section 5 in the Examples volume.)

12. Determining Factor of Safety

“Factor of Safety” can be determined in FLAC for any selected parameter by
taking the ratio of the calculated value under given conditions to that value
which results in failure. For example:

Fw = water level to cause collapse

actual water level

FL = applied load to cause failure

design load

Fφ = tan (actual friction angle)

tan (friction angle at failure)

Note that the larger value is always divided by the smaller value (assuming
that the system does not fail under the actual conditions). The definition of
failure must be established by the user. A comparison of this approach, based
on strength reduction for determining factor of safety, to that based upon limit
analysis solutions is given by Dawson and Roth (1999) and Dawson et al.
(1999). Also see Section 10 in the Examples volume.

The strength reduction method for determining factor of safety is implemented
in FLAC through the SOLVE fos command. This command implements an au-
tomatic search for factor of safety using the bracketing approach, as described
in Dawson et al. (1999). The SOLVE fos command may be given at any
stage in a FLAC run, provided that all non-null zones contain either the Mohr
Coulomb or ubiquitous-joint model. During the solution process, properties
will be changed, but the original state will be restored on completion, or if the
fos search is terminated prematurely with the <ESC> key.

When FLAC is executing the SOLVE fos command, the bracketing values for
F are printed continuously to the screen so that you can tell how the solution is
progressing. If terminated by the<ESC> key, the solution process terminates,
and the best current estimate of fos is displayed. A save file that corresponds
to the last non-equilibrium state is produced, so that velocity vectors, and so
on, can be plotted. This allows a visualization of the failure mode.

Example 3.48, based upon an example stability analysis from Dawson et al.
(1999), illustrates how the approach works. The run stops at F = 1.03.
Figure 3.68 plots shear strain-rate contours and velocity vectors, which allow
the failure surface to be identified.
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Example 3.48 Factor-of-safety calculation for slope stability analysis

grid 20,20
gen 0.0,0.0 0.0,2.0 2.0,2.0 2.0,0.0 i 1 4 j 1 4
model mohr i 1 3 j 1 3
gen 2.0,0.0 2.0,2.0 13.4,2.0 13.4,0.0 i 4 12 j 1 4
model mohr i 4 11 j 1 3
gen 13.4,0.0 13.4,2.0 20.0,2.0 20.0,0.0 i 12 18 j 1 4
model mohr i 12 17 j 1 3
gen 2.0,2.0 12.0,12.0 16.0,12.0 13.4,2.0 i 4 12 j 4 21
model mohr i 4 11 j 4 20
gen 13.4,2.0 16.0,12.0 20.0,12.0 20.0,2.0 i 12 18 j 4 21
model mohr i 12 17 j 4 20
prop density=2000.0 bulk=1.0E8 shear=3.0E7 cohesion=12380.0 &
friction=20.0 dilation=20.0 tension=1E10 notnull
fix x y i 1 18 j 1
fix x i 18 j 1 21
fix x i 1 j 1 4
set gravity=10.0
solve fos associated

It is recommended that the SOLVE fos command be given at an equilibrium state
of a model (to improve solution time), but — as Example 3.48 demonstrates
— this is not essential.

The procedure used by FLAC during execution of SOLVE fos is as follows.
First the code finds a “representative number of steps” (denoted byNr ), which
characterizes the response time of the system. Nr is found by setting the
cohesion to a large value, making a large change to the internal stresses, and
finding how many steps are necessary for the system to return to equilibrium.
Then, for a given factor of safety, F , Nr steps are executed. If the unbalanced
force ratio is less than 10−3, then the system is in equilibrium. If the unbalanced
force ratio is greater than 10−3, then another Nr steps are executed, exiting
the loop if the force ratio is less than 10−3. The mean value of force ratio,
averaged over the current span of Nr steps, is compared with the mean force
ratio over the previous Nr steps. If the difference is less than 10%, the system
is deemed to be in non-equilibrium, and the loop is exited with the new non-
equilibrium F . If the above-mentioned difference is greater than 10%, blocks
of Nr steps are continued until: (1) the difference is less than 10%; (2) 6
such blocks have been executed; or (3) the force ratio is less than 10−3. The
justification for case (1) is that the mean force ratio is converging to a steady
value that is greater than that corresponding to equilibrium; the system must be
in continuous motion. A FISH intrinsic variable, fos f, that allows access to
the current value of F during SOLVE fos execution, exists (see Section 2.5.1.1
in the FISH volume).
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   FLAC (Version 5.00)
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Figure 3.68 Shear strain-rate contours and velocity vectors in slope model at
last non-equilibrium state

It is possible to plot a local strength factor-of-safety which is a strength/stress
ratio for zones in the model. Two strength criteria are available for this purpose:
Mohr-Coulomb and Hoek-Brown. The command PLOT mohr plots contours of
strength/stress ratio based on the Mohr-Coulomb criterion, and the command
PLOT hoek plots contours based on the Hoek-Brown criterion. The Mohr-
Coulomb criterion is given in Eq. (2.44) in Theory and Background. The
Hoek-Brown criterion is expressed in Eq. (2.227) in Theory and Background.

The state of stress within any zone can be expressed in terms of principal
stresses σ1 and σ3. This stress state, in general, will plot as a circle, “a,”
with a radius ra , on the Mohr diagram (see Figure 3.69). Failure occurs if
this circle just touches the failure envelope. The strength for the stress state
represented by circle “a” is determined by holding σ3 constant while increasing
or decreasing σ1 until circle “b,” with radius rb, touches the envelope. The
ratio of the radii of the two circles (F = rb/ra) is the strength/stress ratio. F
is also known as the “failure index” or the “factor of safety.” Note that |F | < 1
for all circles “a” with points lying outside the envelope. F is zero whenever
σ3 is greater that the tension limit. For the Mohr-Coulomb criterion, this is
taken as the smaller of the tensile strength and cohesion/tan (friction). For the
Hoek-Brown criterion, the limit is taken as sσci/m (as defined for Eq. (2.227)
in Theory and Background).
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Note that any definition of safety factor may be employed (and plotted as
contours, for example) by writing an appropriate FISH function; the resulting
values may be stored in an extra grid variable, for plotting or printing.

Mohr-Coulomb Hoek-Brown

ττ

c

σn σnσ3 σ3σ1 σ1σ1f σ1ft t

ra
ra

rb rb

φ

circle b

circle a

circle b

circle a

Figure 3.69 Strength/stress ratios for Mohr-Coulomb and Hoek-Brown fail-
ure criterion

Eq. (3.29) shows the Mohr-Coulomb criterion, while Eq. (3.30) shows the
Hoek-Brown criterion. Eq. (3.31) is the strength/stress ratio.

σ1f =
(

1+ sin φ

1− sin φ

)
σ3 − 2c

√
1+ sin φ

1− sin φ
(3.29)

σ1f = σ3 −
√
−m σcσ3 + s σ 2

c (3.30)

rb/ra = σ3 − σ1f

σ3 − σ1
(3.31)
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13. Use Bulk and Shear Moduli

We justify here why bulk modulus, K , and shear modulus, G, are used in
preference to Young’s modulus,E, and Poisson’s ratio, ν, for elastic properties
in FLAC.

The pair (K,G) makes sense for all elastic materials that do not violate thermo-
dynamic principles. The pair (E, ν) does not make sense for certain admissable
materials. At one extreme, we have materials that resist volumetric change but
not shear; at the other extreme, materials that resist shear but not volumetric
change. The first type of material corresponds to finite K and zero G, and
the second to zero K and finite G. However, the pair (E, ν) is not able to
characterize either the first or the second type of material. If we exclude the
two limiting cases (conventionally, ν = 0.5 and ν = -1), the equations:

3K(1− 2ν) = E
(3.32)

2G(1+ ν) = E

relate the two sets of constants. These equations hold, however close we ap-
proach (but not reach) the limiting cases. We do not need to relate them to
physical tests that may or may not be feasible — the equations are simply the
consequence of two possible ways of defining coefficients of proportionality.
Suppose we have a material in which the resistance to distortion progressively
reduces, but in which the resistance to volume change remains constant. ν
approaches 0.5 in this case. The equation 3K(1− 2ν) = E must still be satis-
fied. There are two possibilities (argued on algebraic, not physical, grounds):
eitherE remains finite (and nonzero) andK tends to an arbitrarily large value;
or K remains finite and E tends to zero. We rule out the first possibility be-
cause there is a limiting compressibility to all known materials (e.g., 2 GPa for
water, which has a Poisson’s ratio of 0.5). This leaves the second, in which E
is varying drastically, even though we supposed that the material’s principal
mode of elastic resistance was unchanging. We deduce that the parameters
(E, ν) are inadequate to express the material behavior.
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3.9 Interpretation

Since FLAC models a nonlinear system as it evolves in time, the interpretation of results may be
more difficult than with a conventional finite-element program that produces “a solution” at the
end of its calculation phase. There are several indicators that can be used to assess the state of the
numerical model — e.g., whether the system is stable, unstable, or in steady-state plastic flow. The
various indicators are described below.

3.9.1 Unbalanced Force

Each gridpoint is surrounded by up to four zones that contribute forces to the gridpoint. At equi-
librium — or steady plastic flow — the algebraic sum of these forces is almost zero (i.e., the forces
acting on one side of the gridpoint nearly balance those acting on the other). During timestepping,
the maximum unbalanced force is determined for the whole grid; this force is displayed contin-
uously on the screen. It can also be saved as a history and viewed as a graph. The unbalanced
force is important in assessing the state of the model, but its magnitude must be compared with the
magnitude of typical internal forces acting in the grid. In other words, it is necessary to know what
constitutes a “small” force. A representative internal gridpoint force may be found by multiplying
stress by zone length perpendicular to the force, using values that are typical in the area of interest
in the grid. Denoting R as the ratio of unbalanced force to representative internal force at the same
gridpoint, the value of R will never decrease to zero. However, a value of 0.01 or 0.001 may be
acceptable as denoting equilibrium, depending on the degree of precision required (e.g., R = 0.01
may be good enough for an intermediate stage in a sequence of operations, while R = 0.001 may
be used if a final stress or displacement distribution is required for inclusion in a report or paper).
The maximum value for R in the model is called the equilibrium ratio, and is also displayed con-
tinuously on the screen during timestepping. By default, a SOLVE command will cause execution
to stop when the equilibrium ratio drops below the value of 0.001. Note that a low value of R
only indicates that forces balance at all gridpoints. However, steady plastic flow may be occurring,
without acceleration. In order to distinguish between this condition and “true” equilibrium, other
indicators, such as those described below, should be consulted.

3.9.2 Gridpoint Velocities

The grid velocities may be assessed either by plotting out the whole field of velocities (using the
PLOT vel command) or by selecting certain key points in the grid and tracking their velocities with
histories (HISTORY xvel or HISTORY yvel). Both types of plot are useful. Steady-state conditions
are indicated if the velocity histories show horizontal traces in their final stages. If they have
all converged to near-zero (in comparison to their starting values), then absolute equilibrium has
occurred; if a history has converged to a nonzero value, then steady plastic flow is occurring at
the gridpoint corresponding to that history. If one or more velocity history plots show fluctuating
velocities, then the system is likely to be in a transient condition. Note that velocities are expressed
in units of displacement divided by number of steps, except in dynamic solution mode.

The plot of the field of velocity vectors is more difficult to interpret, since both the magnitudes and
the nature of the pattern are important. As with gridpoint forces, velocities never decrease precisely
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to zero. The magnitude of velocity should be viewed in relation to the displacement that would
occur if a significant number of steps (e.g., 1000) were to be executed. For example, if current
displacements in the system are of the order of 1 cm, and the maximum velocity in the velocity
plot is 10−8 m/step, then 1000 steps would produce an additional displacement of 10−5 m, or 10−3

cm, which is 0.1% of the current displacements. In this case, it can be said that the system is in
equilibrium, even if the velocities all seem to be “flowing” in one direction. More often, the vectors
appear to be random (or almost random) in direction and (possibly) in magnitude. This condition
occurs when the changes in gridpoint force fall below the accuracy limit of the computer, which
is around six decimal digits, for the single-precision version (15 digits for the double-precision
version). A random velocity field of low amplitude is an infallible indicator of equilibrium and no
plastic flow.

If the vectors in the velocity field are coherent (i.e., there is some systematic pattern), and their
magnitude is quite large (using the criterion described above), then either plastic flow is occurring
or the system is still adjusting elastically (e.g., damped elastic oscillation is taking place). To
confirm that continuing plastic flow is occurring, a plot or printout of plasticity indicators should
be consulted, as described below. If, however, the motion involves elastic oscillation, then the
magnitude should be observed in order to indicate if such movement is significant; seemingly
meaningful patterns of oscillation may be seen but, if amplitude is low, then the motion has no
physical significance.

3.9.3 Plastic Indicators

For most of the nonlinear models in FLAC, the commands PLOT plas, PRINT state and PLOT state
block display those zones in which the stresses satisfy the yield criterion. Such an indication usually
denotes that plastic flow is occurring, but it is possible for an element simply to “sit” on the yield
surface without any significant flow taking place. It is important to look at the whole pattern of
plasticity indicators to see if a mechanism has developed. A failure mechanism is indicated if there
is a contiguous line of active plastic zones (with a state of 1) that joins two surfaces. The diagnosis is
confirmed if the velocity plot also indicates motion corresponding to the same mechanism. Note that
initial plastic flow often occurs at the beginning of a simulation, but subsequent stress redistribution
unloads the yielding elements so that their stresses no longer satisfy the yield criterion — these
elements show a state number of 2. Only the actively yielding elements (state number of 1) are
important to the detection of a failure mechanism. If there is no contiguous line or band of active
plastic zones between boundaries, two patterns should be compared before and after the execution
of, say, 500 steps. Is the region of active yield increasing or decreasing? If it is decreasing, then the
system is probably heading for equilibrium; if it is increasing, then ultimate failure may be possible.

If a condition of continuing plastic flow has been diagnosed, one further question should be asked
— Does the active flow band(s) include zones adjacent to artificial boundaries? The term “artificial
boundary” refers to a boundary that does not correspond to a physical entity, but which exists
simply to limit the size of the grid that is used. If plastic flow occurs along such a boundary, then
the solution is not realistic, because the mechanism of failure is influenced by a nonphysical entity.
This comment only applies to the final steady-state solution; intermediate stages may exhibit flow
along boundaries.
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3.9.4 Histories

In any problem, there are certain variables that are of particular interest — e.g., displacements may
be of concern in one problem, stresses in another. Liberal use should be made of the HISTORY
command to track these important variables in the regions of interest. After some timestepping has
taken place, the plots of these histories often provide the way to find out what the system is doing.
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3.10 Modeling Methodology

3.10.1 Modeling of Data-Limited Systems

In a field such as geomechanics, where data are not always available, the methodology used in
numerical modeling should be different from that used in a field such as mechanical engineering.
Starfield and Cundall (1988) provide suggestions for an approach to modeling that is appropriate
for a data-limited system. This paper should be consulted before any serious modeling with FLAC
is attempted. In essence, the approach recognizes that field data (such as in-situ stresses, material
properties and geological features) will never be known completely. It is futile to expect the model
to provide design data, such as expected displacements, when there is massive uncertainty in the
input data. However, a numerical model is still useful in providing a picture of the mechanisms
that may occur in particular physical systems. The model acts to educate the intuition of the design
engineer by providing a series of cause-and-effect examples. The models may be simple, with
assumed data that are consistent with known field data and engineering judgement. It is a waste of
effort to construct a very large and complicated model that may be just as difficult to understand as
the real case.

Of course, if extensive field data are available, then these may be incorporated into a comprehensive
model that can yield design information directly. More commonly, however, the data-limited
model does not produce such information directly, but provides insight into mechanisms that may
occur. The designer can then do simple calculations, based on these mechanisms, that estimate the
parameters of interest or the stability conditions.

3.10.2 Modeling of Chaotic Systems

In some calculations, especially in those involving discontinuous materials, the results can be
extremely sensitive to very small changes in initial conditions or trivial changes in loading sequence.
At first sight, this situation may seem unsatisfactory and may be taken as a reason to mistrust the
computer simulations. However, the sensitivity exists in the physical system being modeled. There
appear to be a least two sources for the seemingly erratic behavior.

1. There are certain geometric patterns of discontinuities that force the
system to choose, apparently at random, between two alternative
outcomes; the subsequent evolution depends on which choice is
made. For example, Figure 3.70 illustrates a small portion of a
jointed rock mass. If block A is forced to move down relative to B, it
can either go to the left or to the right of B; the choice will depend on
microscopic irregularities in geometry, properties or kinetic energy.
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A

B

Figure 3.70 A small portion of a jointed rock mass

2. There are processes in the system that can be described as “soften-
ing” or, more generally, as cases of positive feedback. In a fairly
uniform stress field, small perturbations are magnified in the subse-
quent evolution because a region that has more strain, softens more
and thereby attracts more strain, and so on, in a cycle of positive
feedback.

Both phenomena give rise to behavior that is chaotic in its extreme form [Gleick (1987) and Thomp-
son and Stewart (1986)]. The study of chaotic systems reveals that the detailed evolution of such a
system is not predictable, even in principle. The observed sensitivity of the computer model to small
changes in initial conditions or numerical factors is simply a reflection of a similar sensitivity in the
real world to small irregularities. There is no point in pursuing ever more “accurate” calculations,
because the resulting model is unrepresentative of the real world, where conditions are not perfect.
What should our modeling strategy be in the face of a chaotic system? It appears that the best we
can expect from such a model is a finite spectrum of expected behavior; the statistics of a chaotic
system are well-defined. We need to construct models that contain distributions of initial irregular-
ities — e.g., by using FLAC ’s rdev parameter on the PROPERTY command, or by specifying given
distributions with a special FISH function. Each model should be run several times, with different
distributions of irregularities. Under these conditions, we may expect the fluctuations in behavior to
be triggered by the imposed irregularities, rather than by artifacts of the numerical solution scheme.
We can express the results in a statistical form.
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3.10.3 Localization, Physical Instability and Path-Dependence

In many systems that can be modeled with FLAC, there may be several paths that the solution
may take, depending on rather small changes in initial conditions. This phenomenon is termed
bifurcation. For example, a shear test on an elastic/plastic material may either deform uniformly,
or it may exhibit shear bands, in which the shear strain is localized rather than being uniformly
distributed. It appears that if a numerical model has enough degrees of freedom (i.e., enough
elements), then localization is to be expected. Indeed, theoretical work on the bifurcation process
[e.g., Rudnicki and Rice (1975) and Vardoulakis (1980)] shows that shear bands form even if the
material does not strain-soften, provided that the dilation angle is lower than the friction angle. The
“simple” Mohr-Coulomb material should always exhibit localization if enough elements exist to
resolve one or more localized bands. A strain-softening material is more prone to produce bands.

Some computer programs appear incapable of reproducing band formation, although the phe-
nomenon is to be expected physically. However, FLAC is able to allow bands to develop and
evolve, partly because it models the dynamic equations of motion (i.e., the kinetic energy that ac-
companies band formation is released and dissipated in a physically realistic way). Several papers
document the use of FLAC in modeling shear band formation (Cundall 1989, 1990 and 1991).
These should be consulted for details concerning the solution process. One aspect that is not treated
well by FLAC is the thickness of a shear band. In reality, the thickness of a band is determined
by internal features of the material, such as grain size. These features are not built into FLAC ’s
constitutive models. Hence, the bands in FLAC collapse down to the smallest width that can be
resolved by the grid, which is one grid-width if the band is parallel to the grid, or about three
grid-widths if the band cuts across the grid at an arbitrary angle. Although the overall physics of
band formation is modeled correctly by FLAC, band thickness and band spacing are grid-dependent.
Furthermore, if the strain-softening model is used with a weakening material, the load/displacement
relation generated by FLAC for a simulated test is strongly grid-dependent. This is because the
strain concentrated in a band depends on the width of the band (in length units), which depends on
zone size, as we have seen. Hence, smaller zones lead to more softening, since we move out more
rapidly on the strain axis of the given softening curve. To correct this grid dependence, some sort of
length scale must be built into the constitutive model. There is controversy, at present, concerning
the best way to do this. It is anticipated that future versions of FLAC will include a length scale in
the constitutive models — probably involving the use of a Cosserat material, in which internal spins
and moments are taken into account. In the meantime, the processes of softening and localization
may be modeled, but it must be recognized that the grid size and angle affect the results; models
must be calibrated for each grid used.

One topic that involves chaos, physical instability and bifurcation is path-dependence. In most
nonlinear, inelastic systems, there are an infinite number of solutions that satisfy equilibrium,
compatibility, and the constitutive relations. There is no “correct” solution to the physical problem
unless the path is specified. If the path is not specified, all possible solutions are correct. This
situation can cause endless debate among modelers and users, particularly if a seemingly irrelevant
parameter in the solution process (e.g., damping) is seen to affect the final result. All the solutions
are valid numerically. For example, a simulation of a mining excavation done with low damping
may show a large overshoot and, hence, large final displacements, while high damping will eliminate
the overshoot and give lower final displacements. Which one is more realistic? It depends on the
path. If the excavation is done by explosion (i.e., suddenly), then the solution with overshoot may
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be the appropriate one; if the excavation is done by pick and shovel (i.e., gradually), then the second
case may be more appropriate. For cases in which path-dependence is a factor, modeling should
be done in a way that mimics the way the system evolves physically.

FLAC Version 5.0



PROBLEM SOLVING WITH FLAC 3 - 147

3.11 References

Batugin, S. A., and R. K. Nirenburg. “Approximate Relation between the Elastic Constants of
Anisotropic Rocks and the Anisotropy Parameters,” Soviet Mining Science, 8(1), 5-9 (1972).

Bieniawski, Z. T. “Determining Rock Mass Deformability: Experience from Case Histories,” Int.
J. Rock Mech. Min. Sci. & Geomech. Abstr., 15, 237-247 (1978).

Brady, B. H. G., and E. T. Brown. Rock Mechanics for Underground Mining. London: George
Allen & Unwin., 1985.

Bray, J. W. “Some Applications of Elastic Theory,” in Analytical and Computational Methods in
Engineering Rock Mechanics, pp. 32-94. E. T. Brown, Ed. London: Allen & Unwin., 1987.

Clark, I. H. “The Cap Model for Stress Path Analysis of Mine Backfill Compaction Processes,”
in Computer Methods and Advances in Geomechanics (Proceeding of the 7th International
Conference, Cairns, Australia, May 1991), Vol. 2, pp. 1293-1298. Rotterdam: A. A. Balkema,
1991.

Cundall, P. A. “Numerical Experiments on Localization in Frictional Material,” Ingenieur-Archiv,
59, 148-159 (1989).

Cundall, P. A. “Numerical Modelling of Jointed and Faulted Rock,” in Mechanics of Jointed and
Faulted Rock, pp. 11-18. Rotterdam: A. A. Balkema, 1990.

Cundall, P. A. “Shear Band Initiation and Evolution in Frictional Materials,” in Mechanics Com-
puting in 1990s and Beyond (Proceedings of the Conference, Columbus, Ohio, May 1991), Vol. 2:
Structural and Material Mechanics, pp. 1279-1289. New York: ASME, 1991.

Das, B. M. Principles of Geotechnical Engineering, 3rd Ed. Boston: PWS Publishing Company,
1994.

Dawson, E. M., and W. H. Roth. “Slope Stability Analysis with FLAC,” in FLAC and Numerical
Modeling in Geomechanics (Proceedings of the International FLAC Symposium on Numerical
Modeling in Geomechanics, Minneapolis, Minnesota, September 1999), pp. 3-9. Rotterdam:
A. A. Balkema, 1999.

Dawson, E. M., W. H. Roth and A. Drescher. “Slope Stability Analysis by Strength Reduction,”
Géotechnique, 49(6), 835-840 (1999).

Duncan, J. M., P. Byrne, K. S. Wong and P. Mabry. “Strength Stress-Strain and Bulk Modulus
Parameters for Finite Element Analyses of Stresses and Movements in Soil Masses,” University of
California, Berkeley, College of Engineering, Report No. UCB/GT/80-01 (1980).

Duncan, J. M., and C-Y. Chang. “Nonlinear Analysis of Stress and Strain in Soils,” Soil Mechanics,
96(SM5), 1629-1653 (1970).

Gleick, J. Chaos: Making a New Science. New York: Penguin Books, 1987.

Goodman, R. E. Introduction to Rock Mechanics. New York: John Wiley and Sons, 1980.

FLAC Version 5.0



3 - 148 User’s Guide

Hoek, E. “Estimating Mohr-Coulomb Friction and Cohesion Values from the Hoek-Brown Failure
Criterion,” Int. J. Rock Mech. Min. Sci. & Geomech. Abstr., 27(3), 227-229 (1990).

Hoek, E., and E. T. Brown. “The Hoek-Brown Failure Criterion — a 1988 Update,” in Rock En-
gineering for Underground Excavation (Proceedings of 15th Canadian Rock Mechanics Sym-
posium, Toronto, October 1988), pp. 31-38. Toronto: University of Toronto, 1988.

Hoek, E., and E. T. Brown. Underground Excavations in Rock. London: IMM, 1980.

Ortiz, J. M. R., J. Serra and C. Oteo. Curso Aplicado de Cimentaciones, 3rd Ed. Madrid: Colegio
Oficial de Arquitectos de Madrid, 1986.

Rudnicki, J. W., and J. R. Rice. “Conditions for the Localization of the Deformation in Pressure-
Sensitive Dilatant Materials,” J. Mech. Phys. Solids, 23, 371-394 (1975).

Serafim, J. L., and J. P. Pereira. “Considerations of the Geomechanical Classification of Bieniawski,”
in Proceeding of the International Symposium on Engineering Geology and Underground Con-
struction (Lisbon, 1983), Vol. 1, pp. II.33-42. Lisbon: SPG/LNEC, 1983.

Starfield, A. M., and P. A. Cundall. “Towards a Methodology for Rock Mechanics Modelling,” Int.
J. Rock Mech. Min. Sci. & Geomech. Abstr., 25(3), 99-106 (1988).

Thompson, J. M. T., and H. B. Stewart. Nonlinear Dynamics and Chaos. New York: John Wiley
& Sons, 1986.

Vardoulakis, I. “Shear Band Inclination and Shear Modulus of Sand in Biaxial Tests,” Int. J. Numer.
Anal. Meth. in Geomech., 4, 103-119 (1980).

Vermeer, P. A. “The Orientation of Shear Bands in Biaxial Tests,” Géotechnique, 40(2), 223-236
(1990).

Vermeer, P. A., and R. de Borst. “Non-Associated Plasticity for Soils, Concrete and Rock,” Heron,
29(3), 1-64 (1984).

Wood, D. M. Soil Behaviour and Critical State Soil Mechanics. Cambridge: Cambridge Univer-
sity Press, 1990.

Zienkiewicz, O. C. The Finite Element Method, 3rd Ed., London: McGraw-Hill, 1977.

FLAC Version 5.0



Theory and Background 1

PRECIS

This volume contains background information and descriptions of the theoretical basis for the basic
components of FLAC.

The theoretical formulation for FLAC is described in Section 1. A FISH tutorial on the components
of the explicit finite difference method is also provided.

The formulation and implementation of the eleven built-in constitutive models are discussed in
Section 2. The models are divided into three groups: null model, elastic models (isotropic and
transversely isotropic) and plastic models (Drucker-Prager, Mohr-Coulomb, ubiquitous-joint,
strain-hardening/softening, bilinear strain-hardening/softening ubiquitous-joint, double-yield,
modified Cam-clay and Hoek-Brown).

Section 3 contains a general guide to the principles of grid generation in FLAC. This includes
procedures to adjust and grade the mesh, and to attach the sub-grids to produce an accurate solution.

Section 4 describes the interface logic and includes several example applications. Interfaces repre-
sent planes on which sliding and separation can occur.
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1 COMMAND SUMMARY

1.1 FLAC Commands

1.1.1 Specify Program Control

CALL filename

CONTINUE

GIIC

NEW

PAUSE <keyword> <t>

QUIT

RESTORE <filename>

RETURN

SAVE <filename> <title>

SET keyword <keyword value> . . .

Output Control Conditions

a us, a3, a4, aspect, aunb, autoname, back, beep, cd, columns, cust1, cust2, display, dxf,
echo, filcolor, foreground, giicpath, hbm, hbs, hisfile, jrepath, legend, log, maxgiicmem,
message, ncont, ncwrite, output, overlay, overwrite, pagelength, paginate, pcx, plot, plta, pltc,
pltf, pltt, psterminator, range, replot, ucs, vector, xform

STOP

1.1.2 Specify Special Calculation Modes

CONFIG keyword <keyword . . . >

ats, axisymmetry, cppudm, creep, dynamic, extra n, gwflow, p stress, thermal, tpflow
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1.1.3 Input Problem Geometry

ATTACH aside <long> from i1, j1 to i2, j2 bside <long> from i3, j3 to i4, j4

GENERATE <x1,y1 x2,y2 x3,y3 x4,y4> <ratio ri rj> <i = i1,i2 j = j1, j2>
<same> <same> <same> <same>

or

keyword value. . .

arc, circle, line, table

GRID icol jrow

INITIAL keyword <keyword> value . . . <var vx vy> <range>

add, multiply, x, y

1.1.4 Delimit Regions in the Model

GROUP <delete> name <range>

MARK i = i1,i2 j = j1,j2

UNMARK i = i1,i2 j = j1,j2

1.1.5 Assign Constitutive Models and Properties

INITIAL keyword <keyword> value . . . <var vx vy> <range>

biot mod, density, fmodulus, ftension, f2modulus, poro, udcoe, vga, vgpcnw, vgpcw, vgp0,
visrat, wk11, wk12, wk22, wpermeability

MODEL keyword . . . <region i, j> <group name> <notnull> <i =i1, i2 j =j1, j2>

or

load filename

Mechanical Models

anisotropic, cam-clay, drucker, dy, elastic, finn, hoek-brown, mohr-coul, null, ss, subiquitous,
ubiquitous
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Visco-Elastic (Creep) Models

cvisc, cwipp, power, pwipp, viscous, wipp

Thermal Models

th ac, th anisotropic, th general, th isotropic, th null

PROPERTY keyword value <rdev s> <var vx vy> <. . .> <range>

Mechanical

Isotropic Elastic

bulk mod, density, shear mod

Transversely Isotropic Elastic

angle, density, nuyx, nuzx, shear mod, xmod, ymod

Drucker-Prager

bulk mod, density, kshear, qdil, qvol, shear mod, tension

Hoek-Brown

atable, bulk, citable, hba, hbs, hbmb, hbsigci, hbs3cv, hb e3plas, hb ind, mtable,
multable, shear, stable, state

Mohr-Coulomb

bulk mod, cohesion, density, dilation, friction, shear mod, state, tension

Ubiquitous-Joint

bulk mod, cohesion, density, dilation, friction, jangle, jcohesion, jdilation, jfriction, jtension,
shear mod, state, tension

Strain-Hardening/Softening

bulk mod, cohesion, ctable, density, dilation, dtable, e plastic, et plastic, friction, ftable, shear mod,
state, tension, ttable
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Bilinear, Strain-Hardening/Softening Ubiquitous-Joint

bijoint, bimatrix, bulk mod, c2table, cj2table, cjtable, co2, cohesion, ctable, d2table, density, di2,
dilation, dj2table, djtable, dtable, e plastic, ej plastic, et plastic, etj plastic, f2table, fjtable, fj2table,
fr2, friction, ftable, jangle, jc2, jcohesion, jd2, jdilation, jf2, jfriction, jtension, shear mod, state,
tension, tjtable, ttable

Double-Yield

bulk mod, cap pressure, cohesion, cptable, ctable, density, dilation, dtable, dy state, e plastic,
et plastic, ev plastic, friction, ftable, multiplier, shear mod, state, tension, ttable

Modified Cam-Clay

bulk current, bulk mod, cam p, cam q, density, ev plastic, ev tot, kappa, lambda, mm, mpc,
mp1, mv0, mv l, poiss, shear mod, sv

Finn

bulk, cohesion, density, dilation, ff c1, ff c2, ff c3, ff c4, ff count, ff evd, ff latency, ff switch,
friction, shear, state, tension

Creep

Classical Viscoelastic (Maxwell Substance)

bulk mod, density, shear mod, viscosity

Power Law

a 1, a 2, bulk mod, density, n 1, n 2, rs1, rs2, shear mod

WIPP Model

act energy, a wipp, b wipp, bulk mod, d wipp, density, e dot star, e primary, gas c, n wipp,
shear mod, temp

Burger-Creep Viscoplastic Model

bulk mod, cohesion, density, dilation, e plastic, et plastic, friction, k exx, k eyy, k ezz, k exy,
k shear mod, k viscosity, shear mod, state, tension, viscosity

WIPP-Creep Viscoplastic Model

act energy, a wipp, b wipp, bulk mod, d wipp, density, e dot star, e plastic, e primary, gas c,
kshear, n wipp, qdil, qvol, shear mod, state, tension, temp
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Crushed-Salt Model

act energy, a wipp, b f, b wipp, b0, b1, b2, bulk mod, d f, d wipp, density, e dot star, frac d,
gas c, n wipp, rho, s f, s g1, s k1, shear mod, temp

Groundwater Flow

biot c, k11, k12, k22, permeability, per table, porosity, por table, vol strain

Thermal

density

Isotropic Advection/Conduction

conductivity, econduct, espec heat, f qx, f qy, f rho, f t0, lconduct, lspec heat,
spec heat, thexp

Isotropic Heat Conduction

conductivity, spec heat, thexp

Anisotropic Heat Conduction

spec heat, thexp, xconductivity, yconductivity

General Isotropic Heat Conduction

con1, con2, n cond, spec heat, thexp

Thermal-Groundwater Flow Coupling

f thexp, g thexp

TABLE n <keyword> x1 y1 <x2 y2> <x3 y3> . . .

WATER keyword value <keyword value> . . .

biot c, bulk, density, ndensity, secap, table, tension
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1.1.6 Assign Initial Conditions

INITIAL keyword <keyword> value . . . <var vx vy> <range>

dy damp, ex n, nwpp, pp, rsat, saturation, st damp, sxx, sxy, syy, szz, temperature, xdisplace-
ment, xvelocity, ydisplacement, yvelocity

SET keyword <keyword value> . . .

Model Conditions

3d damping, ats, biot, clock, crdt, creeptime, damping, datum, dy damping, dydt, dyn, dytime,
fastflow, fastwb, fishcall, flow, fobl, fobu, force, fpcoef, funsat, geometry, gravity, gwdt, gwtime,
implicit, large, latency, lmul, maxdt, mech, mindt, multistep, munb, nfunstep, ngw, nmech,
nther, seed, small, sratio, st damping, step, sym, synchronize, temperature, thdt, thermal,
tolint, umul, update

WATER keyword value <keyword value> . . .

table

1.1.7 Apply Boundary Conditions

APPLY keyword <value . . . > <var vx vy> <hist keyword> range

Mechanical Boundary Condition

ff, nacc, nquiet, nstress, nvelocity, pressure, sacc, squiet, sstress, svelocity, sxx, sxy, syy, xacc,
xforce, xquiet, xtraction, xvelocity, yacc, yforce, yquiet, ytraction, yvelocity

Groundwater Boundary Condition

discharge, leakage, pp

Two-Phase Flow Boundary Condition

nwdischarge, nwpp

Thermal Boundary Condition

convection, flux, radiation, temperature
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Removing Model Boundary Conditions

remove

FIX keyword . . . <mark> <i = i1,i2 j = j1, j2>

nwpp, pp, saturation, seepage, temperature, x, y

FREE keyword . . . <mark> <i = i1,i2 j = j1, j2>

nwpp, pp, saturation, seepage, temperature, x, y

IEBOUNDARY xc yc r bulk shear

INTERIOR keyword <value . . . > <var vx vy> <hist keyword> i = i1,i2 j = j1,j2

Mechanical Boundary Condition

xacc, xforce, xvelocity, yacc, yforce, yvelocity

Groundwater Boundary Condition

pp, well

Two-Phase Flow Boundary Condition

nwpp, nwwell

Thermal Boundary Condition

source

Removing Model Boundary Conditions

remove
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1.1.8 Specify Structural Support

STRUCTURE keyword <keyword value>

Beam Keywords

beam begin, delete, end, from, interface, prop, segment, to

node fix, free, initial, load, pin, slave, unslave

prop area, density, e, height, i, pmom, radius, spacing, sycomp, syield, syresid, thexp,
width

chprop range

hinge

Cable Keywords

cable begin, delete, end, prop, segment, tension

node fix, free, initial, load, slave, unslave

prop area, density, e, kbond, perimeter, radius, sbond, sfriction, spacing, szz, thexp,
ycomp, yield

chprop range

Liner Keywords

liner begin, delete, end, from, interface, prop, segment, to

node fix, free, initial, load, pin, slave, unslave

prop area, density, e, height, i, pratio, shape, spacing, sycomp, syield, syresid, thexp,
thickness, width

chprop range
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Pile Keywords

pile begin, end, prop, segment, delete

node fix, free, initial, load, pin, slave, unslave

prop area, cs ncoh, cs nfric, cs nfunc, cs ngap, cs nstiff, cs nten, cs scoh,
cs sfric, cs sstiff, density, e, height, i, perimeter, pmom, radius, spacing, width

chprop range

hinge

Rockbolt Keywords

rockbolt begin, delete, end, prop, segment

node fix, free, initial, load, pin, slave, unslave

prop area, cs ncoh, cs nfric, cs nstiff, cs scoh, cs sfric, cs sstiff, cs sctable,
cs sftable, cs cftable, density, e, i, perimeter, pmom, radius, spacing, tfstrain,
thexp, ycomp, yield

chprop range

hinge

Strip Keywords

strip begin, delete, end, prop, segment

node fix, free, initial, load, slave, unslave

prop calwidth, density, e, fstar0, fstar1, nstrips, sigc0, strkbond, strsbond, strsctab-
le, strsftable, strthickness, strwidth, strycomp, stryield, tfstrain

chprop range

Support Keywords

support x, y, angle, delete, prop, remove, segment, width

prop kn, spacing, yprop
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1.1.9 Specify Interfaces or Joints

INTERFACE n aside <long> from i1, j1 to i2, j2 bside <long> from i3, j3 to i4, j4

or

from node n1 <nx> to node n2 (either aside or bside)

and

INTERFACE n keyword value <keyword value> . . .

cohesion, dilation, friction, glued, kn, ks, tbond, unglued

1.1.10 Specify User-Defined Variables or Functions

DEFINE function-name

END

OPT <func1 func2 func3 . . . >

TABLE n <keyword> x1 y1 <x2 y2> <x3 y3> . . .

1.1.11 Monitor Model Conditions during the Solution Process

HISTORY <nh> <nstep = n> <keyword . . . i = i1 j = j1>

angle, crtime, dump, dytime, element, esxx, esxy, esyy, eszz, ex n, gpp, gwtime, hyst, limits,
list, max, node, pp, property, read, reset, sig1, sig2, sratio, ssi, ssi3d, ssr, ssr3d, sxx, sxy,
syy, szz, temperature, thtime, unbalance, vsi, vsr, vsxx, vsxy, vsyy, vszz, write, x, xacceleration,
xdisplacement, xvelocity, y, yacceleration, ydisplacement, yvelocity

TRACK <x y> <keyword . . . >

dump, line, list, tortuosity, write
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1.1.12 Solve the Problem

CYCLE n
<continue>

SOLVE keyword value <keyword value> . . .

age, aunb, auto, clock, continue, dytime, elastic, force, fos, geometry, implicit, munb, noage,
sratio, step, synchronize, temperature, update

STEP n
<continue>

1.1.13 Generate Model Output

COPY <filename>

LABEL keyword value . . .

arrow, history, line, plot, table

MOVIE keyword

file, fullpalette, off, on, size, step

PLOT <keyword> <switch <value> . . .> <keyword . . . >

General Plotting Keywords

apply, attach, beam, boundary, cable, cforce, density, disp, dxf, estress, esxx, esxy, esyy, eszz,
ex n, fail, fix, flow, fos, gnumber, grid, group, head, history, hoek, hold, hyst, iface, isomax,
isomin, label, liner, mark, mass, model, mohr, noheader, noscale, number, nwflow, nwpp,
overlay, pen, permeability, pile, plasticity, pp, region, rforce, rockbolt, saturation, sdif, sig1, sig2,
sline, sratio, ssi, ssi3d, ssr, ssr3d, state, stress, strip, structure, support, sxx, sxy, syy, szz,
table, tcont, temperature, theta, track, velocity, vsi, vsr, vstress, vsxx, vsxy, vsyy, vszz, water,
xdisp, xvel, ydisp, yvel
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Property Keywords

a wipp, a 1, a 2, act energy, angle, atable, b f, b wipp, b0, b1, b2, bijoint, bimatrix, biot c,
bulk cur- rent, bulk mod, cam p, cam q, cap pressure, citable, cjtable, cj2table, cohesion,
conductivity, con1, con2, co2, cptable, ctable, c2table, d f, d wipp, density, dilation, di2, djtable,
dj2table, dtable, d2table, dy state, e dot star, e plastic, e primary, econduct, ej plastic, es-
pecc heat, et plastic, etj plastic, ev plastic, ev tot, f qx, f qy, f t0, f thexp, ff c1, ff c2, ff c3,
ff c4, ff count, ff evd, ff latency, ff switch, fjtable, fj2table, frac d, friction, fr2, ftable, f2table,
g thexp, gas c, hba, hbs, hbmb, hbsigci, hbs3cv, hb e3plas, hb ind, jangle, jcohesion, jc2,
jdilation, jd2, jfriction, jf2, jtension, k exx, k eyy, k ezz, k exy, k shear mod, k viscosity, kappa,
kshear, k11, k12, k22, lambda, lconduct, lspec heat, mm, mpc, mp1, mtable, multable,
multiplier, mv0, mv 1, n cond, n wipp, n 1, n 2, nuyx, nuzx, per table, poiss, por table,
porosity, qdil, qvol, rho, rs1, rs2, s f, s g1, s k1, shear mod, spec heat, stable, state, sv,
temp, tension, thexp, tjtable, ttable, viscosity, vol strain, xconduct, xmod, xyconduct, yconduct,
ymod

fmodulus, ftension

Switches to Modify Plots

absolute, alias, back, block, colscal, coltable, fill, interval c, inverse, magnify, maximum,
minimum, zero

Color Switches

black, blue, green, cyan, red, magenta, brown, white, gray, lblue, lgreen, lcyan, lred, lmagenta,
yellow, iwhite

PRINT keyword <keyword> . . .<region i, j> <i = i1,i2 j = j1, j2>

or

keyword <keyword> . . . from il,jl to i2,j2

or

keyword <keyword> . . . line (x1,y1) (x2,y2) nseg
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General Printing Keywords

apply, attach, density, dy damp, dy state, esxx, esxy, esyy, eszz, ex n, fastflow, fastwb, fish,
fix, fluid, funsat, f2modulus, giicpath, gpm, gpp, group, head, history, hyst, iface, information,
jrepath, label, limits, mark, memory, model, nfunstep, nwpp, permeability, poro, pp, rsat,
saturation, sdif, sig1, sig2, sratio, ssi, ssi3d, ssr, ssr3d, state, structure, sxx, sxy, syy, szz,
table, table n, temperature, theta, track, udcoe, version, vga, vgpcnw, vgpcw, vgp0, visrat, vsi,
vsr, vsxx, vsxy, vsyy, vszz, wk11, wk12, wk22, wpermeability, x, xdisp, xflow, xreaction, xvel,
y, ydisp, yflow, yreaction, yvel, $fish

Property Keywords

a wipp, a 1, a 2, act energy, angle, atable, b f, b wipp, b0, b1, b2, bijoint, bimatrix, biot c,
bulk cur- rent, bulk mod, cam p, cam q, cap pressure, citable, cjtable, cj2table, cohesion,
conductivity, con1, con2, co2, cptable, ctable, c2table, d f, d wipp, density, dilation, di2, djtable,
dj2table, dtable, d2table, dy state, e dot star, e plastic, e primary, econduct, ej plastic, es-
pecc heat, et plastic, etj plastic, ev plastic, ev tot, f qx, f qy, f t0, f thexp, ff c1, ff c2, ff c3,
ff c4, ff count, ff evd, ff latency, ff switch, fjtable, fj2table, frac d, friction, fr2, ftable, f2table,
g thexp, gas c, hba, hbs, hbmb, hbsigci, hbs3ev, hb e3plas, hb ind, jangle, jcohesion, jc2,
jdilation, jd2, jfriction, jf2, jtension, k exx, k eyy, k ezz, k exy, k shear mod, k viscosity, kappa,
kshear, k11, k12, k22, lambda, lconduct, lspec heat, mm, mpc, mp1, mtable, multable,
multiplier, mv0, mv 1, n cond, n wipp, n 1, n 2, nuyx, nuzx, per table, poiss, por table,
porosity, qdil, qvol, rho, rs1, rs2, s f, s g1, s k1, shear mod, spec heat, stable, state, sv,
temp, tension, thexp, tjtable, ttable, viscosity, vol strain, xconduct, xmod, xyconduct, yconduct,
ymod

SCLIN n x1, y1 x2, y2
<reset>

SET keyword <keyword value> . . .

TITLE

WINDOW <xl xu yl yu>
<square on>
<square off>

1.1.14 Other Commands

HELP

SYSTEM
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2 FISH STATEMENT SUMMARY

2.1 FISH Statements

2.1.1 Specification Statements

ARRAY var1(n1, n2 . . . ) <var2(m1, m2 . . . )> <var3(p1, p2 . . . )> . . .

CONSTITUTIVEMODEL <n>

CONSTITUTIVE MODEL

INT ivar1 ivar2 ivar3 . . .

FLOAT fvar1 fvar2 fvar3 . . .

STRING svar1 svar2 svar3 . . .

FRIEND func1 func2 . . .

WHILESTEPPING

WHILE STEPPING

2.1.2 Control Statements

DEFINE function-name

END

CASEOF expr

CASE n

ENDCASE

CASE OF

END CASE

IF expr1 test expr2 THEN

ELSE
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ENDIF

END IF

EXIT

EXIT SECTION

LOOP var (expr1, expr2)

ENDLOOP or

LOOP WHILE expr1 test expr2

ENDLOOP

END LOOP

SECTION

ENDSECTION

END SECTION

2.1.3 FLAC Command Execution

COMMAND

ENDCOMMAND

END COMMAND
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2.1.4 Modified FLAC Commands

CONFIG extra n

HISTORY var

HISTORY ex n (i,j)

INITIAL ex n value

MODEL var

PLOT ex n <zone>

PLOT ex n,m <zone>

PLOT ex n,m,l <zone>

PRINT var

PRINT ex n <zone>

PRINT fish

PRINT fishcall

SET fishcall n <remove> name

SET var value

TITLE @str
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2.1.5 FLAC-Specific Scalar Variables

app pnt

appgw pnt

appth pnt

att pnt

cf axi

cf creep

cf dyn

cf ext

cf gw

cf ps

cf therm

cm max

crtdel

crtime

dflag

dydt gpi

dydt gpj

dytdel

dytime

error

fos f

gwtdel
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gwtime

ieb pnt

ierr

igp

int pnt

izones

jerr

jgp

jzones

large

mech ratio

mode

nerr

nerr fish

s 3dd

s dyn

s echo

s flow

s imp

s log

s mech

s mess

s movie

sm max
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step

str pnt

tab pnt

tenflg

thtdel

thtime

trac pnt

udm pnt

unbal

unbflow

v ngw

v nmech

v ntherm

wbiot

wbulk

wdens

xgrav

ygrav
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2.1.6 General Scalar Variables

clock

cycle

degrad

do update

grand

pi

step

unbal

urand

2.1.7 FLAC-Specific Model Variables

Gridpoint Variables

damp

ex n

flags

fmod

ftens

f2mod

gflow

gmsmul

gpp

g2flow

nwgpp
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rsat

sat

temp

tflow

vga

vgpcnw

vgpcw

vgp0

x

xacc

xbody

xdisp

xforce

xvel

y

yacc

ybody

ydisp

yforce

yvel
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Zone Variables

area

density

dy state

e plastic

et plastic

ev plastic

ev tot

ex n

flags

inimodel

model

poro2

pp

state

sxx

sxy

syy

szz

udcoe

visrat

vol strain

vsxx

vsxy
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vsyy

vszz

wk11

wk12

wk22

xflow

xnwflow

yflow

ynwflow

z group

z model

z prop

zmsmul

Strain Calculations

ssi(i,j)

ssi3d(i,j)

ssr(i,j)

ssr3d(i,j)

vsi(i,j)

vsr(i,j)

fsi(i,j,arr)

fsr(i,j,arr)
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2.1.8 FLAC Constitutive Model Variables

∗available only for creep model option — see Section 2 in Optional Features
†available only for thermal model option — see Section 1 in Optional Features
‡available only for dynamic option — see Section 3 in Optional Features

a wipp∗

a 1∗

a 2∗

act energy∗

angle

atable

b f∗

b wipp∗

b0∗

b1∗

b2∗

bijoint

bimatrix

biot c

bulk current

bulk mod

cam p

cam q

cap pressure

citable
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cjtable

cj2table

cohesion

conductivity†

con1†

con2†

co2

cptable

ctable

c2table

d f∗

d wipp∗

density

dilation

di2

djtable

dj2table

dtable

d2table

dy state

e dot star∗

e plastic

e primary∗

econduct†
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ej plastic

especc heat†

et plastic

etj plastic

ev plastic

ev tot

f qx†

f qy†

f t0†

f thexp†

ff c1‡

ff c2‡

ff c3‡

ff c4‡

ff count‡

ff evd‡

ff latency‡

ff switch‡

fjtable

fj2table

frac d∗

friction

fr2

ftable
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f2table

g thexp†

gas c∗

hb e3plas

hb ind

hba

hbs

hbmb

hbs3ev

hbsigci

jangle

jcohesion

jc2

jdilation

jd2

jfriction

jf2

jtension

k exx∗

k eyy∗

k ezz∗

k exy∗

k shear mod∗

k viscosity∗
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kappa

kshear

k11

k12

k22

lambda

lconduct†

lspec heat†

mm

mpc

mp1

mtable

multable

multiplier

mv0

mv l

n cond†

n wipp∗

n 1∗

n 2∗

nuyx

nuzx

per table

poiss
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por table

porosity

qdil

qvol

rho∗

rs1∗

rs2∗

s f∗

s g1∗

s k1∗

shear mod

spec heat†

stable

state

sv

temp∗

tension

thexp†

tjtable

ttable

viscosity∗

vol strain

xconduct†
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xmod

xyonduct†

yconduct†

ymod

2.1.9 Intrinsic Functions

abs(a)

acos(a)

and(a,b)

asin(a)

atan(a)

atan2(a,b)

cos(a)

cparse(s, nc1, nc2)

error

exp(a)

fc arg(n)

float(a)

fstring(a, isig)

get mem (nw)

grand

in(s)

int(a)

ln(a)
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log(a)

lose mem (nw,ia)

max(a,b)

min(a,b)

not(a)

or(a,b)

out(s)

parse(s, i)

pre parse(s, i)

sgn(a)

sin(a)

sqrt(a)

string(a)

tan(a)

type(e)

urand

2.1.10 Tables

y = table(n,x)

table(n,x) = y

x = xtable(n,s)

xtable(n,s) = x

y = ytable(n,s)

ytable(n,s) = y

i = table size(n)
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2.1.11 Special Array Functions

mat transpose

mat inverse

2.1.12 Special Functions to Access Memory Directly

f = fmem(iad)

i = imem(iad)

fmem(iad) = f

imem(iad) = i

2.1.13 FLAC I/O Routines

close

open(filename, wr, mode)

read(ar, n)

write(ar, n)

cparse(s, nc1, nc2)

parse(s, i)

pre parse(s, i)

2.1.14 Socket I/O Routines

sopen(mode, ID)

sclose(ID)

swrite(arr, num, ID)

sread(arr, num, ID)
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2.1.15 User-Defined Constitutive Models

CONSTITUTIVE MODEL <n>

2.1.16 State Variables

zs11

zs22

zs33

zs12

zde11

zde22

zde33

zde12

zart

zdpp

zdrot

zporos

zsub

ztea

zteb

ztec

zted

ztsa

ztsb

ztsc
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ztsd

zxbar

zvisc

2.1.17 Use of the OPT Command

OPT <fun1 fun2 fun3 . . . >
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2 CONSTITUTIVE MODELS: THEORY AND IMPLEMENTATION

2.1 Introduction

There are eleven basic constitutive models provided in FLAC Version 5.0, arranged into null, elastic
and plastic model groups:

Null model group:

(1) null model;

A null material model is used to represent material that is removed or excavated.

Elastic model group:

(2) elastic, isotropic model;

The elastic, isotropic model provides the simplest representation of material
behavior. This model is valid for homogeneous, isotropic, continuous materi-
als that exhibit linear stress-strain behavior with no hysteresis on unloading.

(3) elastic, transversely isotropic model;

The elastic, transversely isotropic model gives the ability to simulate layered
elastic media in which there are distinctly different elastic moduli in directions
normal and parallel to the layers.

Plastic model group:

(4) Drucker-Prager model;

The Drucker-Prager plasticity model may be useful to model soft clays with
low friction angles. However, this model is not generally recommended for
application to geologic materials. It is included here mainly to permit com-
parison with other numerical program results.

(5) Mohr-Coulomb model;

The Mohr-Coulomb model is the conventional model used to represent shear
failure in soils and rocks. Vermeer and deBorst (1984), for example, report
laboratory test results for sand and concrete that match well with the Mohr-
Coulomb criterion.

(6) ubiquitous-joint model;

The ubiquitous-joint model is an anisotropic plasticity model that includes
weak planes of specific orientation embedded in a Mohr-Coulomb solid.
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(7) strain-hardening/softening model;

The strain-hardening/softening model allows representation of nonlinear ma-
terial softening and hardening behavior based on prescribed variations of the
Mohr-Coulomb model properties (cohesion, friction, dilation, tensile strength)
as functions of the deviatoric plastic strain.

(8) bilinear strain-hardening/softening ubiquitous-joint model;

The bilinear strain-hardening/softening ubiquitous-joint model allows repre-
sentation of material softening and hardening behavior for the matrix and the
weak plane based on prescribed variations of the ubiquitous-joint model prop-
erties (cohesion, friction, dilation, tensile strength) as functions of deviatoric
and tensile plastic strain. The variation of material strength properties with
mean stress can also be taken into account by using the bilinear option.

(9) double-yield model;

The double-yield model is intended to represent materials in which there may
be significant irreversible compaction in addition to shear yielding, such as
hydraulically-placed backfill or lightly-cemented granular material.

(10) modified Cam-clay model.

The modified Cam-clay model may be used to represent materials when the
influence of volume change on bulk property and resistance to shear need to
be taken into consideration, such as soft clay.

(11) Hoek-Brown model.

The Hoek-Brown failure criterion characterizes the stress conditions that lead
to failure in intact rock and rock masses. The failure surface is nonlinear
and is based on the relation between the major and minor principal stresses.
The model incorporates a plasticity flow rule that varies as a function of the
confining stress level.

There are also six time-dependent (creep) material models available in the creep model option for
FLAC (see Section 2 in Optional Features), and two pore pressure-generation models available in
the dynamic analysis option (see Section 3 in Optional Features).

Input parameters to all of these built-in models can be controlled via FISH to modify the behavior of
the models. For example, a nonlinear, elastic model can be created by making the elastic modulus
a function of confining stress (see Section 3.7.8 in the User’s Guide).

Duplicates of several of the built-in elastic and plastic models are provided as FISH functions;
these are described in Section 3 in the FISH volume and contained in the “\FISH\3-LIBRARY”
directory. Users may modify these files as they see fit, or use them as a basis for creating their
own constitutive models (see Section 2.8 in the FISH volume). See “HYP.FIS” in Section 3 in the
FISH volume for an example FISH constitutive function of a nonlinear elastic, hyperbolic model.
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In addition, the C++ source codes for all of the models are provided in the “\Shared\MODELS”
directory. Users can modify these models or create their own constitutive models as dynamic link
libraries (DLLs) by following the procedures given in Section 4 in Optional Features. Please note
that models created as DLLs run considerably faster than models created as FISH functions.

All constitutive models are implemented using the same incremental numerical algorithm: given
the former stress state and the total strain increment for the current timestep, the corresponding
stress increment is determined and the new stress state calculated. Note that all models operate
on effective stresses only; pore pressures are used to convert total stresses to effective stresses
before the constitutive model is called. The reverse process occurs after the model calculations are
complete. A short discussion of the theoretical background for each model is given in the following
sections.*

* The data files in this chapter are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\Theory\2-Models” with the extension “.DAT.” A project file is also provided
for each example. In order to run an example and compare the results to plots in this chapter, open a
project file in the GIIC by clicking on the File / Open Project menu item and selecting the project
file name (with extension “.PRJ”). Click on the Project Options icon at the top of the Project Tree
Record, select Rebuild unsaved states and the example data file will be run and plots created.
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2.2 Null Model Group

2.2.1 Null Model

The stresses within a null zone are set to zero; no body forces (e.g., gravity) act on these zones.
The null material may be changed to a different material model at a later stage of the simulation.
In this way, backfilling an excavation, for example, can be simulated.
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2.3 Elastic Model Group

The models in this group are characterized by reversible deformations upon unloading; the stress-
strain laws are linear and path-independent.

2.3.1 Elastic, Isotropic Model

In this model, the relation of stress to strain in incremental form is expressed by Hooke’s law in
plane strain as:

�σ11 = α1 �e11 + α2 �e22

�σ22 = α2 �e11 + α1 �e22 (2.1)

�σ12 = 2G �e12 (�σ21 = �σ12)

�σ33 = α2 (�e11 +�e22)

where α1 = K + (4/3)G;
α2 = K − (2/3)G;
K = bulk modulus; and
G = shear modulus.

�eij = 1

2

[
∂u̇i

∂xj
+ ∂u̇j
∂xi

]
�t (2.2)

where �eij = incremental strain tensor;
u̇i = displacement rate; and
�t = timestep.

In plane stress, these equations become:

�σ11 = β1 �e11 + β2 �e22

�σ22 = β2 �e11 + β1 �e22 (2.3)

�σ12 = 2G �e12 (�σ21 = �σ12)

�σ33 = 0

where β1 = α1 − (α2
2/α1); and

β2 = α2 − (α2
2/α1).
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For axisymmetric geometry:

�σ11 = α1 �e11 + α2 (�e22 +�e33)

�σ22 = α1 �e22 + α2 (�e11 +�e33) (2.4)

�σ12 = 2G �e12 (�σ21 = �σ12)

�σ33 = α1 �e33 + α2 (�e11 +�e22)

2.3.2 Elastic, Transversely Isotropic Model

In FLAC, the plane of isotropy attached to this model lies with the xz-plane (see Figure 2.1). The
elastic moduli are defined as follows:

E1 (or Ex) modulus of elasticity in plane of isotropy

E2 (or Ey) modulus of elasticity in plane perpendicular to plane of isotropy

G12 (or Gxy) cross-shear modulus between plane of isotropy and perpendicular
plane (i.e., xy- or yz-plane)

G13 (or Gxz) shear modulus in plane of isotropy

ν21 (or νyx) Poisson’s ratio for the normal strain in the x-direction (in the plane
of isotropy) related to the normal strain in the y-direction (in the
perpendicular plane) due to uniaxial stress in the y-direction

ν31 (or νzx) Poisson’s ratio for the normal strain in the x-direction (in the plane of
isotropy) related to the normal strain in the z-direction due to uniaxial
stress in the z-direction

A transversely isotropic elastic material is characterized by five independent constants (or moduli).
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For a transversely isotropic body whose plane of isotropy lies within the xz-plane, the following
relations apply:

E3 = E1 (or Ez = Ex)

ν31 = ν13 (or νzx = νxz)

ν23 = ν21 (or νyz = νyx)

G23 = G12 (or Gyz = Gxy)

G13 = E1

2(1+ ν31)

(
or Gxz = Ex

2(1+ νzx)
)

ν12 = ν21
E1

E2

(
or νxy = νyx

Ex

Ey

)

z x

y

Figure 2.1 Transverse isotropy coordinate axes convention
(xz-direction is plane of isotropy)
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There are limitations on the variations in elastic properties (Amadei 1982). The following restric-
tions apply:

Ex > 0

Ey > 0

Gxy > 0 (2.5)

ν2
xy ≤ 1

ν2
xz ≤ 1

(1− νxz)−
2 Ex ν2

yx

Ey
≥ 0

For a general orthotropic elastic body, the stress-strain equations are given by Lekhnitskii (1981,
p. 34):

�e11 = S11 �σ11 + S12 �σ22 + S13 �σ33 + S16 �σ12

�e22 = S12 �σ11 + S22 �σ22 + S23 �σ33 + S26 �σ12

�e33 = S13 �σ11 + S23 �σ22 + S33 �σ33 + S36 �σ12 (2.6)

�e23 = 1

2

[
(S44 �σ23) + (S45 �σ13)

]

�e13 = 1

2

[
(S45 �σ23) + (S55 �σ13)

]

�e12 = 1

2

[
(S16 �σ11) + (S26 �σ22) + (S36 �σ33) + (S66 �σ12)

]

where:

S11 = cos4 φ

E1
+ ( 1

G12
− 2ν12

E1
) sin2 φ cos2 φ + sin4 φ

E2

S22 = sin4 φ

E1
+ ( 1

G12
− 2ν12

E1
) sin2 φ cos2 φ + cos4 φ

E2

S12 = ( 1

E1
+ 1

E2
+ 2ν12

E1
− 1

G12
) sin2 φ cos2 φ − ν12

E1

FLAC Version 5.0
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S13 = −(ν23

E2
) sin2 φ − (ν13

E1
) cos2 φ

S23 = −(ν23

E2
) cos2 φ − (ν13

E1
) sin2 φ

S33 = 1

E3

S44 = cos2 φ

G23
+ sin2 φ

G13

S45 = ( 1

G23
− 1

G13
) sin φ cosφ

S55 = sin2 φ

G23
+ cos2 φ

G13

S16 =
[

2(
sin2 φ

E2
− cos2 φ

E1
) + (

1

G12
− 2ν12

E1
) (cos2 φ − sin2 φ)

]
sin φ cosφ

S26 =
[

2(
cos2 φ

E2
− sin2 φ

E1
) − (

1

G12
− 2ν12

E1
) (cos2 φ − sin2 φ)

]
sin φ cosφ

S36 = 2(
ν13

E1
− ν23

E2
) sin φ cosφ

S66 = 4 (
1

E1
+ 1

E2
+ 2ν12

E1
− 1

G12
) sin2 φ cos2 φ + 1

G12

φ = angle of anisotropy measured counterclockwise from the x-axis (see Figure 2.2).
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φ
x

x'

y'

y

Figure 2.2 Planes of elastic anisotropy oriented at an angleφ from the x-axis

A state of plane stress with respect to the xy-plane is obtained by setting

�σ33 = �σ13 = �σ23 = 0

in Eq. (2.6). This gives:

�e11 = S11 �σ11 + S12 �σ22 + S16 �σ12

�e22 = S12 �σ11 + S22 �σ22 + S26 �σ12 (2.7)

�e12 = 1

2
(S16 �σ11 + S26 �σ22 + S66 �σ12)

which can be written,

[
�e11
�e22

2�e12

]
=
[
s11 s12 s16
s12 s22 s26
s16 s26 s66

][
�σ11
�σ22
�σ12

]
(2.8)
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The stress-strain relations can easily be found by inverting the matrix.

A state of plane strain in the xy-plane is obtained from Eq. (2.6) by setting

�e33 = �e13 = �e23 = 0

This results in:

�e11 = s11�σ11 + s12�σ22 + s13�σ33 + s16�σ12

�e22 = s12�σ11 + s22�σ22 + s23�σ33 + s26�σ12

0 = s13�σ11 + s23�σ22 + s33�σ33 + s36�σ12

0 = s44�σ23 + s45�σ13 (2.9)

0 = s55�σ13 + s45�σ23

�e12 = 1

2
(s16�σ11 + s26�σ22 + s36�σ33 + s66�σ12)

which can be written,



�e11
�e22

0
2�e12


 =



s11 s12 s13 s16
s12 s22 s23 s26
s13 s23 s33 s36
s16 s26 s36 s66





�σ11
�σ22
�σ33
�σ12


 (2.10)

The stress-strain relations can be obtained by inverting the matrix.
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2.4 Plastic Model Group

All plastic models potentially involve some degree of permanent, path-dependent deformation
(failure): a consequence of the nonlinearity of the stress-strain relations. The different models in
FLAC are characterized by their yield function, hardening/softening functions and flow rule. The
yield functions for each model define the stress combination for which plastic flow takes place.
These functions or criteria are represented by one or more limiting surfaces in a generalized stress
space with points below or on the surface being characterized by an incremental elastic or plastic
behavior, respectively. The plastic flow formulation in FLAC rests on basic assumptions from
plasticity theory that the total strain increment may be decomposed into elastic and plastic parts,
with only the elastic part contributing to the stress increment by means of an elastic law. In addition,
both plastic and elastic strain increments are taken to be coaxial with the current principal axes of
the stresses. (This is only valid if elastic strains are small compared to plastic strains during plastic
flow). The flow rule specifies the direction of the plastic strain increment vector as that normal
to the potential surface — it is called associated if the potential and yield functions coincide, and
non-associated otherwise. See Vermeer and deBorst (1984) for a more detailed discussion on the
theory of plasticity.

For the Drucker-Prager, Mohr-Coulomb, ubiquitous-joint, strain-softening and bilinear-softening-
ubiquitous models, a shear yield function and a non-associated shear flow rule are used. For the
double-yield model, shear and volumetric yield functions, non-associated shear flow and associated
volumetric flow rules are included. In addition, the failure envelope for each of these models is
characterized by a tensile yield function with associated flow rule. The modified Cam-clay model
formulation rests on a combined shear and volumetric yield function and associated flow rule. The
Hoek-Brown model uses a nonlinear shear yield function and a plasticity flow rule that varies as a
function of the stress level.

In FLAC, the out-of-plane stress is taken into consideration in the formulation that is expressed in
three-dimensional terms. All models are based on plane-strain conditions, with the exception of the
strain-softening model, which is also available in a plane-stress option. Note also that all plasticity
models are formulated in terms of effective stresses, not total stresses.

The plasticity models can produce localization (i.e., the development of families of discontinuities
such as shear bands in a material that starts as a continuum). It should be noted that localization is
grid-dependent since there is no intrinsic length scale incorporated in the formulations. This is an
important consideration when creating a grid for a plasticity analysis and is discussed more fully
in Section 3.2 in the User’s Guide.

In the numerical implementation of the models, an elastic trial (or “elastic guess”) for the stress
increment is first computed from the total strain increment using the incremental form of Hooke’s
law. The corresponding stresses are then evaluated. If they violate the yield criteria (i.e., the
stress point representation lies above the yield function in the generalized stress space), plastic
deformations take place. In this case, only the elastic part of the strain increment can contribute to
the stress increment; the latter is corrected by using the plastic flow rule to ensure that the stresses
lie on the composite yield function. This section describes the yield and potential functions, flow
rules and stress corrections for the different plasticity models in FLAC.
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2.4.1 Drucker-Prager Model

The failure envelope for this model consists of a Drucker-Prager criterion with tension cutoff. The
shear flow rule is non-associated and the tensile flow rule is associated. For a detailed description
of the model see, for example, Chen and Han (1988).

2.4.1.1 Incremental Elastic Law

The Drucker-Prager model is expressed in terms of two generalized stress components: the tangen-
tial stress τ and mean normal stress σ defined as:

τ = √J2

σ = 1

3
(σ11 + σ22 + σ33) (2.11)

where J2 is the second invariant of the stress deviator tensor. This quantity may be expressed as

J2 = 1

6

[
(σ11 − σ22)

2 + (σ22 − σ33)
2 + (σ11 − σ33)

2]+ σ12
2 (2.12)

The shear strain increment, �γ , and volumetric strain increment, �e, associated to τ and σ have
the form:

�γ = 2
√
�J ′2

�e = �e11 +�e22 +�e33 (2.13)

where �J ′2, the second invariant of the incremental strain deviator tensor, is given by

�J ′2 =
1

6

[
(�e11 −�e22)

2 + (�e22 −�e33)
2 + (�e11 −�e33)

2]+�e12
2 (2.14)

The strain increments are decomposed as follows:

�γ = �γ e +�γp
�e = �ee +�ep (2.15)
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where the superscripts e and p refer to elastic and plastic parts, respectively, and the plastic com-
ponents are nonzero during plastic flow only. The incremental expression of Hooke’s law in terms
of generalized stresses and strains is:

�τ = G�γ e
�σ = K�ee (2.16)

where G and K are the shear and bulk modulus, respectively.

2.4.1.2 Yield and Potential Functions

The representation of the failure criterion in the (σ, τ ) plane is sketched in Figure 2.3. The failure
envelope is defined from point A to B by the Drucker-Prager yield function:

f s = τ + qφσ − kφ (2.17)

and from B to C by the tension yield function:

f t = σ − σ t (2.18)

where qφ and kφ are constant material properties and σ t is the tensile strength for the Drucker-Prager
model. Note that this strength is defined as the maximum value of the mean normal stress for the
material under consideration. For a material whose property qφ is not equal to zero, the tensile
strength cannot exceed the value σ tmax given by

σ tmax =
kφ

qφ
(2.19)
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A

B

σ

τ

C

kφ f =0t

f =0
s

kφ qφ/

tσ

Figure 2.3 Drucker-Prager failure criterion in FLAC

The shear potential function gs corresponds in general to a non-associated flow rule and has the
form

gs = τ + qψσ (2.20)

where qψ is a material constant equal to qφ if the flow rule is associated.

The flow rule for tensile failure is associated. It is derived from the potential function gt given by

gt = σ (2.21)

The flow rules are given a unique definition in the vicinity of an edge of the composite yield function
by application of the following technique. A function, h(σ, τ ) = 0, which is represented by the
diagonal between the representation of f s = 0 and f t = 0 in the (σ, τ ) plane, is defined (see
Figure 2.4). This function may be written

h = τ − τP − αP (σ − σ t ) (2.22)

where τP and αP are two constants defined as:

τP = kφ − qφσ t

αP =
√

1+ qφ2 − qφ (2.23)
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τ

domain 1

domain 2

σ

h=0

f =0t

f =0
s

+

+

-

-

-

+

Figure 2.4 Drucker-Prager model: domains used in the definition of the flow
rule

An elastic guess violating the failure criterion is represented by a point in the (σ, τ ) plane located
either in domain 1 or 2, corresponding to positive or negative domains of h = 0, respectively. If in
domain 1, shear failure is declared, and the stress point is brought back to the curve f s = 0 using
a flow rule derived using the potential function gs . If in domain 2, tensile failure takes place, and
the stress point is brought back to f t = 0 using a flow rule derived using gt . Further comments on
this technique may be found in the Mohr-Coulomb model section.

2.4.1.3 Plastic Corrections

First consider shear failure. The flow rule has the form:

�γp = λs ∂g
s

∂τ

�ep = λs ∂g
s

∂σ
(2.24)

where the magnitude of the parameter λs remains to be defined. Using Eq. (2.20) for gs , these
expressions give, after partial differentiation:
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�γp = λs
�ep = λsqψ (2.25)

The elastic strain increments may be expressed from Eq. (2.15) as total minus plastic increments.
In further using Eq. (2.25), the elastic laws in Eq. (2.16) may be expressed as follows:

�τ = G�γ −Gλs
�σ = K�e −Kqψλs (2.26)

Let the new and old stress states be referred to by the superscripts N andO, respectively. Then, by
definition:

τN = τO +�τ
σN = σO +�σ (2.27)

Substitution of Eq. (2.26) gives:

τN = τ I −Gλs
σN = σ I −Kqψλs (2.28)

where the superscript I is used to represent the elastic guess obtained by adding to the old stresses,
elastic increments computed using the total strain increments — i.e.,

τ I = τO +G�γ
σI = σO +K�e (2.29)

The parameter λs may now be defined by requiring that the new stress point be located on the shear
yield surface. Substitution of τN and σN for τ and σ in f s = 0 gives, after some manipulations
(see Eqs. (2.17) and (2.28)):

λs = f s(σ I , τ I )

G+Kqφqψ (2.30)
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Noting that the new deviatoric stresses may be obtained by multiplying the corresponding deviatoric
elastic guesses with the ratio τN/τ I , the new stresses may be written

σNij = (σ Iij − σ I δij )
τN

τ I
+ σNδij (2.31)

where δij is the Kronecker delta symbol.

We now consider tensile failure. The flow rule has the form:

�γp = λt ∂g
t

∂τ

�ep = λt ∂g
t

∂σ
(2.32)

where the magnitude of the parameter λt must be determined. Using the Eq. (2.21) for gt , these
expressions give, after partial differentiation:

�γp = 0
�ep = λt (2.33)

Applying a reasoning similar to that described above, we obtain:

τN = τ I
σN = σ I −Kλt (2.34)

and

λt = σ I − σ t
K

(2.35)

As expected, substitution of this expression in Eq. (2.34) yields:

τN = τ I
σN = σ t (2.36)

In this mode of failure, the new deviatoric stresses correspond to the elastic guess and we may write

σNij = σ Iij + (σ t − σ I )δij (2.37)
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2.4.1.4 Implementation Procedure

In the implementation of the Drucker-Prager model in FLAC, an elastic guess σ Iij is first computed
by adding to the old stress components, increments calculated by application of Hooke’s law to the
total strain increment for the step. The generalized stress components (σ I , τ I ) are then derived
from σ Iij using Eqs. (2.11) and (2.12).

If these stresses violate the composite yield criterion, a correction must be applied to the generalized
stress components to give the new stress state. In this situation, we have that either h(σ I , τ I ) > 0
or h(σ I , τ I ) ≤ 0 (see Eq. (2.22)). In the first case, shear failure is declared. New, generalized
stresses are evaluated from Eq. (2.28) using Eq. (2.30) for λs . In the second case, tensile failure
takes place and new stresses are calculated from Eq. (2.36). The stress tensor components in the
system of reference axes are then calculated from the generalized stresses, using Eq. (2.31) in the
case of shear failure and Eq. (2.37) when tensile failure takes place.

In FLAC, the default value for the tensile strength is zero if the material property qφ is zero, and is
σ tmax otherwise (see Eq. (2.19)). This last value is also retained if the value assigned to the tensile
strength exceeds σ tmax . There is no tensile softening in this model.

2.4.1.5 Note on Material Parameters

The Drucker-Prager shear criterion f s = 0 is represented in the principal stress space (σ1, σ2, σ3)
by a cone with axis along σ1 = σ2 = σ3 and apex at (σ1, σ2, σ3) = (a, a, a) with a = kφ/qφ (see
Figure 2.5). The Mohr-Coulomb shear criterion, characterized by the parameters cohesion, c, and
friction angle, φ, is represented there by an irregular hexagonal pyramid with the same axis, three
“outer” and three “inner” edges (see Figure 2.6). The parameters qφ and kφ can be adjusted so that
the Drucker-Prager cone will either pass through the outer or the inner edges of the Mohr-Coulomb
pyramid. For the outer adjustment, we have:

qφ = 6√
3(3− sin φ)

sin φ

kφ = 6√
3(3− sin φ)

c cosφ (2.38)

and the inner adjustment:

qφ = 6√
3(3+ sin φ)

sin φ

kφ = 6√
3(3+ sin φ)

c cosφ (2.39)
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In the special case qφ = 0, the Drucker-Prager criterion degenerates into the von Mises criterion,
which corresponds to a cylinder in the principal stress space. The Tresca criterion is a special case
of the Mohr-Coulomb criterion for which φ = 0. It is represented in the principal stress space by
a regular hexagonal prism. The von Mises cylinder circumscribes the prism for:

qφ = 0

kφ = 2√
3
c (2.40)

σ 1

σ 3σ 2 =
=

kφ
qφ

3
Von Mises

Drucker-Prager qφ > 0

qφ = 0

σ2-

σ3-

σ1-

Figure 2.5 Drucker-Prager and von Mises yield surfaces in principal stress
space

σ 1

σ 3σ 2 =
=

σ2-

σ3-

σ1-

Mohr-Coulomb  φ > 0

Tresca  φ = 0φ
C cot 

3

Figure 2.6 Mohr-Coulomb and Tresca yield surfaces in principal stress
space
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2.4.2 Mohr-Coulomb Model

The failure envelope for this model corresponds to a Mohr-Coulomb criterion (shear yield function)
with tension cutoff (tensile yield function). The shear flow rule is non-associated and the tensile
flow rule is associated.

2.4.2.1 Incremental Elastic Law

In the FLAC implementation of this model, principal stresses σ1, σ2, σ3 are used, the out-of-plane
stress, σzz, being recognized as one of these. The principal stresses and principal directions are
evaluated from the stress tensor components and ordered so that (recall that compressive stresses
are negative)

σ1 ≤ σ2 ≤ σ3 (2.41)

The corresponding principal strain increments �e1, �e2, �e3 are decomposed as follows:

�ei = �eei +�epi i = 1, 3 (2.42)

where the superscripts e and p refer to elastic and plastic parts, respectively, and the plastic com-
ponents are nonzero only during plastic flow. The incremental expression of Hooke’s law in terms
of principal stress and strain has the form:

�σ1 = α1�e
e
1 + α2(�e

e
2 +�ee3)

�σ2 = α1�e
e
2 + α2(�e

e
1 +�ee3) (2.43)

�σ3 = α1�e
e
3 + α2(�e

e
1 +�ee2)

where α1 = K + 4G/3 and α2 = K − 2G/3.
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2.4.2.2 Yield and Potential Functions

With the ordering convention of Eq. (2.41), the failure criterion may be represented in the plane
(σ1, σ3) as illustrated in Figure 2.7.

+
-

B C

A

Figure 2.7 Mohr-Coulomb failure criterion in FLAC

The failure envelope is defined from point A to point B by the Mohr-Coulomb yield function,

f s = σ1 − σ3Nφ + 2c
√
Nφ (2.44)

and from B to C by a tension yield function of the form

f t = σ t − σ3 (2.45)

where φ is the friction angle, c, the cohesion, σ t , the tensile strength and

Nφ = 1+ sin φ

1− sin φ
(2.46)
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Note that only the major and minor principal stresses are active in the shear yield formulation;
the intermediate principal stress has no effect. For a material with friction, φ �= 0 and the tensile
strength of the material cannot exceed the value σ tmax given by

σ tmax =
c

tan φ
(2.47)

The shear potential function gs corresponds to a non-associated flow rule and has the form

gs = σ1 − σ3Nψ (2.48)

where ψ is the dilation angle and

Nψ = 1+ sinψ

1− sinψ
(2.49)

The associated flow rule for tensile failure is derived from the potential function gt , with

gt = −σ3 (2.50)

The flow rules for this model are given a unique definition in the vicinity of an edge of the composite
yield function in three-dimensional stress space by application of a technique, illustrated below, for
the case of a shear-tension edge. A function, h(σ1, σ3) = 0, which is represented by the diagonal
between the representation of f s = 0 and f t = 0 in the (σ1, σ3) plane, is defined (see Figure 2.8).
This function has the form

h = σ3 − σ t + αP (σ1 − σP ) (2.51)

where αP and σP are constants defined as

αP =
√

1+N2
φ +Nφ (2.52)

and

σP = σ tNφ − 2c
√
Nφ (2.53)

FLAC Version 5.0



2 - 24 Theory and Background

��

��

� ���

�

�

����	
 �

����	
 �

Figure 2.8 Mohr-Coulomb model: domains used in the definition of the flow
rule

An elastic guess violating the failure criterion is represented by a point in the (σ1, σ3) plane located
either in domain 1 or 2, corresponding to negative or positive domains of h = 0, respectively. If in
domain 1, shear failure is declared, and the stress point is brought back to the curve f s = 0 using
a flow rule derived using the potential function gs . If in domain 2, tensile failure takes place, and
the stress point is brought back to f t = 0 using a flow rule derived using gt .

Note that, by ordering the stresses as in Eq. (2.41), the case of a shear-shear edge is automatically
handled by a variation on this technique. The technique, applicable for small-strain increments,
is simple to implement: at each step, only one flow rule and corresponding stress correction is
involved in the calculation of plastic flow. In particular, when a stress point follows an edge, it
receives stress corrections alternating between two criteria. In this process, the two yield criteria
are fulfilled to an accuracy which depends on the magnitude of the strain increment. As a validation
of this approach, results obtained for the oedometric test are presented in Section 2.4.2.5.
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2.4.2.3 Plastic Corrections

First consider shear failure. The flow rule has the form

�e
p
i = λs

∂gs

∂σi
i = 1, 3 (2.54)

where λs is a parameter of magnitude as yet unknown. Using Eq. (2.48) for gs , these equations
become, after partial differentiation:

�e
p

1 = λs
�e

p

2 = 0 (2.55)

�e
p

3 = −λsNψ

The elastic strain increments may be expressed from Eq. (2.42) as total minus plastic increments.
In further using the flow rule Eq. (2.55) above, the elastic laws in Eq. (2.43) become:

�σ1 = α1�e1 + α2(�e2 +�e3)− λs(α1 − α2Nψ)

�σ2 = α1�e2 + α2(�e1 +�e3)− λsα2(1−Nψ) (2.56)
�σ3 = α1�e3 + α2(�e1 +�e2)− λs(−α1Nψ + α2)

Let the new and old stress states be referred to by the superscripts N andO, respectively. Then, by
definition:

σNi = σOi +�σi i = 1, 3 (2.57)

Substituting Eq. (2.56) for �σi , i = 1, 3 in these equations, we may write:

σN1 = σ I1 − λs(α1 − α2Nψ)

σN2 = σ I2 − λsα2(1−Nψ) (2.58)

σN3 = σ I3 − λs(−α1Nψ + α2)

where the superscript I is used to represent the elastic guess, obtained by adding to the old stresses
elastic increments computed using the total strain increments — i.e.,
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σ I1 = σO1 + α1�e1 + α2(�e2 +�e3)

σ I2 = σO2 + α1�e2 + α2(�e1 +�e3) (2.59)

σ I3 = σO3 + α1�e3 + α2(�e1 +�e2)

The parameter λs may now be defined by requiring that the new stress point be located on the shear
yield surface. Substitution of σN1 and σN3 for σ1 and σ3 in f s = 0 gives, after some manipulations
(see Eqs. (2.44) and (2.58)):

λs = f s(σ I1 , σ
I
3 )

(α1 − α2Nψ)− (α2 − α1Nψ)Nφ
(2.60)

In the case of tensile failure, the flow rule has the form

�e
p
i = λt

∂gt

∂σi
i = 1, 3 (2.61)

where the magnitude of the parameter λt is not yet defined. Using Eq. (2.50) for gt , this expression
gives, after partial differentiation:

�e
p

1 = 0

�e
p

2 = 0 (2.62)

�e
p

3 = −λt

Repeating a reasoning similar to that described above, we obtain:

σN1 = σ I1 + λtα2

σN2 = σ I2 + λtα2 (2.63)

σN3 = σ I3 + λtα1

and

λt = f t (σ I3 )

α1
(2.64)
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2.4.2.4 Implementation Procedure

In the implementation of the Mohr-Coulomb in FLAC, an elastic guess σ Iij is first computed, by
adding to the old stress components increments calculated by application of Hooke’s law to the total
strain increment for the step. Principal stresses σ I1 , σ I2 , σ I3 and corresponding principal directions
are calculated and ordered. If these stresses violate the composite yield criterion, a correction must
be applied to the elastic guess to give the new stress state. In this situation we have that either
h(σ I1 , σ

I
3 ) ≤ 0 or h(σ I1 , σ

I
3 ) > 0 (see Eq. (2.51)). In the first case, shear failure is declared.

New stresses are evaluated from Eq. (2.58) using Eq. (2.60) for λs . In the second case, tensile
failure takes place and new stresses are calculated from Eq. (2.63), using Eq. (2.64). The stress
tensor components in the system of reference axes are then calculated from the principal values
by assuming that the principal directions have not been affected by the occurrence of a plastic
correction.

In FLAC, the default value for the tensile strength is zero. This value is set to σ tmax if the value
assigned to the tensile strength exceeds σ tmax . If the computed value of σ3 exceeds σ t in a zone,
the tensile strength is set to zero for that zone. This simulates instantaneous tensile softening.

The plastic strain is not calculated directly in this model, in order to speed the calculation. The
strain-softening model can be used if plastic strains are needed and/or gradual or no tensile softening
is desired.

2.4.2.5 Oedometer Test

This example concerns the determination of stresses in a Mohr-Coulomb material subjected to an
oedometer test. In this experiment, two of the principal stress components are equal and, during
plastic flow, the stress point evolves along an edge of the Mohr-Coulomb criterion representation
in the principal stress space. The purpose is to validate the numerical technique adopted in FLAC
to handle such a situation. Results of a numerical experiment are presented and compared to an
exact solution.

The boundary conditions for the plane-strain oedometric test are sketched in Figure 2.9. They
correspond to the uniform strain rates:

�ex = 0
�ey = v�t/L (2.65)
�ez = 0

where x and y refer to the system of reference axes sketched in the figure and z is out-of-plane, v is
the constant y-component of the velocity applied to the sample (v < 0) and L is the height of the
sample.

Assuming zero initial stresses, the principal directions of stresses and strains are those of the
coordinate axes. For simplicity, we consider a sample of unit height L = 1.
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y

v v

x

Figure 2.9 Boundary conditions for oedometer test

In the elastic range, application of Hooke’s law gives, using that ey = vt at time t :

σx = α2vt

σy = α1vt (2.66)
σz = σx

where α1 = K + 4/3G and α2 = K − 2/3G.

To apply the Mohr-Coulomb failure criterion, we consider the yield functions

f 1 = σy − σxNφ + 2c
√
Nφ

f 2 = σy − σzNφ + 2c
√
Nφ (2.67)

At the onset of yield, f 1 = f 2 = 0 and, using Eqs. (2.66) and (2.67), we find

t = 2c
√
Nφ

−v(α1 − α2Nφ)
(2.68)
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Hence, yielding will only take place provided α1 − α2Nφ > 0.

During plastic flow, the strain increments are composed of elastic and plastic parts and we have:

�ex = �eex +�epx
�ey = �eey +�epy (2.69)

�ez = �eez +�epz

Using the boundary conditions Eq. (2.65), we may write:

�eex = −�epx
�eey = v�t −�epy (2.70)

�eez = −�epz

The flow rule for plastic flow along the edge of the Mohr-Coulomb criterion corresponding to
σx = σz has the form (e.g., see Drescher (1991)):

�e
p
x = λ1

∂g1

∂σx
+ λ2

∂g2

∂σx

�e
p
y = λ1

∂g1

∂σy
+ λ2

∂g2

∂σy
(2.71)

�e
p
z = λ1

∂g1

∂σz
+ λ2

∂g2

∂σz

where g1 and g2 are the potential functions corresponding to f 1 and f 2:

g1 = σy − σxNψ
g2 = σy − σzNψ (2.72)
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After partial differentiation, Eq. (2.71) becomes:

�e
p
x = −λ1Nψ

�e
p
y = λ1 + λ2 (2.73)

�e
p
z = −λ2Nψ

In further considering that, by symmetry, λ1 = λ2, we obtain:

�e
p
x = −λ1Nψ

�e
p
y = 2λ1 (2.74)

�e
p
z = −λ1Nψ

The stress increments, derived from Hooke’s law, are given by the relations:

�σx = α1�e
e
x + α2(�e

e
y +�eex)

�σy = α1�e
e
y + α22�eex (2.75)

�σz = �σx

where we have used the symmetry condition �eex = �eez .
Substitution of Eq. (2.70) in Eq. (2.75) yields, using Eq. (2.74):

�σx = α1λ1Nψ + α2(v�t − 2λ1 + λ1Nψ)

�σy = α1(v�t − 2λ1)+ α22λ1Nψ (2.76)
�σz = �σx

The parameter λ1 may now be determined by expressing the condition that, during plastic flow,
�f 1 = 0. Using Eq. (2.67), this condition takes the form

�σy −�σxNφ = 0 (2.77)
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Substitution of Eq. (2.76) in Eq. (2.77) yields, after some manipulations, the expression

λ1 = vλ�t (2.78)

where

λ = α1 − α2Nφ

(α1 + α2)NφNψ − 2α2(Nφ +Nψ)+ 2α1
(2.79)

The FLAC simulation is carried out using a single zone of unit dimensions. The following properties
are used in conjunction with the Mohr-Coulomb model:

bulk modulus 200 MPa
shear modulus 200 MPa
cohesion 1 MPa
friction 10◦
dilation 10◦ and 0◦
tension 5.67 MPa

The velocity components are fixed in the x- and y-directions. A velocity of magnitude 10−5 m/steps
is applied to the top of the model in the negative y-direction for a total of 1000 steps. The stress and
displacement components in the y-direction are monitored and compared to the analytic prediction
obtained from Eqs. (2.66), (2.68) and (2.76), using Eqs. (2.78) and (2.79). Two runs are carried
out using the data file in Example 2.1, with values of 10◦ and 0◦ for the dilation parameter. The
match is very good, as may be seen in Figures 2.10 and 2.11 where numerical and analytic solutions
coincide.
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Example 2.1 Oedometer test on the Mohr-Coulomb model

;---------------------------------------------------------------------
; oedometer test
; check plastic flow along an edge of the Mohr-Coulomb criterion
;---------------------------------------------------------------------
g 1 1
m m
pro bu 200 sh 200 co 1 fric 10 dil 10 ten 5.67 den 1
fix x y
def d sigy

a sy = 0.0
c k = bulk mod(1,1)
c g = shear mod(1,1)
e1 = c k + 4. * c g /3.
e2 = c k - 2. * c g /3.
sf = friction(1,1) * degrad
nf = sin(sf)
nf = (1. + nf) / (1. - nf)
sp = dilation(1,1) * degrad
np = sin(sp)
np = (1. + np) / (1. - np)
rl = (e1-e2*nf)/((e1+e2)*nf*np-2.*e2*(nf+np)+2.*e1)
vyv = -1.e-5
dsigy = vyv * (e1+2.*rl*(e2*np-e1))
stepl = -2.*cohesion(1,1)*sqrt(nf)/((e1-e2*nf)*vyv)

end
def esigy

while stepping
if step < stepl then

a sy = a sy + e1 * vyv
else

a sy = a sy + dsigy
end if
n sy = syy(1,1)

end
d sigy
ini yvel vyv j 2
his nstep 50
his ydisp i 1 j 2
his n sy
his a sy
step 1000
plot his -2 line -3 cross vs -1 hold
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Figure 2.10 Oedometric test — comparison of numerical and analytical pre-
dictions for 10◦ dilation
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Figure 2.11 Oedometric test — comparison of numerical and analytical pre-
dictions for 0◦ dilation
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2.4.3 Ubiquitous-Joint Model

In this model, which accounts for the presence of an orientation of weakness (weak plane) in a
FLAC Mohr-Coulomb model, yield may occur in either the solid or along the weak plane, or both,
depending on the stress state, the orientation of the weak plane and the material properties of the
solid and weak plane.

In the FLAC implementation, use is made of a technique by which general failure is first detected, and
relevant plastic corrections are applied, as indicated in the FLAC Mohr-Coulomb model description.
The new stresses are then analyzed for failure on the weak plane and updated accordingly. The
criterion for failure on the plane consists in a local form of the Mohr-Coulomb yield condition with
tension cutoff, the local shear flow rule is non-associated and the local tension flow rule, associated.
The FLAC Mohr-Coulomb model was addressed above; developments related to plastic flow on the
weak plane are outlined in this section.

2.4.3.1 Weak Plane Plastic Corrections

Figure 2.12 illustrates the weak plane existing in a Mohr-Coulomb solid and the global (xy) and
local (x′y′) coordinate frames.

θ
x

x'

y'

y

weak plane

Figure 2.12 A weak plane oriented at an angle θ to the global reference frame
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For simplicity, we define the global stress components by σij (obtained after application of the
plastic corrections). These global stresses are resolved into local components using the expressions

σ ′11 = σ11 cos2 θ + 2σ12 sin θ cos θ + σ22 sin2θ

σ ′22 = σ11 sin2θ − 2σ12 sin θ cos θ + σ22 cos2 θ (2.80)

σ ′33 = σ33

σ ′12 = −(σ11 − σ22) sin θ cos θ + σ12(cos2 θ − sin2θ)

where θ is the joint angle (measured counterclockwise from the x-global axis).

By convention, let τ represent the magnitude of the tangential traction component on the weak
plane, the associated strain variable is γ and we have:

τ = |σ ′12|
γ = |e′12| (2.81)

.

With this notation, the local expression of the incremental elastic laws have the form:

�σ ′11 = α1�e
′e
11 + α2(�e

′e
22 +�e′e33)

�σ ′22 = α1�e
′e
22 + α2(�e

′e
11 +�e′e33) (2.82)

�σ ′33 = α1�e
′e
33 + α2(�e

′e
11 +�e′e22)

�τ = 2G�γ e

where α1 = K + 4G/3, α2 = K − 2G/3, and the superscript e stands for “elastic part.”
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The weak-plane failure criterion may be represented in the (σ ′22, τ ) plane, as illustrated Figure 2.13.

A

B

τ

C

f =0t

f =0
s

tσ j

Cj

tan j/ φCj

σ22

Figure 2.13 Weak-plane failure criterion in FLAC

The local failure envelope is defined from point A to B by a Mohr-Coulomb failure criterion defined
as f s = 0, with

f s = −τ − σ ′22 tan φj + cj (2.83)

and from B to C by a tension failure criterion of the form f t = 0, with

f t = σ tj − σ ′22 (2.84)

where φj , cj and σ tj are the friction, cohesion and tensile strength of the weak plane, respectively.
Note that, for a weak plane with a nonzero friction angle, the maximum value of the tensile strength
is given by

σ tj,max =
cj

tan φj
(2.85)
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The shear and tensile potential functions gs and gt correspond to a non-associated flow rule with
dilatancy, ψj , and an associated flow rule, respectively. They have the form

gs = −τ − σ ′22 tanψj (2.86)

and

gt = −σ ′22 (2.87)

The flow rule is given a unique definition in the vicinity of the failure criterion edge by application of
a technique already described in the context of the FLAC Mohr-Coulomb model. Here, a function,
h(σ ′22, τ ) = 0, which may be represented by the diagonal between the representation of f s = 0
and f t = 0 in the (σ ′22, τ ) plane, is used (see Figure 2.14). This function has the form

h = τ − τPj − αPj (σ ′22 − σ tj ) (2.88)

where τPj and αPj are constants defined as:

τPj = cj − tan φjσ
t
j

αPj =
√

1+ tan φ2
j − tan φj (2.89)

τ

domain 1

domain 2

σ 22

f =0
s

h=0

tf =0

Figure 2.14 Ubiquitous-joint model: domains used in the definition of the
weak-plane flow rule
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A stress state violating the local failure criterion is represented by a point in the (σ ′22, τ ) plane located
either in domain 1 or 2, corresponding to positive or negative domain of h = 0, respectively. If in
domain 1, shear failure is declared on the plane, and the stress point is brought back to the curve
f s = 0 using a flow rule derived using the potential function gs . If in domain 2, local tensile failure
takes place, and the stress point is brought back to f t = 0 using a flow rule derived using gt .

First consider shear failure on the plane; the flow rule has the form:

�e′p11 = λs
∂gs

∂σ ′11

�e′p22 = λs
∂gs

∂σ ′22
(2.90)

�e′p33 = λs
∂gs

∂σ ′33

�γp = λs ∂g
s

∂τ

where the superscript p refers to plastic parts associated with failure on the weak plane, and the
magnitude of λs is as yet unknown. Using Eq. (2.86) for gs , these equations become, after partial
differentiation:

�e′p11 = 0

�e′p22 = −λs tanψj (2.91)

�e′p33 = 0

�γp = −λs

The elastic strain increments in the elastic relations Eq. (2.82) are expressed as differences between
total and plastic strain increments for the step. Assuming that the plastic contributions of general
and local failure are additive, we follow a reasoning similar to that used in the derivation of the
stress corrections for the FLAC Mohr-Coulomb criterion, in which we interpret the elastic guesses
there as the stresses here, obtained after application of the plastic corrections relating to general
failure. (This technique is approximate only when failure occurs both in the matrix and on the weak
plane.) Using this approach, it may be shown that the new stress state may be expressed as:

σ ′N11 = σ ′11 + α2 tanψjλ
s

σ ′N22 = σ ′22 + α1 tanψjλ
s (2.92)

σ ′N33 = σ ′33 + α2 tanψjλ
s

τN = τ + 2Gλs
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where G is the shear modulus and λs is given by

λs = f s(σ ′22, τ )

2G+ α1 tan φj tanψj
(2.93)

The new shear stress on the weak plane may be derived from τN and τ , using the relation

σ ′N12 = σ ′12
τN

τ
(2.94)

The local stress corrections have the form:

�σ ′11 = α2 tanψjλ
s

�σ ′22 = α1 tanψjλ
s (2.95)

�σ ′33 = α2 tanψjλ
s

�σ ′12 = σ ′12
τN − τ
τ

where λs is given by Eq. (2.93).

Finally, the global stress corrections for shear failure on the plane, obtained by resolution of the
local stress corrections into the global axes, may be expressed as:

�σ11 = −2�σ ′12 (cos θ sin θ)+�σ ′11 cos2 θ +�σ ′22 sin2 θ

�σ22 = 2�σ ′12 (cos θ sin θ)+�σ ′11 sin2 θ +�σ ′22 cos2 θ

(2.96)
�σ33 = �σ ′33

�σ12 = �σ ′12 (cos2 θ − sin2θ)+ (�σ ′11 −�σ ′22) sin θ cos θ

These corrections are added to the stress components σij , which include the stress corrections for
general failure, if any, to provide the new stress state for the step.
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We now consider tensile failure on the plane. In this case, the flow rule has the form:

�e′p11 = λt
∂gt

∂σ ′11

�e′p22 = λt
∂gt

∂σ ′22
(2.97)

�e′p33 = λt
∂gt

∂σ ′33

�γp = λt ∂g
t

∂τ

where λt is a parameter of magnitude as yet unknown. Using Eq. (2.87) for gt , these equations
become, after partial differentiation:

�e′p11 = 0

�e′p22 = −λt (2.98)

�e′p33 = 0

�γp = 0

Using the same reasoning as described above, we obtain:

σ ′N11 = σ ′11 + λtα2

σ ′N22 = σ ′22 + λtα1 (2.99)

σ ′N33 = σ ′33 + λtα2

τN = τ

and

λt = f t (σ ′22)

α1
(2.100)
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The local stress corrections for tensile failure on the weak plane may be expressed, after substitution
of Eq. (2.100) for λt in Eq. (2.99), as:

�σ ′11 = (σ t − σ ′22)
α2

α1

�σ ′22 = (σ t − σ ′22) (2.101)

�σ ′33 = (σ t − σ ′22)
α2

α1

where use has been made of Eq. (2.84) for f t .

After resolution into global axes, the stress corrections become:

�σ11 = (σ t − σ ′22)
(α2

α1
cos2 θ + sin2 θ

)
�σ22 = (σ t − σ ′22)

(α2

α1
sin2 θ + cos2 θ

)
(2.102)

�σ33 = (σ t − σ ′22)
α2

α1

�σ12 = −(σ t − σ ′22)(1−
α2

α1
) sin θ cos θ

In large-strain mode, the orientation θ of the weak plane is adjusted to account for rigid body
rotations and rotations due to deformations. The correction �θ , evaluated as average over all
triangles in a zone, has the form

�θ = e′12 + ω (2.103)

where:

e′12 = −(e11 − e22) sin θ cos θ + e12(cos2 θ − sin2θ)

ω = 1

2
(u̇1,2 − u̇2,1) (2.104)

and �θ is expressed in radians.
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2.4.3.2 Implementation Procedure

In the implementation of the ubiquitous-joint model in FLAC, stresses corresponding to the elastic
guess for the step are first analyzed for general failure, and relevant plastic corrections are made,
as described in the FLAC Mohr-Coulomb model. The resulting stress components (labeled σij in
this section) are then examined for failure on the weak plane.

The corresponding local stress components σ ′22 and τ are calculated using Eqs. (2.80) and (2.81).
If these stresses violate the weak-plane composite yield criterion (see Eqs. (2.83) and (2.84)),
corrections must be applied to the components σij to give the new stress state for the step. In this
situation, we have that either h(σ ′22, τ ) > 0 or h(σ ′22, τ ) ≤ 0 (see Eqs. (2.88) and (2.89)). In the
first case, shear failure takes place on the weak plane. New stresses are evaluated by adding the
corrections Eq. (2.96) to σij . In the second case, weak-plane tensile failure is declared and new
stresses are calculated using the corrections Eq. (2.102).

In large-strain mode, the orientation of the weak plane is adjusted to account for body rotations —
see Eqs. (2.103) and (2.104).

The default value for the weak-plane tensile strength is zero if φj = 0, and σ tj,max otherwise (see
Eq. (2.85)). This last value is also retained in the code if the value assigned for the weak-plane
tensile strength exceeds σ tj,max . If the computed value of σ ′22 exceeds σ tj,max in a zone, then the
tensile strength is set to zero for that zone. This simulates instantaneous softening.

2.4.4 Strain-Hardening/Softening Model

This model is based on the FLAC Mohr-Coulomb model with non-associated shear and associated
tension flow rules, as described earlier. The difference, however, lies in the possibility that the
cohesion, friction, dilation and tensile strength may harden or soften after the onset of plastic yield.
In the Mohr-Coulomb model, those properties are assumed to remain constant. Here, the user can
define the cohesion, friction and dilation as piecewise-linear functions of a hardening parameter
measuring the plastic shear strain. A piecewise-linear softening law for the tensile strength can
also be prescribed in terms of another hardening parameter measuring the plastic tensile strain. The
code measures the total plastic shear and tensile strains by incrementing the hardening parameters
at each timestep and causes the model properties to conform to the user-defined functions.

The yield and potential functions, plastic flow rules and stress corrections are identical to those of
the Mohr-Coulomb model, as discussed in Section 2.4.2.
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2.4.4.1 Hardening/Softening Parameters

Plastic shear strain is measured by the shear hardening parameter eps , whose incremental form is
defined as (see Equation 6.4 in Vermeer and deBorst 1984)

�eps =
{

1

2

(
�e

ps

1 −�epsm
)2 + 1

2

(
�e

ps
m

)2 + 1

2

(
�e

ps

3 −�epsm
)2 } 1

2

(2.105)

where

�e
ps
m = 1

3

(
�e

ps

1 +�eps3

)

and �epsj , j = 1, 3 are the principal plastic shear strain increments.

The tensile hardening parameter ept measures the accumulated tensile plastic strain; its increment
is defined as

�ept = �ept3 (2.106)

where �ept3 is the increment of tensile plastic strain in the direction of the major principal stress
(recall that tensile stresses are positive).

The notation used above, and in similar expressions to be presented later, merits some clarification.
The term �e

ps
i is identical to �epi , defined previously in Eq. (2.55), where i = 1, 2, 3. The

added superscript, s, denotes that the plastic strain is related to the shear yield surface (rather than
the tensile yield surface). Note that �epsi are plastic principal strain increments, not shear strain
increments. Similarly,�ept3 is identical to�ep3 , defined in Eq. (2.62); here, the superscript t denotes
that the plastic strain is related to the tensile yield surface.

The following example demonstrates the relation between the incremental hardening parameter
and the axial strain increment for an unconfined compression test of an axisymmetric sample of
frictionless material. The results show that the average value for the plastic strain increment is
equal to the axial strain increment.
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Example 2.2 Relation between incremental hardening parameter and axial strain increment
for an axial compression test

config axi extra 5
g 5 10
mo ss
pro den 1 bul 1e8 she 1e8 fric 0 coh 1e5 tens 1e20
fix y j=1
fix y j=11
ini yvel -.25e-4 j=11
hist syy i=1 j=1
def results

sum = 0.0
loop i (1,izones)

loop j (1,jzones)
sum = sum + e plastic(i,j)

endloop
endloop
av ep = sum / float(izones * jzones)
ax e inc = -ydisp(1,jgp) / y(1,jgp)
ii = out(’ Average plastic strain increment = ’+string(av ep))
ii = out(’ Axial strain increment = ’+string(ax e inc))

end
cyc 1500
prop e plastic = 0 ; reset plastic strain
ini xd 0 yd 0 ; and displacements
cyc 40 ; Do a strain increment
results
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2.4.4.2 User-Defined Functions for Cohesion, Friction, Dilation and Tensile Strength

Consider a one-dimensional stress-strain curve σ − e, which softens upon yield and attains some
residual strength:

e=ee

e

e=e +ee p

σ
yield

Figure 2.15 Example stress-strain curve

The curve is linear to the point of yield; in that range, the strain is elastic only: e = ee. After yield,
the total strain is composed of elastic and plastic parts: e = ee + ep. In the softening/hardening
model, the user defines the cohesion, friction, dilation and tensile strength variance as a function of
the plastic portion, ep, of the total strain. Examples of these functions are sketched in Figure 2.16,
and may be approximated in FLAC as sets of linear segments (see Figure 2.17).

eps

C

eps

φ

(a) (b)

Figure 2.16 Variation of cohesion (a) and friction angle (b) with plastic strain
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C

eps eps

φ

(a) (b)

Figure 2.17 Approximation by linear segments

Hardening and softening behaviors for the cohesion, friction and dilation in terms of the shear
parameter eps (see Eq. (2.105)) are provided by the user in the form of tables. Each table contains
pairs of values: one for the parameter and one for the corresponding property value. It is assumed
that the property varies linearly between two consecutive parameter entries in the table. Softening
of the tensile strength is described in a similar manner using the parameter ept (see Eq. (2.106)).

For example, the input in Example 2.3 illustrates a piecewise-linear definition of softening proper-
ties:

Example 2.3 Piecewise linear definition of softening properties

model ss
prop s=11.5e9 b=8.62e9 d=2000 ftab=1 ctab=2 dtab=3 ttab=4
prop fric=40 coh=20e6 dil=10 ten=15e6
table 1 0,40 .01,30
table 2 0,20e6, .01,10e6
table 3 0,10 .01,5
table 4 0,15e6 .01,0.0

Here, the friction function is defined in table 1, the cohesion in table 2, the dilation in table 3 and the
tensile strength in table 4. Note that the initial friction, cohesion, dilation and tensile strength must
be defined (here, to be 40◦, 20 MPa, 10◦ and 15 MPa, respectively). The functions each consist of
two linear segments, as shown in Figure 2.18. The values remain constant for plastic strains greater
than the last table value.
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0.01 0.02

30°

40°

φ

0

10e6

20e6

C

0.01 0.02
0

0.01 0.010.02 0.02
0 0

5°

10° 15e6

ψ σt

(a) friction (b) cohesion

(d) tensile strength(c) dilation

Figure 2.18 Friction (a), cohesion (b), dilation (c) and tensile strength (d)
defined by two linear segments

Hardening behavior for the cohesion, friction and dilation can be produced by an increase in these
properties with increasing plastic strain measure.

2.4.4.3 Implementation Procedure

In the implementation of this model, new stresses for the step are computed, as described in the
FLAC Mohr-Coulomb model description, using the current values of the model properties. Plastic
shear and tensile strain increments are evaluated from Eqs. (2.55) and (2.62) using Eq. (2.60) of λs

and Eq. (2.64) of λt . Hardening increments are calculated as the surface average of values obtained
from Eqs. (2.105) and (2.106) for all triangles involved in the zone. The hardening parameters
are updated and new model properties are evaluated by linear interpolation in the tables. These
properties are stored for use in the next step. The hardening or softening lags one timestep behind
the corresponding plastic deformation. In an explicit code, this error is small because the steps are
small.

For a material with friction, the maximum value of the tensile strength is evaluated from Eq. (2.47)
using the new cohesion and friction angle. This value is retained by the code if it is smaller than
the tensile strength updated from the table.
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2.4.5 Bilinear Strain-Hardening/Softening Ubiquitous-Joint Model

The bilinear strain-hardening/softening ubiquitous-joint model is a generalization of the ubiquitous-
joint model described in Section 2.4.4. In the bilinear model, the failure envelopes for the matrix
and joint are the composite of two Mohr-Coulomb criteria with a tension cutoff that can harden or
soften according to specified laws. A non-associated flow rule is used for shear-plastic flow and an
associated flow rule for tensile-plastic flow.

The softening behaviors for the matrix and the joint are specified in tables in terms of four indepen-
dent hardening parameters, two for the matrix and two for the joint, which measure the amount of
plastic shear and tensile strain, respectively. In this numerical model, general failure is first detected
for the step and relevant plastic corrections are applied. The new stresses are then analyzed for
failure on the weak plane and updated accordingly. The hardening parameters are incremented if
plastic flow has taken place and the parameters of cohesion, friction, dilation and tensile strength
are adjusted for the matrix and the joint using the tables.

2.4.5.1 Failure Criterion and Flow Rule for the Matrix

The criterion for failure in the matrix used in this model is sketched in the principal stress plane
(σ1, σ3) in Figure 2.19. (Recall that compressive stresses are negative and, by convention, σ1 ≤
σ2 ≤ σ3.)

The failure envelope is defined by two Mohr-Coulomb failure criteria: f s2 = 0 and f s1 = 0 for
segments A− B and B − C, and a tension failure criterion f t = 0 for segment C −D.

The shear failure criterion has the general form f s = 0. It is characterized by a cohesion, c, and
a friction angle φ equal to c2, and φ2 for segment A− B and c1, and φ1 for segment B − C. The
tensile failure criterion is specified by means of the tensile strength, σ t (positive value); thus we
have:

f s = σ1 − σ3 Nφ + 2c
√
Nφ (2.107)

f t = σ3 − σ t (2.108)

where

Nφ = 1+ sin φ

1− sin φ
(2.109)
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The value of σ3 corresponding to the intersection of f s2 = 0 and f s1 = 0 is given by

σ I3 =
2c2
√
Nφ2 − 2c1

√
Nφ1

Nφ2 −Nφ1

(2.110)

Note that the tensile cap acts on segment B − C of the shear envelope and, for a material with
nonzero friction angle φ1, the maximum value of the tensile strength is given by

σ tmax = c1

tan φ1
(2.111)

1

c /tan1 1φ

c /tan2 2φ
σ

σ
3

1

=

f =0
1
s

f =0
2
s

f =0t

B

A

C
D

σt

σ3

σ1

Nφ
2

Nφ
1

1

Figure 2.19 FLAC bilinear matrix failure criterion

In the model formulation, elastic guesses for the stresses are first evaluated for the step using total
strain increments. Plastic yielding is detected if the corresponding stress point (σ I1 , σ

I
3 ) lies outside

the failure surface representation in Figure 2.19. In this case, a stress correction must be applied to
the elastic guess. It is determined by allowing plastic flow to occur in order to restore the condition
f s2 = 0, f s1 = 0 or f t = 0, depending on the position of the stress point above A − B, B − C
or C −D. (Bisectors are used at B and C to delimit the domain of failure attached to a particular
segment of the yield surface.)
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The usual assumption is made: that total strain increments can be decomposed into elastic and
plastic parts; the flow rule for plastic yielding has the form

�e
p
i = λ

∂g

∂σi
(2.112)

where i = 1, 3. The potential function g for shear yielding is gs . This function corresponds to the
non-associated law:

gs = σ1 − σ3Nψ (2.113)

where ψ , the dilation angle, is equal to ψ2 for failure along A− B, ψ1 along B − C, and

Nψ = 1+ sinψ

1− sinψ
(2.114)

The potential function for tensile yielding is gt . It corresponds to the associated flow rule,

gt = σ3 (2.115)

It may be shown that the plastic strain increments for shear failure have the form:

�e
ps
1 = λs

�e
ps
2 = 0 (2.116)

�e
ps
3 = −λsNψ

The stress corrections for shear failure are:

�σ1 = −λs(α1 − α2Nψ)

�σ2 = −λsα2(1−Nψ) (2.117)

�σ3 = −λs(−α1Nψ + α2)
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where

λs = σ I1 − σ I3 Nφ + 2c
√
Nφ

(α1 − α2 Nψ)− (−α1 Nψ + α2) Nφ
(2.118)

and, by definition:

α1 = K + 4

3
G

(2.119)

α2 = K − 2

3
G

In turn, the plastic strain increments for tensile failure have the form:

�e
pt
1 = 0

�e
pt
2 = 0 (2.120)

�e
pt
3 = λt

The stress corrections for tensile failure are:

�σ1 = −λtα2

�σ2 = −λtα2 (2.121)

�σ3 = −λtα1

where

λt = σ I3 − σ t
α1

(2.122)
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2.4.5.2 Failure Criterion and Flow Rule for the Weak Plane

The stresses, corrected for plastic flow in the matrix, are resolved into components parallel and
perpendicular to the weak plane and tested for ubiquitous-joint failure. The failure criterion is
expressed in terms of the magnitude of the tangential traction component, τ = |σ ′12|, and the
normal traction component, σ ′22, on the weak plane.

The failure criterion is represented in Figure 2.20 and corresponds to two Mohr-Coulomb failure
criteria (f s2 = 0 for segment A − B; f s1 = 0 for segment B − C) and a tension failure criterion
(f t = 0, for segmentC−D). Each shear criterion has the general form f s = 0 and is characterized
by a cohesion and a friction angle cj , φj , equal to cj2 , φj2 along segment A− B and cj1 , φj1 along
B −C. The tensile criterion is specified by means of the tensile strength, σ tj (positive value). Thus
we have:

f s = τ + σ ′22 tan φj − cj (2.123)

f t = σ ′22 − σ tj (2.124)

Note that for a weak plane with nonzero friction angleφj1 , the maximum value of the tensile strength
is given by

σ tj max
= cj1

tan φj1

(2.125)
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D
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s
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Figure 2.20 FLAC bilinear joint failure criterion
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Yield is detected and stress corrections applied using a technique similar to the one described in the
matrix context.

Here, the flow rule for plastic yielding has the form:

�e′ps22 = λ
∂g

∂σ ′22

�γps = λ∂g
∂τ

(2.126)

where γ is the strain variable associated to τ and we have

�γps = |�e′ps12| (2.127)

The potential function, g, for shear yielding on the weak plane is gs . It corresponds to the non-
associated law,

gs = τ + σ ′22 tanψj (2.128)

where ψj , the dilation angle, is equal to ψj2 for failure along A− B, and ψj1 along B − C.

The potential function, g, for tensile yielding on the weak plane isgt . It corresponds to the associated
flow rule:

gt = σ ′22 (2.129)

It may be shown that the local plastic strain increments for shear failure are such that:

�e′ps22 = λs tanψj

�γ ps = λs (2.130)
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The stress corrections for shear failure are:

�σ ′11 = −λsα2 tanψj

�σ ′22 = −λsα1 tanψj

�σ ′33 = −λsα2 tanψj

�τ = −λs2G (2.131)

where

λs = τO + σ ′O22 tan φj − cj
2G+ α1 tanψj tan φj

(2.132)

and the superscript O indicates values obtained just before detection of failure on the weak plane.

The plastic corrections for the local shear stress components on the weak plane are derived by
scaling

�σ ′12 = �τ σ
′O
12

τO
(2.133)

In turn, local plastic strain increments for tensile failure have the form:

�e′pt22 = λt

�γ pt = 0 (2.134)

The stress corrections for tensile failure are:

�σ ′11 = −λtα2

�σ ′22 = −λtα1 (2.135)

�σ ′33 = −λtα2
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where

λt = σ ′O22 − σ tj
α1

(2.136)

2.4.5.3 Large-Strain Update of Orientation

In large-strain, the orientation of the weak plane is adjusted, per zone, to account for rigid-body
rotations, and rotations due to deformations. The corrections are identical to those described in
Section 2.4.3.1.

2.4.5.4 Hardening Parameters

In the bilinear strain-hardening/softening ubiquitous-joint model, some or all of the zone yielding
parameters (cohesion, friction, dilation and tensile strength) for the matrix and joint are modified
automatically after the onset of plasticity, according to piecewise linear laws specified on input in
terms of a range of values for the hardening parameters. (See Section 2.4.4.2.) One table number
must be specified in the PROPERTY command for each softening parameter. (If no table property
number is specified, the parameter is taken as constant.) The corresponding table data contain pairs
of values for the parameter and the property between which a linear variation is assumed. The last
property value is used for values of the hardening parameter beyond the last one specified in the
table.

Four independent hardening parameters are used in this model:

(1) κs measures the matrix plastic shear strain and is used to update the matrix cohesion,
friction and dilation;

(2) κt measures the matrix plastic volumetric tensile strain and is used to update the matrix
tensile strength;

(3) κsj estimates the joint plastic shear strain and controls the joint cohesion, friction and
dilation update; and

(4) κtj evaluates the joint plastic volumetric tensile strain and controls the joint tensile strength
update.

The parameters are defined as the sum of incremental measures of plastic strain for the zone. The
zone-hardening increments are calculated as the average of hardening increments over all triangles
involved in the zone.

The shear-hardening increment for a triangle is the square root of the second invariant of the
incremental plastic shear-strain deviator tensor for the step. For the matrix, it is given as

�κs = 1√
2

√
(�e

ps
1 −�epsm )2 + (�epsm )2 + (�eps3 −�epsm )2 (2.137)
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where �epsm is the volumetric plastic shear strain increment,

�e
ps
m = 1

3
(�e

ps
1 +�eps3 ) (2.138)

and the plastic strain increments are given by Eq. (2.116), using the expression Eq. (2.118) for λs .

For the joint, the formula is

�κsj =
√

1

3
(�e′ps22)

2 + (�e′ps12)
2 (2.139)

where the plastic strain increments are given by Eq. (2.130) (see Eq. (2.127)), using the Eq. (2.132)
for λs .

The tetrahedron tensile-hardening increment is the plastic volumetric tensile-strain increment.

For the matrix, we have

�κt = �εpt3 (2.140)

where the plastic strain increment is given by Eq. (2.120), using the Eq. (2.122) for λt .

For the joint, the expression is

�κtj = �e′pt22 (2.141)

where the plastic strain increment is given by Eq. (2.134), using the Eq. (2.136) for λt .
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2.4.5.5 Implementation Procedure

The implementation of the bilinear model in FLAC proceeds as indicated above. An elastic guess,
σ Iij , is first computed using stress increments for the step evaluated by application of Hooke’s law to

the total strain increments,�eij . Principal stresses are calculated, ordered such that σ I1 ≤ σ I2 ≤ σ I3 ,
and tested for failure in the matrix using the yield criteria Eqs. (2.107) and (2.108). In principle,
matrix failure is declared if the representation of the stress point (σ I1 , σ

I
3 ) falls outside the yield

surface in Figure 2.19. In this case, stress corrections are applied to the principal values of the
elastic guess, which depend on the position of the stress point above A − B, B − C or C − D.
(Bisectors are used at B and C to delimit the domain of failure attached to a particular segment of
the yield surface.)

The stress corrections for shear failure in the matrix are given by Eqs. (2.117) and (2.118), where
the parameters of cohesion, c, friction, φ, and dilation, ψ , have value c2, φ2, ψ2 for failure along
A− B, and c1, φ1, ψ1 for failure along B − C.

The stress corrections for tensile failure in the matrix are given by Eqs. (2.121) and (2.122).

The stress tensor components in the system of reference axes, σOij , are then calculated from the
corrected principal values by assuming that the principal directions have not changed during plastic
flow.

Local traction components on the weak plane are defined as σ ′22 and τ , with σ ′22 being the normal
component, and τ = |σ ′12| being the magnitude of the tangential traction component. These
stresses are resolved from σOij and examined for ubiquitous-joint failure using the yield criteria
Eqs. (2.123) and (2.124). In principle, ubiquitous-joint failure is declared if the representation of
the stress point (σ ′O22, τ

O) falls outside the yield surface in Figure 2.20. In this case, local stress
corrections, which depend on the position of the stress point in the vicinity of A − B, B − C or
C −D, are applied. (Bisectors are used at B and C to delimit the domain of failure attached to a
particular segment of the yield surface.)

The stress corrections for shear joint failure are given by Eqs. (2.131) to (2.133), where the param-
eters of cohesion, cj , friction, φj and dilation, ψj , have values cj2 , φj2 , ψj2 for failure along A−B,
and cj1 , φj1 , ψj1 for failure along B − C.

The stress corrections for tensile joint failure are given by Eqs. (2.135) and (2.136).

Finally, the local stress components are resolved back into global axes.

In large-strain mode, the unit normal to the weak plane is adjusted per zone to account for body
rotations.

After determination of the new stresses for the step, the hardening parameters are incremented using
Eqs. (2.137), (2.139), (2.140), and (2.141). These parameters are then used to determine new values
of cohesion, friction, dilation and tensile strength for the matrix and the joint from the available
input tables.
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It is assumed that the tensile strength of the material can never increase. Also, for material with
friction, the value will not exceed the maximum value σ tmax or σ tj max (see Eqs. (2.111) and (2.125)).

Note that, by default, the yield model is linear in both the matrix and the joint, in which case only
section 1 (where f s1 = 0) and section 3 (where f t = 0) of the yield curve are recognized (even if
properties are assigned for section 2, where f s2 = 0). To activate the bilinear laws, the property
bimatrix and/or bijoint must be set to 1.

Also, if the friction angles for sections 1 and 2 become equal, the model will be considered as linear
and section 2 will be ignored (for the matrix and/or the joint, as appropriate). Section 2 will also be
ignored if the intersection of section 1 and 2 corresponds to a stress point which violates the tensile
criterion.

2.4.6 Double-Yield Model

Permanent volume changes caused by the application of isotropic pressure are taken into account
in this model by including, in addition to the shear and tensile failure envelopes in the FLAC strain-
softening/hardening model, a volumetric yield surface (or “cap”). For simplicity, the cap surface,
defined by the “cap pressure” pc > 0, is independent of shear stress; it consists of a vertical line on
a plot of shear stress versus mean stress. The hardening behavior of the cap pressure is activated
by volumetric plastic strain and follows a piecewise-linear law prescribed in a user-supplied table
(like that described in Section 2.4.4.2). The tangential bulk and shear moduli evolve as plastic
volumetric strain takes place according to a special law defined in terms of a factor, R, assumed to
be constant and defined as the ratio of elastic bulk modulus to plastic bulk modulus.

Only two additional material parameters and a table are required in addition to those associated
with the strain-softening model:

(1) the initial value ofpc, which corresponds to the maximum mean pressure that the material
has experienced in the past;

(2) the value of R, greater than unity, which controls the slope of the stress-strain curve on
volumetric unloading (the “swelling” line, in soil mechanics terms); and

(3) the table representation of the “hardening curve,” which relates cap pressure,pc, to plastic
volume strain, epv .

Hence, any laboratory-determined hardening behavior may be modeled within the constraints im-
posed by a two-parameter model.
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2.4.6.1 Incremental Elastic Law

In the FLAC implementation of this model, principal stresses σ1, σ2, σ3 are used, the out-of-plane
stress, σzz, being recognized as one of these. The principal stresses and principal directions are
evaluated from the stress tensor components and ordered so that (recall that compressive stresses
are negative)

σ1 ≤ σ2 ≤ σ3 (2.142)

The corresponding principal strain increments �e1,�e2,�e3 are decomposed as follows:

�ei = �eei +�epi i = 1, 3 (2.143)

where the superscripts e and p refer to elastic and plastic parts, respectively, and the plastic compo-
nents are nonzero only during plastic flow. (Note that extensional strains are positive.) It is assumed
that the plastic contributions of shear, tensile and volumetric yielding are additive, so we may write

�e
p
i = �epsi +�epti +�epvi (2.144)

where the superscripts ps, pt and pv stand for plastic shear, plastic tensile and plastic volumetric
strain. By convention, in this section, the symbol�e is used to refer to the minus volumetric strain
increment (�e1+�e2+�e3) with plastic part�ep and elastic part�ee. The symbol�epv refers
to minus the value of the plastic volumetric strain (�epv1 +�epv2 +�epv3 ).

The incremental expression of Hooke’s law in terms of principal stress and strain has the form:

�σ1 = α1�e
e
1 + α2(�e

e
2 +�ee3)

�σ2 = α1�e
e
2 + α2(�e

e
1 +�ee3) (2.145)

�σ3 = α1�e
e
3 + α2(�e

e
1 +�ee2)

where α1 = Kc + 4Gc/3, α2 = Kc − 2Gc/3, and Kc and Gc are the current tangential bulk and
shear moduli, defined according to the following considerations.

Consider an isotropic compression test with increasing pressure, pc. As the material becomes
more compact, its plastic stiffness (dpc/depv) usually increases; it seems reasonable that the elastic
stiffness will also increase, since the grains are being forced closer together. A simple rule is
adopted in this model whereby, under general loading conditions, the incremental elastic stiffness,
Kc, is a constant factor, R, multiplied by the current incremental plastic stiffness. The values of
bulk and shear modulus, K and G, supplied by the user, are taken as upper limits to Kc and Gc,
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and it is assumed that the ratio Kc/Gc remains constant and equal to K/G. Using incremental
notation, this law is defined by the relations:

Kc = R �pc

�epv
Kc := min(Kc,K)

(2.146)

Gc = G Kc

K

where the factor R is given and �pc/�epv is the current slope of the table of pc values.

The type of behavior exhibited by the double-yield model is illustrated in Figure 2.21, which shows a
nonlinear volumetric loading curve with several unloading excursions; these excursions are elastic,
with slope related by R to the plastic stiffness at the point of unloading.
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Figure 2.21 Elastic volumetric loading/unloading paths
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2.4.6.2 Yield and Potential Functions

The shear and tensile yield functions, referred to as f s and f t , have the form:

f s = σ1 − σ3Nφ + 2c
√
Nφ (2.147)

f t = σ t − σ3 (2.148)

where

Nφ = (1+ sin φ)/(1− sin φ)

and φ is the friction angle, c is the cohesion, and σ t is the tensile strength.

The volumetric yield function, f v , is defined as

f v = 1

3

(
σ1 + σ2 + σ3

)+ pc (2.149)

where pc is the cap pressure.

The shear potential function, gs , corresponds to a non-associated flow rule, and the tensile and
volumetric potential functions, gt and gv , correspond to associated laws. They have the form:

gs = σ1 − σ3Nψ

gt = −σ3 (2.150)

gv = 1

3

(
σ1 + σ2 + σ3

)

where

Nψ = (1+ sinψ)/(1− sinψ)

and ψ is the dilation angle.

FLAC Version 5.0



2 - 62 Theory and Background

2.4.6.3 Hardening/Softening Parameters

The shear and volume yield surfaces can harden (or soften), and the tensile yield surface can soften,
according to hardening rules that are specified by look-up tables (see Section 2.4.4.2). Entry to the
tables is by hardening parameters that record some measure of accumulated plastic strain. In shear
and tension, the hardening parameter incremental forms are:

�eps =
{

1

2

(
�e

ps

1 −�epsm
)2 + 1

2

(
�e

ps
m

)2 + 1

2

(
�e

ps

3 −�epsm
)2 } 1

2

�ept = ept3 (2.151)

where

�e
ps
m = 1/3

(
�e

ps

1 +�eps3

)
�e

ps
j , j = 1, 3 and �ept3 are plastic shear and tensile strain increments in the principal directions.

In the volumetric direction, the hardening parameter increment is

�epv = |�epv1 +�epv2 +�epv3 | (2.152)

where �epvj , j = 1, 3 are plastic volumetric strain increments in the principal directions.

These hardening parameters are used in the tables to determine new values of friction, cohesion,
dilation, tensile strength and cap pressure. The current bulk and shear moduli are also calculated
from the table values as per Eq. (2.146).

2.4.6.4 Plastic Corrections

Let the superscript I be used to represent the elastic guess, obtained by adding to the old stresses,
σOij , elastic increments computed using the total strain increments. In principal axes we then have:

σ I1 = σO1 + α1�e1 + α2(�e2 +�e3)

σ I2 = σO2 + α1�e2 + α2(�e1 +�e3) (2.153)

σ I3 = σO3 + α1�e3 + α2(�e1 +�e2)
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In the FLAC implementation, shear yield is detected if f s(σ I1 , σ
I
3 ) < 0, volumetric yield if

fv(σ
I
1 , σ

I
2 , σ

I
3 ) < 0, and tensile yield if f t (σ I3 ) < 0. Corresponding plastic corrections are

evaluated using the following techniques.

We first consider the case where tensile failure is not detected for the step but both shear and
volumetric yield conditions are exceeded. Using Eqs. (2.143) and (2.144), the principal strain
increments may be expressed as

�ei = �eei +�epsi +�epvi i = 1, 3 (2.154)

The flow rules for shear and volumetric yielding are:

�e
ps
i = λs

∂gs

∂σi

�e
pv
i = λv

∂gv

∂σi
(2.155)

where i = 1, 3. Using Eq. (2.150), these expressions become, after differentiation:

�e
ps

1 = λs
�e

ps

2 = 0

�e
ps

3 = −λsNψ (2.156)

and:

�e
pv

1 =
1

3
λv

�e
pv

2 =
1

3
λv

�e
pv

3 =
1

3
λv (2.157)
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Substituting in Eq. (2.154), we obtain:

�ee1 = �e1 − λs − λv/3
�ee2 = �e2 − λv/3 (2.158)

�ee3 = �e3 + λsNψ − λv/3

With these expressions for the elastic strain increments, Hooke’s incremental equations yield (see
Eq. (2.145)):

σN1 = σ I1 − λs(α1 − α2Nψ)− λvK
σN2 = σ I2 − α2λ

s(1−Nψ)− λvK (2.159)

σN3 = σ I3 − λs(α2 − α1Nψ)− λvK

where σ Ii , i = 1, 3 are the initial trial stresses in Eq. (2.153), and σNi = σOi + �σi , i = 1, 3 are
the new principal stresses for the step.

To determine the multipliers λs and λv , we require that if shear and volumetric yielding occur, the
new stresses lie on both yield surfaces and we must have f s(σN1 , σ

N
3 ) = 0, and f σ (σN1 , σ

N
2 , σ

N
3 ) =

0. Substituting Eq. (2.159) for σi, i = 1, 3 in Eqs. (2.147) and (2.149), and solving for λs , we obtain

λs = f sI − f vI (1−Nφ)
α1 − α2Nψ − α2Nφ + α1NφNψ −K(1−Nφ)(1−Nψ) (2.160)

Hence,

λv = f vI

K
− λs(1−Nψ) (2.161)

In these equations, the notation f I stands for the function f evaluated for the initial trial stresses.

Eqs. (2.160) and (2.161) can now be used to evaluate the new stresses from Eq. (2.159). These
stresses simultaneously satisfy both yield conditions and both flow rules.
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If the element is only yielding in shear, then:

λv = 0

λs = f sI

α1 − α2Nψ − α2Nφ + α1NφNψ
(2.162)

If the element is only yielding in volume, then:

λs = 0

λv = f vI

K
(2.163)

Eq. (2.162) or Eq. (2.163) may be used in Eq. (2.159), as appropriate, to compute new stresses.

We now consider the case where tensile failure is detected by the condition f t (σ I3 ) < 0. If
volumetric failure is not detected, we use the same technique and stress corrections as described
in the Mohr-Coulomb model. If volumetric failure is detected in addition to tensile failure, then
either f s(σ I1 , σ

I
3 ) ≤ 0 or f s(σ I1 , σ

I
3 ) > 0. We begin by assuming that all three yield conditions

are exceeded. We assume that the plastic contributions of shear, volumetric and tensile yielding are
additive — i.e.,

�ei = �eei +�epsi +�epvi +�epti i = 1, 3 (2.164)

The flow rule for tensile yielding has the form

�e
pt
i = λt

∂gt

∂σi
i = 1, 3 (2.165)

Using Eq. (2.150), these expressions become, after partial differentiation:

�e
pt

1 = 0

�e
pt

2 = 0 (2.166)

�e
pt

3 = −λt
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Using the same reasoning as above, and Eqs. (2.156) and (2.157) for the shear and volumetric flow
rule, we obtain:

σN1 = σ I1 − λs(α1 − α2Nψ)− λvK + λtα2

σN2 = σ I2 − α2λ
s(1−Nψ)− λvK + λtα2 (2.167)

σN3 = σ I3 − λs(α2 − α1Nψ)− λvK + λtα1

The multipliersλs , λv andλt are determined by solving the system of three equationsf s(σN1 , σ
N
3 ) =

0, f v(σN1 , σ
N
2 , σ

N
3 ) = 0 and f t (σN3 ) = 0. This gives:

λs = f tI (1+ 2Nφ)+ 3f vI − 2f sI

α2 − α1

λv = f vI

K
+ −3(1+Nφ)f tI − 6f vI + 3f sI

α2 − α1
(2.168)

λt = −f
tI [Nψ(1+ 2Nφ)+ 2+Nφ]− 3(1+Nψ)f vI + (1+ 2Nψ)f sI

α2 − α1

Substitution of those expressions in Eq. (2.167) yields:

σN1 = σ tNφ − 2c
√
Nφ

σN2 = −3pc − σ t (1+Nφ)+ 2c
√
Nφ (2.169)

σN3 = σt

If only tensile and volumetric yield are detected, then λs = 0 in Eq. (2.167). The constants λv and
λt are determined by requiring that both conditions, f v(σN1 , σ

N
2 , σ

N
3 ) = 0 and f t (σN3 ) = 0, be

fulfilled. After some manipulation, we obtain:

λv = α1f
vI +Kf tI

K(α1 −K)
λt = f vI + f tI

α1 −K (2.170)
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Substitution of those expressions in Eq. (2.167) gives:

σN1 = σ I1 −
3f vI + f tI

2

σN2 = σ I2 −
3f vI + f tI

2
(2.171)

σN3 = σt

2.4.6.5 Implementation Procedure

Hardening and softening behaviors for the cohesion, friction and dilation in terms of the shear
parameter eps (see Eq. (2.151)) are provided by the user in the form of tables. Softening of the
tensile strength is described in a similar manner using the parameter ept (see Eq. (2.151)). In turn,
the variation of cap pressure is specified in a table in terms of the parameter epv (see Eq. (2.152)).
Each table contains pairs of values: one for the parameter and one for the corresponding property
value. It is assumed that the property varies linearly between two consecutive parameter entries in
the table.

In the implementation of the double-yield model in FLAC, new stresses for the step are computed
using the current values of the model properties. In this process, an elastic guess σ Iij is first
computed, by adding to the old stress components increments calculated by application of Hooke’s
law to the total strain increment for the step. Principal stresses σ I1 , σ

I
2 , σ

I
3 and corresponding

principal directions are calculated and ordered. If these stresses violate the composite yield criterion,
corrections are applied to the elastic guess as described in Section 2.4.6.4, to give the new stress
state. The stress tensor components in the system of reference axes are then calculated from the
principal values by assuming that the principal directions have not been affected by the occurrence
of a plastic correction.

Plastic strain increments are evaluated from Eqs. (2.156), (2.157) and (2.166), using relevant ex-
pressions of λs , λt and λv for the mode of failure taking place. Zone hardening increments are
then calculated as the surface average of values obtained from Eqs. (2.151) and (2.152) for all
triangles involved in the zone. The hardening parameters are updated and new zone properties for
cohesion, friction, dilation, tensile strength and cap pressure are evaluated by linear interpolation
in the tables. New elastic constants are derived from the cap pressure table using Eq. (2.146). All
these properties are stored for use in the next step. The hardening or softening lags one timestep
behind the corresponding plastic deformation. In an explicit code, this error is small because the
steps are small.

For a material with friction, the maximum value of the tensile strength is evaluated from Eq. (2.47),
using the new cohesion and friction angle. This value is retained by the code if it is smaller than
the tensile strength updated from the table.
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2.4.6.6 Choice of Volumetric Properties

The “hardening curve” and ratio, R, of elastic bulk modulus to plastic bulk modulus are volumetric
properties that may be derived from the results of a triaxial test in which axial stress and confining
pressure, p, are kept equal. This test, for which dep = depv , is recommended because it is best
to determine the parameters related to a particular mode of failure from a test which only involves
that failure mode.

p

e

tan K-1
c

dep dee

de

dp
tan -1 hKc

h+Kc

R= dep

dee

h= dep

dpc

K =c

dp
dee((

Figure 2.22 Isotropic consolidation test

Consider the experimental graph of minus mean stress (pressure) versus minus volumetric strain,
for an increasing stress level, with a small unloading excursion, obtained from such a test and
presented in Figure 2.22. The volumetric strain increment, de, at a point of the main loading path
(assuming that we are above any initial preconsolidation stress level) is composed of an elastic part,
dee, and a plastic part, dep. (Recall that in this section, de, dee and dep refer to minus the value
of the volumetric strain.) The observed tangent modulus may be expressed as

dp

de
= hKc

h+Kc (2.172)

where h is the plastic modulus, Kc, the elastic modulus and, by definition:
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h = dpc

dep

Kc = dp

dee
(2.173)

With the above notation convention, the volumetric property R may be defined as

R = Kc/h (2.174)

and Eq. (2.172) becomes

dp

de
= Kc

1+ R (2.175)

Expressing R from this relation, we obtain

R = Kc

dp/de
− 1 (2.176)

Values for dp/de and Kc can be estimated from main-loading and unloading increments on the
graph. Hence, R can be calculated from Eq. (2.176). Note that, in the context of this model, the
ratio R is assumed to be constant. Using that Kc = Rh and h = dpc/dep in Eq. (2.172), we may
write, after some manipulation,

dpc

dep
= h =

(
1+ R
R

)
dp

de
(2.177)

From this, it follows that values of pc for a particular ep can be obtained, to the first approximation,
by multiplying the value p on the graph corresponding to e = ep by the ratio (1 + R)/R. For
example, if R = 5, then the graph curve must be scaled by a factor of 1.2 to convert it to table
values, assuming no over-consolidation.

To be sure that input parameters are reasonable, a single-element test should be done with FLAC,
exercising the double-yield model over stress paths similar to those of the physical tests and plotting
similar graphs.

As an illustration, the data file in Example 2.4 exercises the double-yield model for a material that
exhibits a response eleven times stiffer upon unloading compared to loading.
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Example 2.4 Exercising the double-yield model

config axi
g 1 1
mo dy
pro bu 1110e6 sh 507.7e6 cptable 1 mul 10
pro den 1000 coh 1e10 ten 1e10
table 1 0 0 1 1.1e7
fix x i 2
fix y
ini yvel -1e-6 j=2
ini xvel -1e-6 i=2
hist syy i=1 j=1
hist ydis i=1 j=2
step 1000
ini xv mul -.1
ini yv mul -.1
step 900
plot his -1 vs -2

The loading tangent modulus, dp/de, observed in the physical test, was constant and equal to 10
MPa. The slope of unloading increments corresponded to a value Kc = 110 MPa. To define the
volumetric properties of the numerical model, we substitute those values in Eq. (2.176) and find that
R = 10. As can be seen from Eq. (2.177), the hardening curve has a constant slope corresponding
to dpc/dep = h = 11 MPa. The hardening table is derived from this result, assuming no over-
consolidation.

Note that the input value for bulk modulus,K , must be higher thanKc (see Eq. (2.146)). The input
shear modulus controls the ratio of G/K . In this example,

Gc = GKc
K
= 50.77 MPa

and the Poisson’s ratio is

v = 3Kc − 2Gc
2(3Kc +Gc) = 0.3

Results of the numerical test are presented in the plot of minus vertical stress versus minus vertical
strain in Figure 2.23. The loading slope is 10 MPa, and the unloading slope is eleven times stiffer,
as expected.
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   FLAC (Version 5.00)
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Figure 2.23 Single-element test in which unloading is eleven times stiffer than
loading

The maximum elastic moduli,K andG, should be estimated for the maximum pressure likely to be
produced in the model. They should not be set larger than this because FLAC does its mass scaling
(for a stable timestep) on the basis of the moduli. Setting them too high will give rise to a sluggish
response (e.g., the model may be slow to converge to a steady-state solution). The elastic moduli
also act as a limit on plastic moduli.

If a material to be modeled has experienced some initial compaction (i.e., it is over-consolidated),
then pc may be set to this “preconsolidation” pressure. In this case, ep must also be set, so as to be
consistent with pc and the given table (use PROPERTY ev plas to set ep).
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2.4.7 Modified Cam-Clay Model

The modified Cam-clay model is an incremental hardening/softening elastoplastic model. Its fea-
tures include a particular form of nonlinear elasticity and a hardening/softening behavior governed
by volumetric plastic strain (“density” driven). The failure envelopes are similar in shape and cor-
respond to ellipsoids of rotation about the mean stress axis in the principal stress space. The shear
flow rule is associated; no resistance to tensile mean stress is offered in this model. See Roscoe and
Burland (1968) and Wood (1990) for a detailed discussion on the modified Cam-clay model. (For
convenience, we drop the qualifier “modified” in the following discussion. Recall that all models
are expressed in terms of effective stresses. In particular, all pressures referred to in this section are
effective pressures.)

2.4.7.1 Incremental Elastic Law

The Cam-clay model is expressed in terms of three variables: the mean effective pressure, p, the
deviator stress, q, and the specific volume, v. In the FLAC implementation of this model, principal
stresses σ1, σ2, σ3 are used, the out-of-plane stress σzz being recognized as one of these. (By
convention, traction and dilation are positive.)

The generalized stress components p and q may be expressed in terms of principal stresses, as
follows:

p = −1

3
(σ1 + σ2 + σ3)

q = 1√
2

√
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ1 − σ3)

2 (2.178)

(Note that q = √3J2, where J2 is the second invariant of the effective stress deviator tensor.)

The incremental strain variables associated with −p and q are the volumetric strain increment �e
and distortional strain increment �eq , and we have:

�e = �e1 +�e2 +�e3

�eq =
√

2

3

√
(�e1 −�e2)

2 + (�e2 −�e3)
2 + (�e1 −�e3)

2 (2.179)

where�ej , j = 1, 3 are principal strain increments. By assumption, the principal strain increments
may be decomposed into elastic and plastic parts so that

�ei = �eei +�epi i = 1, 3 (2.180)
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The specific volume v is defined as

v = V

Vs
(2.181)

where Vs is the volume of solid particles, assumed incompressible, contained in a volume, V , of
soil. The incremental relation between volumetric strain, e, and specific volume has the form

�e = �v

v
(2.182)

Starting with an initial specific volume v0, we may thus write, for small volumetric strain increments,

v = v0(1+ e) (2.183)

where e is the current accumulated volumetric strain.

The incremental expression of Hooke’s law in principal axes may be expressed in the form:

�σ1 = α1�e
e
1 + α2(�e

e
2 +�ee3)

�σ2 = α1�e
e
2 + α2(�e

e
1 +�ee3) (2.184)

�σ3 = α1�e
e
3 + α2(�e

e
1 +�ee2)

where α1 = K + 4G/3; and

α2 = K − 2G/3.

Alternatively, using deviatoric parts of incremental stress and strain tensors, we may write:

�si = 2G�εei i = 1, 3
−�p = K�ee (2.185)

where �si = �σi +�p;
�εei = �eei −�ee/3; and
�ee = �ee1 +�ee2 +�ee3.
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In the Cam-clay model, the tangential bulk modulus K in the volumetric relation Eq. (2.185)
is updated to reflect a nonlinear law derived experimentally from isotropic compression tests.
The results of a typical isotropic compression test are presented in the semi-logarithmic plot of
Figure 2.24.

A

B
1

κ

ln pln p1

1
λswelling lines

normal
consolidation line

v

vκ
B

vκ
A

vλ

Figure 2.24 Normal consolidation line and unloading-reloading (swelling)
line for an isotropic compression test

As the normal consolidation pressure, p, increases, the specific volume, v, of the material decreases.
The point representing the state of the material moves along the normal consolidation line defined
by the equation

v = vλ − λ ln
p

p1
(2.186)

where λ* and vλ are two material parameters, and p1 is a reference pressure. (Note that vλ is the
value of the specific volume at the reference pressure.)

* λ is used by Wood (1990) to define the slope of the normal consolidation line. It should not
be confused with the plastic (volumetric) multiplier, λs , used in the plasticity flow rule given in
Section 2.4.7.3.
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An unloading-reloading excursion, from point A or B on the figure, will move the point along an
elastic swelling line of slope κ , back to the normal consolidation line where the path will resume.
The equation of the swelling lines has the form

v = vκ − κ ln
p

p1
(2.187)

where κ is a material constant, and the value of vκ for a particular line depends on the location of
the point on the normal consolidation line from which unloading was performed.

The recoverable change in specific volume�ve may be expressed in incremental form after differ-
entiation of Eq. (2.187):

�ve = −κ �p
p

(2.188)

After division of both members by v, and comparing with Eq. (2.182), we may write

−�p = vp

κ
�ee (2.189)

In the Cam-clay model it is assumed that any change in mean pressure is accompanied by elastic
change in volume according to the above expression. Comparison with Eq. (2.185) hence suggests
the following expression for the tangent bulk modulus of the Cam-clay material:

K = vp

κ
(2.190)

Under more general loading conditions, the state of a particular point in the medium might be
represented by a point, such asA, located below the normal consolidation line in the (v, lnp) plane
(see Figure 2.25). By virtue of the law adopted in Eq. (2.188), an elastic path from that point
proceeds along the swelling line through A.
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Figure 2.25 Plastic volume change corresponding to an incremental consol-
idation pressure change

The specific volume and mean pressure at the intersection of swelling line and normal consolidation
line are referred to as (normal) consolidation (specific) volume and (normal) consolidation pressure:
vAc and pAc , in the case of point A. Consider an incremental change in stress bringing the point
from state A to state A′. At A′ there corresponds a consolidation volume vA

′
c and consolidation

pressure pA
′

c . The increment of plastic volume change �vp is measured on the figure by the
vertical distance between swelling lines (associated with points A and A′) and we may write, using
incremental notation:

�vp = −(λ− κ)�pc
pc

(2.191)

After division of the left and right member by v, we obtain, comparing with Eq. (2.182):

�ep = −λ− κ
v

�pc

pc
(2.192)

Hence, whereas elastic changes in volume occur whenever the mean pressure changes, plastic
changes of volume occur only when the consolidation pressure changes.
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2.4.7.2 Yield and Potential Functions

The yield function corresponding to a particular value pc of the consolidation pressure has the form

f = q2 +M2p(p − pc) (2.193)

where M is a material constant. The yield condition f = 0 is represented by an ellipse with
horizontal axis pc and vertical axisMpc in the (q, p) plane (see Figure 2.26). Note that the ellipse
passes through the origin. Hence, the material in this model is not able to support an all-around
tensile stress.

The failure criterion is represented in the principal stress space by an ellipsoid of rotation about
the mean stress axis (any section through the yield surface at constant mean effective stress p is a
circle).

The potential function g corresponds to an associated flow rule and we have

g = q2 +M2p(p − pc) (2.194)

-e >0p

-e <0p cri
tic

al s
tate lin

e

plastic compaction

plastic dilation

ppc pcp =cr 2

q

q =Mcr

pc

2

Figure 2.26 Cam-clay failure criterion in FLAC

FLAC Version 5.0



2 - 78 Theory and Background

2.4.7.3 Plastic Corrections

The flow rule used to describe plastic flow has the form

�e
p
i = λs

∂g

∂σi
i = 1, 3 (2.195)

where λs is a parameter whose magnitude remains to be defined.

Using Eq. (2.194) for g, these expressions give, after partial differentiation:

�e
p

1 = λsca
�e

p

2 = λscb (2.196)

�e
p

3 = λscc

where:

ca = M2

3
(2p − pc)+ (σ1 − σ2)+ (σ1 − σ3)

cb = M2

3
(2p − pc)+ (σ2 − σ1)+ (σ2 − σ3) (2.197)

cc = M2

3
(2p − pc)+ (σ3 − σ1)+ (σ3 − σ2)

The elastic strain increments may be expressed from Eq. (2.180) as total minus plastic increments.
In further using Eq. (2.196), the elastic laws in Eq. (2.184) become:

�σ1 = α1�e1 + α2(�e2 +�e3)

− λs [α1ca + α2(cb + cc)]
�σ2 = α1�e2 + α2(�e1 +�e3)

− λs [α1cb + α2(ca + cc)] (2.198)
�σ3 = α1�e3 + α2(�e1 +�e2)

− λs [α1cc + α2(ca + cb)]
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Let the new and old stress states be referred to by the superscripts N andO, respectively. Then, by
definition:

σNi = σOi +�σi i = 1, 3 (2.199)

Substitution of Eq. (2.198) gives:

σN1 = σ I1 − λs [α1ca + α2(cb + cc)]
σN2 = σ I2 − λs [α1cb + α2(ca + cc)] (2.200)

σN3 = σ I3 − λs [α1cc + α2(ca + cb)]

where the superscript I is used to represent the elastic guess, obtained by adding to the old stresses
elastic increments computed using the total strain increments — i.e.,

σ I1 = σO1 + α1�e
e
1 + α2(�e

e
2 +�ee3)

σ I2 = σO2 + α1�e
e
2 + α2(�e

e
1 +�ee3) (2.201)

σ I3 = σO3 + α1�e
e
3 + α2(�e

e
1 +�ee2)

The parameter λs may now be defined by requiring that the new stress point be located on the yield
surface. Substitution of σNi , as given by Eq. (2.200) for σi , i = 1, 3 in f = 0 give, after some
manipulations (see Eq. (2.193)):

aλs
2 + bλs + c = 0 (2.202)

where:

a =2G2
[
(ca − cb)2 + (cb − cc)2 + (cc − ca)2

]
+M2K2(ca + cb + cc)2

b =− 2G
[
(σ I1 − σ I2 )(ca − cb)+ (σ I2 − σ I3 )(cb − cc)+ (σ I3 − σ I1 )(cc − ca)

]
−M2K(ca + cb + cc)(2pI − pc) (2.203)

c =f (qI , pI )

Of the two roots of this equation, the one with the smallest modulus must be retained.
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Note that at the critical point corresponding to pcr = pc/2, qcr = Mpc/2 in Figure 2.26, the
normal to the yield curve f = 0 is parallel to the q-axis. Since the flow rule is associated, the
plastic volumetric strain rate component vanishes there. As a result of the hardening rule Eq. (2.192),
the consolidation pressure pc will not change. The corresponding material point has reached the
critical state in which unlimited shear strains occur with no accompanying change in specific volume
or stress level.

2.4.7.4 Hardening/Softening Rule

The size of the yield curve is dependent on the value of the consolidation pressure pc (see
Eq. (2.193)). This pressure is a function of the plastic volume change and varies with the spe-
cific volume, as indicated in Eq. (2.192).

The consolidation pressure pc corresponding to new values for v and p may easily be found by
intersection of the consolidation line with the swelling line through (v, lnp). This gives, using
Eqs. (2.186) and (2.187):

pc = p1e
(vλ−vκ )/(λ−κ) (2.204)

where

vκ = v + κ ln
p

p1
(2.205)

2.4.7.5 Initial Stress State

The Cam-clay model in FLAC is only applicable to material in which the stress state corresponds to a
compressive mean effective stress. This model is not designed to predict the behavior of material in
which this condition is not met. In particular, the initial state of the material (just before application
of the Cam-clay model) must be consistent with this requirement. The initial state may be specified
using the INITIAL command, or may be the result of a run in which another constitutive model has
been used. In any case, the initial effective pressure, defined as p0, must be positive throughout the
medium.

2.4.7.6 Over-consolidation Ratio

The over-consolidation ratio, R, is defined as the ratio between initial preconsolidation pressure
and initial pressure — i.e.,

R = pc0

p0
(2.206)

This ratio is useful in characterizing the behavior of Cam-clay material.
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2.4.7.7 Implementation Procedure

In the implementation of the Cam-clay model in FLAC, an elastic guess σ Iij is first computed, by
adding to the old stress components increments calculated by application of Hooke’s law to the
total strain increment for the step. The principal stresses σ Ii , i = 1, 3 and corresponding principal
directions are then evaluated.

Elastic guesses for the mean pressure pI and deviator stress qI are calculated using Eq. (2.178). If
these stresses violate the yield criterion and f (qI , pI ) < 0 (see Eq. (2.193)), plastic deformation
takes place and the consolidation pressure changes. In this situation, a correction must be applied
to the elastic guess to give the new stress state: new principal stresses are first evaluated from
Eqs. (2.197) and (2.200), using the expression for λs corresponding to the root of Eqs. (2.202) and
(2.203) with smallest modulus. Note that, in this version of the code, Eq. (2.197) is evaluated using
the elastic guess. However, the error associated with this technique is small, provided the steps are
small. New stress tensor components in the system of reference axes are then evaluated assuming
the principal directions have not been affected by the occurrence of plastic flow.

Volumetric strain increment�e and mean pressure p for the zone are computed as average over all
involved triangles (see Eqs. (2.178) and (2.179)). The zone volumetric strain e is incremented, and
the zone specific volume v updated, using Eq. (2.183). In turn, the new zone consolidation pressure
is calculated from Eq. (2.204) and the tangential bulk modulus is updated using Eq. (2.190). If
a nonzero value for the Poisson’s ratio property is imposed, a new shear modulus is calculated
from the expression G = 1.5(1 − 2ν)K/(1 + ν). Otherwise, G is left unchanged as long as the
condition 0 ≤ ν ≤ 0.5 is satisfied. If it is not, G is assigned a value corresponding to ν = 0 or
ν = 0.5, as appropriate. The new values for the consolidation pressure, and shear and bulk moduli,
are then stored for use in the next timestep. The material properties thus lag one timestep behind
the corresponding calculation. In an explicit code, this error is small because the steps are small.

2.4.7.8 Determination of the Input Parameters

Frictional constant M — M is the ratio of q/pcr at the critical state line. Therefore, a series of
triaxial tests (drained or undrained with pore pressure measurement) can be used to obtain this
constant. These tests should be carried out to large-strains to ensure that the final values of pcr and
q are close to the critical state line. The slope of a best-fitting line of q vs pcr will be the parameter
M .

M is related to the effective stress friction angle φ′ of the Mohr-Coulomb yield function. However,
since the Cam-clay critical state line is dependent on the intermediate stressσ2 while Mohr-Coulomb
is not, the relation between M and φ′ will be different for different values of σ2 at yield. (This
condition is similar to the relation between Mohr-Coulomb and Drucker-Prager yield functions —
see Section 2.4.1.5.) For triaxial compression tests,

M = 6 sin φ′

3− sin φ′
(2.207)
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while for triaxial extension tests,

M = 6 sin φ′

3+ sin φ′
(2.208)

The slopes of the normal consolidation and swelling lines (λ and κ) — Ideally, these two param-
eters should be obtained from an isotropically loaded triaxial test (q = 0) with several unloading
excursions. The slope of the normal compression line in a v versus lnp plot will be the parameter
λ. The slope of an unloading excursion in the same plot will be the parameter κ .

These two parameters can also be derived from an oedometer test making certain assumptions. Let
σv and σH be the vertical and horizontal stresses in an oedometer test. In most oedometer apparatus,
it is not possible to measure the horizontal stresses, σH , so the mean stress, p = (σv + 2σH )/3,
is not known. However, experimental data show that the ratio of horizontal to vertical effective
stresses, K0, is constant during normal compression. Since p = σv(1+ 2K0)/3 along the normal
compression line, the slope of v vs lnp will be equal to the slope of e versus ln σv , where e is the
void ratio = v − 1.

The compression index Cc is calculated as the slope of e vs log10(σv). So the parameter λ will be:

λ = Cc/ ln(10) (2.209)

Experimental data show that along a swelling line in an oedometer test, K0 is not constant, so an
estimate of κ based on the swelling coefficient Cs , will only be an approximation:

κ ≈ Cs/ ln(10) (2.210)

In practice, κ is usually chosen in the range of one-fifth to one-third of λ.

Location of the normal consolidation line in the v versus lnp plot — In order to determine the
location of the normal consolidation line in the v versus lnp plot, a point (vλ, lnp1) on this line
must be specified. The obvious way to determine this point is to perform an isotropic triaxial test.
There is an alternative way to determine this point based on the undrained shear strength (for details,
see Britto and Gunn 1987).

The equation of the normal consolidation line is (see Eq. (2.186))

v = vλ − λ ln
p

p1
(2.211)

The specific volume � at the critical state line for p = p1, is given by

� = vλ − (λ− κ)× ln(2) (2.212)
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In a soil, the undrained shear strength cu is uniquely related to the specific volume vcr by the
equation

cu = Mp1

2
exp

(
� − vcr
λ

)
(2.213)

Thus, the value of � for a given p1, and therefore vλ, can be calculated if the undrained shear
strength for a particular specific volume vcr , along with the parameters M , λ and κ is known.

Preconsolidation pressure, pc0 — The preconsolidation pressure determines the initial size of the
yield surface in the equation

q2 = M2[p(pc0 − p)] (2.214)

If a sample has been submitted to an isotropic loading path, pc0 will be the maximum past mean
effective stress. If the sample has followed other non-isotropic paths, pc0 has to be calculated from
the maximum previous p and q, using Eq. (2.214).

The maximum vertical effective stress can be calculated from an oedometer test using Casagrande’s
method (for details, see Britto and Gunn 1987). Some hypothesis has to be made about the maximum
horizontal effective stress. A common hypothesis is Jaky’s relation (e.g., see Britto and Gunn 1987):

Knc = σhmax

σvmax
� 1− sin φ′ (2.215)

whereKnc is the coefficient of horizontal σhmax to vertical σvmax stress at rest for normally consoli-
dated soil. For example, if a soil with an effective friction angle of 20◦ has experienced a maximum
vertical effective stress, σvmax = 1 MPa. Then, using Jaky’s relation:

Knc = 1− sin 20◦ = 0.658 (2.216)

and the maximum horizontal stress is

σhmax = 0.658 MPa (2.217)

FLAC Version 5.0



2 - 84 Theory and Background

The maximum values of p and q are:

pmax = σvmax + 2σhmax

3
= 0.772 MPa

(2.218)
qmax = σvmax − σhmax = 0.342 MPa

Substituting these two values in the yield function Eq. (2.214), we obtain the preconsolidation
pressure

pc0 = pmax + q2
max

M2 pmax
= 1.026 MPa (2.219)

Initial values for specific volume v0 and current bulk modulus K — Given an initial effective
pressurep0, the initial specific volume, v0, must be consistent with the choice of parameters κ, λ, p1
and pc0. The initial value v0 is calculated by the code to correspond to the value of the specific
volume corresponding to p0 on the swelling line through the point on the normal consolidation line
at which p = pc0. From Figure 2.27, it follows that

v0 = vλ − λ ln

(
pc0

p1

)
+ κ ln

(
pc0

p0

)
(2.220)
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Figure 2.27 Determination of initial specific volume

The initial value of the current bulk modulus (bulk current) may in turn be evaluated using
Eq. (2.190), which gives

K = v0p0

κ
(2.221)

In FLAC, the default values for v0 and K are evaluated using Eqs. (2.220) and (2.221) when the
first step command is issued.

Maximum value of the elastic parameters K and G — In the Cam-clay model, the value of the
current bulk modulus (bulk current) changes as a function of the specific volume and the mean
stress:

K = vp

κ
(2.222)

The input values of Kmax (bulk) and G (shear) are used in the mass scaling calculation performed
in FLAC to ensure numerical stability (see Section 1.3.5). This calculation is done once every time
a STEP command is issued. These input values should be chosen so as to give an upper bound to
the sum (K+4/3G), as evaluated by the model between two consecutive STEP commands. Values
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should, however, not be set too high or the model may be slow to converge. They should be selected
based on the stress level in the problem.

G or ν — The modified Cam-clay model in FLAC allows the user to specify either a constant shear
modulus or a constant Poisson’s ratio.

If no Poisson’s ratio is specified, a constant shear modulus equal to the input value is assumed.
Then the Poisson’s ratio will vary as a function of the specific volume and the mean stress:

ν = 3
( vp
κ

)− 2G

6
( vp
κ

)+ 2G
(2.223)

If a nonzero Poisson’s ratio is specified, the shear modulus will vary at the same rate as the bulk
modulus in order to maintain a constant Poisson’s ratio:

G = 3
( vp
κ

)
(1− 2ν)

2 (1− 2ν)
(2.224)

2.4.7.9 Oedometer Test

The numerical simulation of an oedometer test on a Cam-clay sample is presented in this example.
It may be shown that, in the framework of the modified Cam-clay model, the stress path for one-
dimensional normal compression corresponds to a straight line in the p-q-plane (see Wood 1990).
The slope of this line, η, may be derived from the expression

η(1+ ν)(1−�)
3(1− 2ν)

+ 3η�

M2 − η2
= 1 (2.225)

where ν is the constant Poisson’s ratio for the test � = (λ − κ)/λ, and M, λ and κ are Cam-clay
model properties.
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Figure 2.28 Boundary conditions for oedometer test

The boundary conditions for the oedometer test are represented in Figure 2.28. In this test, the
ratio, K0, of horizontal to vertical stresses is related to η by the formula

K0 = 3− η
3+ 2η

(2.226)

In soils that have a history of one-dimensional deformation, this ratio is called the “coefficient of
earth pressure at rest.” The coefficientK0 is evaluated numerically using the data file in Example 2.5
and compared to the analytic value derived from the above expression.

The FLAC simulation is carried out using a single zone of unit dimensions. The following properties
are used in conjunction with the Cam-clay model:

bulk modulus(maximum value), K 50000 Pa
Poisson’s ratio, ν 0.3
frictional constant, M 1.02
slope of normal consolidation line, λ 0.2
slope of elastic swelling line, κ 0.05
reference pressure, p1 1 Pa
specific volume, vλ 3.32
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The analytical value of K0 is evaluated using the FISH function c konc. A nonzero initial stress
state is specified with values σyy = −5 Pa and σxx = σzz = K0σyy . The initial value of pc
corresponds to a normally consolidated state and is calculated using Eq. (2.219). The velocity
components are fixed in the x- and y-directions. A velocity of magnitude 10−5 m/steps is applied
to the top of the model in the negative y-direction for a total of 1000 steps. The ratio of horizontal
to vertical stress is monitored and compared to the analytic prediction for K0. The match is very
good, as may be seen in Figure 2.29, where numerical and analytic solutions coincide. The stress
paths in the (σyy, σxx) and (p, q) planes are represented in Figures 2.30 and 2.31; they correspond
to straight line trajectories as expected.

Example 2.5 Oedometer test on a Cam-clay material

;------------------------------------------------------------
; Oedometric test on Cam-clay sample (drained)
; ’coefficient of earth pressure’ konc: comparison between
; numerical and analytical predictions
; Wood, Soil behaviour and critical soil mechanics, p314-319
;------------------------------------------------------------
g 1 1
tit

Oedometric test on cam-clay sample R = 1
; --- model properties ---
model cam-clay
prop shear 250. bulk 50000. dens 1
prop mm 1.02 lambda 0.2 kappa 0.05 poiss 0.3
prop mp1 1. mv l 3.32
; --- boundary conditions ---
fix x y
ini yvel -0.5e-5 j=2
; --- fish functions ---
; ... analytical value for konc ...
def c konc

c l = 1. - kappa(1,1)/lambda(1,1)
c b = 3.*c l
c a = (1.+poiss(1,1))*(1.-c l)/(3.*(1.-2.*poiss(1,1)))
m2 = mm(1,1)*mm(1,1)
a1 = -1./c a
a2 = -(c a*m2+c b)/c a
a3 = m2/c a
bq = (a1*a1-3.*a2)/9.
br = (a1*(2.*a1*a1-9.*a2)+27.*a3)/54.
aux = br*br-bq*bq*bq
eta = 0.0
if aux > 0.0 then

aux = (sqrt(aux)+abs(br))ˆ(1./3.)
eta = -sgn(br)*(aux+bq/aux)-a1/3.
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konc = (3.-eta)/(3.+2.*eta)
else

aux = sqrt(-aux)/abs(br)
teta= atan(aux)+pi
aux1 = 2.*sqrt(bq)
aux2 = a1/3.
eta1 = -aux1*cos((teta)/3.)-aux2
eta2 = -aux1*cos((teta+2.*pi)/3.)-aux2
eta3 = -aux1*cos((teta+4.*pi)/3.)-aux2
konc1 = (3.-eta1)/(3.+2.*eta1)
konc2 = (3.-eta2)/(3.+2.*eta2)
konc3 = (3.-eta3)/(3.+2.*eta3)
konc = max(konc1,konc2)
konc = max(konc,konc3)

end if
; ... Jaky’s approximate expression for konc = 1 - sin(phi) ...

kjaky = 1.-3.*mm(1,1)/(6.+mm(1,1))
end
; ... initial, normally consolidated state ...
def i state

isyy = -5.0
syy(1,1) = isyy
sxx(1,1) = isyy * konc
szz(1,1) = isyy * konc
p i = -isyy * (1.0 + 2.0 * konc) / 3.
q i = -isyy * (1.0 - konc)
val = q i / (mm(1,1)*p i)
mpc(1,1) = p i * (1.0 + val * val)

end
; ... numerical values for p, q, v ...
def path

s1 = -syy(1,1)
s2 = -szz(1,1)
s3 = -sxx(1,1)
k0 = 0.0
if s1 # 0 then

k0 = s3 / s1
end if
sp = cam p(1,1)
sq = cam q(1,1)
dif = sq / sp - 3.*(1.-k0)/(1.+2.*k0)
sqcr = sp*mm(1,1)
lnp = ln(sp)
logsy = log(s1)
c sv = sv(1,1)
void ratio=c sv-1.
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mk = bulk current(1,1)
mg = shear mod(1,1)
s1konc = s1 * konc

end
; ... loading-unloading excursions ...
def trip

loop i (1,3)
command

ini yv -0.5e-4 j=2
step 2000
ini yv mul -.1
step 1500
ini yv mul -1
step 2500

end command
end loop

end
; --- histories ---
his nstep 20
his unbal
his path
his sp
his lnp
his logsy
his sq
his sqcr
his c sv
his mk
his mg
his ydisp i=1 j=2
his k0
his konc
his s1
his s3
his s1konc
his dif
hist void ratio
; --- test ---
c konc
i state

;trip
step 1000
; --- results ---
;save coedo.sav
plot hold his 12 cross 13 min 0 max 1 vs -11
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plot hold his 15 cross 16 vs 14
plot hold his 6 vs 3
print k0 konc kjaky
ret

   FLAC (Version 5.00)
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Figure 2.29 Oedometric test — comparison of numerical and analytical val-
ues for K0
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Figure 2.30 Oedometric test — history of vertical versus horizontal stresses

   FLAC (Version 5.00)

LEGEND

    8-Jun-04  13:52
  step      1000
 
HISTORY PLOT
   Y-axis :
sq             (FISH)
   X-axis :
sp             (FISH)

40  41  41  42  42  43  43  44  

(10        )-01

 1.460

 1.480

 1.500

 1.520

 1.540

 1.560

JOB TITLE : Oedometer test on Cam-clay sample R=1                                                     

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 2.31 Oedometric test — history of stresses q versus p
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2.4.8 Hoek-Brown Model

The Hoek-Brown failure criterion is an empirical relation that characterizes the stress conditions
that lead to failure in intact rock and rock masses. It has been used very successfully in design
approaches that use limit equilibrium solutions, but there has been little direct use in numerical
solution schemes. Alternatively, equivalent friction and cohesion have been used with a Mohr-
Coulomb model that is matched to the nonlinear Hoek-Brown strength envelope at particular stress
levels (e.g., see “HOEK.FIS” in Section 3 in the FISH volume). Numerical solution methods
require full constitutive models, which relate stress to strain in a general way; in addition to a
failure (or yield) criterion, a “flow rule” is also necessary, in order to provide a relation between the
components of strain rate at failure. There have been several attempts to develop a full constitutive
model from the Hoek-Brown criterion: e.g., Pan and Hudson (1988), Carter et al. (1993) and Shah
(1992). These formulations assume that the flow rule has some fixed relation to the failure criterion,
and that the flow rule is isotropic, whereas the Hoek-Brown criterion is not. In the formulation
described here, there is no fixed form for the flow rule; it is assumed to depend on the stress level,
and possibly some measure of damage.

In what follows, the failure criterion is taken as a yield surface, using the terminology of plasticity
theory. Usually, a failure criterion is assumed to be a fixed, limiting stress condition that corresponds
to ultimate failure of the material. However, numerical simulations of elastoplastic problems allow
continuing the solution after “failure” has taken place, and the failure condition itself may change
as the simulation progresses (by either hardening or softening). In this event, it is more reasonable
to speak of “yielding” rather than failure. There is no implied restriction on the type of behavior
that is modeled — both ductile and brittle behavior may be represented, depending on the softening
relation used.

2.4.8.1 The General Formulation

The “generalized” Hoek-Brown criterion (Hoek and Brown, 1980 and 1998) — adopting the con-
vention of positive compressive stress — is

σ1 = σ3 + σci
{
mb

σ3

σci
+ s

}a
(2.227)

where σ1 and σ3 are the major and minor effective principal stresses, and σci , mb, s and a are
material constants that can be related to the Geological Strength Index and rock damage (Hoek
et al., 2002). For interest, the unconfined compressive strength is given by σc = σci sa , and the
tensile strength by σt = - s σci / mb. Note that the criterion (Eq. (2.227)) does not depend on the
intermediate principal stress, σ2. Thus, the failure envelope is not isotropic.

Assume that the current principal stresses are (σ1,σ2, σ3), and that initial trial stresses (σ t1,σ t2, σ t3)
are calculated by using incremental elasticity:
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σ t1 = σ1 + E1�e1 + E2(�e2 +�e3) (2.228)

σ t2 = σ2 + E1�e2 + E2(�e1 +�e3)

σ t3 = σ3 + E1�e3 + E2(�e1 +�e2)

where E1 = K + 4G/3 and E2 = K − 2G/3, and (�e1,�e2,�e3) is the set of principal strain
increments. If the yield criterion (Eq. (2.227)) is violated by this set of stresses, then the strain
increments (prescribed as independent inputs to the model) are assumed to be composed of elastic
and plastic parts:

�e1 = �ee1 +�ep1
�e2 = �ee2 (2.229)

�e3 = �ee3 +�ep3

Note that plastic flow does not occur in the intermediate principal stress direction. The final stresses
(σf1 ,σf2 , σf3 ) output from the model are related to the elastic components of the strain increments.
Hence,

σ
f

1 − σ1 = E1(�e1 −�ep1 )+ E2(�e2 +�e3 −�ep3 )
σ
f

2 − σ2 = E1�e2 + E2(�e1 −�ep1 +�e3 −�ep3 ) (2.230)

σ
f

3 − σ3 = E1(�e3 −�ep3 )+ E2(�e1 −�ep1 +�e2)

Eliminating the current stresses, using Eq. (2.228) and Eq. (2.230):

σ
f

1 = σ t1 − E1�e
p

1 − E2�e
p

3

σ
f

2 = σ t2 − E2(�e
p

1 +�ep3 ) (2.231)

σ
f

3 = σ t3 − E1�e
p

3 − E2�e
p

1

We assume the following flow rule:

�e
p

1 = γ�ep3 (2.232)
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where the factor γ depends on stress and is re-computed at each timestep. Eliminating �ep1 from
Eq. (2.231):

σ
f

1 = σ t1 −�ep3 (γE1 + E2)

σ
f

2 = σ t2 −�ep3E2(1+ γ ) (2.233)

σ
f

3 = σ t3 −�ep3 (γE2 + E1)

At yield, Eq. (2.227) is satisfied by the final stresses. That is,

F = σf1 − σf3 − σci
{
mb
σ
f

3

σci
+ s

}a = 0 (2.234)

By substituting values of σf1 and σf3 from Eq. (2.233), Eq. (2.234) can be solved iteratively for
�e

p

3 , which is then substituted in Eq. (2.233) to give the final stresses. The method of solution is
described later, but first the evaluation of γ is discussed.

2.4.8.2 Flow Rules

We need to consider an appropriate flow rule, which describes the volumetric behavior of the material
during yield. In general, the flow parameter γ will depend on stress, and possibly history. It is not
meaningful to speak of a “dilation angle” for a material when its confining stress is low or tensile,
because the mode of failure is typically by axial splitting, not shearing. Although the volumetric
strain depends in a complicated way on stress level, we consider certain specific cases for which
behavior is well-known, and determine the behavior for intermediate conditions by interpolation.
Three cases are considered below.

Associated Flow Rule

It is known that many rocks under unconfined compression exhibit large rates of volumetric expan-
sion at yield, associated with axial splitting and wedging effects. The associated flow rule provides
the largest volumetric strain rate that may be justified theoretically. This flow rule is expected to
apply in the vicinity of the uniaxial stress condition (σ3 ≈ 0). An associated flow rule is one in
which the vector of plastic strain rate is normal to the yield surface (when both are plotted on similar
axes). Thus,

�e
p
i = −γ

∂F

∂σi
(2.235)

where the subscripts denote the components in the principal stress directions, and F is defined by
Eq. (2.234). Differentiating this expression, and using Eq. (2.232):
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γaf = − 1

1+ aσci(mbσ3/σci + s)a−1(mb/σci)
(2.236)

Radial Flow Rule

Under the condition of uniaxial tension, we might expect that the material would yield in the
direction of the tensile traction. If the tension is isotropically applied, we imagine (since the test is
almost impossible to perform) that the material would deform isotropically. Both of these conditions
are fulfilled by the radial flow rule, which is assumed to apply when all principal stresses are tensile.
For a flow-rate vector to be coaxial with the principal stress vector, we obtain

γrf = σ1

σ3
(2.237)

Constant-Volume Flow Rule

As the confining stress is increased, a point is reached at which the material no longer dilates during
yield. A constant-volume flow rule is therefore appropriate when the confining stress is above some
user-prescribed level, σ3 = σ cv

3 . This flow rule is given by

γcv = −1 (2.238)

Composite Flow Rule

We propose to assign the flow rule (and thus, a value for γ ) according to the stress condition. In
the fully tensile region, the radial flow rule (γrf ) will be used. For compressive σ1 and tensile or
zero σ3, the associated flow rule (γaf ) is applied. For the interval 0 < σ3 < σ cv

3 , the value of γ is
linearly interpolated between the associated and constant-volume limits:

γ = 1
1
γaf
+ ( 1

γcv
− 1

γaf
)
σ3
σ cv

3

(2.239)

Finally, when σ3 > σ cv
3 , the constant-volume value, γ = γcv, is used.

It is noted that if σ cv
3 is set equal to zero, then the model condition approaches a non-associated flow

rule with a zero dilation angle. If σ cv
3 is set to a very high value relative to σci , the model condition

approaches an associated-flow state.
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2.4.8.3 Implementation Procedure

The equations presented above are implemented in a DLL (dynamic link library) written in C++,
with the model name hoekbrown. One difficulty with the failure criterion (Eq. (2.234)) is that real
values for F do not exist if σ3 < −sσci/mb. During an iteration process, this condition is likely to
be encountered, so it is necessary that the expression for F , and its first derivatives, be continuous
everywhere in stress space. This is fulfilled by adapting the following composite expression:

if σ3 ≥ − sσci
mb

then F = σf1 − σf3 − σci
{
mb
σ
f

3

σci
+ s

}a = 0 (2.240)

if σ3 < − sσci
mb

then F = σf1 − σf3 + σci
{
mb
σ
f

3

σci
+ s

}a = 0 (2.241)

To initialize the iteration, a starting value for �ep3 is taken as the absolute maximum of all the
strain increment components. This value, denoted by �e1, is inserted into Eq. (2.233), together
with the value for γ found from the flow-rule equations, and the resulting stress values inserted into
Eqs. (2.240) and (2.241). The resulting value of F is denoted by F1. Taking the original value of F
as F0 (and the corresponding plastic strain increment of zero as�e0), we can estimate a new value
of the plastic strain increment, using a variant of Newton’s method:

�e2 = F1�e0 − F0�e1

F1 − F0
(2.242)

From this, we find a new value of F (call it F2) and, if it is sufficiently close to zero, the iteration
stops. Otherwise, we set F0 = F1, F1 = F2, �e0 = �e1, and �e1 = �e2 and apply Eq. (2.242)
again.

Tests show that the iteration scheme converges for all stress paths tried so far, including cases
in which s = 0 (material with zero unconfined compressive strength), which led to problems in
previous implementations. For high confining stresses, the iteration converges in one step, but at
low confining stresses, up to ten steps are necessary (the limit built into the code is presently 15).
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2.4.8.4 Material Softening

In the Hoek-Brown model, the material properties σci ,mb, s and a are assumed to remain constant,
by default. Material softening, after the onset of plastic yield, can be simulated by specifying
that these mechanical properties change (i.e., reduce the overall material strength) according to a
softening parameter. The softening parameter selected for the Hoek-Brown model is the plastic
confining strain component, ep3 . The choice of ep3 is based on physical grounds. For yield near
the unconfined state, the damage in brittle rock is mainly by splitting (not by shearing) with crack
normals oriented in the σ3 direction. The parameter ep3 is expected to correlate with the microcrack
damage in the σ3 direction.

The value of ep3 is calculated by summing the strain increment values for �ep3 calculated by
Eq. (2.242). Softening behavior is provided by specifying tables that relate each of the proper-
ties, σci , mb, s and a, to ep3 . Each table contains pairs of values: one for the ep3 value, and one
for the corresponding property value. It is assumed that the property varies linearly between two
consecutive parameter entries in the table.

A multiplier, µ (denoted as multable), can also be specified to relate the softening behavior to the
confining stress, σ3. The relation between µ and σ3 is also given in the form of a table. (See
Cundall, et al. (2003) for an application of softening parameters.)

2.4.8.5 Triaxial Compression Test

Triaxial compression tests are performed on models composed of Hoek-Brown material in FLAC
to verify the stress and strain paths that develop. The triaxial load conditions are illustrated in
Figure 2.32. The triaxial tests are performed on a sample of Hoek-Brown material with properties
of mb = 5, s = 1, a = 0.5, σci = 1.0 and σcv3 = 1.5, and with elastic properties of E = 100 and
ν = 0.35. Compression loading tests are performed under two loading conditions: σ3/σci = 0 and
1.0. The analytical solutions for stress and strain during compression loading are presented by the
plots shown in Figures 2.33 and 2.34.

A single-zone model is constructed in FLAC to simulate the triaxial loading tests. The FLAC results
are compared to the analytical solutions in Figures 2.35 through 2.38. The solutions compare within
1%.
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Figure 2.32 Triaxial compression tests — loading conditions
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Figure 2.33 Triaxial compression tests — a) Hoek-Brown failure envelope;
b) stress-strain plots
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Figure 2.34 Triaxial compression tests — a) confining (lateral) strain versus
axial strain; b) volumetric strain versus axial strain
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Figure 2.35 Triaxial compression test — stress versus axial strain
(σ3/σci = 0)
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Figure 2.36 Triaxial compression test — lateral strain versus axial strain
(σ3/σci = 0)

FLAC Version 5.0



CONSTITUTIVE MODELS: THEORY AND IMPLEMENTATION 2 - 103

   FLAC (Version 5.00)

LEGEND

   11-Jun-04  10:21
  step     20000
 
Lateral Strain-Axial Strain
sxx vs eyy (analytical)

syy vs eyy (analyitical)

szz vs eyy (FLAC)

sxx vs eyy (FLAC)

syy vs eyy (FLAC)

10  20  30  40  50  60  

(10        )-03

 0.500

 1.000

 1.500

 2.000

 2.500

 3.000

 3.500

 4.000

 4.500

 5.000

JOB TITLE : Triaxial Compression Test                                                                 

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 2.37 Triaxial compression test — stress versus axial strain
(σ3/σci = 1.0)
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Figure 2.38 Triaxial compression test — lateral strain versus axial strain
(σ3/σci = 1.0)
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Example 2.6 Triaxial tests on a Hoek-Brown material

config ax
DEF variables
;
; --- To reconstruct the compression analytical curves: ---
sig conf = 0.0

; sig conf = -1.0 ; negative is compression
max eyy = -6.0e-2 ;<-- maximum ’driving’ strain (contraction negative)
;
; Plastic properties
sig ci = 1.0 ; <-- enter UCS as positive always
mb = 5.0
s = 1.0
a = 0.5
sig3 cv = 1.5 ; <-- enter UCS as positive always
;
sig tm2 = - s* sig ci/ mb
;
; Elastic properties
young = 100
poiss = 0.35
bulk = young/3.0/(1-2* poiss)
shear = young/2.0/(1+ poiss)
;
; Loading
cyc = 20000 ; <-- number of steps in which load is to be applied
delta u = max eyy * 1.0
y vel = 0.5* delta u / cyc
minus y vel = - y vel
;

END
variables

grid 1 1
group ’biaxial test sample’
model hoekbrown group ’biaxial test sample’
prop shear= shear bulk= bulk
prop hbsigci= sig ci hbmb= mb hbs= s hba= a
prop hbs3cv= sig3 cv
prop dens = 1.0
apply sxx= sig conf i=2
ini sxx = sig conf
ini syy = sig conf
ini szz = sig conf
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;
DEF record variables

;
disp 0 = 0.5*(xdisp(1,1) + xdisp(1,2))
disp 1 = 0.5*(xdisp(2,1) + xdisp(2,2))
eps xx = -( disp 0 - disp 1)/1.0
;
disp 0 = 0.5*(ydisp(1,1) + ydisp(2,1))
disp 1 = 0.5*(ydisp(1,2) + ydisp(2,2))
eps yy = -( disp 0 - disp 1)/1.0
;
sig zz = szz(1,1)
sig xx = sxx(1,1)
sig yy = syy(1,1)
;
record variables = 1.0
;

END
apply yvel y vel j=2
apply yvel minus y vel j=1
his 1 record variables
hist nstep 1000
his 11 eps xx
his 12 eps yy
his 13 eps yy
his 21 sig xx
his 22 sig yy
his 23 sig zz
step cyc
;
; Copy histories to tables
;
DEF copy histories to tables
;

loop j (1,2)
loop i (1,3)

itabloc = int(j*10+i)
command

his write itabloc table itabloc
end command

end loop
end loop

;
; Table 111 contains syy stress vs axial strain diagram
; Table 112 contains sxx stress vs axial strain diagram
; Table 113 contains szz stress vs axial strain diagram
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; Table 114 contains lateral strain vs axial strain diagram
n = table size(11)
loop i (1, n)

; sig yy vs eps yy
xtable(111,i) = -ytable(12,i)/ sig ci
ytable(111,i) = -ytable(22,i)/ sig ci

; sig xx vs eps yy
xtable(112,i) = -ytable(12,i)/ sig ci
ytable(112,i) = -ytable(21,i)/ sig ci

; sig zz vs eps yy
xtable(113,i) = -ytable(12,i)/ sig ci
ytable(113,i) = -ytable(23,i)/ sig ci

; eps xx vs eps yy
xtable(114,i) = -ytable(12,i)
ytable(114,i) = -ytable(11,i)

;
end loop

;
END
copy histories to tables
;
; Compute analytical solution
;
DEF analytical solution
;
; Stress-strain diagram
;

sig1F = sig conf- sig ci*(- mb* sig conf/ sig ci+ s)ˆ a
S s1e1 Elast = young
eps1CR = ( sig1F- sig conf)/ S s1e1 Elast
eps1MAX = max eyy

;
; Table 211 contains syy stress vs axial strain diagram
; Table 212 contains sxx stress vs axial strain diagram
; Table 214 contains lateral strain vs axial strain diagram
;

xtable(211,1) = 0.0
xtable(211,2) = - eps1CR/ sig ci
xtable(211,3) = - eps1MAX/ sig ci
ytable(211,1) = - sig conf/ sig ci
ytable(211,2) = - sig1F/ sig ci
ytable(211,3) = - sig1F/ sig ci

;
xtable(212,1) = 0.0
xtable(212,2) = - eps1CR/ sig ci
xtable(212,3) = - eps1MAX/ sig ci
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ytable(212,1) = - sig conf/ sig ci
ytable(212,2) = - sig conf/ sig ci
ytable(212,3) = - sig conf/ sig ci

;
; Strain-strain diagram
;

S e3e1 Elast = - poiss
eps3CR = eps1CR* S e3e1 Elast
Kpsi 0 = 1 + a* mb/(- mb* sig conf/ sig ci+ s)ˆ(1- a)

;
if - sig conf > sig3 cv

Kpsi = 1.0
else

Kpsi = Kpsi 0 + sig conf/ sig3 cv * ( Kpsi 0-1)
end if
S e3e1 Plast = - Kpsi / 2.0
eps3MAX = eps3CR + ( eps1MAX- eps1CR)* S e3e1 Plast

;
xtable(214,1) = 0.0
xtable(214,2) = - eps1CR/ sig ci
xtable(214,3) = - eps1MAX/ sig ci
ytable(214,1) = 0.0
ytable(214,2) = - eps3CR/ sig ci
ytable(214,3) = - eps3MAX/ sig ci

;
END
analytical solution
;
label table 111
syy vs eyy (FLAC)
label table 112
sxx vs eyy (FLAC)
label table 113
szz vs eyy (FLAC)
label table 211
syy vs eyy (analytical)
label table 212
sxx vs eyy (analytical)
;
label table 114
exx vs eyy (FLAC)
label table 214
exx vs eyy (analytical)
;
DEF plot solutions
;
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name1 = ’Triaxial Compression Test’
command

title @name1
plot hold table 211 line 111 212 line 112 113 &

min 0.0 max 5.0 alias ’Stress-Axial Strain’
pause
title @name1
plot hold table 114 214 line min -0.2 &

alias ’Lateral Strain-Axial Strain’
endcommand

;
END
plot solutions
save ex2 06.sav
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4 INTERFACES

4.1 General Comments

There are several instances in geomechanics in which it is desirable to represent planes on which
sliding or separation can occur — for example:

1. joint, fault or bedding planes in a geologic medium;

2. an interface between a foundation and the soil;

3. a contact plane between a bin or chute and the material that it contains; and

4. a contact between two colliding objects.

FLAC provides interfaces that are characterized by Coulomb sliding and/or tensile separation.
Interfaces have the properties of friction, cohesion, dilation, normal and shear stiffness, and tensile
strength. Although there is no restriction on the number of interfaces or the complexity of their
intersections, it is generally not reasonable to model more than a few simple interfaces withFLAC
because it is awkward to specify complicated interface geometry. The programUDEC (Itasca 2004)
is specifically designed to model many interacting bodies; it should be used instead ofFLAC for
the more complicated interface problems.

An interface can also be specified between structural elements and a grid, or between two structural
elements. Interface/structural connections are described inSection 4.5.6.

Interfaces may also be used to join regions that have different zone sizes. In general, theATTACH
command should be used to join sub-grids together. However, in some circumstances it may be
more convenient to use an interface for this purpose. In this case, the interface is prevented from
sliding or opening because it does not correspond to any physical entity.*

* The data files in this chapter are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\Theory\4-Intface” with the extension “.DAT.” A project file is also provided
for each example. In order to run an example and compare the results to plots in this chapter, open a
project file in theGIIC by clicking on theFile / Open Project menu item and selecting the project
file name (with extension “.PRJ”). Click on theProject Options icon at the top of theProject Tree
Record, selectRebuild unsaved states and the example data file will be run and plots created.
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4.2 Formulation

An interface is represented as a normal and shear stiffness between two planes which may contact
one another (Figure 4.1).

Side B

Side A

gridpoint

zone

LM

LN

ks

knM

N

P

S T

S
T
k
k
L

= slider
= tensile strength
= normal stiffness
= shear stiffness
= length associated with gridpoint N

n

s

n

Lm = length associated with gridpoint M
denotes limits for joint segments (placed
halfway between adjacent gridpoints)

Lo
O

Figure 4.1 An interface represented by sides a and b, connected by shear
(ks) and normal (kn) stiffness springs

FLAC uses a contact logic, which is similar in nature to that employed in the distinct element
method, for either side of the interface (e.g., Cundall and Hart 1992).

The code keeps a list of the gridpoints (i,j) that lie on each side of any particular surface. Each
point is taken in turn and checked for contact with its closest neighboring point on the opposite
side of the interface. Referring toFigure 4.1, gridpointN is checked for contact on the segment
between gridpointsM andP. If contact is detected, the normal vector,n, to the contact gridpoint,N,
is computed. A “length,” L, is also defined for the contact atN along the interface. This length is
equal to half the distance to the nearest gridpoint to the left ofN plus half the distance to the nearest
gridpoint to the right, irrespective of whether the neighboring gridpoint is on the same side of the
interface or on the opposite side ofN. In this way, the entire interface is divided into contiguous
segments, each controlled by a gridpoint.

During each timestep, the velocity,u̇i , of each gridpoint is determined. Since the units of velocity
are displacement per timestep, and the calculational timestep has been scaled to unity to speed
convergence (seeSection 1.3.5), then the incremental displacement for any given timestep is
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�ui ≡ u̇i (4.1)

The incremental relative displacement vector at the contact point is resolved into the normal and
shear directions, and total normal and shear forces are determined by:

F (t+�t)n = F (t)n − kn �u(t+(1/2)�t)n L (4.2)

F (t+�t)s = F (t)s − ks �u(t+(1/2)�t)s L

where the stiffnesses,kn andks , have the units of [stress/displacement].

The following three options are available for specifying the conditions of the interface which may
require adjustment of the contact forces. The material properties related to these conditions are
discussed inSection 4.4.

1. Glued Interfaces — If interfaces are declared glued, no slip or opening is
allowed, but elastic displacement still occurs, according to the given stiffnesses.

2. Coulomb Shear-Strength — The Coulomb shear-strength criterion limits the
shear force by the following relation:

Fsmax= cL+ tanφ Fn (4.3)

wherec = cohesion (in stress units) along the interface,L = effective contact
length (Figure 4.1), andφ = friction angle of interface surfaces.

If the criterion is satisfied (i.e., if|Fs | ≥ Fsmax), thenFs = Fsmax, with the
sign of shear preserved.

In addition, the interface may dilate at the onset of slip (nonelastic sliding).
Dilation is governed in the Coulomb model by a specified dilation angle,ψ .
Dilation is a function of the direction of shearing. Dilation increases if the shear
displacement increment is in the same direction as the total shear displacement,
and decreases if the shear increment is in the opposite direction.

During sliding, shear displacement can cause an increase in the effective nor-
mal stress on the interface, according to the relation

σn := σn + |Fs |o − Fsmax

Lks
tanψ kn (4.4)
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where |Fs |o is the magnitude of shear forcebefore the above correction is
made.

3. Tension Bond — Two conditions are available for a bonded interface:

a. Bonded interface — If a (positive) tensile bond strength is specified
for an interface, each segment of the interface acts as if it is glued
(elastic response only), while the magnitude of the tensile normal
stress is below the bond strength. If the magnitude of the tensile nor-
mal stress of a segment exceeds the bond strength (set withtbond),
the bond breaks for that segment, and the segment behaves there-
after as unbonded (separation and slip allowed, as described above,
in the normal way).

A shear bond strength, as well as the tensile bond strength, can be
specified. The bond breaks if the shear stress exceeds the shear bond
strength, or the tensile effective normal stress exceeds the normal
bond strength. The shear bond strength is set tosbrtimes the normal
bond strength, using thesbratio= sbrproperty keyword. The default
shear bond strength is 100 times the tensile bond strength.

b. Slip while bonded — There is an optional switch (bslip=on) that
allows slip to occur for a bonded interface segment, even though
separation has not occurred. Shear yield is under the control of
the friction and cohesion parameters using the absolute value of the
effective normal force. Note that dilation response is suppressed
(i.e.,ψ = 0) whenbslip=on. By defaultbslip=off if not specified.

The corrected forces are then rotated back to the globalxy-reference frame (from the normal and
shear directions) and lumped onto the adjacent gridpoints in such a ratio as to preserve moment equi-
librium. These are then summed with all other forces when unbalanced force sums are calculated
for each calculation step.

The influence of the interfaces must be accounted for in determination of the critical mechanical
timestep, or instability in the solution may result. The way the fictitious gridpoint mass is increased
in proportion to the interface stiffness at that gridpoint to ensure numerical stability is explained in
Section 1.3.5.

The effect of pore pressure is included in the interface calculation by using effective stress as the
basis for the slip condition. This only applies inCONFIG gw mode. Neither pressure drop normal to
the joint nor influence of normal displacement on pore pressure is calculated. Neither is conduction
of fluid along the interface modeled.
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4.3 Creation of the Required Geometry

When interfaces are present, theFLAC grid must be divided into two or more separate regions, or
sub-grids. The following steps are recommended.

1. Identify the number (N) of discrete bodies or regions in the problem. List their
corner coordinates and any embedded structures within the regions.

2. Select the overallFLAC grid (number of rows or columns) and divide it into
N regions, each of which is separated from the others by at least one zone
width (to be null zones in the final grid). For this operation, graph paper may
be used to divide the overall grid into regions; at this stage, the geometry is
immaterial — we are simply concerned with the topology. In dividing the
grid, pay attention to the mesh density: we need more zones available in areas
of high stress gradient or where the geometry is complicated.

3. Take each sub-region in turn and use theGENERATE or INITIAL commands to
map the sub-grid onto the region in space that it will occupy. It is advisable
to plot each sub-grid as it is created and mapped (keeping other regions null).
The interior of the sub-grid may also be adjusted to conform to any internal
structures that may be present (e.g., tunnels). These may be filled with solid
material initially, but “excavated” later. Note that objects (such as tunnels) that
span an interface must be created in separate sections — one for each sub-grid
involved.

4. Install the appropriate material models in all sub-grids, and plot the whole grid
to check on the correctness of the geometry.

5. Specify interfaces between all pairs of sub-grids that may interact. Plot out
each interface (PLOT if) in turn to check on correctness.

Section 3.4gives an example of the rezoning necessary to accommodate a single interface. As
an example of the recommended methodology for a more complicated geometry, we construct
a grid for the physical system, shown inFigure 4.2. The project file for this example is named
“TUNNEL.PRJ.”

Stage 1 — The coordinates are identified inFigure 4.2: there are two intersecting faults, one of
which also intersects a tunnel (or cavern).

Stage 2 — We choose a grid of 50 zones by 30 zones and divide it into the four regions shown in
Figure 4.3.
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y = -26m

y = -35m 50m 61m

R = 5.5m

y = 0

y = -45m

y = -70m

x = 0m x = 60m x = 100m

y = -20m

x = 70m

Figure 4.2 Geometry to be modeled

Figure 4.3 Grid is divided into four regions
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TheFLAC commands to do this are shown inExample 4.1.

Example 4.1 Divide grid into four regions

grid 50 30
mod elas
mod null j=14 i=1,28
mod null i=29
mod null j=20 i=30,50

Stage 3 — We now map each region of the grid to its own region of space by using the commands
in Example 4.2.

Example 4.2 Map regions of grid into regions of space

gen 0,-45 0,0 70,0 65.926,-28.519 i=1,29 j=15,31
gen 65.926,-28.519 70,0 100,0 100,-20 i=30,51 j=21,31
gen 60,-70 65.926,-28.519 100,-20 100,-70 i=30,51 j=1,20
gen 0,-70 0,-45 65.926,-28.519 60,-70 i=1,29 j=1,14

The resulting grid is shown inFigure 4.4.

Figure 4.4 The four grid regions are mapped to their correct positions in
space
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In order to create the geometry corresponding to the excavated region, we first move four gridpoints
so that they lie exactly on the endpoints of the straight-line segments. As explained inSection 3.2,
this helps theGENERATE command to do its job correctly. Then, the line segments are rezoned
with GEN line commands, and the circular segment is created with theGEN arc command, as shown
in Example 4.3.

Example 4.3 Create tunnel region

ini x=50 y=-35 i=22 j=13
ini x=61 y=-35 i=27 j=12
ini x=50 y=-26 i=22 j=18
ini x=61 y=-26 i=27 j=17
gen line 50,-35 61,-35
gen line 50,-35 50,-26
gen line 61,-35 61,-26
gen arc 55.5,-26 61,-26 180

The geometry is illustrated inFigure 4.5. Note that the gridpoint at the left intersection of the
interface and cavern has been moved down slightly; for a more accurate geometry, this point should
be rezoned back to its correct position. (The effect occurs becauseGEN line should not really be
used across interfaces.)

Figure 4.5 After rezoning for the tunnel

FLAC Version 5.0



INTERFACES 4 - 9

Stage 4 — We now have two choices:

1. leave the tunnel material in place and specify four interfaces, removing the
tunnel material later on; or

2. remove the tunnel material and then specify the interfaces. It is still possible
to pre-stress the material and the faults.

For this example we use option 2.

Stage 5 — The cavern is “excavated” as follows (two commands are needed because there are two
sub-grids that need to be addressed):

Example 4.4 Excavate cavern

mod null reg=23,13
mod null reg=23,15

Now the interfaces are specified. Because the cavern has been removed, the fault that spans it must
be specified in two parts:

Example 4.5 Create faults

int 1 Aside from 1,14 to 22,14 Bside from 1,15 to 22,15
int 2 Aside from 27,14 to 29,14 Bside from 27,15 to 29,15
int 3 Aside from 30,20 to 51,20 Bside from 30,21 to 51,21
int 4 Aside from 29,1 to 29,14 Bside from 30,1 to 30,20
int 5 Aside from 29,15 to 29,31 Bside from 30,21 to 30,31

Properties must also be specified for the intact material and for the interfaces. The initial stresses
may also be installed in both the intact material and the interfaces by oneINI command.Figure 4.6
shows the grid with cavern removed, and with interfaces drawn, with crosses to denote associated
gridpoints.
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1

Figure 4.6 Final grid, with cavern removed and interfaces highlighted
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4.4 Choice of Material Properties

The material properties (particularly stiffnesses) assigned to an interface depend on the way in
which the interface is used. Three possibilities are common. The interface may be:

1. an artificial device to connect two sub-grids together;

2. a real interface that is stiff compared to the surrounding material, but which
can slip and perhaps open in response to the anticipated loading (this case also
encompasses the situation in which stiffnesses are unknown or unimportant,
but where slip and/or separation will occur — e.g., flow of frictional material
in a bin); or

3. a real interface that is soft enough to influence the behavior of the system (e.g.,
a joint with soft clay filling or a dike containing heavily fractured material).

These cases are examined in detail.

4.4.1 Interface Used to Join Two Sub-Grids

If possible, sub-grids should be joined with theATTACH command. It is more computationally
efficient to useATTACH rather thanINTERFACE to join sub-grids. SeeSection 3.2in the User’s
Guide for a description of and restrictions on theATTACH command.

Under some circumstances it may be necessary to use an interface to join two sub-grids. This type
of interface is declared asglued on theINTERFACE command, thus preventing any slip or separation;
values of friction, cohesion and tensile strength are not needed and are ignored if given. However,
shear and normal stiffnesses must be provided. It is tempting (particularly for people familiar
with finite element methods) to give a very high value for these stiffnesses to prevent movement
on the interface. However,FLAC does “mass scaling” (seeSection 1.3.5) based on stiffnesses —
the response (and solution convergence) will be very slow if very high stiffnesses are specified.
It is recommended that the lowest stiffness consistent with small interface deformation be used.
A good rule-of-thumb is thatkn andks be set toten times the equivalent stiffness of the stiffest
neighboring zone. The apparent stiffness (expressed in stress-per-distance units) of a zone in the
normal direction is

max

[(
K + 4

3G
)

�zmin

]
(4.5)

whereK & G are the bulk and shear moduli, respectively; and
�zmin is the smallest width of an adjoining zone in the normal direction — see

Figure 4.7.

The max [ ] notation indicates that the maximum value over all zones adjacent to the interface is
to be used (e.g., there may be several materials adjoining the interface).
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4 - 12 Theory and Background

Interface

Zmin∆

Figure 4.7 Zone dimension used in stiffness calculation

To illustrate the approach, considerFigure 4.8, in which two sub-grids of unequal zoning are joined
by the commands inExample 4.6and are loaded by a pressure on the left-hand part of the upper
surface.

Example 4.6 Joining two sub-grids

g 20 16
mod elas i=1,10 j=1,5
mod elas i=1,20 j=7,16
gen 0,0 0,5 10,5 10,0 i=1,11 j=1,6
gen 0,5 0,10 10,10 10,5 i=1,21 j=7,17
int 1 Aside from 1,6 to 11,6 Bside from 1,7 to 21,7
int 1 glue kn 2e10 ks 2e10
prop dens 1000 sh 3e8 bu 6e8
fix x y j=1
fix x i=1
fix x i=11 j=1,6
fix x i=21 j=7,17
apply p=1e6 i=1,5 j=17
his yd i 1 j 17
step 2000
scl 1 0 9.5 9 1
plo pen bou yd i=5e-4

The minimum zone size adjacent to the interface is 0.5 m, and the value of(K + 4G/3) is 109 Pa.
Hence, we choose both shear stiffness and normal stiffness to be 10× 109/0.5 — i.e.,kn = ks =
2× 1010 Pa/m. The resulting contours ofy-displacement are shown inFigure 4.9.
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Figure 4.8 Two unequal sub-grids joined by an interface
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Figure 4.9 Vertical displacement contours — two joined grids
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To test the accuracy of this approach, we do a similar run, but for a single grid with the constant
mesh size of 0.5 m. The data file for this run is given inExample 4.7.

Example 4.7 A single grid for comparison to two sub-grids

g 20 20
mod elas
gen 0,0 0,10 10,10 10,0
prop dens 1000 sh 3e8 bu 6e8
fix x y j=1
fix x i=1
fix x i=21
apply p=1e6 i=1,5 j=21
his yd i 1 j 21
step 2500
scl 1 0 9.5 9 1
plot pen bou yd i=5e-4
ret

The results from this run are given inFigure 4.10, which is plotted with the same scale and contour
intervals as the previous run. The two plots are almost identical, which indicates that the interface
does not affect the behavior to any great extent.

B
C
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D

F

H
G

I

J

K

L

Figure 4.10 Vertical displacement contours — single, uniform grid
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The prescription given inEq. (4.5)is reasonable if the material on the two sides of the interface
are similar and variations of stiffness occur only in the lateral directions. However, if the material
on one side of the interface is much stiffer than that on the other, thenEq. (4.5)should be applied
to the softer side. In this case, the deformability of the whole system is dominated by the soft
side; making the interface stiffness ten times the soft-side stiffness will ensure that the interface has
minimal influence on system compliance.

4.4.2 Real Interface — Slip and Separation Only

In this case, we simply need to provide a means for one sub-grid to slide and/or open relative to
another sub-grid. The friction (and perhaps cohesion and tensile strength) is important, but the
elastic stiffness is not. The approach ofSection 4.4.1is also used here to determinekn andks .
However, the other material properties are given real values (seeSection 4.4.3for advice on choice
of properties). As an example, we can allow slip in a bin-flow problem (as shown inFigure 4.11),
corresponding to the data file inExample 4.8.

Example 4.8 Slip in a bin-flow problem

g 7 10
mod mohr i=1,5
mod elas i=7
gen 0,0 0,5 5,5 3,0 i=1,6 j=1,6
gen 3,0 5,5 6,5 6,0 i=7,8 j=1,6
gen 5,5 5,10 6,10 6,5 i=7,8 j=6,11
fix x y i=7,8
fix x i=1
prop dens=2000 shear=1e8 bulk=2e8 fric=30 i=1,5
prop dens=2000 shear=1e8 bulk=2e8 i=7
int 1 Aside from 6,1 to 6,11 Bside from 7,1 to 7,11
int 1 ks=2e9 kn=2e9 fric=15
set large, grav=10
step 1500
plot pen grid vel
ret
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4 - 16 Theory and Background

Figure 4.11 Flow of frictional material in a “bin”

4.4.3 Real Interface — All Properties Have Physical Significance

In this case, properties should be derived from tests on real joints* (suitably scaled to account for
size effect), or from published data on materials similar to the material being modeled. However,
the comments ofSection 4.4.1, with respect to the maximum stiffnesses that are reasonable to use,
also apply here. If the physical normal and shear stiffnesses are less than ten times the equivalent
stiffnesses of adjacent zones, then there is no problem in using physical values. If the ratio is much
more than ten, the solution time will be significantly longer than for the case in which the ratio is
limited to ten, without much change in the behavior of the system. Serious consideration should
be given to reducing supplied values of normal and shear stiffness to improve solution efficiency.
There may also be problems with interpenetration if the normal stiffness,kn, is very low. A rough
estimate should be made of the joint normal displacement that would result from the application of
typical stresses in the system (u = σ/kn). This displacement should be small compared to a typical
zone size. If it is greater than, say, 10% of an adjacent zone size, then there is either an error in
one of the numbers or the stiffness should be increased if calculations are to be done in large-strain
mode.

Joint properties are conventionally derived from laboratory testing (e.g., triaxial and direct shear
tests). These tests can produce physical properties for joint friction angle, cohesion, dilation angle

* “Joint” is used here as a generic term.

FLAC Version 5.0

SFB
Highlight

SFB
Highlight

SFB
Highlight



INTERFACES 4 - 17

and tensile strength, as well as joint normal and shear stiffnesses. The joint cohesion and friction
angle correspond to the parameters in the Coulomb strength criterion* described inSection 4.2.

Values for normal and shear stiffnesses for rock joints typically can range from roughly 10 to 100
MPa/m for joints with soft clay in-filling, to over 100 GPa/m for tight joints in granite and basalt.
Published data on stiffness properties for rock joints are limited; summaries of data can be found
in Kulhawy (1975), Rosso (1976) and Bandis et al. (1983).

Approximate stiffness values can be back-calculated from information on the deformability and
joint structure in the jointed rock mass and the deformability of the intact rock. If the jointed rock
mass is assumed to have the same deformational response as an equivalent elastic continuum, then
relations can be derived between jointed rock properties and equivalent continuum properties. For
uniaxial loading of rock containing a single set of uniformly spaced joints oriented normal to the
direction of loading, the following relation applies:

1

E
= 1

Er
+ 1

kns

or (4.6)

kn = E Er

s (Er − E)

whereE = rock mass Young’s modulus;

Er = intact rock Young’s modulus;

kn = joint normal stiffness; and

s = joint spacing.

A similar expression can be derived for joint shear stiffness,ks :

ks = G Gr

s (Gr −G) (4.7)

whereG = rock mass shear modulus; and

Gr = intact rock shear modulus.

* The Coulomb yield surface provides a reasonable approximation for joint strength for most engi-
neering calculations. More complex joint models, which include, for example, effects of continuous
yielding and displacement weakening, are available. For analysis with other joint models, the user
is referred toUDEC (Itasca 2004).
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The equivalent continuum assumption, when extended to three orthogonal joint sets, produces the
following relations:

Ei =
(

1

Er
+ 1

si kni

)−1

(i = 1, 2, 3) (4.8)

Gij =
(

1

Gr
+ 1

si ksi
+ 1

sj ksj

)−1

(i, j = 1, 2, 3) (4.9)

Several expressions have been derived for two- and three-dimensional characterizations and multiple
joint sets. References for these derivations can be found in Singh (1973), Gerrard (1982(a) and (b))
and Fossum (1985).

Published strength properties for joints are more readily available than stiffness properties. Sum-
maries can be found, for example, in Jaeger and Cook (1969), Kulhawy (1975) and Barton (1976).
Friction angles can vary from less than 10◦ for smooth joints in weak rock, such as tuff, to over
50◦ for rough joints in hard rock, such as granite. Joint cohesion can range from zero to values
approaching the compressive strength of the surrounding rock.

It is important to recognize that joint properties measured in the laboratory typically are not rep-
resentative of those for real joints in the field. Scale dependence of joint properties is a major
question in rock mechanics. Often, the only way to guide the choice of appropriate parameters is
by comparison to similar joint properties derived from field tests. However, field test observations
are extremely limited. Some results are reported by Kulhawy (1975).

The following example illustrates an application of the interface logic to simulate the physical
response of a rock joint subjected to normal and shear loading. The model represents a direct shear
test, which consists of a single horizontal joint that is first subjected to a normal confining stress
and then to a unidirectional shear displacement.Figure 4.12shows the model.
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Figure 4.12 Direct shear test model

First, a normal stress of 10 MPa that is representative of the confining stress acting on the joint is
applied. A horizontal velocity is then applied to the top sub-grid to produce a shear displacement
along the interface. For demonstration purposes, we only apply a small shear displacement of less
than 1 mm to this model.

The average normal and shear stresses and normal and shear displacements along the joint are
measured with aFISH function, av str. With this information we can determine the shear
strength and dilation that are produced. The data file for this test is contained inExample 4.9.

Example 4.9 Direct shear test

g 20 21
model elas
gen 0,0 0,10 21,10 21,0
model null j 11
model null i 1,4 j 12,21
model null i 17,20 j 12,21
ini x add .5 j 12 22
ini y add -.5 j 12 22
int 1 Aside from 1,11 to 21,11 Bside from 5,12 to 17,12
int 1 kn 40000 ks 40000 fric 30 dil 6.0
prop dens 2.6e-3 bu 45000 sh 30000
fix x y j=1
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fix x i=1 j 1,11
fix x i=21 j=1,11
apply p=10.0 i=5,17 j=22
his unb
solve
;
; functions to calculate average joint stresses and displacements
call int.fin
def ini_jdisp

njdisp0 = 0.0
sjdisp0 = 0.0
pnt = int_pnt
loop while pnt # 0

pa = imem(pnt+$kicapt)
loop while pa # 0

sjdisp0 = sjdisp0 + fmem(pa+$kidasd)
njdisp0 = njdisp0 + fmem(pa+$kidand)
pa = imem(pa)

end_loop
pa = imem(pnt+$kicbpt)
loop while pa # 0

sjdisp0 = sjdisp0 + fmem(pa+$kidasd)
njdisp0 = njdisp0 + fmem(pa+$kidand)
pa = imem(pa)

end_loop
pnt = imem(pnt)

end_loop
end
ini_jdisp
;
def av_str

whilestepping
sstav = 0.0
nstav = 0.0
njdisp = 0.0
sjdisp = 0.0
ncon = 0
jlen = 0.0
pnt = int_pnt
loop while pnt # 0

pa = imem(pnt+$kicapt)
loop while pa # 0

sstav = sstav + fmem(pa+$kidfs)
nstav = nstav + fmem(pa+$kidfn)
jlen = jlen + fmem(pa+$kidlen)
sjdisp = sjdisp + fmem(pa+$kidasd)
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njdisp = njdisp + fmem(pa+$kidand)
pa = imem(pa)

end_loop
pa = imem(pnt+$kicbpt)
loop while pa # 0

ncon = ncon + 1
sstav = sstav + fmem(pa+$kidfs)
nstav = nstav + fmem(pa+$kidfn)
jlen = jlen + fmem(pa+$kidlen)
sjdisp = sjdisp + fmem(pa+$kidasd)
njdisp = njdisp + fmem(pa+$kidand)
pa = imem(pa)

end_loop
pnt = imem(pnt)

end_loop
if ncon # 0

sstav = sstav / jlen
nstav = nstav / jlen
sjdisp = (sjdisp-sjdisp0) / (2.0 * ncon)
njdisp = (njdisp-njdisp0) / (2.0 * ncon)

endif
end
hist sstav nstav sjdisp njdisp
;
ini xvel 5e-7 i= 5,17 j 12,22
fix x i= 5,17 j 12,22
;
hist ns 1
;
ini xdis 0.0 ydis 0.0
step 2000

The average shear stress versus shear displacement along the joint is plotted inFigure 4.13, and
the average normal displacement versus shear displacement is plotted inFigure 4.14. These plots
indicate that joint slip occurs for the prescribed properties and conditions. The loading slope in
Figure 4.13is initially linear and then becomes nonlinear as interface nodes begin to fail, until a
peak shear strength of approximately 5.8 MPa is reached. As indicated inFigure 4.14, the joint
begins to dilate when the interface nodes begin to fail in shear.
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Figure 4.13 Average shear stress versus shear displacement
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Figure 4.14 Average normal displacement versus shear displacement
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4.5 Modeling Guidelines

4.5.1 Troubleshooting

After the grid has been generated, the interfaces specified and the properties supplied,FLAC should
be run for one step and the commandPRINT if used to display the data for all interfaces. (Note
that certain interface data are not computed until aSTEP command is given.) In particular, the
lengths and normal-vector directions should be examined for any obvious anomalies. For example,
zero length will be shown for any interface segments not in contact (seeSection 4.5.4for related
information). After applying stresses and executing a few further steps, the printed output should
be examined again to check for nonzero normal stresses (negative for compression), and values of
printed interface properties should be checked. Note that property values will default to zero if not
given. For example, zero normal stresses may indicate that the normal stiffness was omitted from
the data file.

4.5.2 Initial Stresses

If stresses are initialized in the grid (with theINITIAL command) for a range of zones that encompasses
an interface, then interface stresses will be set to corresponding values, resolved into the plane of the
interface. These shear and normal stresses should be in equilibrium with the grid stresses, but there
may be some slight discrepancies in places where the grid is distorted; a few execution steps should
restore equilibrium. Interface stresses will only be initialized if the appropriateINITIAL command
is givenafter the interface has been created. Stresses should be initialized in small-strain mode
in order to calculate interface stresses. In large-strain mode, some movement must occur for the
contact to be recognized and interface stresses calculated (seeSection 4.5.5).

The action ofFLAC, when initializing zone stresses in the range of an interface, is to compute the
normal and shear stresses on each interface segment, resolved in the local direction of each segment.
In order to do this, three stress components are necessary —σxx , σyy andσxy . To allow for the
fact that each stress component may be given on separateINITIAL command lines, the interface
“remembers” the values of previously given stress components, and combines the latest known
values to give the three components needed. Normally, the user should give all three components
to avoid ambiguity. However, if — for example — only one component is given with anINITIAL
command, and there are no previousINITIAL commands, the other components will be taken as zero.
This is consistent with the logic stated above, but may lead to puzzling results.
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4.5.3 Use of Interfaces with Null Zones

Interfaces may not connect to null zones. This condition is only checked when aSTEP command
is given, so zones connected to interfaces may be set to null temporarily and then restored later to
real material. If an interface is found to be connected to one or more null zones (e.g., if material is
“mined” up to, or to include, an interface), the interface is automatically reorganized when theSTEP
command is given (e.g., parts may be deleted to remove the null-zone connections). In this case,
existing interfaces may be renumbered, and new interfaces may be created with new ID numbers.
For future reference, the user should record the new interface numbers whenever zones next to
interfaces are made null. When a new interface is created automatically from part of an old one, all
existing forces and properties are retained.

4.5.4 Overlapping and Intersecting Interfaces

Any gridpoint may “belong” to any number of interfaces simultaneously, although only one of the
interfaces will be active (i.e., generating forces) because of the geometric improbability of two or
more bodies touching another at one point.FLAC only recognizes contact between two bodies
when the possibility of such contact is specified in advance with anINTERFACE command. If large
geometric changes are possible, all the possible interactions should be anticipated in advance. For
the example illustrated inFigure 4.15, interfaces should be declared for interactions A-B, C-D, B-D,
A-C, and E-F. Faces B and D are not touching initially, but subsequent movement may bring them
into contact. No forces will be generated if they are not actually in contact (however, some computer
time will be expended, sinceFLAC keeps checking for contact). The same considerations should
be applied to a mining excavation in which the roof may eventually touch the floor; an interface
that connects the roof and floor should be declared.

FIXED FIXED

B C

A D

E F

Figure 4.15 Case in which future contacts need to be anticipated
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4.5.5 Tolerances: Differences between Large- and Small-Strain Operation

When distorted sub-grids are brought into contact (e.g., two grids produced with theGEN circle
command), there may be some puzzling effects. In small-strain mode, a tolerance of 10−4 times the
local zone size is used for contact — i.e., if a gridpoint is within the tolerance, it will be recognized
as in contact. In large-strain mode, the tolerance is zero — i.e., some movement must take place
before contact actually occurs. Some gridpoints may not be able to touch the opposing grid because
of the discrete nature of the grid (Figure 4.16). In this case, enough touching points will be found
to prevent one grid from interpenetrating the other, but the local stress distribution will be rather
irregular, owing to the isolated contact points. Some problems with irregular grids could occur if
the solution mode is changed in mid-run from small to large-strain (owing to the different tolerance
in the two modes).

Sub-grid 1

Sub-grid 2

this gridpoint does
not touch

Figure 4.16 Non-touching points in irregular grid

If the coordinates of the model are very large and the zone sizes are small, it is possible that the
interfaces may not be recognized when the model is run in small-strain mode. If the interfaces are
not recognized, or if initializing stresses do not install interface stresses, then use the commandSET
tolint to increase the tolerance to a value greater than 10−4. Note that the tolerance should not be
greater than 0.1.
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4.5.6 Use of Interfaces with Structural Elements

Interfaces can involve structural elements. Beams may interact with the grid, and beams may
interact with other beams. As with the grid-grid interface, a gap between the potentially contacting
objects may exist initially. TheINTERFACE command accepts the keyword phrasefrom node n1 to
node n2, following eitheraside or bside. The numbersn1 andn2 correspond to structural nodes.
When connecting structural elements to interfaces, the following rules must be followed.

1. Only beam elements may be part of an interface.

2. An unbroken series of beam elements must connect the two given nodes.

3. No branching structures may exist at the time of specification.

4. Theactive side of the string of beam elements is on theleft of the direction
implied by thefrom ... to construction — i.e., the contacting body approaches
from theleft, when facing along the beam in the directionfrom→ to. Please
note that it is important to give the two end nodes in the correct order.

5. For the case where a closed loop of beams interacts with a grid via an interface,
the from andto nodes are the same. Hence, the directionality of the chain of
beams cannot be specified in the usual way (i.e., the direction implied by the
from . . . to sequence). To specify the direction in this case, thefrom node may
be followed by another node number,nx. This second node is the next node
in the sequence, which conveys the direction required. For example,

int 1 as fr no 4,7 to no 22 bs fr 3,3 to 8,8

Here the starting node on theaside is 4, and the next node to be taken is 7. If
there is no neighbor with the ID of 7, an error is signaled. If the double-node
notation is specified for a chain of beams that is not closed, then only the
direction implied by the pair will be tried. However, the double-node notation
is not needed in that case. The second of the pair is optional and is normally
omitted.

It is recommended that the beam end nodes be specified in advance withSTRUCT node commands
so that there are known ID numbers for thefrom . . . to specification. Otherwise, node numbers will
be assigned automatically.

The following examples demonstrate the interaction between a beam and interface, and between
two beams. InExample 4.10, a “ball” is dropped onto a single, soft beam (e.g., a trampoline). The
initial and equilibrium positions are shown inFigure 4.17.
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Example 4.10 Ball dropped onto a trampoline

g 5,5
m e
gen circ 2.5 2.5 2.5
m n
m e reg 3 3
pro d 20000 sh .3e7 bu 5e7
struct node 10 -3,-1 fix x y r
struct node 20 8,-1 fix x y r
struct beam beg node 10 end node 20 seg=15
struct prop 1 e 0.5e10 a .01 i 1e-4
int 1 as from node 10 to node 20 bs from 1,2 to 6,2
int 1 ks 1e8 kn 2e8 fric 2
set grav 10
wind -5 10 -5 10
set large
plot hold noh grid beam white
step 500
plot hold noh grid beam white

(a) initial position

(b) equilibrium position

Figure 4.17 Ball falling onto single beam
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In Example 4.11, the ball falls onto two beams. The lower beam has a moment of inertia two orders
of magnitude higher than the upper beam.

Example 4.11 Ball dropped onto two beams

g 5,5
m e
gen circ 2.5 2.5 2.5
m n
m e reg 3 3
pro d 20000 sh .3e7 bu 5e7
struct node 10 -3,-1 fix x y r
struct node 20 8,-1 fix x y r
struct beam beg node 10 end node 20 seg=15
struct prop 1 e 0.5e10 a .01 i 1e-4
int 1 as from node 10 to node 20 bs from 1,2 to 6,2
int 1 ks 1e8 kn 2e8 fric 2
;
struct node 100 -3,-2 fix x y r
struct node 200 8,-2 fix x y r
struct beam beg node 100 end node 200 seg=15 prop=2
struct prop 2 e 0.5e10 a .01 i 1e-2
int 2 as from node 20 to node 10 bs from node 100 to node 200
int 2 ks 1e8 kn 2e8 fric 2
set grav 10
wind -5 10 -9 6
set large
plot pen noh grid beam white
step 1500
plot pen noh grid beam white
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The initial and equilibrium results are given inFigure 4.18. Note that a higher deformation develops
in the upper beam (beam 2).

(a) initial position

(b) equilibrium position

Figure 4.18 Ball falling onto two beams

A gap between a tunnel liner and the excavation surface can be simulated by installing an interface
between the grid and structural elements representing the liner. The liner will take load when the
gap closes to zero.Example 4.12contains the data file for this example.

Example 4.12 A gap between a tunnel liner and the excavation surface

;--- demonstration of tunnel liner with gap ---
def setup ; tunnel and liner sizes

xliner = 15.0 ; center of tunnel and liner
yliner = 7.5 ; "
rtunnel = 5.0 ; radius of tunnel
rliner = 4.9 ; radius of liner
nbeam = 24 ; number of beam elements in liner

; (divisible by 4 for best symmetry)
end
setup
grid 30 15
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mod mohr
gen circ xliner yliner rtunnel
prop den 2000 shear 1e9 bulk 2e9 tens 1e20 fric 30
fix y j=1
fix x i=1
fix x i=31
set large, grav=10
ini syy -13e5 var 0 3e5
ini sxx -9e5 var 0 2e5
ini szz -10e5 var 0 2.5e5
apply syy=-10e5 j=16 ; surface stress, for large movement
mod null reg 15 7
def liner ; create ring of beam elements

dang = 2.0 * pi / float(nbeam)
x1 = xliner
y1 = yliner + rliner
ang = pi / 2.0
loop n (1,nbeam)

ang = ang + dang
x2 = rliner * cos(ang) + xliner
y2 = rliner * sin(ang) + yliner
command

struct beam beg x1,y1 end x2,y2
end_command
x1 = x2
y1 = y2

end_loop
end
set echo=off
liner
set echo=on
struct prop 1 e=1e12 height 0.28 width 0.28
int 1 Aside from node 1,nbeam to node 1 Bside long from 16,3 to 16,3
int 1 ks 2e9 kn 2e9 fric 30
hist unbal
hist ydis i 16 j 16
hist ydis i 16 j 13
step 1500
save tun_lin.sav
plot boun struct mom yellow fill hold
plot boun beam white ydisp fill hold
ret

A 0.1 m gap is prescribed between the liner and the grid. After the gap closes, moments build in
the liner, as indicated inFigure 4.19. The vertical displacement of the grid is shown by the contour
plot in Figure 4.20.
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Figure 4.19 Moment in liner after gap closes
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Figure 4.20 Vertical displacement of grid around lined tunnel
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If you typePRINT iface, you will note that normal stresses develop at almost all structural element
nodes along side A of the interface. However, a normal stress develops at only one gridpoint along
side B. This is because the structural element segments do not coincide with the zone edges along
the excavation (seeFigure 4.16).

Stress initiation of an interface between a structure and the grid is performed when the stresses
in the grid are initialized. If stresses are initialized in a region that includes an interface, and
a stress gradient is given, the system may not be in exact equilibrium, because of the different
locations at which the stress components are evaluated. This applies to grid/grid interfaces as well
as structure/grid interfaces. For a model with a structure/grid interface, the additional stiffnesses
from the structural nodes will also produce a slight force imbalance that further necessitates some
stepping to reach equilibrium.

Beams can be deleted, and zones can be removed, if they are connected to an interface. Interface
elements will be reformed and interface stresses will be deleted when zones adjacent to the interface
are nulled.

The following example illustrates the use of beams and interfaces to simulate an embedded retaining
wall (e.g., a sheetpile wall). Interfaces are attached to both sides of the beam element wall to
represent the soil/wall interface. The connection of the structural element nodes to the interface
nodes is order dependent: be careful to identify the active side of the beam elements when attaching
each interface (see theINTERFACE command inSection 1.3in the Command Reference). The
soil/wall properties chosen for this example are for demonstration purposes; actual values for wall
friction and adhesion can be found in the literature (e.g., Clayton et al., 1993). The data file is given
in Example 4.13.

The model is stepped to an equilibrium state with the beam and interfaces embedded within the
grid. Then, zones are nulled to simulate the excavation and the model is stepped to equilibrium
again. Note that the tensile strength of the soil is set to a high value during these stages. This
minimizes the effect of inertial forces during the excavation stage. The tensile strength is reset to
the actual value of zero, and the model is stepped to equilibrium for the final solution. The resulting
displacements in the soil and moments in the wall are plotted inFigure 4.21.

Example 4.13 Modeling an embedded retaining wall

grid 12 11
mod mohr
prop den 2000 bulk 5e9 shear 1e9 coh 1e4 fric 30 tension 1e10
mod null i 5
ini x add -1 i 6 13
fix y j 1
fix x i 1
fix x i 13
ini syy -2.2e5 var 0 2.2e5
ini sxx -1.32e5 var 0 1.32e5
ini szz -0.88e5 var 0 0.88e5
set grav 10
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;
struct beam begin 4.0,11 end 4.0 1 seg 10 prop 10
struct prop 10 e 2e9 a 1 i 0.08333 dens 2000
;
inter 1 as from node 11 to node 1 bs from 5,2 to 5,12
inter 2 as from node 1 to node 11 bs from 6,12 to 6,2
inter 1 kn 1e11 ks 1e11 coh 0 tbond 0 fric 30
inter 2 kn 1e11 ks 1e11 coh 0 tbond 0 fric 30
;
attach aside from 5,1 to 5,2 bside from 6,1 to 6,2
;
hist unbal
set large
solve
model null i 1 4 j 5 11
solve
prop tens 0.0
solve
plot hold xdis fill zero inv disp struct mom
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Figure 4.21 Displacements of the soil behind the wall and moment distribution
in the wall
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4.5.7 Interfaces and Groundwater Flow

The complete interaction of groundwater with an interface is not modeled. Fluid may flow across
an interface between two grids in the normal direction without resistance, provided that the two
surfaces are in contact; flow within the interface (in the parallel direction) is not modeled. For
CONFIG gw mode only, the fluid pressure at interface nodes is used to determine the effective stress
for the purpose of computing slip or tensile failure conditions, but the fluid does not exert any
mechanical force on the sides of the interface. There is no coupling between joint movement and
volume changes in the fluid. The programUDEC should be used if full coupling between fluid and
solid in an interface is required.

If one side of an interface is connected to beam elements and the other side to the grid, then
the interface/beam will act as an impermeable member (seeSection 1.9.6in Fluid-Mechanical
Interaction for an example). If it is required that flow occurs without resistance, then the interface
should be connected between the sub-grids and the beam attached to the grid.

Interface/beam connections develop forces in terms of effective stresses when operating inCONFIG
gw mode. The pore pressure at a structural node is obtained by interpolation from gridpoint pore
pressures.CONFIG gw must be specified to account for pore pressures correctly.

4.5.8 Access to Interface Variables

The interface data structure can be accessed by the user via theFISH include file “INT.FIN” (see
Section 4in theFISH volume). The direct shear test (Example 4.9) uses “INT.FIN” to access the
interface stresses and displacements. An example is also given inSection 4.2in theFISH volume.
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1 STRUCTURAL ELEMENTS

1.1 Overview

An important aspect of geomechanical analysis and design is the use of structural support to stabilize
a rock or soil mass. Structures of arbitrary geometry and properties, and their interaction with a
rock or soil mass, may be modeled with FLAC. This section describes the structural elements
available in FLAC. Generic concepts, such as geometry specification, linkage of elements to the
grid and to each other, options for specifying end conditions, and specification of properties, are
discussed first. Each type of structural element is then described in detail, including a description of
the numerical formulation and the properties required for each element type. Example applications
are also provided at the end of each section.*

All vector quantities in this section are expressed using indicial notation with respect to a fixed
right-handed rectangular Cartesian coordinate system. Thus, the position vector is denoted by xi ,
where it is understood that the indices range over the set {1, 2}.
Note that, because FLACis a two-dimensional code, the three-dimensional effect of regularly spaced
elements is accommodated by scaling their material properties in the out-of-plane direction. This
procedure is explained in Section 1.9.4.

1.1.1 Types of Structural Elements

Seven forms of structural support may be specified.

1. Beam Elements — Beam elements are two-dimensional elements with three degrees of
freedom (x-translation, y-translation and rotation) at each end node. Beam elements can
be joined together with one another and/or the grid. Beam elements are used to represent a
structural member, including effects of bending resistance and limited bending moments.
Tensile and compressive yield strength limits can also be specified. Beams may be used
to model a wide variety of supports, such as support struts in an open-cut excavation and
yielding arches in a tunnel. Interface elements can be attached on both sides of beam
elements in order to simulate the frictional interaction of a foundation wall with a soil or
rock. Beam elements attached to sub-grids via interface elements can also simulate the
effect of geotextiles. (See Section 1.2.)

* The data files listed in this volume are created in one of two ways: either by typing in the commands
in a text editor; or by generating the model in the GIIC and exporting the file using the File / Export
Recordmenu item. The files are stored in the directory “ITASCA\FLAC500\STRUCTURES” with
the extension “.DAT.” A project file is also provided for each example. In order to run an example
and compare the results to plots in this volume, open a project file in the GIIC, by clicking on the
File / Open Project menu item and selecting the project file name (with extension “.PRJ”). Click
on the Project Optionsicon at the top of the Project Tree Record, select Rebuild unsaved statesand
the example data file will be run and plots created.
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2. Liner Elements — Liner elements, like beam elements, are two-dimensional elements
with three degrees of freedom (x-translation, y-translation and rotation) at each end
node, and these elements can be joined together with one another and/or the grid. Liner
elements are also used to represent a structural member in which bending resistance,
limited bending moments and yield strengths are important. The primary difference
between liner elements and beam elements is that liner elements include bending stresses
to check for yielding, whereas beam elements only base the yielding criterion on axial
thrust. Liner elements are recommended for modeling tunnel linings, such as concrete
or shotcrete liners. (See Section 1.3.)

3. Cable Elements — Cable elements are one-dimensional axial elements
that may be anchored at a specific point in the grid (point-anchored), or grouted so
that the cable element develops forces along its length as the grid deforms. Cable ele-
ments can yield in tension or compression, but they cannot sustain a bending moment. If
desired, cable elements may be initially pre-tensioned. Cable elements are used to model
a wide variety of supports for which tensile capacity is important, including rock bolts,
cable bolts and tiebacks. (See Section 1.4.)

4. Pile Elements — Pile elements are two-dimensional elements that can transfer normal
and shear forces and bending moments to the grid. Piles offer the combined features of
beams and cables. Shear forces act parallel to the element, and normal forces perpen-
dicular to the element. The three-dimensional effect of the pile interaction with the grid
can be simulated. A user-defined FISH function describing the load versus deformation
at the pile/medium interface normal to the pile can also be specified. The element does
not yield axially, but plastic hinges can develop. Pile elements are specifically designed
to represent the behavior of foundation piles. (See Section 1.5.)

5. Rockbolt Elements — Rockbolt elements, like pile elements, are two-dimensional ele-
ments that can transfer normal and shear forces and bending moments to the grid. Rock-
bolt elements have the same features as pile elements. In addition, rockbolt elements can
account for: (1) the effect of changes in confining stress around the reinforcement; (2)
the strain-softening behavior of the material between the element and the grid material;
and (3) the tensile rupture of the element. Rockbolt elements are well-suited to represent
rock reinforcement in which nonlinear effects of confinement, grout or resin bonding, or
tensile rupture are important. (See Section 1.6.)

6. Strip Elements — Strip elements represent the behavior of thin reinforcing strips placed
in layers within a soil embankment to provide structural support. The strip element is
similar to the rockbolt element in that strips can yield in tension or compression, and a
tensile failure strain limit can be defined. Strips cannot sustain a bending moment. The
shear behavior at the strip/soil interface is defined by a nonlinear shear failure envelope
that varies as a function of a user-defined transition confining pressure. Strip elements are
designed to be used in the simulation of reinforced earth retaining walls. (See Section 1.7.)

7. Support Members — Support members are intended to model hydraulic props, wooden
props or wooden packs. In its simplest form, a support member is a spring connected
between two boundaries. The spring may be linear, or it may obey an arbitrary relation
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between axial force and axial displacement, as prescribed from a table of values. The
support member has no independent degrees of freedom: it simply imposes forces on the
boundaries to which it is connected. A support member may also have a width associated
with it. In this case, it behaves as if it were composed of several parallel members spread
out over the specified width. (See Section 1.8.)

In all cases, the commands necessary to define the structure(s) are quite simple, but they invoke
a very powerful and flexible structural logic. This structural logic is developed with the same
finite-difference logic as the rest of the code (as opposed to a matrix-solution approach), allowing
the structure to accommodate large displacements and to be applied for dynamic as well as static
analysis.

1.1.2 Geometry

The geometries of all structural elements are defined by their endpoints. The user defines the
endpoints for beams, liners, cables, piles, rockbolts and strips, whereas the endpoints for support
elements are found automatically by FLAC. Note that cable, pile, rockbolt and strip endpoints have
different mechanical behaviors, depending on the form of specification — grid or x,y (see below).

1.1.2.1 Beam, Liner, Cable, Pile, Rockbolt and Strip Elements

The primary format to specify each beam, liner, cable, pile, rockbolt or strip element is of the form:

STRUCT <type> begin . . . end . . . <keyword . . . >

where typeis beam, liner, cable, pile, rockbolt or strip. Note that an optional format, using from and
to, is also available to facilitate geometry creation for beams and liners along model boundaries.
See Section 1.1.2.2.

In general, endpoints may be placed at any location inside or outside the FLACgrid. The beginning
and ending locations are identified by the keywords begin and end, respectively. One of three types
of linkage may be defined by phrases following begin and end:

grid = i, j

x,y

node = n

grid = i, j denotes that the beginning (or ending) of the element is linked to gridpoint (i, j) of the host
medium. For example, in Figure 1.1, two beam elements are connected to the grid at gridpoints
(1,2) and (1,3), and at (1,3) and (1,4). The only way that beam and liner elements can interact with
the grid is by linking their nodes to gridpoints with the grid keyword, or via a connection through
interface elements (see Section 1.1.2.2). If the grid keyword is specified for one end of a cable,
then that end of the cable is bonded rigidly to the specified gridpoint; the grout properties are not
used at such an attachment point. This also applies for the pile, rockbolt and strip elements and
coupling-spring properties.
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If x- and y-coordinates are specified, the endpoint is located at any selected location within or
outside the grid. In Figure 1.1, a cable element (Cable 1) is located with endpoints at (x = 0, y = 3.5)
and (x = 3, y = 3.5). If coordinates are used to specify one end of a cable, even if the coordinates
coincide exactly with a gridpoint, then grout stiffness and strength will operate at the connection —
e.g., the cable may “pull out.” Likewise, if x- and y-coordinates are specified for a pile, rockbolt
or strip node, the coupling-spring properties will operate.

Beam 1

Beam 2

Cable 1

Cable 2

FLAC grid

y

5

4

3

2

j=1
i=1 2 3 4 5

x

Figure 1.1 Placement of element end nodes (FLAC zones are 1 unit square)

node = n links the beginning (or ending) of the beam, liner, cable, pile, rockbolt or strip to another
node of the structure. The node numbers are assigned sequentially, starting with one, when the
linkage phrase grid = i, j or x, y is used. Alternatively, nodes can be created at any location and
assigned node numbers by the user via the command STRUCT node n x, y to position a node at
a specific location, or via the command STRUCT node n grid i,j to link the node to a gridpoint.
These nodes can then be included in the structural element. Node numbers can be identified by
issuing either the PRINT struct node position or PLOT struct node command. For example, cable 2
in Figure 1.1 is defined by endpoints at node numbers 1 and 6. Node 6 is first located at (x = 3, y =
2). Note that all nodes (and all elements) have unique numbers. Example 1.1 shows the commands
to produce the geometry in Figure 1.1.

Structural element groupsare assigned unique ID numbers automatically. A group is a collection
of structural elements of the same type that contains a contiguous set of nodes, and the adjoined
element segments have the same property number (see Section 1.1.6). The group ID numbers can
be found via the PLOT struct number command. For example, in Example 1.1 there are three groups
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because the two beam elements are connected by a common node (node 2). Note that cable 2 has
a separate group ID number even though it is connected to beam 1 at node 2.

Example 1.1 Specifying structural elements

grid 4 4
mo el
struct beam begin grid 1,2 end grid 1,3 ; beam 1
struct beam begin grid 1,3 end grid 1,4 ; beam 2
struct cable begin 0,3.5 end 3,3.5 ; cable 1
struct node 6 3,2 ; individual node
struct cable begin node 1 end node 6 ; cable 2

A single element may be divided at its creation into a number of smaller elements or segments using
the segment = n keyword. Each segment represents a structural element. If n = 1, then only one
segment (and, thus, one element) is created. If n >1, then FLAC divides the specified beam, liner,
cable, pile, rockbolt or strip into n elements of equal length. The coordinates and node numbers
for each element are automatically determined by FLAC. The PLOT struct element command plots
the individual elements and their identifying numbers.

The most common reason to specify n>1 is to improve accuracy, especially with cable, pile, rockbolt
and strip elements that are interacting with the host medium. In this case, the distribution of shear
forces along the element is a function, to some extent, of the number of nodal points. The following
rules-of-thumb can be used to determine the number of element nodal points and, thus, segments
for cables, piles, rockbolts and strips.

1. Try to provide approximately one element-nodal point in each FLAC zone.
The reasoning here is that since the zones are constant-stress elements, it is
not necessary to have more than one interaction point within a zone.

2. Try to provide at least two to three structural elements within the develop-
ment length of the cable or rockbolt. The development length is determined
by dividing the specified yield force by the unit bond value. By following
this procedure, failure by “pull-out” can occur if such conditions arise. For
example, if cable elements are too long, then only the yield failure mode of
the axial element is possible. (There is no yield in the piles at this time.)

3. If a cable, pile, rockbolt or strip crosses a grid interface, and the calculation
is to be performed in large-strain mode, then enough element segments must
be provided in the part of the element that is distorted by the interface, so that
the proper shear restraint is captured. At least five element segments in this
region must be provided.
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Structural element segments can be deleted at any time in the calculation process by specifying
the keyword phrase delete n1 n2 following the name of the element type. For example, to delete
beam element segments beginning with segment (i.e., element) number 10 and ending with segment
number 15, use the command

struct beam delete 10 15

If only n1 is given, one element segment is deleted. If neither n1 nor n2 is specified, all segments
are deleted. If the segments to be deleted are connected by a slave (or master) node, the node must
first be “unslaved” (see Section 1.1.5).

All information related to the geometry and properties of structural elements can be printed with
the PRINT struct command, with appropriate keywords.

1.1.2.2 Beam and Liner Elements Created along Boundaries

Beams and liners can only interact with the FLAC grid in one of two ways: either by directly
connecting nodes to gridpoints (via the grid = i, j linkage), or by using interfaces to connect the
nodes to the grid. If a beam or liner is to be attached along a grid boundary, either every node
must be individually connected to a corresponding gridpoint, or an interface must be created, with
one side of the interface attached to the structural element and the other side attached to the grid.
Geometry creation can become quite tedious in either case. See Section 1.1.4 for details on the
procedures for linking beams and liners to the grid.

An optional format for geometry creation is available to facilitate generation of beams or liners
along grid boundaries. This automation eliminates the requirement for the user to locate and define
gridpoints or an interface between the structural nodes and the grid. The format also allows the
definition of multiple layers of beams or liners along the boundary.

Specification of beam or liner geometry along a grid boundary is given by a command of the form:

STRUCT <type> <long> from i1, j1 to i2, j2 <interface ni> <keyword . . . >

where typeis beam or liner. If interface is not specified, then structural nodes are created along the
boundary and automatically attached to all the gridpoints along the boundary from gridpoint (i1, j1)
to gridpoint (i2, j2). If interface is specified, then an interface with number ni is automatically created
between the beam or liner and the grid. Interface properties are specified using the INTERFACE
command. (See the INTERFACE command in Section 1.3 in the Command Reference.) The
shortest distance between the specified gridpoints will be taken; the optional keyword long forces
the longer route to be taken. If long is used and i1 = i2 and j2 = j2, then a closed loop of beam or
liner elements is created.

Additional layers of beams or liners can be added by specifying the command of the form:

STRUCT <type> <long> from node n1 <nx> to node n2 interface ni <keyword . . . >

This command creates another layer adjacent to an existing beam or liner, between the given nodes
n1 and n2. The new layer interacts with the existing layer via the interface. The rules for ordering
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the nodes are the same as that for the INTERFACE command (i.e., the nodes of the existing beam or
liner have to be given so that the new beam or liner approaches from the left).

If the from and to nodes are the same, a closed loop of structural elements is created. In this case,
the direction must be specified by using the optional node nx. This node is the next node in the
sequence, which conveys the direction required. For example,

struct beam from node 4,5 to node 4 interface 12 prop 22

The starting and ending node is 4, and the next node to be taken is 5. If there is no neighbor with
ID 5, an error is signaled. If the double-node notation is specified for a chain of structural elements
that is not closed, then only the direction implied by the pair will be taken; the double-node notation
is not recognized in this case.

1.1.2.3 Support Elements

A support member is created with a STRUCT command of the following form.

STRUCT support x,y<keyword>

where x,y is one point on the member. The point must be located in empty space
(e.g., occupied by null zones).

Optional keywords may be given as follows.

angle a

The axis of the support member is oriented at a degrees to the x-axis
(default = 90◦, if omitted).

remove

or

delete x,y

Either keyword causes the existing support member closest to (x,y)
to be deleted. The keyword must be the only one given in this case.

segment n

For a member with non-zero width, the segment keyword specifies
the number of sub-elements that comprise the member (default = 5).
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width w

The support member spans a width of w perpendicular to its axis
(default = 0).

When the STRUCT support command is given, FLAC searches for the two nearest boundaries that
intersect the axis of the member and places the member between the two intersection points. An
error will be detected if fewer than two boundaries are found. The points of attachment to the FLAC
grid are preserved regardless of the displacement that occurs subsequently.

1.1.3 Connection of Structural Elements to Each Other

Structural connections are provided by specifying the same grid = i, j , node = n or x,y-coordinates for
the elements to be connected. Any beam, liner, cable, pile, rockbolt or strip element can be joined to
any other beam, liner, cable, pile, rockbolt or strip element. (In order to create separate, unconnected
nodes at the same physical location, use the STRUCT node command with a unique node number
for each node.) There is also no limit to the number of elements that can be joined at an endpoint.
The PLOT beam, PLOT liner, PLOT cable, PLOT pile, PLOT rockbolt and PLOT strip commands can
be used with the PLOT struct node command to check whether elements are structurally connected
to each other. For example, if beams and piles are connected, use the command PLOT beam red
pile white struct node to identify structural connections. Elements that are connected will have the
same structural node numbers. When connecting cables to beams, liners, piles, rockbolts or strips,
a pin joint will result if the cable is specified first.

1.1.4 Linkage of Structural Elements to the Grid

In order for beam or liner elements to interact with the model grid, they must be explicitly linked
to the grid. A beam or liner element can be linked to the grid with the grid = i,j option in the
STRUCT command. It should be noted that, even though a beam or liner element node has the same
coordinates as a grid coordinate, the beam or liner will not interact with the grid unless the grid =
i,j option is specified. Further, only the endpoints of the series of elements will be linked to the
grid if more than one segment is requested in a single STRUCT beam or STRUCT liner command;
separate STRUCT beam and STRUCT liner commands mustbe given if all nodes are to be connected
to gridpoints.

The beam or liner can also be linked to the medium by connecting the beam or liner to an interface.
This is done with the from node n1 to node n2 keyword phrase in the INTERFACE command.
Beams and liners may interact with the grid, and beams and liners may interact with each other via
interfaces. (See the INTERFACE command in Section 1.3 in the Command Reference for rules to
include beam elements at interfaces.)

Connection of beam and liner elements to a grid can be a tedious operation. The process to connect
beams or liners to a grid boundary is automated, as explained in Section 1.1.2.2.

Cable, pile, rockbolt and strip elements can interact with the grid via the shear coupling springs
(and normal coupling springs in the case of a pile or rockbolt). Elastic stiffness properties and
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cohesive and stress-dependent frictional properties describe the interaction between the elements
and the grid. If all the parameters are zero, these elements will not interact with the grid. If a cable,
pile, rockbolt or strip node is placed with the grid keyword, then it will be rigidly connected to that
gridpoint, and the springs will have no effect at that point.

1.1.5 End Conditions

The supplemental command STRUCT node = n keyword provides options for describing the end
conditions of beam, liner, cable, pile, rockbolt and strip elements. The options include:

(1) free or fixed x- and y-displacements or rotations;

(2) pin joints;

(3) applied velocities;

(4) applied loads or moments; and

(5) slaved nodes.

These options are given by the following qualifying keywords following the node number n.

fix <x> <y> <r>

This option allows beam, liner, cable, pile, rockbolt or strip node n to
have fixed x- and/or y-velocities or (for beam, liner, pile and rockbolt
nodes) fixed angular velocities (e.g., a beam, liner, pile or rockbolt
end may be locked in place or allowed to rotate).

free <x> <y> <r>

This removes the constraint set by the fix keyword. (The default
condition is free.)

initial keyword

Certain node variables can be assigned initial values. The following
keywords apply.

rvel value

rotational velocity for beam, liner, pile or rockbolt
nodes

xdis value

x-displacement for beam, liner, cable, pile, rockbolt
or strip nodes
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xvel value

x-velocity for beam, liner, cable, pile, rockbolt or strip
nodes

ydis value

y-displacement for beam, liner, cable, pile, rockbolt
or strip nodes

yvel value

y-velocity for beam, liner, cable, pile, rockbolt or strip
nodes

load fx, fy, mom

This allows the user to apply x- and/or y-direction forces or moments
to node n for beams, liners, piles and rockbolts, and x- and/or y-
direction forces to node n for cables or strips. (mommay be omitted
for cables and strips.)

pin This establishes a pin connection at node n (i.e., frees moments for
beams, liners and piles).

slave <x> <y> <m>

This option sets the slave condition of node n to node m in the x- and/or
y-direction for beams, liners, cables, piles, rockbolts and strips. If nei-
ther x nor y is specified, both directions are “slaved”; the rotational
degree-of-freedom cannot be “slaved.” Note that the stiffness as-
signed to slaved nodes will still influence the critical timestep. Thus,
the modulus may be reduced to increase the timestep for slaved nodes.

unslave <x> <y>

This option removes the slave condition of node n in the x- and/or
y-direction.

For the keywords fix, free, initial, load and pin, a range of nodes rather than a single node can be
selected. Replace node n with node range n1 n2 to specify a range of nodes, where n1 is the first
node and n2 is the last node in the range.

When using the initial keyword for cable nodes, the velocity can only be assigned in the axial
direction of the element; the cable mustbe aligned in either the x- or y-direction to specify an axial
velocity.

It should be noted that element nodes that are linked to a FLACgridpoint will have the same kinematic
restraints as the gridpoint. A consequence of this is that appropriate symmetry conditions used for
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the FLAC grid will also work for the elements. However, beam, liner, pile and rockbolt elements
that terminate at a symmetry line should also have their rotations fixed at the symmetry line.

1.1.6 Material Properties

Property numbers are assigned to elements with the property np keyword. If this keyword is not
specified, the default is np = 1. Each different type of element is then assigned geometric and
material properties by using the STRUCT property = np command. For example, if a beam is to be
used (i.e., one structural cross-section), the commands may be:

struc beam ... prop = 3
struc prop=3 e=200e9 i=2.3e-5 a=4.8e-3

for a W6 × 25 beam (in SI units).*

Property numbers are assigned to a structural-element group. As mentioned in Section 1.1.2.1,
a group is a contiguous set of structural-element segments of the same type that have the same
property number. If two separate groups of the same type of element, and with the same property
number, are connected, they will become one group with the same group number. If two separate
groups with different property numbers are connected, each group will still retain its own group
number. Group numbers can be determined by giving the PLOT struct number command.

When structural elements are created in the GIIC, property numbers are assigned using the following
property number ranges:

beam 1001 - 1999
cable 2001 - 2999
pile 3001 - 3999
rockbolt 4001 - 4999
liner 5001 - 5999
support 6001 - 6999
strip 7001 - 7999

If a FLAC data file is imported into the GIIC, the property numbers should correspond to these
ranges in order for the structural element properties dialogs to be active in the GIIC. The property
numbers specified in the data files listed in this chapter correspond to these ranges.

Structural nodes and coupling springs are assigned a property number that corresponds to the element
segment that is connected to the structural nodes. Any properties attributed to the connecting node
(e.g., a plastic hinge node) will be taken from the last element segment created. This is also an
important consideration when a property number is changed for a portion of the element group (see
the STRUCT chprop command, below).

* The Manual of Steel Construction(AISC 1980) lists sectional properties for standard beam
sections.
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It is possible to specify different property numbers within a structural element group. This is done
with the STRUCT chprop np range nel1 nel2command, where np is the new property number.
Element segments with ID numbers between and including the element numbers nel1 and nel2
have their property numbers changed to the new property number. All nodes and coupling springs
associated with these element segments are also affected. Separate group ID numbers will be
created automatically within the original group, corresponding to the different property numbers.

The mass density (density keyword) must also be given if the weight of the structure is to be
taken into account under gravity or dynamic loading. Gravity forces, Fi , are included in structural
elements based on the formula

Fi = ρALgi (1.1)

where ρ = mass density of element;

A = cross-sectional area of element;

L = element length; and

gi = gravitational acceleration vector.

The required properties for each structural element type are described in the following sections. It
should be noted that all quantities must be given in a consistent set of units (see Table 1.1).

Table 1.1 Systems of units — structural elements

Property Unit SI Imperial

area length2 m2 m2 m2 cm2 ft2 in2

axial or shear stiffness force/disp N/m kN/m MN/m Mdynes/cm lbf/ft lbf/in

bond stiffness force/length/disp N/m/m kN/m/m MN/m/m Mdynes/cm/cm lbf/ft/ft lbf/in/in

bond strength force/length N/m kN/m MN/m Mdynes/cm lbf/ft lbf/in

exposed perimeter length m m m cm ft in

moment of inertia length4 m4 m4 m4 cm4 ft4 in4

plastic moment force-length N-m kN-m MN-m Mdynes-cm ft-lbf in-lbf

yield strength force N kN MN Mdynes lbf lbf

Young’s modulus stress Pa kPa MPa bar lbf/ft2 psi

where 1 bar = 106 dynes / cm2 = 105 N / m2 = 105 Pa,

1 atm = 1.013 bars = 14.7 psi = 2116 lbf / ft2 = 1.01325 × 105 Pa,

1 slug = 1 lbf - s2 / ft = 14.59 kg,

1 snail = 1 lbf -s2 / in, and

1 gravity = 9.81 m / s2 = 981 cm / s2 = 32.17 ft / s2.
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1.1.7 Plastic Moments and Hinges

Inelastic bending is simulated in beams, piles and rockbolts by specifying a limiting plastic mo-
ment.* If a plastic moment is specified, the value may be calculated as follows. Consider a flexural
member of width, b, and height, h. If the member is composed of a material that behaves in an
elastic-perfectly plastic manner, the elastic and plastic resisting moments can be computed. The
moment necessary to produce yield stress, σy , in the outer fibers is defined as the elastic moment,
ME , and is calculated as

ME = σy
bh2

6
(1.2)

For yielding to occur throughout the section, the yield stress must act on the entire section, and the
location of the resultant force on one-half the section must be h/4 from the neutral surface. The
resisting moment, defined as the plastic moment, MP , is

MP = σy
bh2

4
(1.3)

The preceding discussion assumes a section that is symmetric about the neutral axis. However, if
the section is not symmetric (for example, a T-section), or if the stress-strain relations for tension
and compression differ appreciably (for example, reinforced concrete), the neutral axis shifts away
from the fibers which first yield, and it is necessary to relocate the neutral axis before the resisting
moment can be evaluated. The neutral axis may be found by integrating the stress profile over the
section and solving for the location of the axis at which stress is zero. In some cases, the integral can
be expressed in terms of one unknown — in which case, the solution may not be difficult. However,
if the stress-strain relation for the material does not resemble an ideal elasto-plastic diagram, the
solution may involve a number of trials. Nearly all texts on reinforced concrete or steel design
provide procedures and examples for calculating plastic moments.

The present formulation in FLACassumes that beam, pile and rockbolt elements behave elastically
until they reach the plastic moment. This assumption is reasonably valid for symmetric rolled-
steel sections, because the difference between MP and ME is not large. However, for reinforced
concrete, the plastic moment may be as much as an order of magnitude greater than the elastic
moment.

The section at which the plastic moment occurs can continue to deform without inducing additional
resistance after it reachesMP . The plastic-moment capacity sets the limit for the internal moments
of structural-element segments for beams, piles and rockbolts. In order to limit the moment that is

* Alternatively, inelastic behavior can be specified for liner elements by employing an elastic-plastic
material model that incorporates bending resistance, limiting bending moments and yield strengths
of the liner material. See Section 1.3.1.
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transmitted between element segments, the moment capacity at the nodes must also be restricted.
The condition of increasing deformation with a limiting resisting moment that results in a discon-
tinuity in the rotational motion is called a plastic hinge. Potential plastic hinges are prescribed
to beam, pile or rockbolt nodes by the user. (See the command STRUCT hinge nel1 nel2.) If the
limiting moment is reached at elements connected by a plastic hinge node, then a discontinuity in
the rotational motion will develop. See Section 1.2.4.3 for an example application of plastic hinges
for beams, and Section 1.6.4.2 for an example application of plastic hinges for rockbolts.

Once plastic rotation occurs at a particular location in a structure, this spot is weakened, and future
deformation will tend to occur at the same location. In order for plastic rotation to localize at a
single node, it may be necessary to specify a softening hinge. If the hinge is non-softening, reversal
in the loading can cause a plastic rotation to occur at a different node. This can result in the buildup
of equal and opposite rotations that produce kinks in the structure.

A softening plastic hinge can be simulated by specifying a plastic moment-angular displacement
relation using FISH. FISH access to the plastic moment is provided via the SET pmom func
command. This function provides arguments (using the special function fc arg — see Section 2.5.5
in the FISH volume) to access the average axial force in elements adjacent to the hinge node, the
hinge rotation, and the plastic moment. An example application of softening plastic hinges for piles
is given in Section 1.5.4.3.
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1.2 Beam Elements

1.2.1 Formulation

The beam elements in FLACare standard two-dimensional beam elements with 3 degrees of freedom
(two displacements and one rotation) at each end node (Figure 1.2). A typical beam element is
defined by its material and geometric properties, which are assumed to be constant for each element.
In general, the beam is assumed to behave as a linearly elastic material with both an axial tensile and
compressive failure limit. If desired, a maximum moment (plastic moment) may also be specified.
The beam is considered to have a symmetric cross-section (Figure 1.3) with area, A, length, L,
second moment of area, I , and is defined by its endpoints, “a” and “b.”

end “a”

end “b”

u[a]

u[a]

θ[a]

u[b]

u[b]

θ[ ]b

M[b]

deflected shapey

x

M[a]

2

2

1

1

Figure 1.2 Nomenclature for beam elements
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h

A = bh

neutral axis

h/2

b

I =    bh31

12

Figure 1.3 Rectangular beam cross-section with second moment of area, I,
and cross-sectional area, A

The orientation of the beam in two-dimensional space is defined by its unit vectors, ni , ti , where
(Figure 1.4):

t1 = �x

z
= cos θ, z = (�x2 +�y2)1/2

t2 = �y

z
= sin θ

(1.4)
n1 = −t2 = − sin θ

n2 = t1 = cos θ
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θ

a

y

x

b

x[b]

Fi
[a]

Fi
n[a] Fi

t[a]

x[a]

y[b]

y[a]

∆

∆ x

ni ti

y

Figure 1.4 Direction cosines for a beam element

The force vector, Fi , at each node can be resolved into tangential (axial) and normal (shear) com-
ponent vectors:

Fi = F ti + Fni

= (Fj tj )ti + (Fjnj )ni (1.5)

= F t ti + Fnni
where: Fj tj = |F ti | = F t ; and

Fjnj = |Fni | = Fn.

Thus:

F
[a]
i = F t[a]ti + Fn[a]ni

(1.6)

F
[b]
i = F t[b]ti + Fn[b]ni

where the superscripts [a] and [b] identify the ends of the beam.

FLAC Version 5.0



1 - 18 Structural Elements

The component axial and shear forces and moments at each node are given by the stiffness matrix
for a flexural element: 



F t[a]

Fn[a]

M [a]

F t[b]

Fn[b]

M [b]




= K




ut[a]

un[a]

θ [a]

ut[b]

un[b]

θ [b]




(1.7)

where ut[a] = tangential (axial) displacement at a;

un[a] = normal (shear) displacement at a;

ut[b] = tangential (axial) displacement at b;

un[b] = normal (shear) displacement at b;

θ [a] = rotation at a;

θ [b] = rotation at b; and

K = E
L




A SYM.

0 12I
L2

0 6I
L

4I

−A 0 0 A

0 − 12I
L2 − 6I

L
0 12I

L2

0 6I
L

2I 0 − 6I
L

4I
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Various moment-release conditions (i.e., pinned joints) may be applied at each end node. These
conditions are:

M [a] = 0;
M [b] = 0; and
M [a] = M [b] = 0.

If M [a] = 0:

θ [a] = 1

2

[
3/L [ un[b] − un[a]] − θ [b]

]
(1.8)

If M [b] = 0:

θ [b] = 1

2

[
(3/L [ un[b] − un[a] ] − θ [a]

]
(1.9)

If M [a] = M [b] = 0:

θ [a] = θ [b] = 0 (1.10)

The motion of beam-element nodes uses logic similar to that used for gridpoint translation, described
in Section 1.3.3.5 in Theory and Background. Beam-element nodes that are attached to gridpoints
contribute their shear and axial forces to the gridpoints to which they are attached and translate with
those gridpoints. Moments are transmitted within the beam at the points of attachment (provided
the nodes are not pinned at these points), but there is no moment transmission between the grid and
beam at the gridpoint (i.e., a beam attached to the grid is pin-jointed at the beam-grid connection).

1.2.2 Beam-Element Properties

The beam elements used in FLAC require the following input parameters:

(1) elastic modulus [stress];

(2) cross-sectional area [length2];

(3) second moment of area [length4] (commonly referred to as the mo-
ment of inertia);

(4) spacing [length] (optional — if not specified, beams are considered
to be continuous in the out-of-plane direction);
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(5) plastic moment [force-length] (optional — if not specified, the mo-
ment capacity is assumed to be infinite);

(6) axial peak tensile yield strength [stress] (optional — if not specified,
the tensile yield strength is assumed to be infinite);

(7) axial residual tensile yield strength [stress] (optional — if not spec-
ified, the residual tensile yield strength is zero);

(8) axial compressive yield strength [stress] (optional — if not specified,
the compressive yield strength is assumed to be infinite);

(9) density [mass/volume] (optional — used for dynamic analysis and
gravity loading); and

(10) thermal expansion coefficient (optional — used for thermal analy-
sis).

For beam elements, the height and width of the element cross-section (or the radius for a circular
cross-section) can also be prescribed instead of the area and moment of inertia. The area and
moment of inertia will then be calculated automatically.

Beam-element properties are easily calculated or obtained from handbooks. For example, typical
values for structural steel are 200 GPa for Young’s modulus, and 0.3 for Poisson’s ratio. For
concrete, typical values are 25 to 35 GPa for Young’s modulus, 0.15 to 0.2 for Poisson’s ratio, and
2100 to 2400 kg/m3 for mass density. Composite systems, such as reinforced concrete, should
be based on the transformed section. Note that the beam element formulation is a plane-stress
formulation. If the beam is representing a structure that is continuous in the direction perpendicular
to the analysis plane (e.g., a concrete tunnel lining), the value specified for E should be divided by
(1− ν2) to account for plane-strain conditions.

If spaced reinforcement is to be simulated (e.g., spaced struts along a retaining wall), the spacing in
the out-of-plane direction can be prescribed. The spacing parameter is used to automatically scale
properties and parameters to account for the effect of the distribution of the beams over a regularly
spaced pattern. See Section 1.9.4 for more information on the simulation of spaced reinforcement.
Note that the actualbeam properties, not scaled properties, are entered in FLAC when spacing is
given.

Axial tensile and compressive yield strength limits can be specified for beams. The yield criterion is
only based on axial thrust. (For yielding behavior that includes bending stresses, the liner structural
element should be used. See Section 1.3.1.) A residual tensile strength limit can also be specified
for tensile failure. Note that this formulation does notconsider shear failure. Failure by shear can be
checked by printing or plotting the shear force, dividing by the cross-sectional area and comparing
the resultant shear stress with the maximum shear strength available.

A limiting plastic moment and plastic hinge condition can be prescribed for beam nodes. See
Section 1.1.7 for details. Softening relations for plastic hinges can also be defined by the user.
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The effect of linear thermal expansion is implemented in the beam formulation. The temperature
change occurs as a result of either heat conduction or temperature re-initialization in the FLACgrid
(for CONFIG thermal). It is assumed that the grid temperature is communicated instantaneously to
the structural elements. The temperature change generates thermal expansion/contraction in the
structural element axial direction; the effect of beam lateral expansion is neglected, and no other
coupling takes place. The effect of heat conduction in the structural element is not considered.

The incremental axial force generated by thermal expansion in a beam element is calculated using
the formula (note that compression is positive for axial forces):

�F = E A α �T (1.11)

whereE is the Young’s modulus of the element,A is the cross-sectional area, α is the linear thermal
expansion coefficient, and �T is the temperature increment for the element.

The structural element nodal temperature increment is determined by interpolation of nodal tem-
perature increments in the host zone and stored in a structural node offset. The temperature change
in a structural element is calculated as the average of values at the two nodes. The thermal expan-
sion of a beam element is computed incrementally as the product of the thermal linear expansion
coefficient, temperature change for the step, and element length. Thermal strains, thermal strain
increments and temperatures at structural nodes are not stored.

1.2.3 Commands Associated with Beam Elements

All the commands associated with beam elements are listed in Table 1.2, below. This includes
the commands associated with the generation of beams and those required to monitor histories,
plot and print beam-element variables. See Section 1.3 in the Command Reference for a detailed
explanation of these commands.
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Table 1.2 Commands associated with beam elements

STRUCTURE keyword

beam keyword
begin keyword

grid i j
node n
x y

end keyword
grid i j
node n
x y

from i j
node n1 <nx>

to i j
node n2

prop np
segment ns
interface ni
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value
rvel value

load fx fy m
pin
slave <x><y> m
unslave <x><y>

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.2 Commands associated with beam elements (continued)

STRUCTURE prop np keyword
area value
density value
e value
height value
i value
pmom value
radius value
spacing value
sycomp value
syield value
syresid value
thexp value
width value

chprop np range nel1 nel2
hinge nel1 nel2

HISTORY keyword
node n keyword

adisp
avel
xdisp
xvel
ydisp
yvel

element nel keyword
axial
moment1
moment2
shear
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Table 1.2 Commands associated with beam elements (continued)

PLOT beam
structure <beam> keyword

adisp <ng <ng2*> >
avel <ng <ng2> >
axial <ng <ng2> >
element
location <ng <ng2> >
material
mome <ng <ng2> >
node
number
sdisp
shear <ng <ng2> >
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
beam
hinge
node
property beam

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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1.2.4 Example Applications

A few simple examples are given to illustrate the implementation of the structural element commands
for beam elements.

1.2.4.1 Simple Beam — Two Equal Concentrated Loads

A simply supported beam is loaded by two equal concentrated loads symmetrically placed, as shown
in Figure 1.5. The shear and moment diagrams for this configuration are also shown in the figure.
The shear force magnitude, V , is equal to the applied concentrated load P . The maximum moment,
Mmax, occurs between the two loads and is equal to Pa. The maximum deflection of the beam,
�max, occurs at the center and is given by AISC (1980) pp. 2-116 as:

�max = Pa

24EI
(3L2 − 4a2) (1.12)

where: E = Young’s modulus; and
I = second moment of inertia.

P P

P

P

Pa

Y

X

V

M

L

a a

333

Figure 1.5 Simply supported beam with two equal concentrated loads (dis-
tance in units of meters)
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The following properties are used in this example.

cross-sectional area (A) 0.006 m3

Young’s modulus (E) 200 GPa
Poisson’s ratio (ν) 0.30
second moment of inertia (I) 200 × 10−6 m4

Point loads of P = 10,000 N are applied at the two locations shown in Figure 1.5.

The FLAC model consists of 10 beam segments and 11 nodes, as shown in Figure 1.6. The beam
is created with three separate STRUCT beam commands, to insure that nodes will lie exactly at the
beam third points. Also, four segments are created in the middle third to insure that a node will lie
at the exact beam center so that the displacement of this node can be compared with�max. Simple
supports are specified at the beam end nodes by restricting translation in the y-direction. Two point
loads acting in the negative y-direction are applied at the beam third points. The data file for this
model is listed in Example 1.2.
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Figure 1.6 FLAC model for simple beam problem showing segment ID num-
bers
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Example 1.2 Simple beam — two equal concentrated loads

struct node 1 0.0,0.0
struct node 2 3.0,0.0
struct node 3 6.0,0.0
struct node 4 9.0,0.0
struct beam begin node 1 end node 2 seg 3 prop 1001
struct beam begin node 2 end node 3 seg 4 prop 1001
struct beam begin node 3 end node 4 seg 3 prop 1001
struct prop 1001 e 2.0E11 area 0.0060 I 2.0E-4
struct node 1 fix y
struct node 4 fix y
struct node 2 load 0.0,-10000.0 0.0
struct node 3 load 0.0,-10000.0 0.0
history 1 node 8 ydisplace
history 4 element 1 moment2
history 5 element 2 moment1
history 999 unbalanced
solve
save se 01 02.sav

The displacement field is shown in Figure 1.7. The maximum displacement occurs at the beam
center and equals 6.474× 10−3 m, which is within 0.1 % of the theoretical value of Eq. (1.12).

Figures 1.8 and 1.9 show the shear force and moment distributions, which also correspond with the
theoretical solutions.

The evolution of the moment at x = 1 is shown in Figure 1.10 to reach a steady-state value of 10,000
N-m. In this plot, we overlay two histories, one of which has sampled the moment acting at the right
end of beam segment 1, and the other has sampled the moment acting at the left end of segment 2.
If expressed in a consistent system, these two values should be identical, and the plot demonstrates
that they are. Note that the moment acting on the right end of segment 1 has a positive sign, while
the moment acting on the left end of segment 2 has a negative sign. This is the correct behavior
that satisfies equilibrium.
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Figure 1.7 Displacement field of simple beam
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Figure 1.8 Shear force distribution in simple beam
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Figure 1.9 Moment distribution in simple beam
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Figure 1.10 Evolution of moment at x = 1 in simple beam
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1.2.4.2 Cantilever Beam with Applied Moment at Tip

A cantilever beam is subjected to an applied moment at its tip, as shown in Figure 1.11. This
problem is an example of geometric nonlinearity whereby deformations significantly alter the
location of loads, so that equilibrium equations must be written with respect to the deformed
geometry. Such problems can be solved by running FLAC in large-strain mode. The large-strain
y-direction deflection at the beam tip (assuming that the material remains linearly elastic) is given
by Cook et al. (1989), pp. 529-531 as:

vtip = EI

M

(
1− cos(

ML

EI
)

)
(1.13)

where: E = Young’s modulus; and
I = second moment of inertia.

L

M

Y

X

Figure 1.11 Cantilever beam with applied moment at tip

The following properties and loading conditions are used in this example:

cross-sectional area (A) 0.006 m3

Young’s modulus (E) 200 GPa
Poisson’s ratio (ν) 0.30
second moment of inertia (I ) 200 × 10−6 m4

beam length (L) 10 m
applied moment at tip (M) 5× 106 N-m

For these conditions, the theoretical tip deflection, vtip, is given by Eq. (1.13) to be 5.477 m.

The FLAC model consists of 10 segments and 11 nodes. The left end is fully fixed, and a moment
vector aligned with the z-direction is applied to the node at the beam tip. The data file for this
example is listed in Example 1.3.
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Example 1.3 Cantilever beam with applied moment at tip

struct node 1 0.0,0.0
struct node 2 10.0,0.0
struct beam begin node 1 end node 2 seg 10 prop 1001
struct node 1 fix x y r
struct node 2 load 0.0,0.0 5000000.0
history 1 node 2 ydisplace
struct prop 1001 e 2.0E11 area 0.0060 I 2.0E-4
set large
set force 100
history 999 unbalanced
solve
save se 01 03.sav

The final structural configuration is shown in Figure 1.12. The y-direction deflection at the beam
tip equals 5.502 m, which is within 0.5% of the analytical solution.
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Figure 1.12 Final structural configuration
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1.2.4.3 Plastic Hinge Formation in a Beam Structure

Simple examples are presented to illustrate the development of a plastic hinge in beam elements.
The first example is a concentrated load, P , applied at the center of a 10 m long, simply supported
beam with a plastic-moment capacity, MP , of 25 kN-m. The system, along with the shear and
moment diagrams, is shown in Figure 1.13. From these shear and moment diagrams, we find that
the specified plastic-moment capacity corresponds to a maximum vertical load of 10 kN and a
maximum shear force of 5 kN. If we apply a constant vertical velocity to the beam center, we expect
that the limiting values of moment and shear force will be 25 kN-m and 5 kN, respectively.

P

Y

X

V

M

L
2

L
2

P
2

PL
4

Figure 1.13 Simple beam with single concentrated load

The FLAC model is created by issuing a single STRUCT beam command and specifying two seg-
ments. The beam is assigned the same properties as in Section 1.2.4.1 but, in addition, the plastic-
moment capacity is set to 25 kN-m with the STRUCT prop pmom command. Simple supports are
specified at the beam ends by restricting translation in the y-direction. A constant vertical velocity
is applied at the center node, and the moment and shear force acting at the right end of beam segment
1 and left end of segment 2 are monitored during the calculation to determine when the limiting
value is reached. Note that we specify combined local damping for this problem (SET st damping
struct combined) so as to eliminate the ringing that can occur with the default damping scheme
when the system is driven by a constant motion.
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Example 1.4 Plastic hinge formation

struct node 1 0.0,0.0
struct node 2 10.0,0.0
struct beam begin node 1 end node 2 seg 2 prop 1001
struct prop 1001 e 2.0E11 area 0.0060 I 2.0E-4 pmom 25000.0
struct node 1 fix y
struct node 2 fix y
struct node 3 fix y initial yvel=-5.0E-6
struct hinge 1 2
history 1 node 3 ydisplace
history 2 element 1 moment1
history 3 element 1 moment2
history 4 element 2 moment1
history 5 element 2 moment2
history 6 element 1 shear
history 7 element 2 shear
history 8 node 3 adisplacement
set st damping struct=combined 0.8
set large
history 999 unbalanced
cycle 3000
save se 01 04.sav

We find that the limiting values of moment and shear force are equal to the analytical values of
25 kN-m and 5 kN, respectively (see Figures 1.14 and 1.15). Also, the moment and shear force
distributions correspond with the analytical solution (see Figures 1.16 and 1.17). We also see that
a discontinuity in the rotational motion develops at the center location; the rotation at the center is
nonzero (PRINT struct node hinge).

Note that if the command STRUCT hinge 1 2 is removed from Example 1.4, the limiting values of
moment and shear force also match the analytical values. However, the rotation at the center load
is now zero. If it is only necessary to determine the solution of limiting plastic moment, then it
is not necessary to define locations of plastic hinges. However, plastic hinges should be specified
when running in large-strain mode in order to calculate the post-failure behavior of the structure.
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Figure 1.14 Moment at right end of segment 1 and left end of segment 2 versus
applied center displacement
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Figure 1.15 Shear force at right end of segment 1 and left end of segment 2
versus applied center displacement
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Figure 1.16 Moment distribution at limit condition

   FLAC (Version 5.00)

LEGEND

   25-Nov-03   9:22
  step      3000
 -1.402E+00 <x<  1.140E+01
 -6.409E+00 <y<  6.394E+00

Beam Plot

Shear Force on
Structure      Max. Value
# 1 (Beam )     -5.003E+03

-5.000

-3.000

-1.000

 1.000

 3.000

 5.000

 0.000  0.200  0.400  0.600  0.800  1.000
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.17 Shear force distribution at limit condition
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If we continue loading a structure in a large-strain fashion, then the addition of the plastic hinge
will allow a discontinuity to develop in the rotation at the center after the plastic moment has been
reached. We illustrate this behavior by modifying the previous example to represent a cantilever
beam (fixed at the left end) with a vertical load applied at the free end (see Example 1.5). The
problem is run in large-strain mode.

The final structural configuration and moment distribution are shown in Figure 1.18. We see that a
discontinuity develops in the rotation at the beam center.

Example 1.5 Cantilever beam with a plastic hinge

struct node 1 0.0,0.0
struct node 2 10.0,0.0
struct beam begin node 1 end node 2 seg 2 prop 1001
struct prop 1001 e 2.06E11 area 0.0060 I 2.0E-4 pmom 25000.0
struct node 1 fix x y r
struct node 2 load 0 -5.5e3 0
struct hinge 1 2
history 1 node 3 ydisplace
history 2 element 1 moment1
history 3 element 1 moment2
history 4 element 2 moment1
history 5 element 2 moment2
history 6 element 1 shear
history 7 element 2 shear
history 8 node 3 adisplacement
set st damping struct=combined 0.8
set large
history 999 unbalanced
cycle 3000
save se 01 05.sav
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Figure 1.18 Final structural configuration and moment distribution in beam
cantilever with plastic hinge
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1.2.4.4 Braced Excavation

The tutorial example in Section 2.2.4 in the User’s Guide illustrates a collapsing trench. Here,
we support this trench with two struts that brace the excavation walls. The following command
sequence is for the simple case in which the braces are placed immediately upon excavation.

Note that the supports are assumed to be installed at 1 meter spacing. The spacing of supports at a
different interval can be modeled by scaling the material properties of the structural elements. (See
Section 1.9.4.)

Example 1.6 Braced support of a vertical excavation

grid 5,5
m mohr
prop b=1e8 s=.3e8 d=1000 fric=35 coh=0.0 ten=0.0
fix y j=1
fix x i=1
fix x i=6
set large
hist nstep=1
hist ydis i=3 j=6
set grav=9.81
solve elastic
; excavate trench and install braces
model null i=3 j=3,5
init xdis=0 ydis=0
; properties for W6x25 beam in SI units
struc prop=1001 E=200e9 I=2.3e-5 area=4.8e-3
struc beam beg gr=3,6 end gr=4,6 seg=3 pr=1001
struct beam beg gr=3,4 end gr=4,4 seg=3 pr=1001
step 100
plot hold xv fill z int=5e-6 dis max=1e-2 bou beam lmag
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Figure 1.19 illustrates the effect of the two braces (compare to Figure 2.32 in the User’s Guide).
Trench collapse will still occur for this model, but the failure region is reduced. Additional bracing
and/or sheet piling (represented by vertical beams, liners or piles) may be used to stabilize the
trench.

   FLAC (Version 5.00)

LEGEND

   25-Nov-03  10:37
  step       321
 -8.093E-01 <x<  5.809E+00
 -8.098E-01 <y<  5.809E+00

X-velocity contours
       -3.00E-05           
       -2.00E-05           
       -1.00E-05           
        5.00E-06           
        1.50E-05           
        2.50E-05           

Contour interval=  5.00E-06
(zero contour omitted)
Displacement vectors
scaled to max =   1.000E-02
max vector =    2.432E-03

0   2E -2

Boundary plot

0   2E  0

 0.000

 1.000

 2.000

 3.000

 4.000

 5.000

 0.000  1.000  2.000  3.000  4.000  5.000

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.19 Collapse of braced trench

1.2.4.5 Cross-Braced Structure on Soil Foundation

This example illustrates the loading of a foundation by a surface structure. Here, a simple cross-
braced platform is constructed on a concrete slab which rests on a soil mass. The structure is
loaded with vertical point loads on the supporting columns. The object is to examine the loads and
moments in the structure, as well as the stresses and displacements induced in the soil mass.

The command structure in Example 1.7 is used to set up and run this problem.

Example 1.7 Cross-braced structure on soil foundation

; a simple cross-braced structure on a soil
grid 10,10
; the soil mass
m e
prop s=.3e8 b=1e8 d=1600
fix x i=1
fix x i=11

FLAC Version 5.0



1 - 40 Structural Elements

fix y j=1
set grav=9.81
solve
save se 01 07a.sav
; let soil equilibrate under gravity
; build structure
; concrete slab
struc prop=1001 E=17.58e9 I=0.0104 a=.5
struc prop=1002 E=200e9 I=2.3e-5 a=4.8e-3
struc beam beg gr 5,11 end gr 7,11 seg=1 pr=1001
struc beam beg node 1 end 4,13 seg=2 pr=1002
struc beam beg 4,13 end 6,13 seg=2 pr=1002
struc beam beg 6,13 end 6,10 seg=2 pr=1002
struc node=8 5.0,11.5
struc beam beg node=8 end node=1 seg=1 pr=1002
struc beam beg node=8 end node=4 seg=1 pr=1002
struc beam beg node=8 end node=6 seg=1 pr=1002
struc beam beg node=8 end node=2 seg=1 pr=1002
struc node=1 fix r
struc node=2 fix r
struc node=4 Load 0 -1e6 0
struc node=6 Load 0 -1e6 0
; check structure
plot hold beam grid
pause
; check linkage
pr struc beam
hist node 1 adisp avel xdisp xvel ydisp yvel
hist node 1 ndisp nforce sdisp yforce
hist ele 2 axial moment 1 moment 2
solve
plot hold syy fill beam bou
print struc beam
save se 01 07b.sav

The problem configuration is shown in Figure 1.20. The effect of loading the soil with the structure
is illustrated in Figure 1.21. The forces and moments developed in the structure are available via
the command PRINT struct beam.
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Figure 1.20 FLAC grid and cross-braced structure
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Figure 1.21 Vertical stresses after structural loading
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1.2.4.6 Shaft Excavation with Structural Lining

This example problem examines the loads that develop in shotcrete and concrete liners for a circular
shaft in a biaxial stress field. Here, beam elements are used to represent the lining in direct contact
with the rock mass. Interface elements could also be used to simulate the effect of slip between the
lining and the rock by adding the optional interface keyword to the STRUCT beam command.

For this case, the development of the grid and liner is accomplished by the commands given in
Example 1.8.

Example 1.8 Shaft excavation with a structural lining

config extra 1
grid 15,15
m mohr
gen 14,14 14,60 60,60 60,14 rat 1.2 1.2 i=8,16 j=8,16
gen 14,-30, 14,14 60,14 60,-30 rat 1.2 .833 i=8,16 j=1,8
gen -30,-30 -30,14 14,14 14,-30 rat .833 .833 i=1,8 j=1,8
gen -30,14 -30,60 14,60 14,14 rat .833 1.2 i=1,8 j=8,16
gen circle 14,14 4
gen adjust
prop s=5.75e9 b=6.6e9 d=2000 coh=1e7 fric=35
fix x y i=1
fix x y i=16
fix x y j=1
fix x y j=16
ini sxx=-60e6 syy=-30e6 szz=-60e6
solve elastic
save se 01 08a.sav
mod null region=8,8
struc prop=1001 E=13.8e9 I=2.8e-4 a=.15
struct beam long from 9,9 to 9,9 prop 1001
step 500
wind 0 28 0 28
sclin 1 0,0 28,28
plot hold xdisp int 2e-3 struct axial fill max -3e7 beam white
save se 01 08b.sav

The x-displacement contours around the lined shaft and axial forces in the liner are illustrated in
Figure 1.22. Note that the negative maximum value for the axial force given in the PLOT struct
command changes the sense of the axial force plot so that the plot is displayed outside the shaft
boundary.
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Figure 1.22 x-displacement contours around lined shaft and axial forces in
liner

The loads and moments in the liner elements are listed (from PRINT struct beam) in Example 1.9.
Note that the moments are equal and opposite in sign at connecting nodes between element segments,
which indicates that the model is at an equilibrium state.

Example 1.9 Results ofPRINT struct beam for tunnel liner example

Structural element data ...

Elem ID Nod1 Nod2 Prop F-shear F-axial Mom-1 Mom-2

8 1 8 1 1001 beam 4.224E+03 4.550E+06 9.307E+03 3.626E+03

7 1 7 8 1001 beam -4.042E+03 4.347E+06 -4.528E+03 -9.307E+03

6 1 6 7 1001 beam 9.746E+02 9.260E+06 -1.904E+03 4.528E+03

5 1 5 6 1001 beam -2.041E+02 7.891E+06 -2.528E+03 1.904E+03

4 1 4 5 1001 beam 3.141E+03 4.097E+06 7.087E+03 2.528E+03

3 1 3 4 1001 beam -3.267E+03 4.117E+06 -1.709E+03 -7.088E+03

2 1 2 3 1001 beam -1.475E+02 7.737E+06 -2.214E+03 1.709E+03

1 1 1 2 1001 beam -4.613E+02 9.360E+06 -3.626E+03 2.214E+03
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1.2.4.7 Modeling Geotextiles

Geotextiles are used for a variety of purposes in geotechnical engineering, including the construction
of reinforced embankments, retaining soil structures, and impermeable barriers at the base of
leaching piles at mines. In order to effectively model geotextiles, it is necessary to account for
both the behavior of the flexible fabric and its interaction with the soil above and below. One
way to perform such modeling is to use beam elements attached to sub-grids on both sides with
interfaces. By assigning the beam a zero moment of inertia, it will act like a flexible member that
takes no moments. Sliding is possible on both sides of the “fabric,” with friction angles determined
by the two interface properties. Pull-out and large-strain effects are also possible. Example 1.10
illustrates the approach.

Example 1.10 Geotextile model

grid 5 7
model elas
prop dens 1000 bulk 2e8 shear 1e8
model null j 4
ini y add -1 j=5,8
struct beam beg 0,3 end 5,3 seg 8 prop 1001
struct prop 1001 a=0.01 i=0 e=1e10
int 1 as from node 1 to node 9 bs from 6,5 to 1,5
int 1 kn 1e8 ks 1e8 fric 0.5
int 2 as from node 9 to node 1 bs from 1,4 to 6,4
int 2 kn 1e8 ks 1e8 fric 0.5
fix x y j=1
fix x y j=8
ini yvel -0.5e-4 j=8
ini yvel 0.5e-4 j=1
set large
cyc 200
ini xvel 0 yvel 0
cyc 800
save se 01 10a.sav
ini xvel 1e-4 j=8
cyc 2000
plot hol bou stres struc axial fil whit max -450 iface 1 sstress fill red
save se 01 10b.sav

In this simple example, loading is first applied normal to the beam-element geotextile. Then the
upper sub-grid is displaced relative to the lower sub-grid so that sliding occurs along the geotextile
fabric. The axial forces in the beam elements and the shear stress along the lower interface are
plotted in Figure 1.23.
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If this model is used for a groundwater flow analysis, the interface/fabric/interface layer will act as
an impermeable barrier to fluid flow. However, with a FISHfunction that controls APPLY discharge
sources on opposing grid segments, the effect of a leaky layer may be modeled.
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Figure 1.23 Axial forces in the geotextile beam and shear stresses along the
lower interface

This simulation of geotextiles assumes that the fabric separates the soil above from the soil below
the fabric. Alternatively, the reinforcement may be embedded within the soil, such as soil nails
or a geo-grid. In this case, the reinforcement acts to improve the shear resistance of the soil, and
cable elements may provide a more reasonable representation. See Section 1.4.6.2 for an example
application.
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1.2.4.8 Tunnel with Yielding Steel Arch and Interface

A 4 m wide by 4 m high tunnel is located at a shallow depth. The tunnel is supported by a yielding
steel arch which has a axial capacity that is limited by the friction joint in the top section steel set
of the arch. The maximum yield stress is 4 MPa, which results in a maximum axial force of 7.2 kN
for the given arch dimensions. The properties for the arch and parameters for the problem setting
are shown in the data file listed in Example 1.11.

The friction joints along the arch are specified by using the STRUCT chprop command to assign
lower compressive yield properties at quarter points along the arch. The results shown in Figure 1.24
demonstrate that the axial force in the arch segments representing friction joints (group IDs 2 and
4 corresponding to segments 5 and 8) is 7.2 kN.

Example 1.11 Tunnel with yielding arch and interface

title
Horseshoe excavation with steel arch and interface
;
grid 10 10
m m
gen arc 5 5 7 5 180
prop dens 2000 bulk 33.333e6 shear 20.0e6 fric 35 coh=50e3
fix y j 1
fix x i 1
fix x i 11
set grav 10
solve
ini xdisp 0 ydisp 0
m null i 4 7 j 4 6
m null i 5 6 j 7
; steel arch lining TH-13
struct prop 1001 dens 8000 e 2e11 i=1.37e-6 area=0.0018 sycomp=400e6
struct beam long from 4 4 to 8 4 int 1 prop 1001
interf 1 kn 2e8 ks 2e8 fric 35 coh 50e3
; yielding segments in crown
struct prop 1002 dens 8000 e 2e11 i=1.37e-6 area=0.0018 sycomp=4e6
struct chprop 1002 range 5 5
struct chprop 1002 range 8 8
; histories
hist unbal
def closure

closure=(ydisp(6,4)-ydisp(6,8))/(y(6,8)-y(6,4))
end
hist closure
solve
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Figure 1.24 Distribution of axial forces along yielding arch
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1.3 Liner Elements

1.3.1 Formulation

The liner-element formulation is similar to the beam-element formulation as described in Sec-
tion 1.2.1. Liners are two-dimensional elements with 3 degrees of freedom (two displacement and
one rotation) at each end node.

In contrast to the beam elements, liner elements include an elastic-plastic material model that
incorporates bending resistance, limiting bending moments and yield strengths of the liner material.*
This model can simulate inelastic behavior representative of common surface-lining materials.
This includes materials that behave in a ductile manner, such as steel, as well as unreinforced and
reinforced cementatious materials, such as concrete and shotcrete, that can exhibit either brittle or
ductile behavior.

The behavior of the elastic-plastic material model can be shown on a moment-thrust interaction
diagram, such as that given in Figure 1.25. Moment-thrust diagrams are commonly used in the
design of concrete columns. These diagrams illustrate the maximum force that can be applied to a
typical section for various eccentricities. The ultimate failure envelopes for unreinforced and rein-
forced cementatious materials are similar. However, reinforced materials have a residual capacity
that remains after failure at the ultimate load. Unreinforced cementatious materials typically have
no residual capacity.
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Figure 1.25 Typical moment-thrust diagram

* The liner material model was developed in collaboration with Geocontrol S.A., Madrid, Spain, and
the Norwegian Geotechnical Institute, Oslo, Norway, for application to the analysis of yielding arch
supports in tunnels. For further information on the model, see Chryssanthakis et al. (1997).
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Interaction diagrams can be constructed by knowing or specifying the section geometry and com-
pressive and tensile strengths (in terms of stress) for the material. The thickness and compressive
and tensile strengths are input, and the model uses this information to determine the ultimate capac-
ity for various eccentricities (e in Figure 1.25). As the calculation progresses, the axial forces and
moments in the structural elements are compared to the ultimate capacity. When a node reaches
the ultimate capacity, a “fracture” flag is set, indicating that all future evaluations for that node will
use the “cracked” failure envelope and the residual strength capacity.

The following procedure is used to calculate liner forces and moments. First, incremental forces
and moments are calculated from incremental displacements during a timestep, assuming a linearly
elastic stress-strain relation. These incremental forces and moments are added to the total values
for axial force and moment in the liner element at that step. If these values plot outside the ultimate
failure envelope, such as that shown in Figure 1.25, then the total force and moment are adjusted to
return the values to the failure surface. The axial force and moment adjustment is an interpolation
based upon the location of the unadjusted force-moment point relative to the balanced point and
the slope of the failure envelope. Note that this is not related to a plasticity flow rule.

If a residual strength is specified for the liner, then future adjustments for the force and moment
will return values to the “cracked” failure envelope.

1.3.2 Liner-Element Properties

The liner elements used in FLAC require the following input parameters:

(1) elastic modulus [stress];

(2) Poisson’s ratio;

(3) cross-sectional area [length2];

(4) thickness [length];

(5) second moment of area [length4] (commonly referred to as the mo-
ment of inertia);

(6) cross-sectional shape factor — see Figure 1.26;

(7) spacing [length] (optional — if not specified, liners are considered
to be continuous in the out-of-plane direction);

(8) axial peak tensile yield strength [stress] (optional — if not specified,
the tensile yield strength is assumed to be infinite);

(9) axial residual tensile yield strength [stress] (optional — if not spec-
ified, the residual tensile yield strength is zero);

(10) axial compressive yield strength [stress] (optional — if not specified,
the compressive yield strength is assumed to be infinite);
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(11) density [mass/volume] (optional — used for dynamic analysis and
gravity loading); and

(12) thermal expansion coefficient (optional — used for thermal analy-
sis).

For liner elements, the height and width of the element cross-section can be given instead of the
area, thickness and moment of inertia. The area and moment of inertia will then be calculated
automatically. Note that either the thickness or height parameter mustbe given to calculate the
bending stresses for the liner yielding criterion.

The shape factor adjusts the cross-sectional area to account for different liner shapes. For rectangular
shapes, the shape factor is 5/6. This is the default value if the shape factor is not specified. Figure 1.26
lists shape factors and inertial moments for various shapes.
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Figure 1.26 Shape factors and inertial moments for different shapes

Liner-element properties are calculated or obtained from handbooks in the same manner as beam-
element properties. See Section 1.2.2 for recommendations on determining liner properties.

Axial tensile and compressive yield strength limits can be specified for liners. The yield criterion
is based on axial thrust and bending stresses. A residual tensile strength limit can also be specified
for tensile failure. The criterion is illustrated by the moment-thrust diagram in Figure 1.25. Note
that this formulation does not consider shear failure. Failure by shear can be checked by printing
or plotting the shear force, dividing by the cross-sectional area and comparing the resultant shear
stress with the maximum shear strength available.
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The effect of linear thermal expansion is also implemented in the liner formulation. This formulation
is identical to that for beam elements. See Section 1.2.2 for details.

1.3.3 Commands Associated with Liner Elements

All the commands associated with liner elements are listed in Table 1.3, below. This includes the
commands associated with the generation of liners and those required to monitor histories, plot
and print rockbolt-element variables. See Section 1.3 in the Command Reference for a detailed
explanation of these commands.
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Table 1.3 Commands associated with liner elements

STRUCTURE keyword

liner keyword
begin keyword

grid i j
node n
x y

end keyword
grid i j
node n
x y

from i j
node n1 <nx>

to i j
node n2

prop np
segment ns
interface ni
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value
rvel value

load fx fy m
pin
slave <x><y> m
unslave <x><y>

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.3 Commands associated with liner elements (continued)

STRUCTURE prop np keyword
area value
density value
e value
height value
i value
pratio value
shape value
spacing value
sycomp value
syield value
syresid value
thexp value
thickness value
width value

chprop np range nel1 nel2

HISTORY keyword
node n keyword

adisp
avel
xdisp
xvel
ydisp
yvel

element nel keyword
axial
moment1
moment2
shear
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Table 1.3 Commands associated with liner elements (continued)

PLOT liner
structure <liner> keyword

adisp <ng <ng2*> >
avel <ng <ng2> >
axial <ng <ng2> >
element
location <ng <ng2> >
material
mome <ng <ng2> >
node
number
sdisp
shear <ng <ng2> >
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
liner
node
property liner

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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1.3.4 Example Applications

Simple examples are given to illustrate the implementation of the structural element commands for
liners.

1.3.4.1 Reinforced Beam Test

A common method for testing shotcrete in the laboratory is to saw beams from shotcrete panels
and test them in third-point loading. The advantage of third-point loading is that the test specimen
experiences a constant moment over the middle third of the beam. The tensile stress at failure is
given by

σt = P l

bh2
(1.14)

whereP is the applied load, l is the length, b is the width, and h is the height (or thickness) of the test
beam. The force applied to the beam and the deflection (displacement) of the beam are monitored to
produce a force-displacement curve. The maximum applied load and, hence, the maximum tensile
strength of the shotcrete are determined from this curve.

Two beam bending tests are shown below: one with the residual tensile strength equal to the peak
tensile strength; and one with the residual tensile strength reduced. A FISH function Pforce is
used to monitor the force, P , that develops during the tests. The data file, showing the properties
and dimensions used in the tests, is listed below in Example 1.12.

Example 1.12 Reinforced beam test

grid 20 1
mo el
gen (0.0,0.0) (0.0,0.0225) (0.45,0.0225) (0.45,0.0)
pro bul 1e9 she 1e9 den 1000
fix y i 2 j 2
fix y i 20 j 2
def Pforce
Pforce=yforce(2,2)+yforce(20,2)

end
save bend0.sav
; syresid = syield = 3.2 MPa
stru liner from 2 2 to 20 2 prop 5001
struct prop 5001 dens 1000 e .204e9 area 0.0225 i .042e-3 thick 0.15
struct prop 5001 pratio 0.2 syield 3.2e6 syresid 3.2e6 sycomp 25e6
stru node 7 ini yvel -1e-8
stru node 7 fix y
stru node 13 ini yvel -1e-8
stru node 13 fix y
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mo null i 2 19
hist nstep 1000
hist node 7 ydis
hist node 13 ydis
hist Pforce
set ncw 1000
step 550000
save bend1.sav
; sresid = 1 MPa
rest bend0.sav
stru liner from 2 2 to 20 2 prop 5001
struct prop 5001 dens 1000 e .204e9 area 0.0225 i .042e-3 thick 0.15
struct prop 5001 pratio 0.2 syield 3.2e6 syresid 1.e6 sycomp 25e6
stru node 7 ini yvel -1e-8
stru node 7 fix y
stru node 13 ini yvel -1e-8
stru node 13 fix y
mo null i 2 19
hist nstep 1000
hist node 7 ydis
hist node 13 ydis
hist Pforce
set ncw 1000
step 550000
save bend2.sav

In the first test, the residual tensile strength is set equal to the peak tensile strength (3.2 MPa). Using
Eq. (1.14), the peak applied load is calculated to be 26,667 N for the given model dimensions. A
constant moment develops over the middle third of the model, as shown in Figure 1.27. The load-
deflection plot shown in Figure 1.28 shows that the peak load corresponds to the value calculated
by Eq. (1.14).
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Figure 1.27 Moment distribution in third-point loading test
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Figure 1.28 Load-deflection plot for residual tensile strength equal to peak
tensile strength
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In the second test, the residual tensile strength is reduced to 1 MPa. The resultant load-deflection
curve is shown in Figure 1.29. Substituting 1 MPa into Eq. (1.14), the applied load P is calculated
to be 8333 N, which agrees with the residual value shown in the figure.
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Figure 1.29 Load-deflection plot for residual tensile strength reduced
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1.3.4.2 Plastic Hinge Formation in a Liner Structure

The liner element material model simulates the development of a limiting plastic moment and
plastic hinge when the failure limit is reached. The example presented in Example 1.4 is repeated,
using liner elements to illustrate the ability of the liner model to produce the same limiting values of
moment and shear force. In order to produce a plastic-moment capacity of 25 kN-m, the axial tensile
yield strength for the liner element is specified as 62.5 MPa, based upon Eq. (1.2). Otherwise, the
data file, shown in Example 1.13, is similar to that for the beam-element model.

Example 1.13 Plastic hinge formation in a liner structure

struct node 1 0.0,0.0
struct node 2 10.0,0.0
struct liner begin node 1 end node 2 seg 2 prop 5001
struct prop 5001 e 2.0E11 pratio 0.3 area 0.0060 I 2.0E-4 thick 1.0 &

syield 6.25e7 syresid 6.25e7 sycomp 1e10
struct node 1 fix y
struct node 2 fix y
struct node 3 fix y initial yvel -5.0e-6
history 1 node 3 ydisplace
history 2 element 1 moment1
history 3 element 1 moment2
history 4 element 2 moment1
history 5 element 2 moment2
history 6 element 1 shear
history 7 element 2 shear
history 8 node 3 adisplacement
set st damping struct=combined 0.8
set large
history 999 unbalanced
cycle 3000
save se 01 13.sav

We find that the results for the liner-element model are the same as those for the beam-element
model. The limiting values of moment and shear force equal the analytical values of 25 kN-m and
5 kN, respectively, as shown in Figures 1.30 and 1.31. The moment and shear force distributions
correspond with the analytical solution (compare Figures 1.32 and 1.33 to Figure 1.13).
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Figure 1.30 Moment at right end of segment 1 and left end of segment 2 versus
applied center displacement
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Figure 1.31 Shear force at right end of segment 1 and left end of segment 2
versus applied center displacement
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Figure 1.32 Moment distribution at limit condition
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Figure 1.33 Shear force distribution at limit condition
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The development of a discontinuity in the rotational motion for liner elements is illustrated for
the loading of a cantilever beam. This example is similar to the beam-element test described in
Example 1.5. The example is a cantilever beam (fixed at the left end) with a vertical load applied
at the free end (see Example 1.14). The problem is run in large-strain mode. The cantilever
is composed of two liner element segments. The segment with the fixed end is prescribed high-
strength properties. The second segment is prescribed lower values for the axial and residual tensile
yield properties, in order to allow failure to develop in this segment.

The final structural configuration and moment distribution are shown in Figure 1.34. We see that a
discontinuity develops in the rotation at the beam center.

Example 1.14 Cantilever beam with a plastic hinge, using a liner element

struct node 1 0.0,0.0
struct node 2 10.0,0.0
struct liner begin node 1 end node 2 seg 2 prop 5001
struct prop 5001 e 2.06E11 pratio 0.30 area 0.0060 I 2.0E-4 thick 1.0 &

syield 6.25e7 syresid 6.25e7 sycomp 1e10
struct prop 5002 e 2.06E11 pratio 0.30 area 0.0060 I 2.0E-4 thick 1.0 &

syield 1e10 syresid 1e10 sycomp 1e10
struct chprop 5002 range 1 1
struct node 1 fix x y r
struct node 2 load 0 -5.5e3 0
history 1 node 3 ydisplace
history 2 element 1 moment1
history 3 element 1 moment2
history 4 element 2 moment1
history 5 element 2 moment2
history 6 element 1 shear
history 7 element 2 shear
history 8 node 3 adisplacement
set st damping struct=combined 0.8
set large
history 999 unbalanced
cycle 3000
save se 01 14.sav
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Figure 1.34 Final structural configuration and moment distribution in liner
cantilever with plastic hinge

FLAC Version 5.0



1 - 64 Structural Elements

1.3.4.3 Tunnel with Unreinforced Shotcrete Lining

A horseshoe-shaped tunnel, 4 m wide by 4 m high, is located at a shallow depth. Three types of
lining support are illustrated in this example: (1) shotcrete lining bonded to the rock; (2) shotcrete
lining with sliding interface with the rock; and (3) two layers of shotcrete lining with a sliding
interface with the rock. The data file for this example is listed in Example 1.15. A FISH function
closure is included in this file to calculate the tunnel closure for each case.

Example 1.15 Tunnel with unreinforced shotcrete lining

grid 10 10
m m
gen arc 5 5 7 5 180
prop dens 2000 bulk 33.333e6 shear 20.0e6 fric 35 coh=50e3
fix y j 1
fix x i 1
fix x i 11
set grav 10
solve
save lining0.sav
;
ini xdisp 0 ydisp 0
m null i 4 7 j 4 6
m null i 5 6 j 7
; unreinforced shotcrete lining
struct prop 5001 dens 2100 e 20e9 thick=0.15 area=0.15 pr=0.2
struct prop 5001 syield=4e6 sycomp=40e6
struct liner long from 4 4 to 8 4 prop 5001
; histories
hist unbal
def closure

closure=100.0*(ydisp(6,4)-ydisp(6,8))/(y(6,8)-y(6,4))
end
hist closure
solve
save lining1.sav
;
rest lining0.sav
ini xdisp 0 ydisp 0
m null i 4 7 j 4 6
m null i 5 6 j 7
; unreinforced shotcrete lining
struct prop 5001 dens 2100 e 20e9 thick=0.15 area=0.15 pr=0.2
struct prop 5001 syield=4e6 sycomp=40e6
struct liner long from 4 4 to 8 4 int 1 prop 5001
interf 1 kn 1e8 ks 1e8 fric 35 coh 50e3
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; histories
hist unbal
def closure

closure=100.0*(ydisp(6,4)-ydisp(6,8))/(y(6,8)-y(6,4))
end
hist closure
solve
save lining2.sav
;
rest lining0.sav
ini xdisp 0 ydisp 0
m null i 4 7 j 4 6
m null i 5 6 j 7
; unreinforced shotcrete lining with sliding interface
struct prop 5001 dens 2100 e 20e9 thick=0.05 area=0.05 pr=0.2
struct prop 5001 syield=4e6 sycomp=40e6
struct liner long from 4 4 to 8 4 int 1 prop 5001
interf 1 kn 1e8 ks 1e8 fric 35 coh 50e3
; second layer in roof (note order of nodes)
struct liner from node 11 to node 3 int 2 prop 5002
struct prop 5002 dens 2100 e 20e9 thick=0.1 area=0.1 pr=0.2
interf 2 kn 1e8 ks 1e8 glued
; histories
hist unbal
def closure

closure=100.0*(ydisp(6,4)-ydisp(6,8))/(y(6,8)-y(6,4))
end
hist closure
solve
save lining3.sav

In the first case, the tunnel is lined on the sidewalls and arch with 150 mm of shotcrete. The shotcrete
is assumed to be fully bonded to the surrounding rock. The compressive strength is assumed to be 40
MPa, and the tensile strength is assumed to be 4 MPa. No residual tensile strength is specified (i.e.,
the shotcrete is unreinforced). The calculated vertical tunnel closure in this case is approximately
0.23%. The distribution of axial forces in the shotcrete is shown in Figure 1.35. The maximum
axial force is approximately 137 kN.
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Figure 1.35 Distribution of axial forces in unreinforced shotcrete lining
bonded to rock

In the second case, the shotcrete is identical to the previous case, except that a slipping interface
is connected between the lining and the surrounding rock. The interface is assumed to have the
same shear strength properties as the rock. In this case, the vertical tunnel closure is calculated as
approximately 0.37%. The maximum axial force is approximately 64 kN, as shown in Figure 1.36.

In the third case, the shotcrete is installed in two layers. The first layer is 50 mm thick, and the
second layer is 100 mm thick. The second layer covers only the crown of the tunnel. The first
layer is assumed to be “glued” to the second, and connected to the rock with an interface. The
interface has the same properties as in the second case. The vertical tunnel closure in the third case
is approximately 0.36%. The distribution of axial forces in both linings is shown in Figure 1.37.
The maximum axial force in layer 1 is 59 kN, and is 11 kN in layer 2.
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Figure 1.36 Distribution of axial forces in unreinforced shotcrete lining
with interface
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Figure 1.37 Distribution of axial forces in unreinforced shotcrete lining
with two layers
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1.4 Cable Elements

1.4.1 Formulation

Cable and bolt reinforcements in rock and soil have two somewhat different functions:

In hard rock subjected to low magnitude in-situ stress fields, failure is often localized
and limited to wedges of rock directly adjacent to openings. The effect of the rockbolt
reinforcement here is to provide a local resistance at the joint surfaces to resist wedge
displacement. The bending, as well as the axial stiffness of the reinforcement, may be
important in resisting shear deformations. In FLAC, this type of bolt action may be
modeled using rockbolt elements which have a flexural rigidity. (See Section 1.6.)

If bending effects are not important, cable elements are sufficient because they allow the
modeling of a shearing resistance along their length, as provided by the shear resistance
(bond) between the grout and the cable, or the grout and the host medium. The cable ele-
ment formulation in FLACconsiders more than just the local effect of the reinforcement
— its effect in resisting deformation is accounted for along its entire length. The cable
element formulation is useful in modeling reinforcement systems (e.g., cable bolts) in
which the bonding agent (grout) may fail in shear over some length of the reinforcement.
The numerical formulation for reinforcement which accounts for this shear behavior of
the grout annulus is described here.

In the discussion of the formulation that follows, the host material is assumed to be rock. However,
the formulation applies equally to soil as the host material.

The cable is assumed to be divided into a number of segments of length, L, with nodal points located
at each segment end. The mass of each segment is lumped at the nodal points, as in the continuum
formulation of FLAC.

1.4.1.1 Axial Behavior

The axial behavior of conventional reinforcement systems may be assumed to be governed entirely
by the reinforcing element itself. The reinforcing element is usually steel and may be either a bar
or cable. Because the reinforcing element is slender, it offers little bending resistance (particularly
in the case of cable), and is treated as a one-dimensional member with capacity to sustain uniaxial
tension. (Compression is also allowed. However, when modeling support that is primarily loaded in
compression, pile elements are recommended.) A one-dimensional constitutive model is adequate
for describing the axial behavior of the reinforcing element. In the present formulation, the axial
stiffness is described in terms of the reinforcement cross-sectional area, A (area), and Young’s
modulus, E (E).
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The incremental axial force, �F t , is calculated from the incremental axial displacement by

�F t = − EA
L

�ut (1.15)

where: �ut = �uiti

= �u1t1 + �u2t2

= (u
[b]
1 − u[a]

1 )t1 + (u[b]
2 − u[a]

2 )t2.

u
[a]
1 , u

[b]
1 , etc. are as shown in Figure 1.2. The superscripts [a], [b] refer to the nodes. The direction

cosines t1, t2 refer to the tangential (axial) direction of the cable.

A tensile yield-force limit (yield) and a compressive yield-force limit (ycomp) can be assigned to the
cable. Accordingly, cable forces that are greater than the tensile or compressive limits (Figure 1.38)
cannot develop. If either yield or ycomp is not specified, the cable will have zero strength for loading
in that direction.

axial strain

1

E area

compressive
force

extension

     tensile
force

compression

yield

ycomp

Figure 1.38 Cable material behavior for cable elements

In evaluating the axial forces that develop in the reinforcement, displacements are computed at
nodal points along the axis of the reinforcement, as shown in Figure 1.39. Out-of-balance forces
at each nodal point, as well as shear forces contributed through shear interaction along the grout
annulus, are computed from axial forces in the reinforcement. Axial displacements are computed
based on accelerations from integration of the laws of motion using the computed out-of-balance
axial force and a mass lumped at each nodal point.
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Figure 1.39 Conceptual mechanical representation of fully bonded reinforce-
ment which accounts for shear behavior of the grout annulus

1.4.1.2 Shear Behavior of Grout Annulus

The shear behavior of the grout annulus is represented as a spring-slider system located at the nodal
points shown in Figure 1.39. The shear behavior of the grout annulus, during relative displacement
between the reinforcing/grout interface and the grout/medium interface, is described numerically
by the grout shear stiffness (kbond in Figure 1.40(b)) — i.e.,

Fs

L
= Kbond (uc − um) (1.16)

where: Fs = shear force that develops in the grout
(i.e., along the interface between the cable element and the grid);

Kbond = grout shear stiffness (kbond);
uc = axial displacement of the cable;
um = axial displacement of the medium (soil or rock); and
L = contributing element length.
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Figure 1.40 Grout material behavior for cable elements

The maximum shear force that can be developed in the grout, per length of element, is a function
of the cohesive strength of the grout and the stress-dependent frictional resistance of the grout. The
following relation is used to determine the maximum shear force:

Fmax
s

L
= Sbond + σ ′c × tan(Sfriction)× perimeter (1.17)

where: Sbond = intrinsic shear strength or cohesion (sbond);
σ ′c = mean effective confining stress normal to the element;
Sfriction = friction angle (sfriction); and
perimeter = exposed perimeter of the element (perimeter).

The mean effective confining stress normal to the element is defined by the equation

σ ′c = −
(σnn + σzz

2
+ p) (1.18)

where: p = pore pressure;
σzz = out-of-plane stress; and
σnn = σxx n

2
1 + σyy n2

2 + 2 σxy n1 n2,
ni = unit vectors as defined in Eq. (1.4).

The limiting shear-force relation is depicted by the diagram in Figure 1.40(a). The input properties
are shown in bold type on this figure.
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In computing the relative displacement at the grout/medium interface, an interpolation scheme is
used to calculate the displacement of the medium in the cable axial direction at the cable node.
Each cable node is assumed to exist within an individual FLAC zone (hereafter referred to as the
host zone). The interpolation scheme uses weighting factors that are determined by the distance
to each of the gridpoints of the host zone. The calculation of the weighting factors is based on
satisfying moment equilibrium. The same interpolation scheme is used to apply forces developed
at the grout/medium interface back to the host zone gridpoints.

For example, in computing the axial displacement of the grout/medium interface, the following
interpolation scheme is used. Consider reinforcement passing through a constant-strain finite dif-
ference triangle (sub-zone) making up part of the intact medium, as shown in Figure 1.41(a). The
incremental x-component of displacement (�uxp) at the nodal point is given by

�uxp = W1 �ux1 +W2 �ux2 +W3 �ux3 (1.19)

where:�ux1, �ux2, �ux3 are the incremental gridpoint displacements; and

W1, W2, W3 are weighting factors.

A similar expression is used for y-component displacements. The weighting factors W1, W2, W3
are computed from the position of the nodal point within the triangle, as follows:

W1 = A1/AT (1.20)

where:AT is the total area of the finite-difference triangle; and

A1 is the area of the triangle in Figure 1.41(b).

Incremental x- and y-displacements (Eq. (1.19)) are used at each calculation step to determine
the new local reinforcing orientation. The axial component of displacement of the grout/medium
interface is computed from the current orientation of the reinforcing segment.

Forces generated at the grout/medium interface (Fxp, Fyp) are distributed back to gridpoints ac-
cording to the same weighting factors used previously — i.e.,

Fx1 = W1 · Fxp
Fx2 = W2 · Fxp (1.21)

Fx3 = W3 · Fxp

where Fx1, Fx2 and Fx3 are forces applied to the gridpoints.
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(a) typical reinforcing element passing through a triangular sub-zone

Figure 1.41 Geometry of triangular sub-zone and transgressing reinforce-
ment
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1.4.1.3 Normal Behavior at Grout Interface

As explained above, an interpolated estimate of grid velocity is made at each cable node. The
velocity component normalto the average axial cable direction is transferred directly to the node —
i.e., the cable node is “slaved” to the grid motion in the normal direction. The node exerts no normal
force on the grid if the cable segments on either side of the node are co-linear. However, if the
segments make an angle with each other, then a proportion of their axial forces will act in the mean
normal direction. This net force acts both on the grid and on the cable node (in opposite directions).
Thus, an initially straight cable can sustain normal loading if it is allowed finite deflection, using
FLAC’s large-strain mode.

1.4.2 Cable-Element Properties

The cable elements used in FLAC require the following input parameters:

(1) cross-sectional area [length2] of the cable;

(2) density [mass/volume] of the cable (optional — used for dynamic analysis and
gravity loading);

(3) elastic modulus [stress] of the cable;

(4) spacing [length] (optional — if not specified, cables are considered to be
continuous in the out-of-plane direction);

(5) tensile yield strength [force] of the cable (if not specified, the tensile yield
strength is zero);

(6) compressive yield strength [force] of the cable (if not specified, the compres-
sive yield strength is zero);

(7) exposed perimeter [length] of the cable;

(8) stiffness of the grout [force/cable length/displacement];

(9) cohesive strength of the grout [force/cable length];

(10) frictional resistance of the grout [degrees]; and

(11) thermal expansion coefficient (optional — used for thermal analysis).

The cable radius, rather than the area, can also be specified; the cross-sectional area will then be
calculated automatically. The cable perimeter mustbe specified separately if the frictional resistance
of the grout is to be considered.

If spaced reinforcement is to be simulated (e.g., soil nails installed on a regular spacing), the spacing
in the out-of-plane direction can be prescribed. The spacing parameter is used to automatically scale
properties and parameters to account for the effect of the distribution of the cables over a regularly
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spaced pattern. See Section 1.9.4 for more information on the simulation of spaced reinforcement.
Note that the actualcable properties, not scaled properties, are entered in FLAC when spacing is
given.

The area, modulus and yield strength of the cable are usually readily available from handbooks,
manufacturer’s specifications, etc. The properties related to the grout are more difficult to estimate.
The grout annulus is assumed to behave as an elastic-perfectly plastic solid. As a result of relative
shear displacement, ut , between the tendon surface and the borehole surface, the shear force, F t ,
mobilized per length of cable is related to the grout stiffness, Kbond — i.e.,

F t = Kbond u
t (1.22)

Usually,Kbond can be measured directly in laboratory pull-out tests. Alternatively, the stiffness can
be calculated from a numerical estimate for the elastic shear stress, τG, obtained from an equation
describing the shear stress at the grout/rock interface (St. John and Van Dillen 1983):

τG = G

(D/2+ t)
�u

ln(1+ 2t/D)
(1.23)

where: �u = relative displacement between the element and the surrounding material;
G = grout shear modulus;
D = reinforcing diameter; and
t = annulus thickness.

Consequently, the grout shear stiffness, Kbond, is simply given by

Kbond = 2π G

ln (1+ 2t/D)
(1.24)

In many cases, the following expression has been found to provide a reasonable estimate of Kbond
for use in FLAC:

Kbond � 2π G

10 ln (1+ 2t/D)
(1.25)

The one-tenth factor helps to account for the relative shear displacement that occurs between the
host-zone gridpoints and the borehole surface. This relative shear displacement is not accounted
for in the present formulation.

The maximum shear force per cable length in the grout is determined by Eq. (1.17). The values
for bond cohesive strength and friction angle can be estimated from the results of pull-out tests
conducted at different confining pressures or, should such results not be available, the maximum
force per length may be approximated from the peak shear strength (St. John and Van Dillen 1983):
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τpeak = τIQB (1.26)

where τI is approximately one-half of the uniaxial compressive strength of the weaker of the rock
and grout, and QB is the quality of the bond between the grout and rock (QB = 1 for perfect
bonding).

Neglecting frictional confinement effects, Sbond, may then be obtained from:

Sbond = π(D + 2t) τpeak (1.27)

Failure of reinforcing systems does not always occur at the grout/rock interface. Failure may occur
at the reinforcing/grout interface, as is often true for cable reinforcing. In such cases, the shear
stress should be evaluated at this interface. This means that the expression (D + 2t) is replaced by
(D) in Eq. (1.27).

The calculation of cable-element properties is demonstrated by the following example. A 25.4 mm
(1 inch)-diameter locked-coil cable was installed at 2.5 m spacing, perpendicular to the plane of
analysis. The reinforcing system is characterized by the properties:

cable diameter (D) 25.4 mm
hole diameter (D + 2t) 38 mm
cable modulus (E) 98.6 GPa
cable ultimate tensile capacity 0.548 MN
grout compressive strength 20 MPa
grout shear modulus (Gg) 9 GPa
friction (ignored) 0

Two independent methods are used in evaluating the maximum shear force in the grout. In the first
method, the bond shear strength is assumed to be one-half the uniaxial compressive strength of
the grout. If the grout-material compressive strength is 20 MPa, and the grout is weaker than the
surrounding rock, the grout shear strength is then 10 MPa.

In the second method, reported pull-out data are used to estimate the grout shear strength. The
report presents results for 15.9 mm (5/8 inch)-diameter steel cables grouted with a 0.15 m (5.9
inch) bond length in holes of varying depths. The testing indicated capacities of roughly 70 kN.
If a surface area of 0.0075 m2 (0.15 m × 0.05 m) is assumed for the cables, then the calculated
maximum shear strength of the grout is

70 x 103 N

0.0075 m2
= 9.33 x 106 N/m2 = 9.33 MPa
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This value agrees closely with the 10 MPa estimated above, and either value could be used. As-
suming failure occurs at the cable/grout interface, the maximum bond force per length is (using
Eq. (1.27) with D + 2t replaced by D):

Sbond = π (0.0254 m) (10 MPa) = 800 kN/m

The bond stiffness, Kbond, is estimated from Eq. (1.25). For the assumed values shown above, a
bond stiffness of 1.5 × 1010 N/m

m
is calculated.

Values for Kbond, Sbond, E and tensile yield force are divided by 2.5 to account for the 2.5 m
spacing of cables perpendicular to the modeled cross-section (see Section 1.9.4). This is performed
automatically when the spacing parameter is specified.

The final input properties for FLAC are:

kbond 1.5 × 1010 N/m/m
sbond 8.0 × 105 N/m
E 98.6 GPa
yield 5.48 × 105 N
area 5 × 10−4 m2

sfriction 0
spacing 2.5

Note that other researchers have reported values for kbond, based upon the results of pull tests, that
are approximately one order of magnitude lower than calculated using Eq. (1.25) (e.g., Ruest and
Martin, 2002).

Another example estimation of grout properties from pull-out tests is presented in Section 9 in the
Examples volume.

The effect of linear thermal expansion is implemented in the cable formulation. The temperature
change occurs as a result of either heat conduction or temperature re-initialization in the FLACgrid
(for CONFIG thermal).

It is assumed that the grid temperature is communicated instantaneously to the structural elements.
The temperature change generates thermal expansion/contraction in the structural element axial
direction; the effect of the cable lateral expansion is neglected, and no other coupling takes place.
The effect of heat conduction in the structural element is not considered.

The incremental axial force generated by thermal expansion in a cable element is calculated using
the formula (note that compression is positive for axial forces):

�F = E A α �T (1.28)
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whereE is the Young’s modulus of the element,A is the cross-sectional area, α is the linear thermal
expansion coefficient, and �T is the temperature increment for the element.

The structural element nodal temperature increment is determined by interpolation of nodal tem-
perature increments in the host zone and stored in a structural node offset. The temperature change
in a structural element is calculated as the average of values at the two nodes. The thermal expan-
sion of a cable element is computed incrementally as the product of the thermal linear expansion
coefficient, temperature change for the step, and element length. Thermal strains, thermal strain
increments and temperatures at structural nodes are not stored.

1.4.3 Mean Effective Confining Stress

The out-of-plane stress component, σzz, can be included or excluded from the calculation of mean
effective confining stress for cable elements, σ ′c (see Eq. (1.17)).

Use the keyword szz on or off with the STRUCT prop command to turn the σzz component on and
off. By default, σzz is included.

1.4.4 Pre-tensioning Cable Elements

Cable elements may be pre-tensioned in FLAC by using the optional keyword tens = t with the
STRUCT cable command. A positive value for t assigns an axial force into the cable element(s)
described by that STRUCT command. It is important to note that the cable with specified pre-tension
is unlikely to be initially in equilibrium with other elements or the FLACgrid to which it is linked.
In other words, some displacement of the cable nodes and linked elements or nodes or gridpoints
is probably required to achieve equilibrium. These displacements will likely result in some loss of
the initial pre-tension.

In practice, pre-tensioned elements may be fully grouted, or they may be left ungrouted over part of
their length. In either case, some anchorage length is provided (usually at the far end) to support the
element during pre-tensioning. To simulate this pre-tensioning in FLAC, several separate STRUCT
commands are required. One STRUCT command is used to define the geometry for the anchorage. A
STRUCT prop command is then used to define the anchorage properties. A third STRUCT command
is used to define the free (i.e., unbonded) section and the pre-tension force. Note that the anchorage
section and free section would be linked by a common cable node. Another STRUCT prop command
(or a STRUCT chprop command) is used to specify the properties for the free length. In most cases,
the free length would have Sbond = 0 (i.e., unbonded). An example of this procedure is shown in
Section 6 in the Examples volume.

As an alternative to specifying a pre-tension to the free length, a load can be applied to the free end
using the STRUCT node n load fx fy command. After equilibrating forces have developed in the
anchorage, the loaded node can be connected to the FLAC grid or another element.

The procedure for subsequent “grouting” of the free length is to simply change theKbond and Sbond
values for the free section to appropriate values for a grouted section.
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1.4.5 Commands Associated with Cable Elements

All the commands associated with cable elements are listed in Table 1.4, below. This includes
the commands associated with the generation of cables, and those required to monitor histories,
plot and print cable-element variables. See Section 1.3 in the Command Reference for a detailed
explanation of these commands.
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Table 1.4 Commands associated with cable elements

STRUCTURE keyword
cable keyword

begin keyword
grid i j
node n
x y

end keyword
grid i j
node n
x y

prop np
segment ns
delete <n1 n2>
tension value

node n x y
node n* keyword

fix <x><y>
free <x><y>
initial keyword

xdis value
xvel value
ydis value
yvel value

load fx fy
slave <x><y> m
unslave <x><y>

prop np keyword
area value
density value
e value
kbond value
perimeter value
radius value
sbond value
sfriction value
spacing value
szz on/off
thexp value
ycomp value
yield value

chprop np range nel1 nel2

* For the keywords fix, free, initial and load, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.4 Commands associated with cable elements (continued)

HISTORY keyword
node n keyword

sbond
sdisp
sforce
xdisp
xvel
ydisp
yvel

element nel keyword
axial

PLOT cable
structure <cable> keyword

axial <ng <ng2*> >
bond <ng <ng2> >
cs sdisp <ng <ng2> >
cs sforce <ng <ng2> >
element
fyaxial <ng <ng2> >
location <ng <ng2> >
material
node
number
sdisp
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
cable
node
property cable

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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1.4.6 Example Applications

Simple examples are given below to demonstrate the implementation of cable elements in FLAC.
Additional examples can be found in the Examples volume.

1.4.6.1 Reinforced Beam with Vertical Crack

This problem examines the behavior of a lightly reinforced beam subject to gravity loading. A
vertical crack is created through the midpoint of the beam. Cable elements are used to represent
the reinforcement. The input commands for this problem are given in Example 1.16.

Example 1.16 Reinforced beam with vertical crack

conf p str
grid 13 3
m e
model null i 7
gen 0 0 0 2 5.5 2 5.5 0 i 1 7
gen 5.5 0 5.5 2 11 2 11 0 i 8 14
int 1 aside from 7 1 to 7 4 bside from 8 1 to 8 4
int 1 kn 1e10 ks 1e10 fric 0.0
prop s .3e9 b 1e9 d 2400
set large
fix y j 1 i 1
fix y j 1 i 14
set grav 10.0
his yd i 7 j 4
struct cable beg .1 .1 end 10.9 .1 seg 13 pro 2001
stru pro 2001 yi 1e6 kb 1e10 sb 1e7 e 200e9 a 2e-3
hist node 7 xvel yvel xdisp ydisp
hist node 7 sbond nbond sforce nforce sdisp ndisp
hist elem 7 axial shear
step 5000
plot grid struc axial fill disp fix
ret

Figure 1.42 shows the axial force distribution that develops along the cable reinforcement. The
vertical centerline displacement is 1.2 cm.
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  step      5000
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Itasca Consulting Group, Inc.           
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Figure 1.42 Axial force in cable reinforcement and displacement of beam
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1.4.6.2 Soil Nailing

This example demonstrates the ability of cable elements to simulate support provided by materials
such as geo-grids or soil nails in the construction of reinforced embankments. In this example,
three layers of soil nails are installed on a 0.5 m spacing within a vertical embankment. Two cases
are examined: (1) only cohesive resistance is assumed between the nails and the soil; and (2)
both cohesive and frictional resistance are included. The data file is listed in Example 1.17. The
command

struct prop 2001 sfric 20 peri 0.314

is added in the second case to include the effect of the frictional resistance.

Example 1.17 Soil nailing support

grid 11 11
m m
prop dens 2000 bulk 5e9 shear 1e9
prop coh 4e4 fr 30
;
fix x y j=1
fix x i=1
fix x i=12
;
ini syy -2.2e5 var 0 2.2e5
ini sxx -1.32e5 var 0 1.32e5
ini szz -0.88e5 var 0 0.88e5
set grav 10
;
hist xdisp i=1 j=12
;
hist 999 unbal
solve elastic
save se 01 17a.sav
; exclude cable friction
free x i=1 j 2 12
struct cable begin 0,3.5 end 8,3.5 seg 8 prop 2001
struct cable begin 0,6.5 end 8,6.5 seg 8 prop 2001
struct cable begin 0,9.5 end 8,9.5 seg 8 prop 2001
struct prop 2001 e=200e9 a=8.5e-3 yield=1e10 kbond=7e6 sbond=1e2 spac 0.5
;
step 2000
save se 01 17b.sav
; include cable friction
restore se 01 17a.sav
free x i=1 j 2 12
struct cable begin 0,3.5 end 8,3.5 seg 8 prop 2001
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struct cable begin 0,6.5 end 8,6.5 seg 8 prop 2001
struct cable begin 0,9.5 end 8,9.5 seg 8 prop 2001
struct prop 2001 e=200e9 a=8.5e-3 yield=1e10 kbond=7e6 sbond=1e2 spac 0.5
struct prop 2001 sfric 20 peri 0.314
;
step 2000
save se 01 17c.sav

In the first case, the soil nails are not sufficient to support the embankment. Figure 1.43 shows the
axial forces in the cables, and indicates that bond yield has been reached at all cable nodes. By
typing the command PRINT struct node spring, it can also be seen that the maximum shear force
per length of cable element has been reached at all nodes.

In the second case, by including a frictional resistance at the nail/soil interface of 20◦, the nails
are now sufficient to stabilize the embankment. Figure 1.44 plots the axial forces in the cables for
this case. Note that significantly higher axial forces can now develop as a result of the frictional
resistance.
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Figure 1.43 Axial forces in nails with only cohesive strength at soil/nail in-
terface
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Figure 1.44 Axial forces in nails with both frictional and cohesive strength at
soil/nail interface
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1.5 Pile Elements

1.5.1 Formulation

The pile elements in FLAC combine the behaviors of beam elements and cable elements. Piles
are two-dimensional elements with 3 degrees of freedom (two displacements and one rotation) at
each end node. The formulation for the pile element is identical to that for beams, as described in
Section 1.2.1. A pile element segment is treated as a linearly elastic material with no axial yield.
However, plastic moments and hinges can be specified in the same way as beams.

Piles interact with the FLAC grid via shear and normal coupling springs. The coupling springs
are nonlinear connectors that transfer forces and motion between the pile elements and the grid at
the pile element nodes. The formulation is similar to that for cable elements. The behavior of the
shear coupling springs is identical to the representation for the shear behavior of grout, as described
for cable elements in Section 1.4.1.2. The behavior of the normal coupling springs includes the
capability to model load reversal and the formation of a gap between the pile and the grid. The
normal coupling springs are primarily intended to simulate the effect of the medium squeezing
around the pile.* A force-displacement law for the normal springs can also be defined externally by
a FISH function. The formulations for the shear and normal coupling springs are described below.

The coupling springs associated with FLAC’s pile elements are similar to the load/displacement
relations provided by “p-y curves” (e.g., see Coduto 1994). However, p-y curves are intended to
capture (in a crude way) the interaction of the pile with the wholesoil mass, while FLAC’s coupling
springs represent the local interaction of the soil and pile elements. See Section 1.5.4.4 for further
discussion on this topic.

The pile formulation simulates a row of equally spaced piles in plane-strain symmetry.† See
Section 1.9.4 for property-scaling rules to simulate the effect of spacing.

* The coupling springs can also simulate the effect of a continuous wall/medium contact. However,
it is recommended that, for this case, beam elements with interface elements attached on both sides
of the beams be used, because interfaces provide a better representation of the effect of wall/soil
separation. For example, see the diaphragm wall example (Section 11 in the Examples volume).

† Note that pile elements cannot be used to simulate a single vertical pile because the structural
element formulation does not apply to axisymmetric geometry (see Section 1.9.1). For such a case,
the three-dimensional program FLAC3D is recommended.
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1.5.1.1 Behavior of Shear Coupling Springs

The shear behavior of the pile/grid interface is represented as a spring-slider system at the pile
nodal points. The system is similar to that illustrated for the cable/grid interface in Figure 1.39.
The shear behavior of the interface during relative displacement between the pile nodes and the grid
is described numerically by the coupling spring shear stiffness (cs sstiff in Figure 1.45(b)) — i.e.,

Fs

L
= cssstiff (up − um) (1.29)

where: Fs = shear force that develops in the shear coupling spring
(i.e., along the interface between the pile element and the grid);

cssstiff = coupling spring shear stiffness (cs sstiff);
up = axial displacement of the pile;
um = axial displacement of the medium (soil or rock); and
L = contributing element length.

cs_fric

cs_scoh

a) Shear strength criterion

× perimeter

cs_sstiff

relative shear
displacement

1

force/length

b) Shear force versus displacement

Figure 1.45 Material behavior of shear coupling spring for pile elements

The maximum shear force that can be developed along the pile/grid interface is a function of the
cohesive strength of the interface and the stress-dependent frictional resistance along the interface.
The following relation is used to determine the maximum shear force per length of the pile:

Fmax
s

L
= csscoh + σ ′c × tan(cssfric)× perimeter (1.30)
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where: csscoh = cohesive strength of the shear coupling spring (cs scoh);
σ ′c = mean effective confining stress normal to the pile element;
cssfric = friction angle of the shear coupling spring (cs sfric); and
perimeter = exposed perimeter of the element (perimeter).

The mean effective confining stress normal to the element is defined by the equation:

σ ′c = −
(σnn + σzz

2
+ p) (1.31)

where: p = pore pressure;
σzz = out-of-plane stress; and
σnn = σxx n

2
1 + σyy n2

2 + 2 σxy n1 n2,
ni = unit vectors as defined in Eq. (1.4).

The limiting shear-force relation is depicted by the diagram in Figure 1.45(a). The input properties
are shown in bold type on this figure.

The same interpolation scheme as that employed for the cable elements is used to calculate the
displacement of the grid in the pile axial direction at the pile node.

1.5.1.2 Behavior of Normal Coupling Springs

The normal behavior of the pile/grid interface is represented by a linear spring with a limiting normal
force that is dependent on the direction of movement of the pile node. The normal behavior during
the relative normal displacement between the pile nodes and the grid is described numerically by
the coupling spring normal stiffness (cs nstiff in Figure 1.46(b)) — i.e.,

Fn

L
= csnstiff (u

n
p − unm) (1.32)

where Fn = normal force that develops in the normal coupling spring
(i.e., along the interface between the pile element and the grid);

csnstiff = coupling spring normal stiffness (cs nstiff);
unp = displacement of the pile normal to the axial direction of the pile;
unm = displacement of the medium (soil or rock) normal to the

axial direction of the pile; and
L = contributing element length.
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× perimeter
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tensile
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displacement
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compressive force/length

tensile force/length

b) force versus displacementNormal

Figure 1.46 Material behavior of normal coupling spring for pile elements

A limiting normal force can be prescribed to simulate the localized three-dimensional effect of the
pile pushing through the grid (e.g., a soil being squeezed around a single pile). The limiting force
is a function of a normal cohesive strength and a stress-dependent frictional resistance between the
pile and the grid. The following relation is used to determine the maximum normal force per length
of the pile:

Fmax
n

L
= csncoh + σ ′c × tan(csnfric)× perimeter (1.33)

where csncoh = cohesive strength of the normal coupling spring (cs ncoh),
which is dependent on the direction of loading;

σ ′c = mean effective confining stress normal to the pile element;
csnfric = friction angle of the normal coupling spring (cs nfric); and
perimeter = exposed perimeter of the element (perimeter).

The mean effective confining stress normal to the element is defined by Eq. (1.31).

The limiting normal-force relation is shown in the diagram in Figure 1.46(a). The cohesive strength
is defined by two property keywords (cs ncoh and cs nten). The value that will be used in Eq. (1.33)
depends on the direction of motion of the pile node. Conceptually, a single normal spring is
considered to be located at each pile node. Positive normal motion is defined to be to the left
when facing along the pile element in the direction of node n to node n+1. The sign convention is
shown in Figure 1.47. Displacement of the node in the positive normal direction is considered as a
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positive displacement with the spring in compression, and cs ncoh is used, while displacement in
the negative normal direction is considered as a negative displacement with the spring in tension,
and cs nten is used. The dual cohesion parameters are useful for cases in which different conditions
exist on both sides of the pile — e.g., the pile acts as a retaining wall. If cs nten is not specified,
then its value defaults to that for cs ncoh, and the response is the same for normal movement in
either direction.

node
n+1

node n

cs_nten

cs_ncoh

positive
normal

negative
normal

Figure 1.47 Sign convention for compressive strength of normal coupling
springs

1.5.2 Pile-Element Properties

The pile elements in FLAC require the following input parameters:

(1) cross-sectional area [length2] of the pile;

(2) second moment of area [length4] (commonly referred to as the moment of
inertia) of the pile;

(3) density [mass/volume] of the pile (optional — used for dynamic analysis and
gravity loading);

(4) elastic modulus [stress] of the pile;

(5) spacing [length] (optional — if not specified, piles are considered to be con-
tinuous in the out-of-plane direction);

(6) plastic moment [force-length] (optional — if not specified, the moment capac-
ity is assumed to be infinite);
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(7) exposed perimeter [length] of the pile (i.e., the length of the pile surface that
is in contact with the medium);

(8) stiffness of the shear coupling spring [force/pile length/displacement];

(9) cohesive strength of the shear coupling spring [force/pile length];

(10) frictional resistance of the shear coupling spring [degrees];

(11) stiffness of the normal coupling spring [force/pile length/displacement];

(12) cohesive (and tensile) strength [force/pile length] of the normal coupling
spring;

(13) frictional resistance of the normal coupling spring [degrees]; and

(14) normal gap formation between the pile and the medium.

The height and width of the pile element cross-section (or the radius for a circular cross-section)
can also be prescribed instead of the area and moment of inertia. The area and moment of inertia
will then be calculated automatically.

Pile element properties are determined in a fashion similar to that used for beam elements. (See
Section 1.2.2.)

A limiting plastic moment and plastic hinge condition can be prescribed for pile nodes. See
Section 1.1.7 for details. Softening relations for plastic hinges can also be defined by the user. An
example is given in Section 1.5.4.3.

The exposed perimeter of a pile element and the properties of the coupling springs should be
chosen to represent the behavior of the pile/medium interface commensurate with the problem
being analyzed. For piles in soil, the pile/soil interaction can be expressed in terms of a shear
response along the length of the pile shaft as a result of axial loading (e.g., a friction pile) or in
terms of a normal response when the direction of loading is perpendicular to the pile axis (e.g.,
piles used to stabilize a slope).

Pile/soil interaction will depend on whether the pile was driven or cast-in-place. The interaction is
expressed in terms of the shear resistance that can develop along the length of the pile. For example,
driven friction piles receive most of their support by friction or adhesion from the soil along the
pile shaft. A cast-in-place point-bearing pile, on the other hand, receives the majority of its support
from soil near the tip of the pile.

In many cases, properties needed to describe the site-specific response of the pile/soil interaction
will not be available. However, a reasonable understanding of the soil properties at the site is usually
provided from standard in-situ and laboratory tests. In such cases, the pile/soil shear response can
be estimated from the soil properties. If the failure associated with the pile/soil response is assumed
to occur in the soil, then the lower limits for cs sfric and cs scoh can be related to the angle of
internal friction of the soil (for cs sfric) and the soil cohesion times the perimeter of the pile (for
cs scoh). If failure is assumed to occur at the pile/soil interface, the values for cs sfric and cs scoh
may be reduced to reflect the smoothness of the pile surface.
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When a pile is loaded laterally, a gap may open on one side between the pile and the medium. If
the load is reversed, the pile first has to close this gap before it can load the medium on the opposite
side. The total size of a gap is an accumulated value. The parameter cs ngap specifies how much of
the gap is effective — cs ngap = 0 causes the gap to be ignored completely: the pile is considered
to be always in contact with the medium. cs ngap = 1 causes 100% of the gap to close before the
pile will reload the medium. The selection of an appropriate value for cs ngap requires knowledge
of the actual problem conditions.

It is also possible for users to input their own force-displacement law for the normal coupling
springs. This is accomplished with a FISH function that can be accessed via the pile property
keyword cs nfunc. The procedure to implement user-defined force-displacement laws is described
in Section 1.10.4.

1.5.3 Commands Associated with Pile Elements

All the commands associated with pile elements are listed in Table 1.5, below. This includes the
commands associated with the generation of piles and those required to monitor histories, plot and
print pile-element variables. See Section 1.3 in the Command Reference for a detailed explanation
of these commands.
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Table 1.5 Commands associated with pile elements

STRUCTURE keyword

pile keyword

begin keyword
grid i j
node n
x y

end keyword
grid i j
node n
x y

prop np
segment ns
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value
rvel value

load fx fy m
pin
slave <x><y> m
unslave <x><y>

prop np keyword
area value
cs ncoh value
cs nfric value
cs nfunc name
cs ngap value
cs nstiff value
cs nten value

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.5 Commands associated with pile elements (continued)

STRUCTURE prop np keyword
cs scoh value
cs sfric value
cs sstiff value
density value
e value
height value
i value
perimeter value
pmom value
radius value
spacing value
width value

chprop np range nel1 nel2
hinge nel1 nel2

HISTORY keyword
node n keyword

adisp
avel
nbond
ndisp
nforce
sbond
sdisp
sforce
xdisp
xvel
ydisp
yvel

element nel keyword
axial
moment1
moment2
shear
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Table 1.5 Commands associated with pile elements (continued)

PLOT pile
structure <pile> keyword

adisp <ng <ng2*> >
avel <ng <ng2> >
axial <ng <ng2> >
cs ndisp <ng <ng2> >
cs nforce <ng <ng2> >
cs sdisp <ng <ng2> >
cs sforce <ng <ng2> >
element
location <ng <ng2> >
material
moment <ng <ng2> >
nbond
node
number
sbond
sdisp
shear <ng <ng2> >
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
pile
hinge
node
property pile

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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1.5.4 Example Applications

Simple examples are provided to illustrate the behavior of pile elements in FLAC. These examples
use FISH to access pile element variables for specifying specific loading and output conditions.
Pile element variables are accessed via FISH using the “STR.FIN” file. See Section 1.10 for a
description and examples for using FISH to access structural element data.

1.5.4.1 Axially Loaded Pile

Piles transfer axial loads to the ground via two mechanisms: skin friction and end bearing. Both
are examined in the following examples.

Engineering solutions for axially loaded piles are commonly based on axisymmetric point-load
solutions (e.g., the Boussinesq solution — see Geddes 1969). In FLAC, the pile is represented in
plane-strain mode as a pile wall extending out of the plane of the cross section (in the z-direction).
For comparison with FLAC in the following examples, the engineering solution is adapted to the
plane-strain mode. Although the pile formulation in FLAC cannot be applied to simulate a single
pile, the plane-strain mode can be used to represent equally spaced piles (see Section 1.9.4 for
details on scaling).

Skin Friction — In this example, the vertical stresses in the ground, calculated by FLAC, that result
from uniform skin friction resistance of an axially loaded pile, are compared to those estimated
from a simple stress approximation. This approximation is based on integration of the Flamant
solution for a point load on an elastic half plane (adapted from the Terzaghi (1943) and Geddes
(1969) approach to the plane-strain case).

The problem is analyzed in plane strain and half symmetry. A total axial load 2P is applied at the
top of a vertical pile of length D located along the symmetry plane. A system of Cartesian axes is
defined with the y-axis pointing upwards along the pile and in which the pile top is at elevation y0
(see Figure 1.48).
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Figure 1.48 Friction pile loading conditions
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The load is transferred to the medium through uniform skin friction by selecting a constant shear
spring stiffness, cs sstiff, that is two orders of magnitude smaller than both the medium bulk
modulus, K , and the pile axial stiffness, E. The shear cohesion, cs scoh, is set to a high value to
prevent shear yielding.

For comparison to the stress-approximation solution, far-field stress boundary conditions are ap-
plied, which correspond to the Flamant solution for a point surface load of intensity 2P , equal to
that of the applied pile load. This solution has the form:

σxx = −4P

π

(y0 − y)x2

[(y0 − y)2 + x2]2

σyy = −4P

π

(y0 − y)3
[(y0 − y)2 + x2]2

(1.34)

σxy = +4P

π

(y0 − y)2x
[(y0 − y)2 + x2]2

In the stress-approximation solution, the stresses due to uniform skin friction are estimated by
assuming a load distribution of intensity 2P/(2D) over a vertical height D (see Figure 1.48).
Neglecting the influence of the overburden at the elevation y = y0 − h, and using the Flamant
solution, the vertical stress contribution caused by a load increment 2 dP = P

D
dh over the height

dh may be approximated by:

dσyy = − 2P

πD

(y0 − h− y)3
[(y0 − h− y)2 + x2]2

dh (1.35)

Summing up incremental load contributions above the current elevation, we obtain

σyy = − 2P

πD

∫ z

0

(y0 − h− y)3
[(y0 − h− y)2 + x2]2

dh (1.36)

where z = y0 − y for y ≥ y0 −D and z = D for y ≤ y0 −D.

Upon integration, we obtain, for y ≥ y0 −D:

σyy = P

πD

[
ln

x2

(y0 − y)2 + x2
+ (y0 − y)2
(y0 − y)2 + x2

]
(1.37)

FLAC Version 5.0



STRUCTURAL ELEMENTS 1 - 99

and, for y ≤ y0 −D:

σyy = P

πD

[
ln
(y0 −D − y)2 + x2

(y0 − y)2 + x2
+ x2

(y0 −D − y)2 + x2
− x2

(y0 − y)2 + x2

]
(1.38)

Vertical stresses calculated by FLAC are compared to those given by Eqs. (1.37) and (1.38). The
FISH function check syy calculates the vertical stress approximation at the location of zone
centroids, and stores the values in ex 1. Pile element variables are accessed via FISH using the
“STR.FIN” file (see Section 1.10).

Note that combined damping (SET st damp combined), rather than local damping, is used for this
example (see Section 1.9.3 for a discussion on damping mode). Example 1.18 contains the FLAC
data file for this example.

Example 1.18 Axially loaded pile — skin friction

config ex 2
def ini flam

c P = -1.e-3 ; half force on plane (symmetry)
c g = 3e2
c k = 5e2
niz = 10
nigp = niz+1
njz = 10
njgp = njz+1

end
ini flam
grid niz njz
gen 0 0 0 10 10 10 10 0
model e
prop dens 2000 sh=c g bu=c k
; --- far field boundary conditions ---
def coe flam

coe = 4.*c P/pi
c yt = y(1,njgp)

end
coe flam
def c sxy

c x2 = c x*c x
val = c yt - c y
c y2 = val*val
c dis2 = c x2 + c y2
c dis4 = c dis2*c dis2
c sxx = coe*val*c x2/c dis4
c syy = coe*val*c y2/c dis4
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c sxy = -coe*c x*c y2/c dis4
end
def ff bc

c y = y(1,1)
jval = 1
loop ival (1,niz)

ival1 = ival+1
c x = 0.5*(x(ival,jval)+x(ival1,jval))
command

apply sxy c sxy i=ival,ival1 j=1
apply syy c syy i=ival,ival1 j=1

end command
end loop
ival = nigp
c x = x(nigp,1)
loop jval (1,njz)

jval1 = jval+1
c y = 0.5*(y(ival,jval)+y(ival,jval1))
command

apply sxy c sxy i=nigp j=jval,jval1
apply sxx c sxx i=nigp j=jval,jval1

end command
end loop

end
; --- rigid medium-rigid pile-soft spring for constant tau ---
stru pile beg 0,5 end 0,10. seg 10 prop 3001
stru pro 3001 e 5e2 a 0.5 cs scoh 1e10 cs sstiff 1. perim 1. ; soft spring
; --- boundary conditions ---
fix x i=1
ff bc
fix y i=1 j=1
stru node 11 load 0.,c P,0.
; --- settings ---
set st damp struc combined
; --- histories ---
hist unbal
hist ydisp i=6 j=11
hist yvel i=6 j=11
; --- test ---
solve
save frict.sav
; comparison of numerical and analytical approximation (plane strain)
; ex 1: syy estimated by integration of Flamant solution
; The approximate solution was derived using the plane strain
; equivalent of the technique used by Geddes for the
; axisymmetric case (based on Boussinesq’s solution)
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ca str.fin
def find pd

vall = 0.
valf = 0.
nn = 0
nind = imem(str pnt + $ksnode)
loop while nind # 0

nn = nn + 1
fs = fmem(nind + $kndfs)
len = fmem(nind + $kndefl)
vall = vall + len
valf = valf + fs
nind = imem(nind)

end loop
c pd = abs(valf)/vall

end
find pd
print nn vall valf c pd
pause
def check syy

yt = y(1,njgp)
dd = 5.
scoe = c pd/pi
loop ii (1,niz)

loop jj (1,njz)
xx = (x(ii,jj)+x(ii+1,jj))*0.5
yy = (y(ii,jj)+y(ii,jj+1))*0.5
dis = (yt-yy)*(yt-yy)+xx*xx
disd = (yt-yy-dd)*(yt-yy-dd)+xx*xx
if yy < dd then

ex 1(ii,jj)=scoe*(ln(disd/dis)+xx*xx/disd-xx*xx/dis)
else

ex 1(ii,jj)=scoe*(ln(xx*xx/dis)+1.-xx*xx/dis)
end if

end loop
end loop

end
check syy
plot hold syy int 5e-5 fill grid bl struct cs sforce
plot hold ex 1 zone int 5e-5 fill grid bl struct cs sforce
save frict compare.sav

Figure 1.49 shows contours of vertical stresses obtained numerically, and a diagram of forces in the
pile shear coupling springs. The contours in Figure 1.50 correspond to the analytical approximation.
As may be observed, the same order of magnitude for the stresses is obtained in the two solutions.
(Discrepancies between the two responses may be attributed to the approximate character of the
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analytical solution.) This example serves to demonstrate the capability of FLAC to transmit loads
adequately to the medium by means of the coupling-spring connections.

   FLAC (Version 5.00)

LEGEND

   26-Nov-03  16:25
  step      4314
 -1.820E+00 <x<  1.115E+01
 -1.487E+00 <y<  1.149E+01

YY-stress contours
       -2.50E-04           
       -2.00E-04           
       -1.50E-04           
       -1.00E-04           
       -5.00E-05           

Contour interval=  5.00E-05
(zero contour omitted)
Pile Plot

Sp.Shear Fc on
Structure      Max. Value
# 1 (Pile )     -1.022E-04
Grid plot

0   2E  0
 0.000

 0.200

 0.400

 0.600

 0.800

 1.000

(*10^1)

 0.000  0.200  0.400  0.600  0.800  1.000
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.49 Shear force at pile/grid interface and FLAC vertical stress con-
tours
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Figure 1.50 Shear force at pile/grid interface and estimated vertical stress
contours
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End Bearing— One way to model end bearing capacity in FLAC is to neglect shear friction along
the bottom segment of the pile and, instead, adjust the properties of the corresponding shear spring
to account for the pile bearing capacity. The approach of assigning a limit-load value on input
is justified by considering that the indentation mechanism responsible for the limit load may not
develop naturally in the approximate FLAC model adopted for the pile analysis (because the pile
model does not account for cavity expansion).

In this example, the end-bearing spring is assigned a limit load, evaluated using an engineering
bearing capacity formula (e.g., see Coduto 1994). The limit load can also be derived from a cavity
expansion theory (e.g., see Bishop et al. (1945), Johnson (1970) and Teh and Houlsby (1991)) or
from information derived from full-scale tests.

To illustrate the effect of end-bearing capacity, we first consider the case corresponding to a friction
pile in sand (see the data file in Example 1.19). The pile and grid geometries are similar to those
of the previous example. Here, the property cs scoh is set to zero and the pile friction to 10◦, so
that the pile shear strength is generated by confining pressure according to Eq. (1.30). A downward
velocity is applied at the pile top, and reaction force and vertical displacement are monitored there
for a total of 20,000 steps.

As may be observed from the pile top force-displacement history in Figure 1.51, the pile capacity
has been reached by the end of the test. Figure 1.52 shows the distribution of shear forces and yield
indicator in the shear coupling springs after 20,000 steps. (The slight irregularity in the shear force
profile is caused by the averaging process used to evaluate mean confining stress for definition of
the shear strength property.)

The data file, Example 1.19, is then modified to simulate end bearing. This is accomplished by
assigning a limit-load capacity to the structural node at the base of the pile. The structural node at the
pile base (node 11) is the end-bearing node. The shear cohesion and shear stiffness of the coupling
spring associated with node 11 are adjusted to represent the effect of an end-bearing condition.

The stiffness, Kb, of the bearing spring (at node 11) is adjusted to reflect the pile axial properties
using

Kb = EA/L2
e (1.39)

where E is the pile elastic modulus, A is the cross-sectional area, and Le is the effective length
assigned internally to the bearing spring. The value for Kb (16 ×109 N/m/m) is assigned via
cs sstiff. Conceptually, the bearing spring acts as a pile extension, and the spring force may be
interpreted as the axial force at the pile base.

The limit load, Fmax
s , in the bearing spring is evaluated from an engineering formula (e.g., see

Cernica (1995), p. 395 and p. 120):

Fmax
s = A(cNc + γLNq) (1.40)
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where c is the medium cohesion,Nc = 2
√
Kp(Kp+ 1),Kp = (1+ sin φ)/(1− sin φ), φ is the soil

friction, and Nq = K2
p . γ is the unit weight of the medium, and L is the height of the overburden

at the pile-base horizon (buried pile length). The input value of cs scoh for the bearing spring (at
node 11) is calculated by dividing Fmax

s by the spring effective length Le, (Fmax
s /Le = 0.82 ×106

N/m), and the property of cs sfric is set to zero.

In order to change the properties of the bottom node, a different property number is first assigned
to the bottom pile element. (Property number 3001 is assigned to element 10, and property number
3002 is assigned to elements 1 through 9.) Because only pile element segments can have property
numbers changed with the STRUCT chprop command, it is necessary to use a FISH function to re-
assign the structural element property number of the structural node and coupling spring, associated
with the node adjacent to the bottom node. Using FISH function endb prop, structural node 10
is assigned property number 3002, while node 11 (the bottom node) is assigned property number
3001. Note that the FISH function is invoked after one calculation step, because property numbers
are only assigned to nodes when the calculation begins. Use the PRINT struct node info command
to check property number assignment to nodes.

The modified data file is listed in Example 1.20. (Pile element variables are accessed via FISH
using the “STR.FIN” file (see Section 1.10).) The model is run with the same applied velocity and
number of steps as in the previous example. In this case, as may be seen from the plot of load versus
pile-top settlement in Figure 1.53, the pile capacity has increased. Full capacity is not reached by
the end of the simulation, although the shear capacity is attained as indicated in Figure 1.54; all
shear springs are at yield, but the bearing spring at node 11 is still intact.
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Example 1.19 Axial loading of a friction pile in sand

config ex 2
def ini flam

c g = 25.6e6
c k = 30.30e6
niz = 10
nigp = niz+1
njz = 10
njgp = njz+1

end
ini flam
grid niz njz
gen 0 0 0 10 10 10 10 0
model mo
prop dens 1980 sh=c g bu=c k fr = 20.
stru pile beg 0,10 end 0,5 seg 10 pro 3002
stru pro 3002 e 2e9 a 0.5 cs scoh 0.0 cs sstiff 1e8 cs sfric 10 perim 1.
; --- boundary conditions ---
fix x i=1
fix y j=1
fix x i=nigp
; --- initial conditions ---
set st damp struct combined
set grav 10
ini syy -1.98e5 var 0 1.98e5
ini sxx -1.10e5 var 0 1.10e5
ini szz -1.10e5 var 0 1.10e5
; --- histories ---
history 1 element 1 axial
history 2 node 1 ydisplace
; --- test ---
stru node 1 fix y
stru node 1 ini yvel -1e-7
history 999 unbalanced
cycle 20000
save fbear.sav
plot hold his 2 max 6e4 vs -3
plot hold grid struc cs sforce struc sb red

FLAC Version 5.0



1 - 106 Structural Elements

Example 1.20 Axial loading of an end bearing pile in sand

config ex 2
def ini flam

c g = 25.6e6
c k = 30.30e6
niz = 10
nigp = niz+1
njz = 10
njgp = njz+1

end
ini flam
grid niz njz
gen 0 0 0 10 10 10 10 0
model mo
prop dens 1980 sh=c g bu=c k fr = 20.
; --- fish functions ---
ca str.fin
def endb prop
; assign property block of node 1 to node 10

nind = imem(str pnt + $ksnode)
loop while nind # 0

id = imem(nind + $kndid)
if id = 1 then

addr = imem(nind + $kndtad)
topn = nind
nind = 0

end if
if nind # 0 then

nind = imem(nind)
end if

end loop
nind = imem(str pnt + $ksnode)
loop while nind # 0

id = imem(nind + $kndid)
if id = 10 then

imem(nind + $kndtad) = addr
nind = 0

end if
if nind # 0 then

nind = imem(nind)
end if

end loop
end
; --- shear strength in prop 3002, end bearing in prop 3001 ---
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stru pile beg 0,10 end 0,5 seg 10 pro 3001
stru pro 3001 e 2e9 a 0.5 cs scoh 0.82e6 cs sstiff 16e9 cs sfric 0. per 1.
stru pro 3002 e 2e9 a 0.5 cs scoh 0.0 cs sstiff 1e8 cs sfric 10 per 1.
stru chprop 3002 range 1 9
; --- boundary conditions ---
fix x i=1
fix y j=1
fix x i=nigp
; --- initial conditions ---
set st damp struc combined
set grav 10
ini syy -1.98e5 var 0 1.98e5
ini sxx -1.10e5 var 0 1.10e5
ini szz -1.10e5 var 0 1.10e5
; --- histories ---
history 1 element 1 axial
history 2 node 1 ydisplace
; --- test ---
stru node 1 fix y
stru node 1 ini yvel -1e-7
hist 999 unbal
step 1
endb prop
step 19999
save ebear.sav
plot hold his 2 max 6e4 vs -3
plot hold grid struc cs sforce struc sb red
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Figure 1.51 Friction pile: top force-displacement history
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Figure 1.52 Friction pile: forces and yield indicators in shear springs
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Figure 1.53 End bearing pile: top force-displacement history
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Figure 1.54 End bearing pile: forces and yield indicators in shear springs
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1.5.4.2 Laterally Loaded Pile

In this example, a vertical pile is subjected to a lateral displacement at the top of the pile. The pile is
pushed in one direction; the loading is then reversed and the pile is pushed in the opposite direction;
the loading is reversed one more time, and the pile is pushed in the original direction. This loading
cycle is performed for the case of no normal gap present, and then for 100% of the gap effective.
The results demonstrate the response of the pile-element model to lateral loading with and without
the effect of a gap between the pile and the medium.

The data file for this example is in Example 1.21. The horizontal movement and the shear load at
the pile top are monitored. For this problem, the cohesion of the normal coupling spring is specified
as 0.01 MN/m, and the friction is set to zero. Note also, that the default (local) damping is used for
this example; combined damping is not required because velocity sign-changes occur.

Example 1.21 Laterally loaded pile

config extra 3
ca str.fin
;
; calculate mean stresses
def mean stress
loop ii (1, izones)

loop jj (1, jzones)
ex 1(ii,jj) = (sxx(ii,jj) + szz(ii,jj))/2.0
ex 2(ii,jj) = 0.0
ex 3(ii,jj) = 0.0

endloop
endloop

end
;
grid 11 11
mo el
prop bulk 5e9 shear 1e9 dens 2000
;
; boundary conditions
fix y j 1
fix x i 1
fix x i 12
;
; initial stress state
ini syy -2.2000E+05 var 0 2.2000E+05
ini sxx -1.3200E+05 var 0 1.3200E+05
ini szz -0.8800E+05 var 0 0.8800E+05
set grav 10
;
; 1 m diameter friction pile
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stru pile begin 5.5 12.0 end 5.5 4.0 prop 3001 segment 8
struc prop 3001 e 8e10 radius = 0.5 perimeter = 3.14
struc prop 3001 cs sstif = 1.3e11 cs scoh = 1e10 cs sfric = 30
struc prop 3001 cs nstif = 1.3e9 cs ncoh = 1e4 cs nfric = 0
save sh p0.sav
; set cs ngap = 0 no gap (default : cs ngap = 0)
struc prop 3001 cs ngap = 0
;
; histories
hist unbal
hist node 1 xdisp
hist elem 1 shear
;
; apply horizontal loading (velocity)
stru node 1 fix x ini xvel -1e-7
set large
step 4000
mean stress
save sh p1.sav
; reverse horizontal loading
stru node 1 ini xvel 1e-7
step 8000
mean stress
save sh p2.sav
; reverse horizontal loading again
stru node 1 ini xvel -1e-7
step 8000
mean stress
plot hol bou struc cs nfor fil ex 1,2,3 zone alias ’Mean Stress’ pile lmag
plot hol hist -3 v -2
save sh p3.sav
;
restore sh p0.sav
; set cs ngap = 1 for total gap effective (default : cs ngap = 0)
struc prop 3001 cs ngap = 1
;
; histories
hist unbal
hist node 1 xdisp
hist elem 1 shear
;
; apply horizontal loading (velocity)
stru node 1 fix x ini xvel -1e-7
set large
step 4000
mean stress
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save sh p4.sav
; reverse horizontal loading
stru node 1 ini xvel 1e-7
step 8000
mean stress
save sh p5.sav
; reverse horizontal loading again
stru node 1 ini xvel -1e-7
step 8000
mean stress
plot hol bou struc cs nfor fil ex 1,2,3 zone alias ’Mean Stress’ pile lmag
plot hol hist -3 v -2
save sh p6.sav

Figure 1.55 shows the normal loading at the pile/grid interface at the end of the first loading
increment. Figure 1.56 shows the same results after the loading is reversed. In the first plot, the
mean stress is increased to the left of the pile; in the second plot, the mean stress is increased to the
right.

In both the case without a gap and that with a gap, the limiting normal force is the same. However,
the normal load versus displacement histories are different. Figures 1.57 and 1.58 show the different
results that are calculated when the gap is not present and when it is fully effective.
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Figure 1.55 Normal force at pile/grid interface and mean stress in grid at
4000 steps
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Figure 1.56 Normal force at pile/grid interface and mean stress in grid at
12,000 steps for full gap
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Figure 1.57 Shear load at top of pile versus horizontal displacement for no
gap
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Figure 1.58 Shear load at top of pile versus horizontal displacement for full
gap
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1.5.4.3 Softening Plastic Hinge

Once plastic rotation occurs at a particular location in a pile, this spot is weakened, and future
deformation will tend to occur at the same location. In order for plastic rotation to localize at a
single node, it may be necessary to specify a softening hinge. If the hinge is non-softening, reversal
in the loading can cause a plastic rotation to occur at a different node; this can result in the buildup
of equal and opposite rotations that produce kinks in the pile.

A simple example is presented to illustrate this effect — see Example 1.22. The example conditions
are similar to that for Section 1.5.4.2. In addition, a plastic moment of 49.6 kN-m is assigned, and
plastic hinge conditions are set for nodes along the length of the pile. The pile is first pushed in one
direction; the loading is then reversed and the pile is pushed in the opposite direction. A simulation
is first made with non-softening plastic hinges. When the pile is pushed in one direction, a hinge
develops at one node. When the loading is reversed, plastic hinges develop at two nodes, and the
pile kinks, as shown in Figure 1.80. (Note that the pile geometry is magnified 20 times to emphasize
the kink.)

Softening of the plastic hinge nodes is introduced by prescribing a softening relation though the
FISHfunction, pm1, listed in Example 1.22. This function is applied directly to the plastic moment
via the SET pmom func pm1 command. For this example, the limiting plastic moment is reduced
linearly from 49.6 kN-m to 10 kN-m as a function of the relative angular rotation (defined as dth
in function pm1). The updated value is passed to the pile property data using the special function
fc arg (see Section 2.5.5 in the FISH volume). Note that the pointer to the node structure, the
average axial force in element segments adjacent to the hinge node, the angular displacement, and
the plastic moment at the node are all accessed using fc arg when this function is invoked with the
SET pmom func command.

The result using the softening hinge is shown in Figure 1.60. This time, the plastic rotation localizes
at a single node, and a kink does not result on load reversal, as shown in this figure. (Note that the
pile geometry is magnified 80 times to emphasize that a kink is not produced.)

Example 1.22 Softening plastic hinge

config extra 3
;
; calculate mean stresses
def mean stress
loop ii (1, izones)

loop jj (1, jzones)
ex 1(ii,jj) = (sxx(ii,jj) + szz(ii,jj))/2.0
ex 2(ii,jj) = 0.0
ex 3(ii,jj) = 0.0

endloop
endloop

end
;
grid 11 11
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mo el
prop bulk 5e9 shear 1e9 dens 2000
;
; boundary conditions
fix y j 1
fix x i 1
fix x i 12
;
; initial stress state
ini syy -2.2000E+05 var 0 2.2000E+05
ini sxx -1.3200E+05 var 0 1.3200E+05
ini szz -0.8800E+05 var 0 0.8800E+05
set grav 10
;
; 1 m diameter friction pile
stru pile begin 5.5 12.0 end 5.5 4.0 prop 3002 segment 8
struc prop 3001 e 8e10 radius = 0.5 perimeter = 3.14
struc prop 3001 cs sstif = 1.3e11 cs scoh = 1e4 cs sfric = 30
struc prop 3001 cs nstif = 1.3e10 cs ncoh = 1e4 cs nfric = 0
struc prop 3002 e 8e10 radius = 0.5 perimeter = 3.14
struc prop 3002 cs sstif = 1.3e11 cs scoh = 1e5 cs sfric = 30
struc prop 3002 cs nstif = 1.3e11 cs ncoh = 1e5 cs nfric = 0
struc chprop 3001 range 1 7
save soft p0.sav
; set pmom limit

struc prop 3001 pmom 4.96e4
struc prop 3002 pmom 4.96e4
struc hinge 1 8
;
; histories
hist unbal
hist node 1 xdisp
hist elem 1 shear
;
; apply horizontal loading (velocity)
stru node 1 fix x ini xvel -5e-7
;stru node 2 fix x ini xvel 1e-7
;stru node 3 fix x ini xvel -1e-7
set large
step 4000
mean stress
save soft p1.sav
; reverse horizontal loading

stru node 1 ini xvel 5e-7
step 8000
mean stress
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save soft p2.sav
restore soft p0.sav
call str.fin
;
def pm1

; argument 1 : pointer to node structure
ipn = fc arg(1)
; argument 2 : average axial force in adjacent elements
fax = fc arg(2)
; argument 3 : hinge rotation
dth = fc arg(3)
; argument 4 : plastic moment
pmom = fc arg(4)
;
; rotation of node a (angular disp)
tha = fmem(ipn+$kndth)
; rotation of node b (angular disp)
thb = fmem(ipn+$kndhth)
; relative rotation
dth = tha-thb
;
pmom = pm1max
;
dthmax = 1.0e-2
;
if abs(dth) > 0.0

pmom = pm1max - (pm1max-pm1min) * abs(dth) / dthmax
if pmom < pm1min

pmom = pm1min
endif

endif
;
fc arg(4) = pmom
pmomh = pmom

end
; set pmom limit
struc prop 3001 pmom 4.96e4
struc prop 3002 pmom 4.96e4
def pm1max0

pm1max = 4.96e4
pm1min = 1e4

end
pm1max0
;
set pmom func pm1
struc hinge 1 8
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;
; histories
hist unbal
hist node 1 xdisp
hist elem 1 shear
;
; apply horizontal loading (velocity)
stru node 1 fix x ini xvel -5e-7
set large
step 4000
mean stress
save soft p4.sav
; reverse horizontal loading

stru node 1 ini xvel 5e-7
step 8000
mean stress
save soft p5.sav
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Figure 1.59 Magnified plot of pile geometry after load reversal in lateral
direction for non-softening plastic hinges
(magnification factor = 20)
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Figure 1.60 Magnified plot of pile geometry after load reversal in lateral
direction for softening plastic hinges
(magnification factor = 80)
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1.5.4.4 Determining Coupling-Spring Pile Properties

In many cases, properties needed to characterize the response of pile/soil interaction for piles
are not available. However, basic site-specific soil properties are usually provided from standard
laboratory and in-situ testing. It is possible to estimate pile/soil interaction properties from basic
soil properties; this example illustrates one method to derive a set of coupling-spring parameters.

An analysis is required for lateral-loading of a row of piles as a result of soil movement from an
actively failing slope. The piles are 0.02 m thick, 0.762 m diameter steel pipes and are spaced at
3.66 m. Before performing this analysis we need to determine the representative shear and normal
coupling-spring properties for an individual pile.*

In this example, the soil is a sand-clay mixture, and failure associated with the soil/structure response
is assumed to occur within the soil (i.e., there is a rough interface between the pile and the soil).
The soil is assumed to behave as a Mohr-Coulomb material with a friction angle of 22◦, a cohesion
of 24 kPa, a dilation angle of zero, and tensile strength of zero. The elastic behavior of the soil is
defined by a bulk modulus of 75 MPa and a shear modulus of 12.6 MPa.

The shear response of the soil/structure interface can be estimated by the following relations:†

a. shear coupling-spring frictional resistance (cs sfric) can be taken as the internal
friction angle of the soil (i.e., cs sfric = 22◦); and

b. shear coupling-spring cohesive strength (cs scoh) can be taken as the cohesion
of the soil times the perimeter of the pile (e.g., for a circular pile, 2 π times
the radius) — i.e., cs scoh = 57.45 kN/m.

A plane-strain FLAC model that simulates the process of pushing a row of piles laterally into the
soil can be used to estimate the normal coupling-spring properties. Figure 1.61 shows the concept
of this model. The symmetry conditions for this model represent a row of piles with a uniform
spacing. The pile is represented by beam elements located along the pile periphery and connected to
the grid via interface elements. In this way, the pile/soil interaction can be included in the analysis.
Figure 1.62 displays the FLAC model. The pile is pushed into the soil by applying a constant
negative y-velocity at the beam nodes. As the pile is pushed into the soil, we monitor the lateral
forces exerted on the pile and the relative displacement of the pile through the soil. The maximum
lateral force depends on the initial confining stress in the soil. If the stiffness and strength properties

* Note that the individual pile properties are scaled to represent a row of piles in the FLAC analysis
for this problem by specifying spacing = 3.66. See Section 1.9.4 for the scaling relations.

† The values selected for cs sfric and cs scoh reflect the roughness of the pile surface. These values
should be reduced for a smooth pile surface; a reduction factor of 2/3 is often selected for smooth
piles.
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of the soil are constant with respect to the stress and deformation of the soil, then only two models, at
different initial confining stresses, are required to estimate the normal coupling-spring parameters.*
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Figure 1.61 Conceptual model to estimate normal coupling-spring properties

* This procedure is still valid if the soil properties are nonlinear, but several models may be required
to cover the expected confining stress regime. The normal coupling-spring behavior may then be
implemented via a FISH function by using the cs nfunc keyword.
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Figure 1.62 Close-up view of FLAC model (beam and interface elements rep-
resent pile/soil interaction)

In this model, the in-plane stresses, σxx and σyy , define the horizontal stresses, and the out-of-plane
stress, σzz, defines the vertical stress for the initial stress state. Two conditions for the initial stress
state are analyzed in this example:

soil stresses at 6 m depth:

σxx = -0.0912 MPa

σyy = -0.0912 MPa

σzz = -0.126 MPa

soil stresses at 12 m depth:

σxx = -0.182 MPa

σyy = -0.182 MPa

σzz = -0.252 MPa

FISH functions are used to monitor the maximum normal force per length of pile, Fmax
n /L, and the

average mean effective stress, p′, in the model times the exposed perimeter. p′ is calculated as the
mean value of 0.5 (σxx + σyy) for all zones in the model. The exposed perimeter in this example
is considered to be the lower half of the pile boundary that is applying a velocity into the grid.
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The relative displacement of the pile through the soil is calculated as the difference between the
y-displacement of the gridpoint at the pile centerline (i = 1, j = 44) and the y-displacement of the
gridpoint at the midpoint between piles (i = 21, j = 51). Example 1.23 lists the data file including
the FISH functions for this example.

Example 1.23 Determining normal coupling-spring properties

; *** File used to determine normal capacity of a single row
; *** of 0.762 m (2.5 ft) diameter piles
; *** spaced 3.66 m (12 feet) c/c in a sandy clay ...
; *** The file can be modified for different initial soil
; *** stress conditions ...
;
grid 20 100
model mohr
gen 0 -10 0 0 1.83 0 1.83 -10 rat 1.08 0.95 j 1,51
gen 0 0 0 10 1.83 10 1.83 0 rat 1.08 1.0526 j 51,101
gen cir 0 0 0.381
m n reg 1 50
def follow mark
nbeam = 0
iprev = 0
jprev = 0
i = istart
j = jstart
loop n (1,1000)

section
i1 = i - 1
j1 = j
if isnext = 1

exit section
endif
i1 = i
j1 = j - 1
if isnext = 1

exit section
endif
i1 = i + 1
j1 = j
if isnext = 1

exit section
endif
i1 = i
j1 = j + 1
if isnext = 1

exit section
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endif
n nodes = nbeam + 1
exit

endSection
x0 = x(i,j)
y0 = y(i,j)
x1 = x(i1,j1)
y1 = y(i1,j1)
nbeam = nbeam + 1
command

struct beam beg x0,y0 end x1,y1 seg=1 prop 1001
endCommand
iprev = i
jprev = j
i = i1
j = j1

endLoop
end
def isnext

isnext = 0
if i1 < 1

exit
endif
if i1 > igp

exit
endif
if j1 < 1

exit
endif
if j1 > jgp

exit
endif
if i1 = iprev

if j1 = jprev
exit

endif
endif
if and(flags(i1,j1),128) # 0

isnext = 1
endif

end
set istart=1 jstart=44
follow mark
struc prop 1001 e=1 a 1 i 1
struc node range 1 n nodes fix x y r
struc node range 1 n nodes ini yvel -1e-6
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int 1 as from node n nodes to node 1 bs from 1,44 to 1 58
int 1 kn 1e10 ks 1e10 fric 45
;
prop b 7.5e7 s 1.26e7 d 2100 coh 23.95e3 fri 22.0 ten 0
;
fix x i 1
fix x i 21
fix y j 1
;
def p prime
r pile = 0.381
sum = 0.0
loop i (1,izones)

loop j (1,jzones)
if model(i,j) # 1

sum = sum + sxx(i,j) + syy(i,j)
endif

endLoop
endLoop
p prime = (r pile * pi) * sum / (2.0 * izones * jzones)

end
call str.fin
def F n

sum = 0.0
pnt = imem(str pnt+$ksnode)
loop while pnt # 0

sum = sum + fmem(pnt+$kndf2c)
pnt = imem(pnt)

endLoop
F n = 2.0 * sum

end
;
def rel disp

y pile = ydisp(1,44)
y soil = ydisp(21,51)
rel disp = abs(y pile - y soil)

end
his 1 p prime
his 2 F n
hist 3 rel disp
his 4 node 1 ydisp
;
set large
;
save se 01 22 ini.sav
;
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; *** Initial soil stresses at 6 m depth ...
ini sxx -0.0912e6 ; v/(1-v)
ini syy -0.0912e6 ; v/(1-v)
ini szz -0.126e6 ; rho*g*h at 6m depth ...
apply syy -0.0912e6 j 101
;
tit
Normal Capacity - 0.762m diam pile - 3.66m c/c - @6m depth - Sandy-Clay
;
st 100000
save se 01 22 06m.sav
;
rest se 01 22 ini.sav
;
;
; *** Initial soil stresses at 12 m depth ...
ini sxx -0.182e6 ; v/(1-v)
ini syy -0.182e6 ; v/(1-v)
ini szz -0.252e6 ; rho*g*h at 12m depth ...
apply syy -0.182e6 j 101
;
tit
Normal Capacity - 0.762m diam pile - 3.66m c/c - @12m depth - Sandy-Clay
;
st 160000
save se 01 22 12m.sav

The value for Fmax
n /L at the 6 m depth is found to be 1.06 MN/m (as indicated by the plot of force

versus relative displacement in Figure 1.63). The mean effective confining stress times the exposed
perimeter is found to be 0.26 MN/m (FISHvariable p prime, which is also shown in Figure 1.63).

The slope of the plot of Fmax
n /L versus relative displacement in Figure 1.63, varies from approx-

imately 88.9 MN/m/m at initial loading to approximately 8.2 MN/m/m before reaching the limit
load. A secant modulus, measured from the initial load to the limit load, is roughly 17.2 MN/m/m.

At 12 m depth, the value for Fmax
n /L is calculated to be 1.78 MN/m, the mean effective confining

stress times the exposed perimeter is 0.46 MN/m, and the secant modulus measured from the initial
load to the limit load is approximately 15.7 MN/m/m.

The strength results can now be plotted to determine the coupling-spring parameters, cs nfric and
cs ncoh, as indicated in Figure 1.46(a). The value for cs nfric is determined from the two stress
level tests to be 74.5◦, and the value for cs ncoh is 124 kN/m. The value for cs nstiff is estimated
to be 16.5 MN/m/m, which is the average of the secant moduli measured from the two tests.

The zone of yielding at the maximum normal force is shown in Figure 1.64. Note that the failure
extends to the right boundary, which indicates that there is an influence of the pile spacing on the
pile/soil response. Also, a gap forms between the pile and grid, as shown in the figure.
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The effect of pile spacing can be evaluated by adjusting the width of the model. The interaction of
the piles may be expected to affect the calculated values for the normal coupling-spring properties.
As the width of the model is increased, the effect of the interaction should diminish.

The values calculated for cs nfric, cs ncoh and cs nstiff from these tests reflect the behavior both
at the pile/soil interface and within a local volume of soil, as a result of the pile movement. This
includes the nonlinear deformation due to local failure of the soil material.

The coupling-spring properties derived in the scheme described above are similar to thep−y-curves
employed in empirical schemes for pile analysis. However, the p-y approach is intended to capture
the response of the entire soil mass (in an approximate way), whereas FLAC’s pile properties reflect
only the local interaction of pile and soil — within a distance in the order of the pile spacing. The
long-range effects (e.g., plastic slip surfaces that develop deep within the soil mass) are modeled
in a realistic way by the complete FLAC grid. Therefore, the zones in a region adjacent to the pile
elements, and extending from the pile a distance equal to the pile spacing, should be given an elastic
model if the pile properties are derived by a scheme similar to that described above. Otherwise, the
local pile-soil behavior would be represented twice.
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Figure 1.63 Pile lateral force (Fn/L) and (p′ × perimeter) versus relative dis-
placement
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Figure 1.64 Displacement of pile (beams) and zone of shear and tensile yield-
ing at the maximum normal load
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1.6 Rockbolt Elements

1.6.1 Formulation

The rockbolt element is based on the pile element, with axial and bending behavior.* The connec-
tion to the grid, in both the normal and shear directions, is via coupling springs, as described in
Sections 1.5.1.1 and 1.5.1.2. The following additional behavior is provided for rockbolts.

1. The rockbolt element may yield in the axial direction in both tension and
compression (yield and ycomp).

2. Rockbolt breakage is simulated based upon a user-defined tensile failure strain
limit (tfstrain). A strain measure, based on adding the axial and bending plastic
strains, is evaluated at each rockbolt node. The axial plastic strain, εaxpl , is
accumulated based on the average strain of rockbolt element segments using
the node. The bending plastic strain is averaged over the rockbolt and then
accumulated. The total plastic tensile strain, εpl , is then calculated by

εpl = �εaxpl +�
d

2

θpl

L
(1.41)

where: d = rockbolt diameter;
L = rockbolt segment length; and
θ = average angular rotation over the rockbolt.

If this strain exceeds the limit tfstrain, the forces and moment in this rockbolt
segment are set to zero, and the rockbolt is assumed to have failed.

3. The effective confining stress acting on the rockbolt is based on the change
in stress since installation. Stresses in the grid around the rockbolt are stored
when the element is installed, and as calculation progresses, the effective
confining stress around the element is calculated as the change in stress from
the installation state. (For the pile element, the effective confining stress is
based on the current stress state in the zones surrounding the pile.)

4. A user-defined table (cs cftable) can be specified to give a correction factor
for the effective confining stress, in cases of non-isotropic stress, as a function
of a deviatoric stress ratio. By default, the confining stress acting on piles is
given by Eq. (1.31). By specifying a table with cs cftable, factors are applied
to the value of σm to account for non-isotropic stresses.

* The rockbolt model was developed in collaboration with Geocontrol S.A., Madrid, Spain for ap-
plication to analyses in which nonlinear effects of confinement, grout or resin bonding, or tensile
rupture are important.
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5. Softening as a function of shear displacement for the shear coupling-spring
cohesion and friction angle properties can be prescribed via the user-defined
tables cs sctable and cs sftable.

1.6.2 Rockbolt-Element Properties

The rockbolt elements in FLAC require the following input parameters:

(1) cross-sectional area [length2] of the rockbolt;

(2) second moment of area [length4] (commonly referred to as the moment of
inertia) of the rockbolt;

(3) density [mass/volume] of the rockbolt (optional — used for dynamic analysis
and gravity loading);

(4) elastic modulus [stress] of the rockbolt;

(5) spacing [length] (optional — if not specified, rockbolts are considered to be
continuous in the out-of-plane direction);

(6) plastic moment [force-length] (optional — if not specified, the moment capac-
ity is assumed to be infinite);

(7) tensile yield strength [force] of the rockbolt (if not specified, the tensile yield
strength is zero);

(8) compressive yield strength [force] of the rockbolt (if not specified, the com-
pressive yield strength is zero);

(9) tensile failure strain limit of the rockbolt;

(10) exposed perimeter [length] of the rockbolt (i.e., the length of the rockbolt
surface that is in contact with the medium);

(11) stiffness of the shear coupling spring [force/rockbolt length/displacement];

(12) cohesive strength of the shear coupling spring [force/rockbolt length];

(13) frictional resistance of the shear coupling spring [degrees];

(14) number of table relating cohesion of shear coupling spring to relative shear
displacement;

(15) number of table relating friction angle of shear coupling spring to relative shear
displacement;

(16) number of table relating confining stress factor to deviatoric stress;

(17) stiffness of the normal coupling spring [force/rockbolt length/displacement];
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(18) cohesive (and tensile) strength of the normal coupling spring [force/rockbolt
length]; and

(19) frictional resistance of the normal coupling spring [degrees].

The radius of the rockbolt element cross-section can also be prescribed instead of the area and
moment of inertia. The area and moment of inertia will then be calculated automatically.

Rockbolt element properties are determined in a fashion similar to that used for beam elements.
(See Section 1.2.2.)

A limiting plastic moment and plastic hinge condition can be prescribed for rockbolt nodes. See
Section 1.1.7 for details. Softening relations for plastic hinges can also be defined by the user.

The exposed perimeter of a rockbolt element and the properties of the coupling springs should be
chosen to represent the behavior of the rockbolt/medium interface commensurate with the problem
being analyzed. The rockbolt/rock interaction can be expressed in terms of a shear response along
the length of the bolt as a result of axial loading and/or in terms of a normal response when the
direction of loading is perpendicular to the rockbolt axis.

1.6.3 Commands Associated with Rockbolt Elements

All the commands associated with rockbolt elements are listed in Table 1.6, below. This includes the
commands associated with the generation of rockbolts, and those required to monitor histories, plot
and print rockbolt-element variables. See Section 1.3 in the Command Reference for a detailed
explanation of these commands.
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Table 1.6 Commands associated with rockbolt elements

STRUCTURE keyword

rockbolt keyword

begin keyword
grid i j
node n
x y

end keyword
grid i j
node n
x y

prop np
segment ns
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value
rvel value

load fx fy m
pin
slave <x><y> m
unslave <x><y>

prop np keyword
area value
cs ncoh value
cs nfric value
cs nstiff value

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.
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Table 1.6 Commands associated with rockbolt elements (continued)

STRUCTURE prop np keyword
cs scoh value
cs sfric value
cs sstiff value
cs sctable n
cs sftable n
cs cftable n
density value
e value
i value
perimeter value
pmom value
radius value
spacing value
tfstrain value
thexp value
ycomp value
yield value

chprop np range nel1 nel2
hinge nel1 nel2

HISTORY keyword
node n keyword

adisp
avel
nbond
ndisp
nforce
sbond
sdisp
sforce
xdisp
xvel
ydisp
yvel

element nel keyword
axial
moment1
moment2
shear
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Table 1.6 Commands associated with rockbolt elements (continued)

PLOT rockbolt
structure <rockbolt> keyword

adisp <ng <ng2*> >
avel <ng <ng2> >
axial <ng <ng2> >
cs ndisp <ng <ng2> >
cs nforce <ng <ng2> >
cs sdisp <ng <ng2> >
cs sforce <ng <ng2> >
element
location <ng <ng2> >
material
moment <ng <ng2> >
nbond
node
number
sbond
sdisp
shear <ng <ng2> >
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
rockbolt
node
hinge
property rockbolt

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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1.6.4 Example Applications

Simple examples are provided to illustrate the behavior of rockbolt elements in FLAC. Note that
combined damping (SET st damp combined), rather than local damping, is used for these examples
(see Section 1.9.3 for a discussion on damping mode).

1.6.4.1 Rockbolt Pull-out Tests

The most common method for determination of rockbolt properties is to perform pull-out tests
on small segments of rockbolts in the field. Typically, segments of 50 cm in length or longer are
grouted into boreholes. The ends of these segments are pulled with a jack mounted to the surface
of the tunnel and connected to the rockbolt via a barrel-and-wedge type anchor. The force applied
to the rockbolt and the deformation of the rockbolt are plotted to produce an axial force-deflection
curve. From this curve, the peak shear strength of the grout bond is determined. The results of
simulated pull-out on one-half meter segments are illustrated in this example.

The data file in Example 1.24 contains several variations of a single rockbolt pull-test. The rockbolt
end node is pulled at a small, constant y-direction velocity, as indicated in Figure 1.65. A FISH
function ff is used to sum the reaction forces and monitor nodal displacement generated during
the pull-tests.
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Figure 1.65 Rockbolt element in grid; velocity applied at end node
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Example 1.24 Rockbolt pull-out tests

g 4 6
mo el
gen 0.0,0.0 0.0,0.6 0.4,0.6 0.4,0.0
pro bulk 5e9 she 3e9 den 2000
fix y j 7
set large
set st damp struc combined
; --- Rockbolt installation ---
stru rockbolt beg .2 0.1 end .2 .7 seg 12 prop 4001
stru pro 4001 e 200e9 a 5e-4 cs scoh 1.00e5 cs sstiff 2.00e7 per 0.08
stru pro 4001 yield 2.25e5 ; ult. tens. strength (450 MPa)*area=Force
stru pro 4001 i=2e-8 ; 0.25*pi*rˆ 4
; --- Fish functions ---
; ff : Pull force in bolt
; dd : Displacement of rockbolt end
def ff

sum = 0.0
loop i (1,igp)

sum = sum+yforce(i,7)
end loop
ff=sum
dd=step*1e-6

end
; --- Histories ---
his nstep 100
hist ff
hist dd
hist unbal
stru node 13 fix y ini yvel 1e-6
save pull0.sav
; --- Pull out tests - single 25mm rockbolt(20 mm deformation) ---
; 1. Default behavior
step 20000
save pull1.sav
;
; 2. Cohesion softening
rest pull0.sav
stru pro 4001 cs sctable=100
table 100 0 1e5 0.01 1e4 ;change in cohesion with relative shear displ.
step 20000
save pull2.sav
;
; 3. Confinement = 5 MPa
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rest pull0.sav
stru pro 4001 e 200e9 a 5e-4 cs sstiff 2.00e7 per 0.08
stru pro 4001 yield 2.25e5 ; ult. tens. strength (450 MPa)*area=Force
stru pro 4001 i=2e-8 ; 0.25*pi*r ˆ 4
stru pro 4001 cs sfric=45
stru pro 4001 cs scoh=0.0
step 1
; --- Fish functions ---
def con p

cpm = - cp
command

ini sxx cpm szz cpm
app pr cp i 1
app pr cp i 5

end command
end
; confining pressure = 5e6
set cp = 5e6
con p
step 20000
save pull3.sav
;
; 4. Confinement = 5 MPa with cohesion table
rest pull0.sav
stru pro 4001 e 200e9 a 5e-4 cs sstiff 2.00e7 per 0.08
stru pro 4001 yield 2.25e5 ;ult. tens. strength (450 MPa) * area = Force
stru pro 4001 i=2e-8 ; 0.25*pi*r ˆ 4
stru pro 4001 cs sfric=45
stru pro 4001 cs scoh=0.0
; define table for confining stress correction factor
table 1 0 0.5 0.3 0.48 0.5 0.45 0.6 0.39 0.68 0.36
struct prop 4001 cs cftable 1
;
; note : (snn-szz)/(snn+szz) is 1 , so cfac=0.36
step 1
; --- Fish functions ---
def con p

cpm = - cp
command

ini sxx cpm
app pr cp i 1
app pr cp i 5

end command
end
; confining pressure = 5e6
set cp = 5e6
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con p
step 20000
save pull4.sav
;
; 5. Tensile rupture
rest pull0.sav
stru pro 4001 e 200e9 a 5e-4 cs scoh 1.00e5 cs sstiff 2.00e7 per 0.08
stru pro 4001 yield 1.0e5 ; ult. tens. strength (200 MPa) * area = Force
stru pro 4001 i=2e-8 ; 0.25*pi*r ˆ 4
stru pro 4001 cs sfric=45
stru pro 4001 tfs = 1e-2
step 1
; --- Fish functions ---
def con p

cpm = - cp
command

ini sxx cpm szz cpm
app pr cp i 1
app pr cp i 5

end command
end
; confining pressure = 5e6
set cp = 5e6
con p
step 30000
save pull5.sav
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In the first test, confining stress dependence on the rockbolt shear bond strength is neglected. The
resulting axial force-deflection plot is shown in Figure 1.66. The peak force is approximately 50 kN.
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Figure 1.66 Rockbolt pull force (N) versus rockbolt axial displacement (me-
ters) for a single 25 mm grouted rockbolt
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In the second test, displacement weakening of the shear bond strength is introduced using the
cs sctable property. The displacement weakening relation to shear displacement is defined in table
100. The results are shown in Figure 1.67.
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Figure 1.67 Rockbolt pull force (N) versus rockbolt axial displacement (me-
ters) for a single 25 mm grouted rockbolt — with displacement
weakening
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The rockbolt shear bond strength will, in general, increase with increasing effective pressure acting
on the rockbolt. A linear law is implemented in FLAC whereby the rockbolt shear strength is
defined as a constant (cs scohesion) plus the effective pressure on the rockbolt multiplied by the
rockbolt perimeter (perimeter) times the tangent of the friction angle (cs sfriction). The pressure
dependence is activated automatically by issuing the rockbolt properties perimeter and cs sfriction.

In the third test, a 5 MPa confining stress is applied after the rockbolt is installed. Note that one
calculational step is taken in order to assign the rockbolt properties before the confining stress is
applied. The results are shown in Figure 1.68.
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Figure 1.68 Rockbolt pull force (N) versus rockbolt axial displacement (me-
ters) for a single 25 mm grouted rockbolt — with uniform 5 MPa
confinement
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In the fourth test, the property cs cftable is used to define the confining stress applied to the rockbolt,
accounting for the reduced affect of the out-of-plane stress and the in-plane stress normal to the
bolt. Table 1 is used to apply the reduction factor. The results are shown in Figure 1.69. Note that
the pull-out resistance is greatly reduced compared to the previous case (compare Figure 1.69 to
Figure 1.68).
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Figure 1.69 Rockbolt pull force (N) versus rockbolt axial displacement (me-
ters) for a single 25 mm grouted rockbolt — with 5 MPa in-plane
confinement and zero out-of-plane confinement

FLAC Version 5.0



STRUCTURAL ELEMENTS 1 - 143

In the fifth test, yield is used to define the limiting axial yield force (100 kN) of the bolt and tfstrain
is used to define the plastic strain (0.01) at which the bolt ruptures. The results are shown in
Figure 1.70.
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Figure 1.70 Rockbolt pull force (N) versus rockbolt axial displacement (me-
ters) for a single 25 mm grouted rockbolt — with tensile rupture
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1.6.4.2 Rockbolt Shear Tests

Two shear tests are performed in this example. The tests use the same model as the pull-out tests.
In this case, though, a horizontal velocity is applied to the top rockbolt node. The data file is listed
in Example 1.25. Note that normal coupling spring properties are now included.

Example 1.25 Rockbolt shear tests

g 3 6
mo el
gen 0.0,0.0 0.0,0.6 0.3,0.6 0.3,0.0
pro bulk 5e10 she 3e10 den 2000
fix x y j 1
fix x i 1
fix x i 4
set large
set st damp struc combined
; --- Rockbolt installation ---
stru rockbolt beg .15 0.1 end .15 .625 seg 25 prop 4001
stru pro 4001 e 200e9 a 5e-4 cs scoh 1.00e5 cs sstiff 2.00e7 per 0.08
stru pro 4001 yield 2.25e5 ; ult. tens. strength (450 MPa) * area = Force
stru pro 4001 i=2e-8 ; 0.25*pi*rˆ 4
stru prop 4001 cs nstiff 1e10 cs ncoh 2e6 cs nfric=45
; --- Fish functions ---
; ff : Pull force in bolt
; dd : Displacement of rockbolt end
def ff

sum = 0.0
loop i (1,igp)

loop j (1,jgp)
sum = sum+xforce(i,j)

end loop
end loop
ff=sum
dd=step*1e-6

end
; --- Histories ---
his nstep 100
hist ff
hist dd
hist unbal
; --- Shear test ---
stru node 26 fix x ini xvel 1e-6
save shear0.sav
step 30000
save shear1.sav
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;
rest shear0.sav
stru prop 4001 pmom=5e3 tfs=1e-2
step 30000
save shear2.sav

Figure 1.71 shows the plot of shear force versus shear displacement for a non-yielding bolt. Fig-
ure 1.72 shows the rockbolt geometry at the end of the test. The large displacement of the rockbolt
near the rock surface is a result of the failure of the normal coupling springs, which simulates the
crushing of the rock.

In the second test, pmom is specified to define a limiting moment (5000 N-m) of the bolt, and tfstrain
is set to define a limiting plastic strain (0.01) at which the bolt ruptures. The results are shown in
Figures 1.73 and 1.74.
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Figure 1.71 Rockbolt shear force (N) versus rockbolt shear displacement (me-
ters) for a single 25 mm grouted rockbolt
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Figure 1.72 Deformed shape of 25 mm diameter rockbolt at end of shear test
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Figure 1.73 Rockbolt shear force (N) versus rockbolt shear displacement (me-
ters) for a single 25 mm grouted rockbolt — with tensile rupture
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Figure 1.74 Deformed shape of 25 mm diameter rockbolt following rupture
at end of shear test
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1.7 Strip Elements

1.7.1 Formulation

The strip element is a type of structural element specifically designed to simulate the behavior of thin,
flat reinforcing strips placed in layers within a soil embankment to provide support.* Figure 1.75
shows a typical reinforced earth retaining wall containing layers of strip reinforcement.

The strip element has characteristics similar to the rockbolt element and the cable element. The
strip can yield in compression and tension, and a rupture limit can be defined, similar to the rockbolt
behavior. Strips provide shear resistance but cannot sustain bending moments, similar to cables. In
addition, the shear behavior at the strip/soil interface is defined by a nonlinear shear failure envelope
that varies as a function of a user-defined transition confining pressure.

Figure 1.75 Cut-away view of a typical reinforced earth retaining wall show-
ing strip reinforcement

* The strip model was developed in collaboration with Terre Armée/Reinforced Earth Company,
Soiltech R & D Division, Nozay, France. The model was developed to represent the behavior of
the Terre Armée reinforcing strips.
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The strip element has the following characteristics.

1. The reinforcing strips are prescribed by the number of strips (nstrips) per calcu-
lation width (calwidth), measured out-of-plane. The individual strip thickness
(strthickness) and strip width (strwidth) are also input.

2. The elastic stiffness of the strip is defined by the cross-sectional area of the
strip per calculation width (out-of-plane) and the Young’s modulus (E) of the
strip material.

3. The strip may yield in tension (defined by the strip tensile yield-force limit,
stryield) and in compression (defined by the strip compressive yield-force limit,
strcomp).

4. Strip breakage is simulated with a user-specified tensile failure strain limit
(tfstrain). The strain measure is based on the accumulated plastic strain cal-
culated at each strip segment along the length of the strip. The strip breakage
formulation is similar to that used for rockbolts (see Eq. (1.41)), except that
bending strain is not included in the strip breakage calculation. If the plastic
strain at a segment exceeds the tensile failure strain limit, the strip segment is
assumed to have failed, the forces in the strip segment are set to zero, and the
segment is separated into two segments.

5. The shear behavior of the strip/soil interface is defined by a nonlinear shear
failure envelope that varies as a function of confining pressure. The maximum
shear force Fmax

s is determined from the following equations.

Fmax
s

L
= Sbond if σ ′c < 0 (1.42)

Fmax
s

L
= Sbond + σ ′c × f ∗ × perimeter if σ ′c ≥ 0 (1.43)

where:

f ∗ = f ∗0 − (f ∗0 − f ∗1 )×
σ ′c
σ ′c0

if 0 ≤ σ ′c < σ ′c0 (1.44)

f ∗ = f ∗1 if σ ′c ≥ σ ′c0 (1.45)
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and:

L = strip element length;
Sbond = strip/interface cohesion;
σ ′c = effective confining stress normal to the strip;
perimeter = perimeter of strip;
f ∗0 = initial apparent friction coefficient;
f ∗1 = minimum apparent friction coefficient; and
σ ′c0 = transition confining pressure.

The effective confining pressure acting normal to the flat strip is

σ ′c = −σnn − p (1.46)

where: p = pore pressure;
σnn = σxx n

2
1 + σyy n2

2 + 2 σxy n1 n2; and
ni = unit vector normal to the strip.

6. Softening of the strip/interface strength as a function of shear displacement for
the interface cohesion and apparent friction can be prescribed via user-defined
tables, strsctable (for cohesion) and strsftable (for apparent friction).

Note that forces calculated for strip elements are “scaled” forces (i.e., they are forces per unit
model thickness out-of-plane). Actual forces in a strip can be derived from the scaled forces, the
calculation width, calwidth, and the number of strips per width, nstrips.

1.7.2 Strip-Element Properties

The strip elements used in FLAC require the following input properties.

(1) calculation width [length];

(2) density of the strip [mass/volume] (optional— used for dynamic
analysis and gravity loading);

(3) elastic modulus [stress] of the strip;

(4) initial apparent friction coefficient at the strip/interface (f ∗0 )
[degrees];

(5) minimum apparent friction coefficient at the strip/interface (f ∗1 )
[degrees];

(6) number of strips per calculation width;

(7) transition confining pressure (σ ′c0) [stress];
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(8) strip/interface shear stiffness [force/strip length/displacement];

(9) strip/interface cohesion [force/strip length];

(10) number of table relating strip/interface cohesion to plastic relative
shear displacement;

(11) number of table relating strip/interface apparent friction angle to
plastic relative shear displacement;

(12) strip thickness [length];

(13) strip width [length];

(14) strip compressive yield-force limit [force];

(15) strip tensile yield-force limit [force]; and

(16) tensile failure strain limit of strip.

The perimeter of a strip element is calculated from the strip width (strwidth), the number of strips
(nstrips), and the calculation width (calwidth):

perimeter = 2× strwidth× nstrips
calwidth

(1.47)

The cohesion, Sbond, at the strip/interface is calculated from the cohesion of the individual strip
(strbond), the number of strips (nstrips), and the calculation width (calwidth):

Sbond = strbond× nstrips
calwidth

(1.48)

1.7.3 Commands Associated with Strip Elements

All the commands associated with strip elements are listed in Table 1.7, below. This includes the
commands associated with the generation of rockbolts, and those required to monitor histories, plot
and print rockbolt-element variables. See Section 1.3 in the Command Reference for a detailed
explanation of these commands.
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Table 1.7 Commands associated with strip elements

STRUCTURE keyword

strip keyword

begin keyword
grid i j
node n
x y

end keyword
grid i j
node n
x y

prop np
segment ns
delete <n1 n2>

node n x y
node n* keyword

fix <x><y><r>
free <x><y><r>
initial keyword

xdis value
xvel value
ydis value
yvel value

load fx fy
slave <x><y> m
unslave <x><y>

prop np keyword
calwidth value
density value
e value
fstar0 value

* For the keywords fix, free, initial, load and pin, a range of nodes can be
specified with the phrase range n1 n2.

FLAC Version 5.0



STRUCTURAL ELEMENTS 1 - 153

Table 1.7 Commands associated with strip elements (continued)

STRUCTURE prop np keyword
fstar1 value
nstrips value
sigc0 value
strkbond n
strsbond n
strsctable n
strsftable value
strthickness value
strwidth value
strycomp value
stryield value
tfstrain value

chprop np range nel1 nel2

HISTORY keyword
node n keyword

sbond
sdisp
sforce
xdisp
xvel
ydisp
yvel

element nel keyword
axial
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Table 1.7 Commands associated with strip elements (continued)

PLOT strip
structure <strip> keyword

axial <ng <ng2> >
cs sdisp <ng <ng2> >
cs sforce <ng <ng2> >
element
location <ng <ng2> >
material
node
number
sbond
sdisp
strain <ng <ng2> >
svel
xdisp <ng <ng2> >
xvel <ng <ng2> >
ydisp <ng <ng2> >
yvel <ng <ng2> >

PRINT structure keyword
strip
node
property strip

* A range of group ID numbers can be specified for plotting by
giving a beginning number ng and an ending number ng2.
All groups within this range will be plotted.
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1.7.4 Example Applications

Simple examples are provided to illustrate the behavior of strip elements in FLAC. Note that
combined damping (SET st damp combined), rather than local damping, is used for these examples
(see Section 1.9.3 for a discussion on damping mode).

1.7.4.1 Strip Pull-out Test — No Confinement

In this test, the effect of confining stress is neglected. A single cohesive strip is pulled at a small,
constant velocity, as indicated in Figure 1.76. A FISH function, ff, is used to sum the reaction
forces and monitor the nodal displacement generated during the test. The file in Example 1.26 lists
the FLAC commands for this test. Three models are evaluated.

In the first case, shear failure at the strip/interface is simulated as a function of the strip/interface
cohesion. The peak force is approximately 48 kN. The force versus displacement history is shown
in Figure 1.77.

In the second case, displacement weakening of the strip/interface cohesion is introduced using the
strsctable property. The results are shown in Figure 1.78.

In the third case, tensile rupture of the strip is simulated. tfstrain is used to define the limiting plastic
tensile strain. A low tensile yield force limit (stryield) for the element and high strip/interface
cohesion (strsbond) are specified to produce tensile failure in the strip during the pull test. The
results are shown in Figure 1.79.

Example 1.26 Strip pull-out test — no confinement

grid 6,4
gen (0.0,0.0) (0.0,0.4) (0.6,0.4) (0.6,0.0) ratio 1.0,1.0 i=1,7 j=1,5
model elastic
group ’elastic’ notnull
model elastic notnull group ’elastic’
prop density=2000.0 bulk=5E9 shear=3E9 notnull group ’elastic’
fix x i 1
set large
set st damping struct=combined 0.8
struct node 1 -0.1,0.2
struct node 2 0.5,0.2
struct strip begin node 1 end node 2 seg 12 prop 7001
struct prop 7001
struct prop 7001 e 2E11 calwidth 1.0 nstrips 1.0 strwidth 0.04 &

strthickness 0.0125 stryield 225000.0 &
strkbond 2.0E7 strsbond 100000.0

def ff
sum = 0.0
loop jj (1,jgp)

sum = sum + xforce(1,jj)
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endloop
ff = sum
dd = step * 1e-6

end
ff
history nstep 100
history 2 ff
history 3 dd
struct node 1 fix x initial xvel=-1.0E-6
save strip1 0.sav
;*** constant strength ****
history 999 unbalanced
cycle 20000
save strip1 1.sav
;*** displ. weakening ****
restore strip1 0.sav
struct prop 7001 strsctable 100
table 100 delete
table 100 0 100000 0.009999 10000
history 999 unbalanced
cycle 20000
save strip1 2.sav
;*** tensile rupture ****
restore strip1 0.sav
struct prop 7001 stryield 100000.0 strsbond 1.0E7 tfstrain 0.08
struct node 1 initial xvel=-5.0E-7
history 999 unbalanced
cycle 50000
save strip1 3.sav
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Figure 1.76 Strip element in grid: x-velocity applied at end node
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Figure 1.77 Strip pull force versus axial displacement — strip/interface shear
failure
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Figure 1.78 Strip pull force versus axial displacement — displacement weak-
ening
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Figure 1.79 Strip pull force versus axial displacement — tensile rupture
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1.7.4.2 Strip Pull-out Test — with Confinement

The effect of confining stress is evaluated in this test. A single horizontal strip is placed within a
grid, as shown in Figure 1.80. The strip/interface has an initial apparent friction coefficient of 1.5,
and a minimum apparent friction coefficient of 0.727. The grid is fixed in the x- and y-directions at
the base, and in the x-direction along the sides. A uniform, vertical confining pressure of 80 kPa is
applied to the top of the model. After the model is brought to equilibrium for the specified confining
stress, the strip is pulled in the negative x-direction by applying a small constant velocity to the
left-end node of the strip. The data file is listed in Example 1.27.

The axial force in the left-end segment of the strip is monitored and plotted versus the relative
x-displacement of the left-end node. Figure 1.81 shows the results. Note that, for this case, the
transition confining pressure (sigc0) is 120 kPa.

For comparison, a second case is run with the transition confining pressure set to 70 kPa. The
resulting axial force/displacement plot is shown in Figure 1.82. In this case, a lower peak force is
calculated than in the first case.

Example 1.27 Strip pull-out test — with confinement

grid 22,12
gen (0.0,0.0) (0.0,0.4) (1.0,0.4) (1.0,0.0) i=1,23 j=1,13
model elastic
prop density=2000.0 bulk=1.0E8 shear=3.0E7
fix x y j 1
fix x i 23
fix x i 1
apply pressure 80000.0 from 1,13 to 23,13
struct node 1 0.0,0.2
struct node 2 1.0,0.2
struct strip begin node 1 end node 2 seg 22 prop 7001
struct prop 7001
struct prop 7001 e 2.1E11 calwidth 1.0 nstrips 1.0 strwidth 0.05 &

strthickness 0.0040 stryield 52000.0 strycomp 52000.0 strkbond 1.0E9 &
fstar0 1.5 fstar1 0.727 sigc0 120e3

history 999 unbalanced
solve
save strip 0.sav
;*** conf. press 120 kPa ****
struct node 1 fix x initial xvel=-1.0E-8 yvel=0.0
history 1 element 1 axial
history 2 node 1 xdisplace
set st damp struc combined
cycle 20000
save strip 1.sav
;*** conf. press 70 kPa ****
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restore strip 0.sav
struct node 1 fix x initial xvel=-1.0E-8 yvel=0.0
history 1 element 1 axial
history 2 node 1 xdisplace
struct prop 7001 sigc0 70000.0
set st damp struct combined
cycle 20000
save strip 2.sav
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Figure 1.80 Strip element in grid: vertical confining pressure and x-velocity
applied at end node
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Figure 1.81 Strip axial force versus axial displacement —sigc0 = 120 kPa
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Figure 1.82 Strip axial force versus axial displacement —sigc0 = 70 kPa
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1.8 Support Members

1.8.1 Formulation

The formulation for support members is not incremental; rather, the force in the support member
is related to the total displacement of the member in the tangential (axial) and normal (transverse)
directions accumulated since its creation. When a support member has non-zero width (i.e., it is
divided into sub-members), the force in each sub-member is computed in one of two ways:

F = kt / (n+ 1)
or (1.49)

F = f (u) / (n+ 1)

where: n = number of sub-members;
u = displacement of the sub-member;
f (u) = table look-up function; and
kt = tangential (axial) stiffness.

The total force exerted by the member is the sum of the sub-member forces.

1.8.2 Support-Member Properties

The support elements in FLAC require the following input parameters:

(1) axial stiffness of the support member (force/displacement);

(2) compressive yield strength (force) of the support member; and

(3) spacing [length] (optional — if not specified, supports are consid-
ered to be continuous in the out-of-plane direction).

If the support member contains sub-elements, then the axial stiffness and yield strength are for the
group of sub-members.

Alternatively, the relation between axial force and axial displacement can be specified by a look-up
table. However, a table should not be used if the support is subjected to unloading. Also, if a
look-up table is specified, spacing does not apply.
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1.8.3 Commands Associated with Support Elements

All the commands associated with support elements are listed in Table 1.8, below. See Section 1
in the Command Reference for a detailed explanation of these commands.

Table 1.8 Commands associated with support elements

STRUCTURE keyword

support keyword
x y keyword

angle value
delete
prop np
remove
segment ns
width value

prop np keyword
kn value
kn table n
spacing value
yprop value

PLOT support
PRINT structure support
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1.8.4 Example Application

Support elements are commonly used to simulate props in an underground excavation.

1.8.4.1 Support of Faulted Ground

This example problem illustrates the use of support members in faulted ground. Example 1.28
contains the commands for this model.

Example 1.28 Support of faulted ground

grid 9 6
model mohr
prop d 1000 s .5e8 b 1.5e8 coh 2.5e5
; create interfaces
model null j 2
model null i 5 j 3,6
gen 0,0 0,1 8,1 8,0 j 1,2 ; bottom layer
gen 0,3 0,7 4,7 4,3 j 3,7 i 1,5 ; l.h. top
gen 4,3 4,7 8,7 8,3 j 3,7 i 6,10 ; r.h. top
int 1 aside from 6,3 to 6,7 bside from 5,3 to 5,7
int 1 ks 1e8 kn 1e8 fric 5
int 2 a from 1,2 to 5,2 b from 5,3 to 1,3
int 3 a from 6,2 to 10,2 b from 10,3 to 6,3
int 2 ks 1e8 kn 1e8 fric 5
int 3 ks 1e8 kn 1e8 fric 5
; boundary conditions
fix x y j 1
fix x i 1
fix x i 10
fix x y j 7
; initial compressive stress to load fault
ini sxx -1e5 j 3,6
set large
; specify 20 supports centered at x=5.0 y=2.0 with width=3.0
struc supp 4,2 wid 3.0 seg 20 prop 6001
; specify force displacement relation for support
struct prop 6001 kn table 5
table 5 0,0 0.2,0 0.4,0.4e7 10.0,0.4e7
; displace top of model downward
ini yv -2e-3 i 6 10 j 7
step 500
plot hold bou supp
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Figure 1.83 shows the location of the vertical fault and support members. The support members
behave according to the force-displacement relation shown in Figure 1.84. The specified support
“yields” at 4 MN, as shown.

Figure 1.85 shows that the deformed position of the supports after the upper surface on the right
side of the problem has displaced downward 1 m.
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Figure 1.83 Support members before loading
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Figure 1.84 Force-displacement relation specified for support in example
problem
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Figure 1.85 Support members after loading
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1.9 Modeling Considerations

1.9.1 Limitations

The present formulation for structural elements has the following limitations.

1. The structural element formulation is a plane-stress formulation. If the beam
elements or pile elements are representing a structure that is continuous in
the direction perpendicular to the plane of analysis, then the elastic modulus
of the element, E, should be divided by (1 - ν2) to account for plane-strain
conditions.

2. None of the formulations will work when the problem is configured for
axisymmetry (CONFIG axi).

3. The tensile and compressive yield criterion for beams is based on axial thrust,
and for liners on axial thrust and bending stresses. Pile elements do not include
a tensile or compressive yield criterion. The yield criterion for beams and liners
does not consider shear failure.

4. Beam, pile and rockbolt elements allow specification of a maximum moment
by the pmom (plastic moment) property, and a plastic hinge can develop at
nodes that have been previously identified as potential plastic hinge nodes, with
the STRUCTURE hinge command. The limiting plastic moment is calculated
automatically from the yield criterion for liner elements.

5. Each structural element is assumed to have constant cross-sectional area and
properties.

1.9.2 Symmetry Conditions

Beam, liner, cable, pile or rockbolt element nodes that lie on a line of symmetry should be assigned
full properties for modulus and grout or coupling-spring stiffness. Property values for cross-
sectional area, yield strength, and grout or coupling spring cohesive strength should be reduced by
50% compared to the same property values for elements not on the symmetry line. Loads applied
to structural elements on symmetry lines should also be reduced by 50% compared to the same
loads applied away from symmetry lines. As mentioned in Section 1.1.5, beam, liner, pile and
rockbolt elements that terminate at a line of symmetry should have their nodal rotations fixed at the
symmetry line.
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1.9.3 Equilibrium Conditions

As explained in Section 2.6.4 in the User’s Guide, the user must decide when the model has reached
equilibrium. Equilibrium for problems involving structural elements can be determined by all the
usual criteria (e.g., histories, velocity fields). However, if beam, liner, pile or rockbolt elements are
used, an additional equilibrium criterion is available. At equilibrium, beam, liner, pile or rockbolt
element segments that share a common node will have equal and opposite moments. This can be
confirmed with the PRINT struct beam, PRINT struct liner, PRINT struct pile or PRINT struct rockbolt
command.

For certain types of structural-element problems (e.g., axial loading of piles or pull-tests on cables)
a significant portion of the model region may develop non-zero components of velocity at the
final state of solution. The default mechanical damping algorithm in FLAC can have difficulty
damping this motion properly, because the mass-adjustment process requires velocity sign-changes
(see Section 1.3.4 in Theory and Background). An alternative form of damping is available for
this type of problem. This damping, known as combined damping or “creep-type” damping, is
also described in Section 1.3.4 in Theory and Background. Combined damping is invoked for
the FLAC grid with the command SET st damp combined, and for the structural elements with
the command SET st damp struct combined. See Sections 1.5.4 and 1.6.4 and Section 9 in the
Examples volume for example problems in which combined damping should be used.

1.9.4 2D/3D Equivalence — Property Scaling

Reducing 3D problems with regularly spaced beams, liners, cables, piles, rockbolts or supports to
2D problems involves averaging the effect in 3D over the distance between the elements. Donovan
et al. (1984) suggest that linear scaling of material properties is a simple and convenient way of
distributing the discrete effect of elements over the distance between elements in a regularly spaced
pattern.

The relation between actual properties and scaled properties can be demonstrated by considering
the strength properties for regularly spaced piles. The actual maximum normal force per length of
the pile is defined by Eq. (1.33). Internally, FLAC uses the expression

(Fmax
n )s

L
= (csncoh)

s + p′ × tan(csnfric)× (perimeter)s (1.50)

where (Fmax
n )s is the (scaled) maximum normal force per unit model thickness calculated by FLAC.

(The superscript s does not denote a power.) We want the total force calculated by FLAC over a
spacing, S, to be the same as the actual force. The actual maximum normal force is then

Fmax
n = (Fmax

n )s × S (1.51)

and the actual normal force is
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Fn = (Fn)s × S (1.52)

The relation between the actual force and the FLACforce can be satisfied by substituting Eq. (1.51)
and the following relations into Eq. (1.50):

(csncoh)
s = csncoh

S
(1.53)

(perimeter)s = perimeter

S
(1.54)

The actual normal stress on the pile, σn, is calculated by dividing the actual force by the actual
effective area (perimeter ×L):

σn = (Fn)
s × S

perimeter × L (1.55)

Note that the choice to scale perimeter is arbitrary, because only the product tan(csnfric)× perimeter
is relevant. Alternatively, the friction term could be scaled.

It is important to remember that the forces (and moments) for structural elements that are calculated
by FLAC are scaledforces (and moments). The actual forces and moments can be calculated
by multiplying the FLAC forces and moments by S. FISH access to FLAC values for forces and
moments access scaledvalues and, thus, should be multiplied by the appropriate spacing value to
determine the actual values.

The spacing property is provided with beams, liners, cables, piles, rockbolts and supports to scale
properties and account for a spaced pattern of these structural elements.* When spacing is specified
in the STRUCT prop command, the actual properties of the structural elements are input. The scaled
properties are then calculated automatically by dividing the actual properties by the spacing, S.
When the calculation is complete, the actualforces and moments in the spaced structural elements
are then determined automatically (by multiplying by the spacing) for presentation in output results
(i.e., using the PRINT or PLOT command).†

The following lists summarize the structural element properties that are scaled when spacing is
specified to simulate regularly spaced structural elements.

* The spacing for strip elements is directly accounted for with the calwidth and nstrips properties.

† Note that this is a change from previous versions of FLAC, in which only the scaledvalues are
printed or plotted.
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For beam elements, the following properties are scaled:

(1) elastic modulus;

(2) plastic moment;

(3) tensile yield strength;

(4) residual tensile yield strength; and

(5) compressive yield strength.

For liner elements, the following properties are scaled:

(1) elastic modulus;

(2) tensile yield strength;

(3) residual tensile yield strength; and

(4) compressive yield strength.

For cable elements, the following properties are scaled:

(1) elastic modulus of the cable;

(2) tensile yield strength of the cable;

(3) compressive yield strength of the cable;

(4) stiffness of the grout;

(5) cohesive strength of the grout; and

(6) exposed perimeter of the cable.

For pile elements, the following properties are scaled:

(1) elastic modulus of the pile;

(2) plastic moment of the pile;

(3) stiffness of the shear coupling spring;

(4) cohesive strength of the shear coupling spring;

(5) stiffness of the normal coupling spring;

(6) cohesive (and tensile) strength of the normal coupling spring; and

(7) exposed perimeter of the pile.
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For rockbolt elements, the following properties are scaled:

(1) elastic modulus of the rockbolt;

(2) plastic moment of the rockbolt;

(3) tensile yield strength of the rockbolt;

(4) compressive yield strength of the rockbolt;

(5) stiffness of the shear coupling spring;

(6) cohesive strength of the shear coupling spring;

(7) stiffness of the normal coupling spring;

(8) cohesive strength of the normal coupling spring; and

(9) exposed perimeter of the rockbolt.

For support elements, the following properties are scaled:

(1) axial stiffness of the support member; and

(2) compressive yield strength of the support member.

In addition to the above properties, the spacing keyword also applies to gravity loads, which are
calculated using the true cross-sectional area and the scaled structure density. Also, any pre-
tensioning that is applied to cable elements (i.e., using the tension keyword) is scaled when spacing
is given. Note that if loading is applied using the STRUCT node n load command (e.g., pre-loaded
struts), these loads are notscaled when spacing is provided. The loads should be scaled by dividing
by S.

Finally, actual stresses within structural elements are obtained from actual forces and moments
using the real cross-sectional area and moment of inertia. The FISH function “PRSTRUC.FIS” is
provided in Section 3 in the FISH volume to demonstrate the procedure for calculating actual axial
stresses in regularly spaced beams subjected to bending.

The following example illustrates the simulation of regularly spaced structural elements. In this
case, vertical piles at an equal spacing of 2 m are subjected to axial loading. The actual elastic
modulus of the pile is 10 GPa, and the actual stiffness of the shear coupling spring is 1 GN/m/m.
The cohesive strength of the shear coupling spring is set to a high value to prevent shear failure for
this simple example. A vertical axial loading of 2 MN is applied at the top of the pile, and the pile
spacing is set to 2 m. Example 1.29 lists the commands for this example.

Results are shown for both the case in which spacing is specified, and the case in which it is not. In
the second case, the input values for elastic modulus and shear coupling spring stiffness are scaled
(by dividing by 2). Note that for both cases, the applied vertical load is scaled (STRUCT node 1 load
0.0,-1000000.0,0.0)
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Figure 1.86 displays the result for the first case. When spacing is given, the actual axial forces
are displayed in the pile axial force plot. Figure 1.87 shows the result for the second case. When
spacing is not given, but the input properties are scaled, the axial force plot displays the scaled
values for axial force. The axial forces in Figure 1.87 must be multiplied by 2 to obtain the actual
values.

Example 1.29 Axial loading of piles at 2 m spacing

grid 5,5
model elastic
group ’soil’ notnull
model elastic notnull group ’soil’
prop density=1000.0 bulk=1E8 shear=3E7 notnull group ’soil’
struct node 1 2.5,5.0
struct node 2 2.5,2.5
struct pile begin node 1 end node 2 seg 3 prop 3001
struct prop 3001
; using spacing keyword
struct prop 3001 e 1e10 cs sstiff 1e9 cs scoh 1e20
struct prop 3001 area 1.0 spac 2.0
; without spacing keyword
; struct prop 3001 e 5e9 cs sstiff 5e8 cs scoh 1e20
; struct prop 3001 area 1.0
fix x y j 1
fix x i 6
fix x i 1
struct node 1 load 0.0,-1000000.0, 0.0
history 999 unbalanced
set sratio 1e-4
solve
save spacing.sav

See Sections 6 and 11 in the Examples volume for additional illustrations using spacing with cables
and beams that represent regularly spaced support.
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Figure 1.86 Actual axial forces in vertically loaded piles at 2 m spacing
(spacing given)
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Figure 1.87 Scaled axial forces in vertically loaded piles at 2 m spacing
(spacing not given)
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1.9.5 Sign Convention

Axial forces in structural elements are positive in compression. Shear forces follow the opposite
sign convention as that given for zone shear stress, illustrated in Figure 2.43 in the User’s Guide.
Moments at the ends of beam elements are positive in the counterclockwise direction.

Translational displacements at nodes are positive in the direction of the positive coordinate axes,
and angular displacements are positive in the counterclockwise direction.

The shear force and shear displacement at a cable/grout interface-spring node, or a pile shear
coupling-spring node, are positive if the node displacement is in the direction of the specification
of the cable or pile (i.e., begin –> end).

The normal force and normal displacement at a pile normal coupling-spring node are positive if the
coupling spring is in compression. See Figure 1.47.

1.9.6 Numerical Stability

The numerical stability of the structural-element solution depends on the structural timestep deter-
mined automatically by FLAC. As described previously, in Section 1.3.5 in Theory and Back-
ground, structural-element inertial masses are set equal to the effective stiffness connected to the
node in the coordinate directions. The stiffness (i.e., inertial masses) in the x-, y- and rotational
directions are required for the timestep calculation, as well as for the application of the equations of
motion to the structural masses. The stiffness is found by a unit displacement method by alternately
fixing u[a]

2 and u[b]
2 (Figure 1.2) and calculating the values of the stiffnesses kx and ky .

From Eq. (1.5):

Fi = F t ti + Fnni
(1.56)

=
(
EA

L
uj tj

)
ti +

(
12EI

L3
ujnj

)
ni

So, the stiffnesses kx and ky are:

kx = F1

u1

(1.57)

= EA

L
t21 +

12EI

L3
n2

1
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ky = F2

u2

(1.58)

= EA

L
t22 +

12EI

L3
n2

2

and the stiffness, kr , for rotation is:

kr = |M
θ
| = 4EI

L
(1.59)

The above values (kx , ky and kr ) are local stiffness values for the beam or liner elements, which are
connected to gridpoints of the finite-difference zone. The cable element stiffness, kc, is taken to be
equal to the product of (Kbond ·L), where L is the length of the cable element. The stiffness for the
pile or rockbolt elements will correspond to that for beam or liner elements if the pile or rockbolt
node is connected to the grid, or to the stiffness for cable elements if not connected to the grid.

The weighted inertial mass is set equal to the sum of stiffnesses for each node (recall that�t = 1.0
— see Section 1.3.5 in Theory and Background). For the case of a structural node connected to
a gridpoint, the inertial mass becomes:

mx = mG + 4.0(kx + kc)
my = mG + 4.0(ky + kc)

and (1.60)
mr = 4.0 (kr )

where: mx,y = inertial mass due to translational stiffness;
mr = inertial mass due to rotational stiffness; and
mG = gridpoint mass.

The multiplier of 4.0 is described in Section 1.3.5 in Theory and Background.

If a structural node is not connected to the grid, then:

mx = kx
my = ky (1.61)
mr = kr
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where kx, ky are the sums of the local translational stiffness contributions, and kr is the sum of the
local rotational stiffness contributions from each connected beam. These masses are now used in
the motion equation for the beam, liner, cable, pile and rockbolt element nodes.

For beam, liner, cable, pile and rockbolt elements, experience with FLAC has shown that the
structural-element formulation is stable and converges to the steady-state solution for nearly all
cases. Numerical instability has been observed in the case of an end-loaded column with a lower
pin joint subjected to a velocity load on the free end. This is equivalent to Euler buckling under
dynamic loading.

For support members, the stiffness is not taken into account in the consideration of numerical
stability, mainly because it is difficult to estimate the stiffness in advance for table look-ups. If the
support is stiffer than the rock, this may lead to numerical instability, but the reverse is likely to be
the case in most problems.
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1.10 FISH and Structural Elements

1.10.1 Introduction

FISH functions have access to the linked-list data structure for structural elements. The typical
application is to read and manipulate data from the lists to provide histories or controls. This
discussion covers all the structural elements, although individual data entries may be pertinent to
specific structures.

Access is provided via pointers stored as FISHscalar variables. The variables are provided symbolic
names in files that have the extension “.FIN” (for FISH Include) — see Section 4 in the FISH
volume. The “FIN” file for structural elements is “STR.FIN” (in the “\FISH\4-ProgramGuide”
sub-directory, which also contains documentation for the meaning of each variable). This file should
be called from a data file so that the pointers can be identified by name in the data file. str pnt is
the name of the pointer to the control block containing a list of pointers to individual areas within
the structural elements. Figure 1.88 shows the linkage.

int_pnt

str_pnt

ksnode

ksels

ksnseq

kseseq

kstype

kssup

kssext

...

...

...

...

...

...

...

...

addr id prop

addr id prop

addr id prop

addr id prop

addr id prop

addr id prop

addr id prop

addr id prop

null

null

...addr p1 pN

...addr p1 pN

...addr p1 pN

...addr p1 pN

null

Figure 1.88 The linkages

The structural element lists are broken down into:

(1) node data;

(2) element data;

(3) property data;

(4) master/slave data; and

(5) support element data.
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The property data list can be accessed directly from the node element and support lists, to obtain
properties for that particular entity, or the property list can be accessed from the control block.

1.10.2 The Address

The address of a particular entity is a computer index for the location in RAM containing the specific
item of data. Identification (ID) numbers are assigned for nodes, element segments, etc. However,
these numbers are different from addresses. ID numbers are one of the items of data stored in the
list. It is necessary to first obtain the correct address for a particular entity (for example, the address
of node number 13) before other data about node 13 can be extracted.

1.10.3 Obtaining and Using Addresses

Example 1.30 shows a FISH function, get node addr, that allows the user to obtain the address
for any given structural element node.

Example 1.30 FISH function used to obtain the address of a given structural node

call str.fin
def get node addr

ip=imem(str pnt + $ksnode) ; top of node list
loop while ip #0

id num = imem(ip + $kndid) ; id number of the node
if id num = node num then

get node addr = ip
exit

endif
ip=imem(ip)

endloop
end

This FISH function returns the address get node addr for the specified node number
node num. The address is then used to collect a specific item of data associated with that structural
node.

For example, assume that we want to monitor the y-reaction force that develops in pile node number
1 when a velocity is applied and fixed for that node. The FISHfunction from Example 1.30 is named
node addr.fis and then called into a data file and applied, as shown in Example 1.31, to access
the reaction force and store it as a history.
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Example 1.31 Usingget node addr to monitor histories

grid 10 10
gen 0 0 0 10 10 10 10 0
model mohr
prop dens 1620 sh=5.77e6 bu=1.25e7 fric 32
stru pile beg 0,10 end 0,5 seg 10 pro 3001
stru pro 3001 e 4e9 rad 0.1524 per 0.976 cs scoh 1.35e5 cs sstiff 1e9
fix x i=1
fix y j=1
fix x i=11
set st damp struc combined
set grav 10
ini syy -1.62e5 var 0 1.62e5
ini sxx -1.10e5 var 0 1.10e5
ini szz -1.10e5 var 0 1.10e5
call node addr.fis
def y reaction

y reaction = fmem(n2addr + $kndf2c)
end
set node num=1 n2addr = get node addr
hist y reaction
stru node 1 fix y
stru node 1 ini yvel -1e-7
step 10000
save monitor.sav
plot hold hist 1

1.10.4 FISH-Controlled Force-Displacement Relations

FISH can be used to implement user-defined force-displacement relations for the normal coupling
springs of pile elements. A FISH function can be accessed directly via the pile property keyword
cs nfunc, as described previously in Section 1.5.2. The argument passed to the FISH function is
a pointer to the pile node. This argument is communicated to the function by using the special
function fc arg (see Section 2.5.5 in the FISH volume). The user can then access all variables
related to the node, including coupling-spring variables, by using “STR.FIN.” Given the relative
normal displacement (at offset $kndua) or the relative normal displacement increment (at offset
$kndunr), a FISH function can be written to calculate the force in the spring, which is then stored
at offset $kndfn. To calculate the force in the spring, the normal force per unit pile length must
be multiplied by the effective length (offset $kndefl).

To demonstrate the application of this feature, Example 1.32 presents a FISHfunction that calculates
the normal coupling-spring behavior as a function of normal stiffness and normal cohesion.
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Example 1.32 FISH function py to define the behavior of a normal coupling spring

def p y
; pointer to node structure

ipn = fc arg(1)
fndis = fmem(ipn+$kndua) ;relative displ.
dunrel = fmem(ipn+$kndunr) ;relative displ. increment

; Calculate normal force
it = imem(ipn+$kndtad) ;pointer to property list
stiff = nor stiff ;KN
eflen = fmem(ipn+$kndefl) ;effective length
fn = fmem(ipn+$kndfn) + stiff * eflen * dunrel

; Check for yield
fnmax = nor cohes * eflen
if abs(fn) > fnmax then

fn = sgn(fn) * fnmax
end if

; Store normal force
fmem(ipn+$kndfn) = fn

end

This function is associated with a particular property number when the pile-element property com-
mand cs nfunc is given. For this example, the normal spring stiffness and cohesion can be specified
with the SET command. The p y function is implemented, for example, with the following com-
mands:

struct prop 1 cs nfunc = p y
set nor stiff = 1e9 nor cohes = 1e4

p y will then be used, instead of the built-in force-displacement relation, to update the normal
coupling spring forces at every pile node of property number 1 while cycling.
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1 FLUID-MECHANICAL INTERACTION — SINGLE FLUID PHASE

1.1 Introduction

FLAC models the flow of fluid (e.g., groundwater) through a permeable solid, such as soil. The
flow modeling may be done by itself, independent of the usual mechanical calculation ofFLAC, or
it may be done in parallel with the mechanical modeling, so as to capture the effects of fluid/solid
interaction. One type of fluid/solid interaction isconsolidation, in which the slow dissipation of pore
pressure causes displacements to occur in the soil. This type of behavior involves two mechanical
effects. First, changes in pore pressure cause changes in effective stress, which affect the response
of the solid — for example, a reduction in effective stress may induce plastic yield. Second, the
fluid in a zone reacts to mechanical volume changes by a change in pore pressure.

The basic flow scheme handles both fully saturated flow and flow in which a phreatic surface
develops. In this case, pore pressures are zero above the phreatic surface, and the air phase is
considered to be passive. This logic is applicable to coarse materials when capillary effects can
be neglected.* In order to represent the evolution of an internal transition between saturated and
unsaturated zones, the flow in the unsaturated region must be modeled so that fluid may migrate
from one region to the other. A simple law that relates the apparent permeability to the saturation
is used. The transient behavior in the unsaturated region is only approximate (due to the simple
law used), but the steady-state phreatic surface should be accurate (seeSections 10and11 in the
Verifications volume).

The following characteristics are provided with the basic fluid-flow model.

1. The fluid transport law corresponds to both isotropic and anisotropic permeability.

2. Different zones may have different fluid-flow properties.

3. Fluid pressure, flux and impermeable boundary conditions may be prescribed.

4. Fluid sources (wells) may be inserted into the material as either point sources (INTERIOR
discharge) or volume sources (INTERIOR well). These sources correspond to either a
prescribed inflow or outflow of fluid and vary with time.

5. Both explicit and implicit fluid-flow solution algorithms are available.

6. Any of the mechanical models may be used with the fluid-flow models. In coupled
problems, the compressibility of the saturated material is allowed.

Fluid-flow and coupled undrained and drained calculations using the basic flow scheme can be very
slow when: (1) the bulk modulus of the fluid is large compared to the drained confined modulus,

* An optional two-phase flow model is also available — seeSection 2. In this case, fluid flow and
fully coupled simulations can be performed in which two immiscible fluids (with optional capillary
pressure) are present within a porous medium.
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K + (4/3)G; (2) there is a large contrast in permeability and/or porosity; or (3) there is a large
variation in grid size. Three numerical techniques are available to speed up calculations for these
cases:

1. Saturated fast flow Thesaturated fast-flow logic is applicable tofully saturated, coupled
fluid-mechanical simulations, when the fluid can be considered asincompressible when
compared to the drained material compressibility. The logic is invoked with theSET
fastflow on command. The scheme, theoretical background and efficiency demonstration
are presented inSection 1.4.1.

2. Unsaturated fast flow Theunsaturated fast-flow scheme is applicable to thosecoupled
or uncoupled fluid-flow calculations in which aphreatic surface develops. The scheme
is invoked with theSET funsat on command (forfast-unsaturated flow). The details are
provided inSection 1.4.2.

3. Fluid bulk modulus scaling For steady-state fluid flow simulations involving contrasts
in permeability, porosity and/or grid size, an additional gain in calculation speed may
be obtained by using a numerical technique that relies on local scaling of the fluid bulk
modulus. This scheme is activated with theSET fastwb on and is applicable tofluid flow
only calculations for both fully saturated and unsaturated flow with a phreatic surface.
The approach is presented inSection 1.4.3.

Each of the three fast-flow schemes described above can be activated individually, andfunsat and
fastwb can be applied together. However, thefastflow scheme must be used separately fromfunsat
andfastwb. For example, the combination offunsat andfastwb makes sense only in cases in which
the phreatic surface develops and the steady-state flow-only solution is required.Table 1.1displays
the fast-flow schemes that can be applied for the different fluid-flow and coupled flow cases.

Table 1.1 Fast-flow schemes applied to different fluid-flow cases

Fully Saturated Partially Saturated

Coupled Fluid-Mech. Flow-Only Mech.-Only Coupled Fluid-Mech. Flow-only Mech.-only

fastflow fastwb fastflow funsat funsat

fastwb

The fluid-flow scheme can be implemented for both thermal and dynamic analyses. The thermal
fluid-flow logic is based on a linear theory that assumes constant material properties. Fluid and
solid temperatures are locally equilibrated. Coupling to the thermal calculation is provided through
the volumetric thermal expansion coefficient of the fluid,βf , and the volumetric thermal expansion
coefficient of the grains,βg. Nonlinear behavior can be specified by access to pore pressures and
material properties viaFISH. An advection model is also provided to take the transport of heat by
convection into account. This includes temperature-dependent fluid density and thermal advection
in the fluid. SeeSection 1.2.3in Optional Featuresfor a description of the thermal-fluid coupling.
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Dynamic pore pressure generation and liquefaction due to cyclic loading can also be modeled with
FLAC — Section 3.4.4in Optional Featurescontains the documentation on this topic.

FLAC doesnot represent electrical or chemical forces between particles of a partially saturated
material. However, it is possible to introduce such forces by writing aFISH function that supplies
the appropriate internal stresses, based on the local saturation, porosity and/or any other relevant
variable. Similarly, the effect of variable fluid stiffness due to dissolved air is not explicitly modeled,
but aFISH function may be used to vary the local fluid modulus as a function of pressure, time, or
any other quantity.

This chapter is divided into nine major sections:

1. The governing equations for fluid flow and coupled fluid flow-mechanical processes are
given inSection 1.2.

2. The numerical formulation for the basic fluid-flow scheme is described inSection 1.3.

3. The three fast-flow schemes are described inSection 1.4.

4. The calculation modes and associated commands for analyses involving fluid flow are
described inSection 1.5.

5. Section 1.6provides a description of the different boundary conditions, initial conditions,
and fluid sources and sinks that can be applied in aFLAC model.

6. Section 1.7discusses the material properties required for a fluid-flow analysis and in-
cludes the appropriate units for these properties.

7. The recommended procedures for solving both flow-only and coupled flow problems are
outlined inSection 1.8. This section also contains several examples that illustrate the
application of these procedures. We recommend that you work through these examples
before attempting your own fluid analysis.

8. Modeling techniques for specific fluid applications are described inSection 1.9. Topics
covered are:

• modeling solid weight, buoyancy forces and seepage forces in a coupled anal-
ysis (Section 1.9.1);

• relation between initialization of pore pressures and deformation in a coupled
analysis (Section 1.9.2);

• effect of the Biot coefficient (Section 1.9.3);

• coupled undrained analysis (Recommendations for determining properties,
such as the undrained shear strength, and example applications are given in
this section,Section 1.9.4.);

• recommended approaches for including fluid pressures in analyses involving
support structures (Section 1.9.5);
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• simulating a fluid barrier using structural elements (Section 1.9.6);

• modeling a staged excavation involving dewatering (Section 1.9.7);

• modeling pollutant transport (Section 1.9.8); and

• modeling a semiconfined aquifer (Section 1.9.9).

9. Section 1.10contains several miscellaneous features and techniques that can be of assis-
tance when performing calculations involving fluid flow. These include:

• specification of strain-dependent porosity or permeability (Section 1.10.1);

• plotting and printing fluid-flow parameters (Section 1.10.2);

• fluid inflow and outflow measurement (Section 1.10.3);

• FISH functions to improve convergence to steady-state flow (Section 1.10.4);

• implicit fluid-flow solution scheme for long, slowly changing flow conditions
(Section 1.10.5); and

• fluid-flow FISH variables (Section 1.10.6).

The user is strongly encouraged to become familiar with the operation ofFLAC for simple mechan-
ical problems before attempting to solve problems in which flow and mechanical effects are both
important.* Coupled flow and mechanical behavior are often very complicated and require a good
deal of insight to interpret correctly. Before starting a big project, it is very important to spend time
experimenting with a small-grid version of the proposed simulation, to try out various boundary
conditions and modeling strategies. The time “wasted” on these experiments will be amply repaid
in terms of overall reductions in staff time and execution time.

* The data files listed in this chapter are created in one of two ways: either by typing in the commands
in a text editor, or by generating the model in theGIIC and exporting the file using theFile / Export
Record menu item. The files are stored in the directory “ITASCA\FLAC\FLUID\1-SinglePhase”
with the extension “.DAT.” A project file is also provided for each example. In order to run an
example and compare the results to plots in this volume, open a project file in theGIIC, by clicking
on theFile / Open Project menu item and selecting the project file name (with extension “.PRJ”).
Click on theProject Options icon at the top of theProject Tree Record, selectRebuild unsaved
states and the example data file will be run and plots created.
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1.2 General Mathematical Model Description

Most engineering analyses involving deformation generated by fluid and/or thermal mechanisms
are carried out using uncoupling techniques (Section 1.8describes the different techniques for
uncoupled and coupled analyses). This section is mainly concerned with the modeling of fluid-
mechanical problems.*

The formulation of coupled fluid-mechanical processes inFLAC is done within the framework of
the quasi-static Biot theory and can be applied to problems involving single-phase Darcy flow in
a porous medium. Various types of fluids, including gas and water, can be represented with this
model.

1.2.1 Continuum Expression of the Governing Equations

The formulation of coupled fluid-deformation mechanisms inFLAC is based on the Biot theory of
consolidation. The governing differential equations† corresponding toFLAC ’s numerical imple-
mentation are discussed below.

1.2.1.1 Transport Law

The fluid transport is described by Darcy’s law:

qi = −kij k̂(s) ∂
∂xj

(P − ρwgkxk) (1.1)

whereqi is the specific discharge vector,kij is the mobility coefficient (FLAC ’s permeability tensor),
k̂(s) is the relative permeability, which is a function of the saturations, P is the fluid pressure,ρw
is the mass density of the fluid, andgi , i = 1,2 are the two components of the gravity vector. For
saturated/unsaturated flow inFLAC, the air pressure is assumed to be constant and equal to zero.

For future reference, the quantityφ = (P − ρwxjgj )/(ρwg) (whereg is the modulus of the gravity
vector) is defined as the head andP/ρwg as the pressure head.

* In addition to those calculation modes,FLAC provides for the option of coupled fluid-thermal-
mechanical analysis (i.e., in which the mechanical response of a porous material can be studied
under transient fluid flow and/or thermal conditions). The general equations governing the fluid-
thermal-mechanical response inFLAC are presented inSection 1.2in Optional Features.

† As a notation convention, the symbolai denotes componenti of the vector{a} in a Cartesian system
of reference axes;Aij is component(i, j) of tensor [A]. The Einstein summation convention on
repeated indices applies; indices take the values 1, 2 for components that involve spatial dimensions.
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1.2.1.2 Balance Laws

The fluid mass balance relation is

∂ζ

∂t
= −∂qi

∂xi
+ qv (1.2)

whereζ is the variation of fluid content (variation of fluid volume per unit volume of porous
material), andqv is the volumetric fluid source intensity.

The balance of momentum has the form

∂σij

∂xj
+ ρgi = ρ du̇i

dt
(1.3)

whereρ = (1− n)ρs + nρw is the solid bulk density;ρs andρw are the densities of the solid and
fluid phase, respectively, andn is porosity. Note that(1− n)ρs corresponds to the bulk density of
the dry matrix,ρd (i.e.,ρ = ρd + nρw).

1.2.1.3 Constitutive Laws

The response equation for the pore fluid depends on the value of the saturation. At full saturation,s
= 1, kaij (s) = kij and the fluid can sustain a tension up to a limit,Tf , as described inSection 1.7.4.
For s = 1, the response equation is

∂P

∂t
= M

(
∂ζ

∂t
− α ∂ε

∂t

)
(1.4)

whereM is Biot modulus,α is Biot coefficient andε is the volumetric strain. Biot modulus is
related to the drained bulk modulus of the porous medium,K, and the fluid bulk modulus,Kw, via
n andα, as follows:

M = Kw

n+ (α − n)(1− α)Kw
K

(1.5)

If the compressibility of grains is neglected compared to that of the drained bulk material (α = 1),
we have

M = Kw

n
(1.6)
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For s < 1, the constitutive response of the pore fluid is described by:

(a) the saturation equation:

∂s

∂t
= 1

n

(
∂ζ

∂t
− α ∂ε

∂t

)
(1.7)

(b) the relation between saturation and pressure (retention curve):

P = h(s) (1.8)

In FLAC, h(s) = 0 in the unsaturated zone, and unsaturated flow is governed
solely by gravity.

(c) the relation between relative permeability and saturation, given by the cubic
law:

k̂(s) = s2(3− 2s) (1.9)

Relative permeability is thus equal to 1 at full saturation.

The retention curve and relative permeability laws inFLAC are sketched inFigures 1.1and1.2,
respectively.

Tf

-P

0 1 s

Figure 1.1 FLAC retention curve
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Figure 1.2 FLAC relative permeability as a function of saturation

The small-strain constitutive response for the porous solid is described by

d

dt
(σij + αPδij ) = H(σij , ε̇ij , κ) (1.10)

whereH is the functional form of the constitutive law andκ is a history parameter. In particular,
the elastic relations which relate effective stresses to strains, have the form

σij − σoij + α(P − Po)δij = 2Gε̇ij + (K − 2

3
G)ε̇kkδij (1.11)

where the superscripto refers to the initial state anḋεkk is the volumetric strain increment.

1.2.1.4 Compatibility Equation

The relation between strain rate and velocity gradient is

ε̇ij = 1

2

[
∂u̇i

∂xj
+ ∂u̇j
∂xi

]
(1.12)
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1.2.1.5 Fluid Flow Boundary and Initial Conditions

By default, inFLAC, initial pore pressure is zero and saturation is one. Different initial conditions
can be provided, but they must be consistent with theFLAC formulation: pore pressure must be
zero if saturation is less than one, and vice-versa.

Four different types of boundary conditions are imposed: (1) constant pore pressure; (2) constant
specific discharge; (3) leaky boundaries; and (4) impermeable boundaries (default condition).

A leaky boundary condition has the form

qn = h(p − pe) (1.13)

whereqn is the component of the specific discharge normal to the boundary in the direction of the
exterior normal,h is the leakage coefficient — e.g., in [m3/N-sec],p is the pore pressure calculated
by FLAC at the boundary surface, andpe is the known pore pressure in the region to or from which
leakage is assumed to occur.

Additional boundary conditions, such as a given total influx over a uniform pressure boundary
segment, can be imposed usingFISH.
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1.3 Numerical Fluid Flow Formulation — Basic Scheme

The basic fluid-flow scheme, presented below, is quite general; it can be applied for fully satu-
rated and partially saturated, transient or steady-state fluid flow, run independently or coupled to a
mechanical calculation.*

Substitution ofEq. (1.2)in Eqs. (1.4)and(1.7)yields expressions for the fluid continuity equations.
These equations are solved inFLAC using a finite-difference approach based on a discretization of
the medium into zones composed of two overlays of triangles. Pore pressure varies linearly in a
triangle, assuming a uniform specific discharge in the triangle.

The discretization and finite difference methods follow the general scheme presented inSection 1.3
in Theory and Background. Figure 1.3in that section should be consulted whenever reference
is made to the triangles that make upFLAC ’s quadrilateral elements. In the equations that follow,
pressures and saturation values are assumed to be located at gridpoints (or “nodes”). Zone pressures
and saturations are derived from the surrounding nodal values by simple averaging.

Two specifics of the general formulation (presented previously inSection 1.2.1) require attention:

1. The fluid equations and boundary conditions inFLAC are expressed in terms
of pressure rather thanhead, although the latter is more common in soil me-
chanics.

2. The “permeability” used inFLAC is themobility coefficient: the coefficient
of the pore pressure term in Darcy’s law. It is defined as the ratio of intrinsic
permeability to fluid dynamic viscosity. SeeSection 1.7.1for the relation of
FLAC ’s permeability to other definitions of permeability.

Starting from a state of mechanical equilibrium, a coupled hydromechanical static simulation using
the basic scheme inFLAC involves a series of steps. Each step includes one or more flow steps (flow
loop), followed by enough mechanical steps (mechanical loop) to maintain quasi-static equilibrium.
The increment of pore pressure due to fluid flow is evaluated in the flow loop; the contribution from
volumetric strain is evaluated in the mechanical loop as a zone value which is then distributed to
the nodes. The total stress correction due to pore pressure change arising from mechanical volume
strain is performed in the mechanical loop, and that arising from fluid flow in the flow loop. The
total value of the pore pressure is used to evaluate effective stresses and detect failure in plastic
materials. (Note that, in this context, the pore pressure field may originate from different sources:
a fluid flow analysis; a coupled fluid/mechanical simulation; or an initialization with theINITIAL pp
or WATER table command.)

* The basic scheme becomes computationally intensive and less accurate when the fluid is much stiffer
than the drained material. Alternativefast-flow methods of solution are described inSection 1.4.
These schemes can speed up fluid flow simulations when the fluid bulk modulus is much larger
than the drained confined modulus, or when there is a large contrast in the permeability, porosity,
or grid size in the model.
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1.3.1 Constitutive Law: Derivation of Element “Stiffness Matrix”

Neglecting gravity for the moment (it will be incorporated later), Darcy’s law (Eq. (1.1)) for an
anisotropic porous medium is reduced to

qi = −kij ∂P
∂xj

(1.14)

Each quadrilateral element is divided into triangles in two different ways (seeFigure 1.3(a)). Pore
pressure is assumed to vary linearly in a triangle, and the vectorqi is derived for a generic triangle
of areaA by application of the Gauss divergence theorem. UsingEq. (1.11)in Section 1.3.3in
Theory and Background, andFigure 1.3(b) for reference, we obtain

qi � kij

A

∑
Pnj s (1.15)

where
∑

is the summation over the three sides of the triangle,n is the unit normal to the side, and
s is the length of the side.

Figure 1.3 (a) FLAC zone composed of overlaid triangular elements
(b) Typical triangular element

The two components ofq are:

q1 = 1

A

[
k11

∑
Pn1s + k12

∑
Pn2s

]
(1.16)

q2 = 1

A

[
k21

∑
Pn1s + k22

∑
Pn2s

]
(1.17)
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Considering, for example, the contribution of side(ab) of the triangle to the summations:

q
(ab)
1 = 1

2A

[
−k11(P

(b) + P (a))(x(b)2 − x(a)2 )+ k12(P
(b) + P (a))(x(b)1 − x(a)1 )

]
(1.18)

q
(ab)
2 = 1

2A

[
−k21(P

(b) + P (a))(x(b)2 − x(a)2 )+ k22(P
(b) + P (a))(x(b)1 − x(a)1 )

]
(1.19)

The other two sides,(bc) and (ca), provide similar contributions toqi . This specific discharge
vector contribution is then converted to scalar volumetric flow rates at the nodes by making dot
products with the normals to the three sides of the triangle. The general expression is

Q = qinis (1.20)

For example, the flow rate into node(a) is

Q(a) = {−q1(x
(b)
2 − x(c)2 )+ q2(x

(b)
1 − x(c)1 )} /2 (1.21)

The factor of 2 accounts for the fact that the node only captures half the flow crossing a neighboring
edge (since the other half goes to the other node of the edge). Similar expressions apply to nodes
(b) and(c). Nodal flow rates are added from the three triangles meeting at the node and divided
by 2, since the flow sum comes from two overlaid grids. The “stiffness” matrix [M] of the whole
quadrilateral element is defined in terms of the relation between the pressures at the four nodes and
the four nodal flow rates, as derived above:

{Q} = [M]{P } (1.22)

For the special case of a square zone, aligned with the coordinate axes, the stiffness matrix has the
form

[M] = − k2



2 −1 0 −1
−1 2 −1 0
0 −1 2 −1
−1 0 −1 2


 (1.23)

wherek is the isotropic mobility coefficient. This matrix is identical to the one that would be
obtained in a classical finite difference or finite volume method.
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The effect of gravity is incorporated as follows. If the gridpoint pressures around a zone conform
to the gradient∂P/∂xi = giρw, wheregi is the vector of gravitational acceleration, then the nodal
flow rates{Q} should be zero. Hence,Eq. (1.22)is modified as follows:

{Q} = [M]{P − (xi − x(1)i )giρw}, (1.24)

wherex(1)i is thex-coordinate of one of the corners.

1.3.2 Unsaturated Flow

Eq. (1.24)indicates that flow may take place in a zone even when all nodal pressures are zero. In
this case, gravity may cause fluid to migrate through a zone that is not fully saturated. However,
there are two factors to consider:

(a) the apparent permeability should decrease as the saturation decreases — in
particular, permeability should be zero for zero saturation; and

(b) fluid cannot be extracted from a node of zero saturation.

To address point (a), the flow rates (and thereby the apparent permeability) computed byEq. (1.24)
are multiplied by a factor,̂k, that depends on saturation,s:

k̂(s) = s2(3− 2s) (1.25)

This function is empirical but has the property thatk̂ = 0 if s = 0, andk̂ = 1 if s = 1 — i.e.,
permeability is unchanged for full saturation, and is zero for zero saturation. Further, the gradient
of Eq. (1.25)is zero ats = 0 ands = 1, which is reasonable to expect physically. The value of
s used inEq. (1.25)is taken as the average saturation of all nodesat which inflow is occurring.
Hence, inflow cannot occur if all inflow nodes are completely unsaturated. Fluid is also prevented
from flowing from a single node of zero saturation (addressing point (b) above) by scaling inflows
according to local saturation:

Q′n =
∑
Q(in)∑
s(in)

sn (1.26)

where subscriptn refers to a node number.

This equation is applied to inflow nodes only, and summations are over inflow nodes only.Eq. (1.26)
preserves the total inflow sum.

The equations and algorithms proposed here are empirical, but they allow a smooth transition
between full saturation and partial saturation — in fact, zero saturation never occurs, since the
apparent permeability goes to zero as the saturation approaches zero, thus preventing the final drop
of fluid from being extracted.
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1.3.3 Continuity Equation

The flow imbalance,
∑
Q, at a node causes a change in pore pressure at a saturated node as follows:

∂P

∂t
= −M

V

(∑
Q + α ∂V

∂t

)
(1.27)

whereV is the total volume associated with the node. The term
∑
Q includes contributions from

the four surrounding zones and any sources that are specified by the user (e.g., outflow from a well).

In finite difference form,Eq. (1.27)becomes

P := P −
M
(∑

Q�t + α�Vmech

)
V

(1.28)

where�Vmech is the equivalent nodal volume increase arising from mechanical deformations of
the grid. The termV is computed as the sum of the contributions from all triangular sub-zones
connected to the node. Each triangle contributes a third of its volume, and the resulting sum is
divided by two, to account for the double overlay scheme inFLAC.

1.3.4 Continuity at Partially Saturated Nodes

FLAC allows negative pore pressures, up to a user-defined limit of tensile strength for the fluid (set
by WATER tens or INITIAL ftens). If the new nodal pressure computed byEq. (1.28)results in a
pressure more negative than the tension limit, then the pressure is set to zero, and the nodal outflow
is used to reduce the saturation,s, as follows:

s := s −
∑
Q�t +�Vmech

nV
(1.29)

wherenV is the pore volume associated with the node. (n is the porosity andV is the total volume.)

The pressure then remains at zero as long ass < 1; in this case,Eq. (1.29), rather thanEq. (1.28),
is applied. If the computeds is greater than 1, thens is set to 1, andEq. (1.28)is used again
instead. This scheme ensures that fluid mass is conserved — the excess nodal volume is either used
to increase pressure or to increase saturation.

A phreatic surface (viewed as a boundary between nodes withs = 1 and nodes ofs < 1) arises
naturally from the algorithms described inSections 1.3.2and1.3.4, above. The scheme seems to
be robust enough to permit multiple phreatic surfaces that may coalesce or divide as conditions
change.
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1.3.5 Numerical Stability: Fluid Timestep

There are two aspects of numerical stability associated with the pore-fluid scheme. First, an explicit
solution of the fluid flow equations requires that the timestep be less than a critical value. Second,
the bulk modulus of the fluid increases the mechanical stiffness of a saturated zone. The effect of
increased mechanical stiffness is incorporated in quasi-static analysis in the density-scaling scheme
already inFLAC; the apparent mechanical bulk modulus of a zone is modified by the presence of
fluid as follows:

K := K + α2M (1.30)

whereα is the Biot coefficient andM is the Biot modulus.

The explicit fluid timestep can be derived by imagining that one node at the center of four zones
is given a pressure ofP0. The resulting nodal flow is then given byEq. (1.24)asQ = P0

∑
Mkk,

where
∑

Mkk is the sum over the 4 zones of the diagonal terms corresponding to the selected node.

The excess nodal flow gives rise to an increment in�P , according toEq. (1.28):

�P = −MQ�t
V

(1.31)

The new pressure at the nodeP1 is then

P1 = P0 +�P = P0

(
1− M

∑
Mkk�t

V

)
(1.32)

where [M] is the stiffness matrix relating pore pressure to flow rate, as defined byEq. (1.22).
Eq. (1.32)is stable and monotonic if

�t <
V

M
∑

Mkk

(1.33)

The value of�t used inFLAC is that given byEq. (1.33)multiplied by a safety factor of 0.8.

1.3.6 Verification of the Basic Fluid-Flow Scheme

Several verification problems that compare the basic fluid-flow scheme inFLAC to analytical solu-
tions are presented in theVerifications volume. The unsaturated flow logic is verified inSections 10
and11 in theVerifications volume. The logic for coupled fluid flow and mechanical analysis is
verified inSections 9and12 in theVerifications volume.
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1.4 Numerical Fluid Flow Formulation — Fast-Flow Schemes

Three numerical schemes that provide faster solutions for fluid-flow calculations are described
below. The scheme described inSection 1.4.1should be used for fully saturated, coupled fluid-
mechanical simulations. For unsaturated, coupled or uncoupled, fluid-flow calculations, in which
a phreatic surface develops, the scheme described inSection 1.4.2should be used. The scheme de-
scribed inSection 1.4.3applies to steady state flow-only problems involving permeability, porosity
and/or grid size contrasts.

1.4.1 Fully Saturated Fast Flow

Numerical simulation of the coupled, undrained or drained, fluid-mechanical response of a porous
medium, using the basic fluid-flow scheme, becomes a time-consuming task inFLAC when the
fluid is “incompressible” (i.e., the Biot modulus,M, is much larger than the (drained) confined
modulus,K + (4/3)G, of the porous medium). For such conditions, many mechanical sub-steps
are required at each flow step in order to maintain a quasi-static equilibrium state for the model.*
Also, as indicated inEq. (1.33), the stable flow timestep is smaller for larger values ofM (orKw).

An alternative numerical method, thesaturated fast-flow logic, to solve this class of problems is
provided, with a gain in computational speed and accuracy compared to the basic fluid-flow scheme.
The logic applies for plane-strain and axisymmetric fluid flow and deformation, and can be used
with ATTACHed grids. At present, thesaturated fast-flow logic cannot be used for the following
conditions:

(1) unconfined fluid flow, in which a phreatic surface develops (theunsaturated fast-flow
scheme can be used for this case, seeSection 1.4.2);

(2) models with interfaces;

(3) dynamic analyses; and

(4) two-phase flow.

The numerical formulation, solution control procedures and verification of the method are presented
in the following sections. Additional validation examples may be found in theProceedings of the
Second International FLAC Symposium (see Billaux, Rachez, Detournay and Hart, 2001).

* In theory, the stable mechanical timestep becomes very small compared to the time required for
the flow calculation. Note that in the static calculation mode, the mechanical timestep is set to one
(seeSection 1.3.5in Theory and Background), and the effect ofM >>> K+4G/3 is taken into
account by an increase in the nodal mass during mass scaling (seeSection 1.3.5).
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1.4.1.1 Numerical Formulation

The flow rates in thesaturated fast-flow logic are calculated as described previously inSection 1.3.1.
The two flow logics differ in the way the pore pressures are calculated.

In the basic fluid-flow algorithm, the pore pressure at each node is incremented usingEq. (1.28)
to bring the unbalanced volume, including the influence of fluid compressibility, to “zero” (i.e.,
a negligible value). Once the pore pressures are updated, the model is no longer in mechanical
equilibrium. IfM >>> K + (4/3)G (or the stiffness ratioRk >>> 1 — seeEq. (1.67)) for the
model, then many mechanical steps are required to equilibrate the model after each flow step.

In thesaturated fast-flow algorithm, the pore pressure at a node is incremented in proportion to the
current unbalanced volume,Vunb, at a node at each mechanical step:

P := P + Fp · Vunb (1.34)

whereFp is a proportionality (“relaxation”) coefficient. (The Biot modulus, scaled by the nodal
volume,M/V , is the “relaxation” coefficient in the basic formulation.)

There are two consequences of this approach.

1. There is an unbalanced volume (or mass) accumulated at each node during the
mechanical calculation. The goal of the mechanical stepping is to reduce the
unbalanced volume throughout the model to a negligible value. Rather than
store unbalanced flow in the domains associated with the node, the unbalanced
flow is stored in a flexible container (balloon) that is associated with each node.
The volume of the fluid in the balloon is updated as a result of flow (

∑
Q)

after each flow step, and deformation (�Vmech) after each mechanical step:

Vunb := Vunb− (1+ �P
Kw

)
∑

Q�t − �Vmech·�P
Kw

(1.35)

where�P is the increase in pore pressure during one mechanical step. As a
result of convergent iterations, the fluid leaks from the balloon into the porous
medium. (The residual unbalanced volume at the end of one flow timestep is
carried over into the next flow timestep.)

2. The relaxation parameter,Fp, can be much smaller thanM/V . Hence, the
additional stiffness,α2M, does not need to be considered during mass scaling,
due to presence of the fluid. This allows a much larger mechanical timestep.

The default value ofFp used in the calculations is determined from the condition of optimum
convergence. The upper bound ofFp can be derived from the condition of stability of the iterative
process. However, a very small value ofFp will yield slow convergence. It can be shown that, for
stable (convergent) iteration,Fp must satisfy the following condition:

FLAC Version 5.0



1 - 18 Fluid-Mechanical Interaction

Fp V

K + (4/3)G = F
∗
p ≤ 0.5 (1.36)

whereK is the drained bulk modulus,G is the shear modulus,V is the volume associated with
the node, andF ∗p is a dimensionless number. Although the upper bound ofF ∗p = 0.5 guarantees
a convergent algorithm, experience has shown that for smaller values ofF ∗p , the iterations will
converge more quickly. Also, the iterations using the upper bound ofF ∗p may result in a large
fluctuation of pore pressure and other model variables; this can affect the results of nonlinear
mechanical analyses. The default value is selected to beF ∗p = 0.01. It is possible to resetF ∗p using
theSET fpcoef value command. It is not recommended to setF ∗p > 0.2, because it may lead to slow
convergence (or instability in the nonlinear models) and/or inertial effects influencing the solution.

1.4.1.2 Control of a Saturated Fast-Flow Solution

The saturated fast-flow logic can be used for simulating both undrained deformation (i.e., short
time) and coupled fluid flow/deformation of a porous medium (i.e., consolidation). Data files used
for simulations with the basic algorithm can be modified to run with thesaturated fast-flow logic
by simply adding the commandSET fastflow on.

It is possible to switch between the basic logic and thesaturated fast-flow logic at any point in the
simulation by specifyingSET fastflow on/off. However, switching between the two algorithms when
unbalanced forces or unbalanced fluid volumes are large (i.e., when the model is not in equilibrium)
will lead to inaccurate results (or instability).

During cycling using thesaturated fast-flow logic, the scaled average unbalanced volume,Vav, and
the maximum unbalanced volume,Vmax, are monitored and printed to the screen. The average
unbalanced volume is defined as

Vav =
[K + (4/3)G]

∣∣∣
av

∑
Vunb

||σ || ∑V
(1.37)

and the maximum unbalanced volume is defined as

Vmax= [K + (4/3)G]Vunb

||σ || V

∣∣∣∣∣
max

(1.38)

where the summation and maximum are taken over all nodes in the model, and||σ || is a norm of the
stress in the model.Vav andVmax are dimensionless numbers that measure the unbalanced volume
in the model.
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1.4.1.3 Verification of the Saturated Fast-Flow Scheme

Two verification problems are presented in theVerifications volume to validate thesaturated fast-
flow scheme. SeeSections 9and12 in theVerifications volume for a comparison of thesaturated
fast-flow solution to the basic fluid-flow scheme.

1.4.2 Unsaturated Fast Flow

1.4.2.1 Partially Saturated Systems

For a partially saturated system, combiningEqs. (1.29)and(1.33)gives

�s ∝ 1

Kw
(1.39)

where�s is the change in saturation in one timestep. This equation indicates that there is an
advantage in reducing the mean value of fluid bulk modulus in order to speed the rate at which the
phreatic surface evolves towards its steady-state value.

There are two distinct time scales associated with unsaturated flow (ignoring here the third time
scale associated with mechanical adjustments). There is ashort-term time scale (controlled by the
fluid storage, 1/M, and on the order of minutes or hours — see the discussion on time scales in
Section 1.8.1andEq. (1.57)), associated with the adjustment of the flow field to the given boundary
conditions,including the current location of the phreatic surface. Over thelong-term (days, weeks
or years, as controlled by the phreatic storage — see the storage estimate inSection 1.8.1and
Eq. (1.58)), the phreatic surface adjusts its location in response to unbalanced flow around partially
saturated zones. This behavior can be recognized by comparing a typical pressure history with
histories of inflow and outflow (seeSection 1.10.3): the pressure history shows convergence to a
steady value, but inflow does not balance outflow, because there is unaccounted flow in or out of the
partially saturated zones. The obvious solution is to increase the timestep by reducing the fluid bulk
modulus. However, there is a complication: if the fluid bulk modulus is reduced by too much, the
volume of fluid added to or subtracted from a zone in one timestep may approach the void volume
of the zone. This leads to numerical instability, because in one step a zone may be over-filled, and
in the next step the flow may compensate too much in the opposite direction, leading to oscillations.

A condition for stability may be derived from the requirement that the fluid storage (used in the
critical timestep evaluation) must remain smaller than the phreatic storage over one zone height,
Lz. The condition may be justified as follows. LetLx andLy be the zone dimensions with gravity
acting in they-direction. For flow under gravity, the specific discharge magnitude iskρwg. The
volume of fluid entering a zone in one timestep is thuskρwgLx�t . For numerical stability, this
volume must be smaller than the void volume,nLxLy , available in a zone. The critical timestep is
calculated based on the fluid diffusivity. Thus, we have�t ∼ (L2

zn)/(kKw), and the approximate
criterion for the lower-bound value for fluid bulk modulus follows:
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Kw > aLzρwg (1.40)

wherea is an adjustment factor.

Instability in the phreatic surface calculation may be detected in at least two ways: first, the saturation
values near the phreatic surface tend to be either zero or one (rather than fractional values) in the
transition zone; second, the flow vectors may be partially chaotic near the phreatic surface.

As discussed, there is a limit to the amount by which fluid bulk modulus may bereduced —
instability results when too much fluid enters or leaves a zone in one timestep. There is also an
upper limit to fluid bulk modulus: in this case, the amount of fluid exchanged with a zone in one
timestep can be below the resolution of the computer arithmetic in single-precision. Although this
effect is unlikely to be encountered in practice, it is manifested by a lack of balance in the final
values of inflow and outflow, but without the randomness observed in the flow vectors for the case
of low Kw.

1.4.2.2 Unsaturated Fast-Flow Algorithm

In the unsaturated fast-flow technique, an alternating scheme between high and low fluid bulk
modulus (as described above inSection 1.4.2.1) is used to reach steady state. The principle is that,
when the low fluid bulk modulus is used (and when, primarily, the saturation equation is being
solved), time passes, saturation changes and the phreatic surface moves, but pore pressures do not
change noticeably. Whereas, when the high fluid bulk modulus is used (and when, primarily, the
pressure equation is being solved), time is “frozen,” the phreatic surface stays stagnant, and pore
pressures readjust to the new phreatic surface location.

The unsaturated fast-flow scheme can be used to speed up calculations to follow the transient
evolution of the phreatic surface, and also to speed up convergence to steady state for problems
in which a phreatic surface develops. It is applicable to fluid-only calculations, and to coupled
fluid-mechanical simulations, in which part of the domain is unsaturated. The technique makes
use of the two fluid time scales present in an unsaturated simulation: the relatively long time scale
associated with movements of the phreatic surface, and the short diffusion time scale associated
with pore pressure adjustments under a fixed water level. The technique isnot applicable for fully
saturated fluid flow, and will lead to numerical instabilities if used in that context. (Use thesaturated
fast-flow algorithm for this case —Section 1.4.1).

For steady state fluid-flow only calculations in which there are contrasts in permeability, porosity,
and/or grid size, an additional gain in computational speed may be obtained by combining the
unsaturated fast-flow logic with thefluid bulk modulus scaling logic, as described inSection 1.4.3.

The equations for high and low fluid bulk modulus used by theunsaturated fast-flow scheme are
listed below inSection 1.4.2.3.
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1.4.2.3 Low and High Fluid Bulk Moduli

When theunsaturated fast-flow scheme is used on its own (i.e., withoutfluid bulk modulus scaling —
seeSection 1.4.3), both high and low fluid bulk moduli,Kw−high andKw−low have a uniform value
for the grid. The low fluid bulk modulus, which implies a large timestep, is calculated internally for
a numerically stable evolution of the phreatic surface. The calculation is based on the requirement
that the fluid storage used in the critical timestep valuation must remain smaller than the phreatic
storage over one zone height (seeEq. (1.40)andSection 1.4.2.1for additional discussion). For the
low bulk modulus valueKw−low, we arrive at

Kw−low = min(5ρwg
√
An) (1.41)

whereAn is the area associated with each node. Note that the fluid bulk modulus value is assigned
to nodes inFLAC.

An upper-bound value for the high fluid bulk modulus,kwbound, must be given using theWATER
bulk command. (Note that the logic will not work ifINITIAL fmod is used.)

For fluid-only calculations, this upper bound is used for the high bulk value:

Kw−high = kwbound (1.42)

For coupled, unsaturated simulations, the high bulk value is calculated as follows:

Kw−high = min[kwbound,20n(K + 4G/3)] (1.43)

For calculations of the transient evolution of the phreatic surface, a realistic value should be specified
for Kw−high. For steady state flow calculations,Kw−high may be reduced to speed convergence.

1.4.2.4 Verification of the Unsaturated Fast-Flow Scheme

The problem of unconfined, steady-state flow toward a riverbank (inSection 11in theVerifications
volume) is run to verify theunsaturated fast-flow logic.
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1.4.3 Fluid Bulk Modulus Scaling

The value of the fluid bulk modulus does not affect the steady-state solution of a fluid-flow only
problem, but only the time scale within which that solution is reached. If a steady-stateflow solution
is required using the explicit fluid-flow logic, and there are substantial variations in permeability,
porosity or zone size across the grid, the simulation time may be very long. One way to speed up the
convergence of the solution to steady state is to use a numerical technique in which local scaling of
the fluid bulk modulus is performed so that the critical timestep for all gridpoints is approximately
the same (seeEq. (1.33)or Eq. (1.63)). Thefluid bulk modulus scaling scheme is based on this
approach: the average fluid bulk modulus for the grid remains unchanged but the local gridpoint
value is scaled by the inverse of permeability, by porosity and by zone size.

1.4.3.1 Verification of the Fluid Bulk Modulus Scaling Logic

The problem of unconfined, steady-state flow toward a riverbank (inSection 11in theVerifications
volume) is repeated using both theunsaturated fast-flow logic and thefluid bulk modulus scaling
logic to verify thefluid bulk modulus scaling scheme.
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1.5 Calculation Modes and Commands for Fluid-Flow Analysis

The fluid-flow schemes described inSections 1.3and1.4apply to cases in whichFLAC calculates a
change in pore pressure to solve transient or steady-state fluid-flow problems. The flow calculation
can be performed independent from, or coupled to, the mechanical deformation calculation. In
order to conduct this type of computation, theFLAC grid must be configured for fluid flow (by
specifying theCONFIG gw command at the beginning of the analysis) to allocate extra memory for
flow variables and to activate special features (such as the automatic calculation of the saturated bulk
density for use in the equilibrium equations). The selection of the groundwater flow configuration
gives the user full access to the fluid-mechanical calculation features ofFLAC.

It is also possible to conduct simplified, uncoupled, fluid-mechanical calculations withFLAC, such
as slope stability analyses, without configuring the grid for groundwater flow. This option, when
applicable, provides faster solution than the groundwater flow configuration.

Sections 1.5.1and1.5.2reflect the two possible options. The commands required for a fluid-flow
analysis depend on whether the grid has been configured for fluid flow.Section 1in theCommand
Referenceprovides complete definitions of all commands discussed below.

1.5.1 Grid Not Configured for Fluid Flow

If the commandCONFIG gw hasnot been given, then the only groundwater grid variable is pore
pressure, which is taken to be azone variable (i.e., it is associated with a zone interior rather than a
gridpoint). In this calculation mode, pore pressures do not change, but failure, which is controlled
by the effective-stress state, may be induced when plastic constitutive models are used.

The commandsINITIAL pp, PRINT pp andPLOT pp operate on pore pressures that are assumed to be
located at zone centroids. A pore pressure distribution can be specified with either theINITIAL pp
command with a gradient or with theWATER table command. The commandsWATER bulk= . . .,
WATER biot mod= . . . andWATER tens= . . . are ignored.

If the WATER table command is used, a hydrostatic pore pressure distribution is calculated automat-
ically by the code, below the given water table level. In this case, the fluid density (WATER density)
and gravity (SET gravity) must also be specified. The water table line can be plotted with thePLOT
water command.

Note the following when performing analyses in this mode:

1. The dry density must be specified for zones above the water table, and the saturated
density for zones below.

2. If the water level is changed instantaneously (e.g., lowered), the densities above and below
the new water table may need to be changed,and the existing total stresses for zones
beneath the changed water table need to be changed. The change in total stress is done
automatically by specifying theCONFIG ats command at the start of the analysis. This
change is necessary to account for deformations resulting from the changed water table.
SeeSection 1.5.3for further discussion, andSections 1.9.2and1.9.7for procedures to
simulate a changing water level.
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1.5.2 Grid Configured for Fluid Flow

If the commandCONFIG gw has been given, a transient fluid-flow analysis can be performed, and
change in pore pressures, as well as change in the phreatic surface, can occur. Both effective-stress
(static pore-pressure distribution) and undrained calculations can be carried out inCONFIG gw mode.
In addition, a fully coupled analysis can be performed, in which changes in pore pressure generate
deformation, and volumetric strain causes the pore pressures to evolve.

If the grid is configured for fluid flow, pore pressures are stored at gridpoints, as well as within
zones. In the calculation of flow, the gridpoint pore pressures are the ones used in the solution
process; zone pressures are simply derived from these by averaging. Zone pressures are then used
to derive the effective stresses needed by the constitutive models. The commandsINITIAL pp, PLOT
pp, FIX pp andFREE pp all refer togridpoint pore pressures (in contrast to the case described in
Section 1.5.1). Both varieties of pore pressure may be displayed with thePRINT command —PRINT
pp prints outzone pressures, andPRINT gpp prints outgridpoint pressures.

In this mode,dry mass densities must be assigned (both above and below the water level) because
FLAC takes the fluid influence automatically into account in the calculation of body forces.

The situation with respect to properties is rather complicated because the nature of the calculation
scheme dictates that some quantities are stored in zones and others at gridpoints. Unfortunately, the
PROPERTY command only refers tozones, so “properties” that exist at gridpoints must be set with
the INITIAL command. Some variables may also be specified globally (i.e., throughout the grid)
with theWATER command, as well as with theINITIAL command.Table 1.2summarizes the ways
in which the various properties may be specified.

Table 1.2 Property specification methods

property keyword specified command

Permeability perm in zones PROPERTY
Permeability components k11, k12, k22 in zones PROPERTY
Porosity poros in zones PROPERTY
Saturation sat at gridpoints INITIAL, FIX,

FREE
Fluid density dens globally WATER
Biot coefficient biot c in zones PROPERTY
Biot modulus biot mod globally WATER

biot mod at gridpoints INITIAL
Fluid modulus bulk globally WATER

fmod at gridpoints INITIAL
Fluid tension limit tens globally WATER

ftens at gridpoints INITIAL

Note that setting a variable with theWATER command overwrites the whole grid with the new value;
the INITIAL command must be used if spatial variations are required. Note thatperm is not a stored
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variable — it is computed as the average ofk11 andk22 for printing, plotting and input purposes.
If not specified, the porosity defaults to 0.5, the saturation to 1.0, and the Biot coefficient to 1.0; all
other variables default to zero.

The fluid-flow solution is controlled by theSET andSOLVE commands. This applies for both the
basic-flow and thefast-flow solution schemes. TheSET command allows certain options to be
“switched on” or “switched off,” and certain solution parameters to be specified. The keywords
flow andmech control, respectively, whether or not the flow or mechanical calculations are to be
done (seeSection 1.8). For thebasic-flow, saturated fast-flow andunsaturated fast-flow schemes,
either a coupled analysis (withSET mech on flow on) or an uncoupled analysis (withSET flow on
mech off thenSET flow off mech on) can be performed (seeSection 1.8.2). The mechanical solution
must be turned off (SET mech off flow on) for thefluid bulk modulus scaling scheme.

When performing a coupled analysis using thebasic-flow scheme, several mechanical steps may be
done for every fluid timestep, or several fluid timesteps may be done for every mechanical step; the
keywordsnmech andngw allow the specification of the number of these “sub-cycles.” An implicit
solution scheme may be used, instead of the default explicit scheme. The commandSET implicit
requests this alternative, and the keywordgwdt allows the flow timestep to be set.Section 1.10.5
explains the implicit option.

An automatic algorithm for thebasic-flow scheme that controls the number of fluid or mechanical
sub-cycles, based on a given unbalanced force ratio (or unbalanced force) tolerance, is provided.
This algorithm is activated by theauto on keyword in theSOLVE command; the total “groundwater
time” to be modeled is specified by theage keyword in theSOLVE command. The force ratio
(or force), time and step tolerances are given by the parameterssratio (or force), clock andstep
keywords, respectively, in theSET command. SeeSection 1.8.6for more details.

Note that the keywordsratio, used in conjunction with theSOLVE command, relates to unbalanced
force ratio tolerance in a coupled or mechanical-only simulation, and to unbalancedflow ratio in a
flow-only simulation. The unbalanced flow ratio is described and examples given inSections 1.8.4.2
and1.8.4.3.

A saturated fast-flow simulation is turned on with theSET fastflow on command, and the convergence
criterion used by theSOLVE command is then based onVav andVmax, as defined byEqs. (1.37)
and(1.38). The mechanical stepping stops (forSET mech on flow off), or the model is incremented
to the next flow timestep (forSET mech on flow on), when bothVav andVmax are smaller than
pre-defined limits,and the unbalanced force ratio (or force) is smaller than a pre-defined limit.
The limit for Vav can be set with either theSET aunb value command or theSOLVE aunb value
command. (The default value isaunb = 0.001.) The limit forVmax can be set with either theSET
munb value command or theSOLVE munb value command. (The default value ismunb = 0.01.) The
FISH grid variableunbflow stores the unbalanced volumes associated with each node in the model.
The SOLVE auto on command can also be used when thesaturated fast-flow scheme is applied
for coupled problems. Thenmech keyword should be used in order to increase the mechanical
sub-stepping to reduce the unbalanced force ratio.

Theunsaturated fast-flow logic is activated by using the commandSET funsat on. The command
must be issued: a)after SET gravity andWATER density are specified; and b)after a realistic fluid
bulk modulus value is given for reference,using theWATER bulk command. (Note that the logic will
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not work properly ifINITIAL fmod is used.) The high and low fluid bulk moduli used by the scheme
are uniform values for the grid* and are computed automatically byFLAC. The low fluid bulk
modulus value is calculated, based on numerical stability considerations for solving the saturation
equation. The fluid bulk modulus value given by the user (with theWATER bulk command) acts as
an upper bound for the high fluid bulk modulus value. This is explained inSection 1.4.2.3.

In theunsaturated fast-flow scheme, each calculation step consists ofnfunstep steps: one “large”
timestep (with low fluid bulk modulus) during which the phreatic surface evolves; and the remaining
steps consisting of “small” timesteps (with high fluid bulk modulus) to readjust the pore pressures.
The default value fornfunstep is 10; the value can be changed by the user using theSET nfunstep
command. TheSOLVE auto on command can also be used when theunsaturated fast-flow scheme
is applied for coupled problems. Thenmech keyword should be used in order to increase the
mechanical sub-stepping to reduce the unbalanced force ratio.

The commandSET funsat off can be issued to revert back to the standard fluid-flow logic. Note
also thatfunsat is turnedoff implicitly by the commandSET flow off. In this case (i.e., iffunsat is
turnedoff, after being turnedon, and steps taken), thehigh fluid bulk modulus value will be used
for the rest of the simulation, unless a different value is reassigned, using either theWATER bulk or
INITIAL fmod command.

Thefluid bulk modulus scaling scheme may be activated inFLAC by using the commandSET fastwb
on. The technique is applicable toflow only calculations, when the steady state solution is required,
but the transient response is unimportant. It should not be used for fully coupled simulations, and
is not applicable for undrained simulations. Before the scheme is activated, global or local values
for the fluid bulk modulus must be assigned using theWATER bulk or INITIAL fmod command.

Thefluid bulk modulus scaling scheme can also be used in combination with theunsaturated fast-
flow logic. In this case,WATER bulk must be used, and both low and high values, calculated as in
Section 1.4.2, are affected by the scaling. The commandSET fastwb off may be issued to revert
to the default logic. Also, thefluid bulk modulus scaling scheme will be setoff implicitly by the
commandSET flow off. Note that iffastwb is turnedoff, after being turnedon, and steps taken, the
local, scaled fluid bulk modulus values will be used for the rest of the simulation, unless different
values are reassigned by the user, using either theWATER bulk or INITIAL fmod command.

The gridpoint and zone variables related to fluid flow for all the flow schemes may be printed or
plotted with thePRINT or PLOT commands, respectively, and the global variables printed with the
PRINT fluid command. There are other “grid variables” that may be printed or plotted, but these
are computed as required, and they are not stored in the grid.xflow, yflow andhead, described
in Section 1.10.2, may be printed, andflow andhead may be plotted. There is one grid-related
variable,gflow, that may be accessed only through aFISH function; this corresponds to the net
inflow or outflow at a gridpoint. The summation of such flows along a boundary is often useful,
since it can provide a value for the total outflow or inflow for a system. The use ofxflow, yflow or
gflow in a FISH function involves a lot of computation; such functions should be used sparingly.

* This is true, unless a combination of theunsaturated fast-flow and fluid bulk modulus scaling
schemes is being used — seeSection 1.4.3.
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Finally, fictitious particles may be injected into the flow field to record flow track over a period of
time. TheTRACK command controls this logic, which is described more fully inSection 1.9.8.

There are other keywords related to the plotting of groundwater quantities; these are described in
Section 1.10.2.

1.5.3 ATS Mode — “Adjust Total Stresses”

In theCONFIG gw mode, when pore pressures change due to flow or zone-volume changes, the total
stresses are automatically adjusted by the same amount. Thus,

�σ11 = �σ22 = �σ33 = −α�P

(noting that compressive stresses are taken as negative). This adjustment recognizes the fact that
the total stress acting in a zone is the sum of the matrix stress (caused by the forces exerted by the
grains of soil or rock matrix) and the fluid pressure, acting in the void spaces.

However, pore pressures may be changed by the user at any stage, using theINITIAL command, the
WATER table command, theAPPLY command, or by using aFISH function to set pore pressures
directly. These cases, in which pore pressure is set by an “outside agency,” are independent of
FLAC ’s calculation logic and, by default, there is no adjustment made by the code to total stresses.
The user is responsible for making the appropriate adjustments, if required. Note that such adjust-
ments are not required, for example, if the initial values of stresses and pore pressures are set at the
beginning of a run — the desired values can simply be given.

The adjustment of total stresses for user-specified changes in pore pressure can be made automatic
by giving theCONFIG ats command at the beginning of a run. If this is done, then total stresses are
adjusted according to the above equation whenever pore pressures are changed with theINITIAL,
WATER table andAPPLY commands, or with thepp(i,j) variable in a user-writtenFISH function.
If CONFIG ats is used, then care should be taken that the initialization of stresses and pore pressures
at the beginning of a run is done in the correct order — pore pressure should be set before stresses,
so that the required values for stresses do not change when a pressure-initialization is made.

SeeSection 1.9.2for a simple example illustrating the use ofCONFIG ats, andSection 1.9.7for an
application ofCONFIG ats to simulate dewatering.
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1.6 Fluid Flow Boundary Conditions, Initial Conditions, Sources and Sinks

Boundaries are impermeable by default: all gridpoints are initially “free” — i.e., the pore pressure
at such gridpoints is free to vary according to the net inflow and outflow from neighboring zones.
The saturation (initially set to the default value of 1) is also free to vary. These conditions may
be declared explicitly by using the commandsFREE pp andFREE sat at the appropriate gridpoints.
The opposite conditions,FIX pp andFIX sat, may also be set at any gridpoint. In general, fluid may
enter or leave the grid at an external boundary if either the pore pressure or the saturation is fixed,
but there are a number of special cases that do not conform to these general rules. A complete
summary of possibilities is given below.

1. Pore pressure free; saturation free — This is an impermeable boundary and is
the default condition. There is no exchange between the grid and the outside
world. Pressure and saturation changes are computed according toEq. (1.28)
or Eq. (1.29), depending on the current value of saturation and whether the
fluid has “cavitated” (fallen below the tensile limit).

2. Pore pressure fixed; saturation free — This is the usual boundary for a free
surface (i.e., at the top of the model). Fluid flows to and from the outside world.
The saturation may vary only if the set pressure is exactly zero. Otherwise,
saturation is forced to be 1 (to conform withFLAC ’s assumption, using the
single-phase option, that pore pressures can only exist in a fully saturated
material). Pore pressure cannot be fixed at a value less than the tensile limit;
FLAC will reset any such pressures to the tensile limit.

3. Pore pressure free; saturation fixed — This is the condition at a surface with
an applied discharge (e.g., with a specified surface infiltration rate). If the
saturation is set to 1, then pore pressure is calculated in the normal way (no
exchange with the outside world). However, if the pressure tends to fall below
the tensile limit, fluid is “injected” from outside to keep the pressure at the
tensile limit. If the saturation is set at less than 1, the pore pressure is forced
to be exactly zero, which also implies that fluid is exchanged with the outside
world.

4. Pore pressure fixed; saturation fixed — This is the common boundary condition
for an applied pore pressure. If saturation is set to 1, then fluid is exchanged
with the outside world; no computation of pressure or saturation is done. If
saturation is set at less than 1, then the set pore pressure is redefined as zero.
Pore pressure cannot be fixed at a value less than the tensile limit;FLAC will
reset any such pressures to the tensile limit.

As noted above, certain combinations of conditions are impossible (e.g., pore pressure fixed at a
value less than the tensile limit).FLAC “corrects” such conditions before executing any calculation
step. Pore pressure is fixed at some pressure by using both theFIX pp and theINITIAL pp commands.
Alternatively, we may do both operations with just one command —APPLY pp, for boundaries, or
INTERIOR pp, for interior points. The use ofAPPLY or INTERIOR has the advantage that the pressure
may be controlled directly by a history (supplied by aFISH function). The commandsAPPLY
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discharge andINTERIOR well cause a prescribed inflow or outflow of fluid, rather than prescribed
pressure, to be applied to the grid. The commandAPPLY leakage specifies that a leaky boundary
condition be applied to the grid boundary. Again, these commands can refer to ahistory, if the flow
rate is to vary in a prescribed way.Section 1in theCommand Referenceshould be consulted for
the format of the commands mentioned here.

If a pore-pressure condition is applied to a free-surface boundary in a fluid-mechanical analysis,
mechanical stresses equivalent to the fluid pressure must also be applied to the free surface. This
may be the case, for example, for a dam reservoir. A convenient way to do this is with theAPPLY
pressure command.

As mentioned, fixed-pressure or fixed-saturation gridpoints may act as source or sinks. There is no
explicit command that can be used to measure the inflow or outflow at these points. However, the
FISH grid variablegflow records unbalanced nodal flows; a simple function that allows inflows and
outflows to be printed or plotted for any range of gridpoints can be written. (SeeSections 1.10.3
and1.8.4.3.)

Initial distributions of pore pressure, porosity, saturation, Biot modulus, fluid modulus and tension
limit may be specified with theINITIAL or PROPERTY command, as noted inSection 1.5.2. If
gravity is also given (with theSET gravity command), it is important that the initial distributions are
consistent with the gravitational gradient implied by the value of gravity, the given density of water
and the values of saturation and porosity within the grid. If the initial distributions are inconsistent,
then flow may occur in all zones at the start of a run. A few steps should be taken when setting
up a simulation to check for this possibility.Section 3.4.8in theUser’s Guideprovides a detailed
description of the procedure for setting up initial conditions.FISH functions “ININV.FIS” and
“INIV.FIS” are provided in theFISH Library in Section 3in theFISH volume to compute initial
conditions automatically for horizontally layered media.

If a model containing interfaces is configured for groundwater flow, effective stresses (for the
purposes of slip conditions) will be initialized along the interfaces (i.e., the presence of pore pressures
will be accounted for within the interface stresses when stresses are initialized in the grid). To
correctly account for pore pressures,CONFIG gw must be specified. For example, theWATER table
command (in non-CONFIG gw mode) will not include pore pressures along the interface, because
pore pressures are not defined at gridpoints for interpolation to interface nodes for this mode. Note
that flow takes place, without resistance, from one surface to the other surface of an interface, if they
are in contact. Flowalong an interface (e.g., fracture flow) is not computed, and the mechanical
effect of changing fluid pressure in an interface is not modeled. If the interface pore pressure is
greater than the total stress acting across the interface (i.e., if the effective stress tends to be tensile),
then the effective stress is set to zero for the purpose of calculating slip conditions.

Finally, note that fixing pore pressures in an undrained simulation yields inaccurate normal stress
values in the vicinity of the fixed boundary because the total stress correction assumes that fluid
enters and leaves the boundary at fixed pore pressure nodes regardless of whetherflow is on or off.
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1.7 Properties and Units

The properties that relate to fluid flow inFLAC are permeability (kij ), fluid mass density (ρw),
saturation (s), fluid tension limit (Tf ), and either the Biot coefficient (α) and Biot modulus (M) for
flow through a material with compressible grains, or the fluid bulk modulus (Kw) and porosity (n)
for flow through a material with incompressible grains only. The thermal-coupling parameters are
the coefficient of drained linear thermal expansion (αt ) (thermal-mechanical) and the volumetric
thermal expansion coefficients for the fluid (βf ) and the grains (βg; βg = 3αt ) (poro-thermal). The
thermal-coupling properties are described inSections 1.3.1.5and1.3.1.6in Optional Features.

All thermal-poro-mechanical quantities must be given in a consistent set of units. No conversions
are performed byFLAC.

1.7.1 Permeability

The “permeability,”k, required byFLAC is themobility coefficient (coefficient of the pore pressure
term in Darcy’s law). The relation betweenhydraulic conductivity kH (e.g., in m/sec), commonly
used when Darcy’s law is expressed in terms of head, and permeabilityk (e.g., inm2/(Pa-sec)) is

k = kH

gρw
(1.44)

whereg is the gravitational acceleration, andρw is the fluid mass density.

The property of “intrinsic permeability,”κ, (e.g., in m2) is related tok andkH as follows:

κ = µkH

gρw
= µk (1.45)

whereµ is the dynamic viscosity (e.g., units of N-sec/m2).

Eq. (1.44)or Eq. (1.45)may be used to derivek (required byFLAC) from eitherkH , in velocity
units, orκ, in [length]2 units (remember thatk must end up with units [L3T/M] — e.g., in SI units
this would be m3 sec/kg (or m2/(Pa-sec))). Using the valuesµ = 1.01×10−3 kg/(m-sec) for water
at 20◦ C, ρwg = 9.81× 103 Pa/m and 1 Darcy = 10−8 cm2, the following conversions may be
derived to calculatek in SI units for water inFLAC:

k (in m2/(Pa-sec))≡ κ (in cm2) × 9.9× 10−2

k (in m2/(Pa-sec))≡ kH (in cm/sec)× 1.02× 10−6

k (in m2/(Pa-sec))≡ permeability in millidarcies× 9.9× 10−13

In the discussion above,FLAC ’s permeability is assumed to be isotropic. In reality, permeability is
a tensor quantity, with two principal values and two principal directions, in 2D. If only the keyword
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perm is given with thePROPERTY command, then permeability will be isotropic. To specify an
anisotropic permeability, the componentskij should be given instead — with keywordsk11, k22 and
k12, which correspond to the componentskxx , kyy andkxy , respectively. To derive these components
from given principal values and angles, the same formulas used for stress transformation may be
used (or a graphical construction, such as a Mohr’s circle).

If there is a variation of permeability across the grid, the timestep will be dominated by the largest
permeability (seeEq. (1.33)). For problems in which steady state (but not transient behavior) is
required, it may be beneficial to limit the variations in permeability to improve convergence speed.
For example, there will probably be little difference in the final state between systems where there
is a 20:1 variation in permeability, compared to a 200:1 variation, when the permeability contrast
acts in series with the direction of flow. Thefluid bulk modulus scaling flow scheme (SET fastwb)
is recommended for these types of problems. Impermeable inclusions can be modeled withFLAC
by assigning a zero permeability to the zones in the region of interest.

1.7.2 Mass Density of Water and Solid

Three different mass densities may be given as input toFLAC in different circumstances: the dry
density of the solid matrix,ρd ; the saturated density of the solid matrix (bulk density),ρs ; and the
density of the fluid,ρw. Note that densities are only required if gravitational loading is specified.
Density units are mass divided by volume (e.g., in SI units,ρw is 1000 kg/m3).

If FLAC is configured for fluid flow (CONFIG gw), then thedry density of the solid material must
be used.FLAC will compute the saturated density of each element using the known density of the
fluid, the porosity,n, and the saturation,s: ρs = ρd + nsρw.

The only case when the saturated density is given as input is for an effective stress calculation
(static pore-pressure distribution)not carried out inCONFIG gw mode. TheWATER table command
(or INITIAL pp command) specifies the location of the water table. The dry density is specified for
zones above the water table, and the saturated density for zones below.

The solid density (dry or saturated) is given using theINITIAL density command. The fluid density
is given using theWATER density command. Note that the standard version ofFLAC does not allow
fluid density to vary with position: a single value must be given. (Fluid density can vary with
temperature when using the thermal advection logic — seeSection 1.2.3in Optional Features.)
All densities are zone variables inFLAC.

1.7.3 Saturation

Saturation,s, is defined as the ratio of pore volume occupied by fluid to total pore volume. In
FLAC ’s standard formulation, pore pressure is set identically to zero if the saturation at any point
is less than exactly 1. The effect of dissolved and trapped air may be allowed by reducing the local
fluid modulus, while keeping the saturation at 1 (i.e., we imagine that there is an equivalent fluid
present throughout the pore space). Although no pore pressures are present in a partially saturated
region, the trapped fluid still has weight (i.e., body forces act), and the fluid moves under the action
of gravity (at a reduced apparent permeability (seeEq. (1.25)). The initial saturation may be given
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by the user, but it is also updated duringFLAC ’s calculation cycle, as necessary, to preserve the mass
balance. Saturation may also be declared to be fixed at any gridpoint. For example, water may enter
and leave at a fixed-saturation gridpoint, even if the pressure is zero. (This could represent recharge
from rainwater or seepage from a free face, respectively.) Hence, theFIX andFREE commands
operate onsaturation. This topic is discussed in greater detail inSection 1.6.

1.7.4 Fluid Tension Limit

In fine soils, the pore water may be able to sustain a significant tension; the user may set a limiting
tension,Tf , by means of theWATER tens command (to specify the same limit everywhere) or
the INITIAL ftens command (to specify the limit over a certain range of gridpoints). The tension
limit is always a negative number or zero. (Note that if a positive value for fluid tension limit is
entered,FLAC converts this to a negative value.) When the fluid pressure tries to fall below the
set limit, “cavitation” occurs and the pressure is then set to zero. The saturation may then also
drop below 1, depending on conditions. If the saturation remains equal to 1, further expansion of
the pore volume will cause negative pore pressures to build up again. Note that a negative pore
pressure is not the same as “tension” due to capillary, electrical or chemical forces. The latter
forces may be represented by an increased effective stress within the constitutive model (which
must be implemented by means of aFISH function using the single-phase option ofFLAC). In this
case, negative fluid pressures are unrelated to the fact that a material is composed of grains — the
pressures simply arise from the expansion of a volume filled with fluid. If it is required to model the
full effect (on flow, and on the mechanical response) of capillary forces, then the two-phase flow
option ofFLAC should be used (seeSection 2).

1.7.5 Fluid Moduli

1.7.5.1 Biot Coefficient and Biot Modulus

TheBiot coefficient,α, is defined as the ratio of the fluid volume gained (or lost) in a material element
to the volume change of that element when the pore pressure is changed. It can be determined in the
same drained test as that used to determine the drained bulk modulus,K, of the material. Its range of
variation is between3n

2+n and 1, wheren is the porosity. In the particular case of an incompressible
solid constituent,α = 1. This value is the default value adopted byFLAC.

For an ideal porous material, the Biot coefficient is related to the bulk modulus of the solid component
Ks , as follows:

α = 1− K

Ks
(1.46)

TheBiot modulus,M, is defined as

M = Ku −K
α2

(1.47)
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whereKu is the undrained bulk modulus of the material.

For an ideal porous material, the Biot modulus is related to the fluid bulk modulus,Kw, as follows:

M = Kw

n+ (α − n)(1− α)Kw/K (1.48)

wheren is the porosity. Thus, for an incompressible solid constituent (α = 1):

M = Kw/n (1.49)

The calculation mode for compressible grains is turned on with the commandSET biot on. The
Biot coefficient is a zone property specified using thePROPERTY command. The Biot modulus is
a gridpoint variable specified using theINITIAL command.

1.7.5.2 Fluid Bulk Modulus

In analyses where the grain compressibility can be neglected, the user has the choice to either: (1)
SET biot on, use the default value of Biot coefficient (i.e.,α = 1) and assign a value equal toKw/n
to Biot modulus; or (2)SET biot off and give, as input, the fluid bulk modulusKw and porosity,n.

The bulk modulus,Kw, is defined as

Kw = �P

�Vw/Vw
(1.50)

where�P is the change in pressure for a volumetric strain of�Vw/Vw.

When the fluid modulus,Kw, is given as input, the Biot modulus is computed internally using
Eq. (1.49)for incompressible grains. In this calculation, the porosity (a zone property) is evaluated
at the nodes using nodal volume averaging. The Biot coefficient is then set to 1 throughout the flow
domain, irrespective of any value given for that property. The fluid calculation for incompressible
grains is the default calculation inFLAC (i.e.,SET biot off). The fluid modulus is a gridpoint variable
specified using theINITIAL command.

The “compressibility” of the fluid,Cw, is the reciprocal ofKw (i.e.,Kw = 1/Cw). For example,
for pure water at room temperature,Kw = 2× 109 Pa, in SI units. In real soils, pore water may
contain some dissolved air or air bubbles, which substantially reduce its apparent bulk modulus.
Textbooks on soil mechanics provide numerical estimates of reduction factors. For groundwater
problems, the bulk modulus of water may be different in different parts of the grid, to account for
the varying amounts of air present. AFISH function may be used to change local moduli according
to some law (e.g., the modulus may be made proportional to pressure to represent a gas), but the
user should be careful not to make nonphysical assumptions.
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1.7.5.3 Fluid Moduli and Convergence

If steady-state, fully saturated flow is required, the modulusM (or Kw) is unimportant to the
numerical convergence process, because the response time of the system and the timestep are both
inversely proportional toM (or Kw): the same number of steps are necessary, independently of
M (or Kw). For systems containing a phreatic surface, however, a low bulk modulus will speed
convergence to steady state, because the calculation for saturation change involves�t , not the
productM�t (or Kw�t) (seeEq. (1.29)). Systems in which solid/fluid interaction is important
are more complicated to assess — some guidelines may be found inSection 1.8.6. We may
remark, however, that a high value ofM (orKw) compared to the mechanicalK will lead to slowly
converging solutions. In any case, from a numerical point of view, it isnot necessary to use values
ofM (orKw) that are larger than 20 times(K+4/3G)/α2 (or (K+4/3G)n) in the simulation (see
Section 1.8.1, Eq. (1.67)). The use of thesaturated fast-flow scheme is recommended for cases in
whichM (orKw) is high compared toK (seeSection 1.4.1).

1.7.5.4 Fluid Moduli for Drained and Undrained Analyses

In FLAC, whenever the fluid bulk modulus (or Biot modulus) is selected andCONFIG gw is specified,
thedrained bulk modulus must be specified for the solid matrix.

An undrained analysis may also be performed without specifyingCONFIG gw. In this case, the
undrained bulk modulus,Ku, for the solid matrix should be specified. The undrained bulk modulus
is

Ku = K + α2M (1.51)

For an incompressible solid constituent:α = 1,M = Kw/n, and this formula becomes

Ku = K + Kw
n

(1.52)

1.7.6 Porosity

Porosity,n, is a dimensionless number defined as the ratio of void volume to total volume of an
element. It is related to the void ratio,e, by

n = e

1+ e (1.53)

The default value ofn, if not specified, is 0.5.n should be given as a positive number between 0
and 1, but small values (say, less than 0.2) should be used with great caution because, forα = 1, the
apparent stiffness of the pore fluid is proportional toKw/n. For low values ofn, the stiffness may
become very large in comparison to the stiffness of the solid material, causing theFLAC solution
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to take a very long time to converge. Consider reducingKw in this case — seeSections 1.7.5.3and
1.8.1for further guidance.

Note that the porosity is only used as afactor in the continuity equationEq. (1.28), rather than as a
main variable; pressure-change is related directly to volume change, not to porosity change, as in
some formulations. By default,FLAC does not update porosity during the calculation cycle, since
the process is time-consuming, and only the slope of the transient response is affected. However,
if changes of porosityare important in a particular application, they may be included by the use of
a look-up table (seeSection 1.10.1for a description and example).
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1.8 Modeling Approach

FLAC has the ability to perform both flow-only and coupled fluid-mechanical analyses. Coupled
analyses may be performed with any of the mechanical material models inFLAC. Several modeling
strategies are available to approach the coupled processes. One of these assumes that pore pressures
once assigned to the grid do not change; this approach does not require any extra memory to be
reserved for the calculation. The commands associated with this mode are discussed inSection 1.5.1.
All other modeling strategies involving fluid require that theCONFIG gw be issued to configure the
grid for fluid analysis. The commands associated with theCONFIG gw mode are discussed in
Section 1.5.2.

The different modeling strategies for flow-only and coupled analysis are illustrated in the following
sections, the more elaborate requiring more computer memory and time. As a general rule, the
simplest possible option should be used, consistent with the reproduction of the physical processes
that are important to the problem at hand. Recommended guidelines for selecting an approach
based on time scales (seeSection 1.8.1) are given below, inSection 1.8.2.

Examples for the various modeling strategies are provided inSections 1.8.3through1.8.6. It is
recommended that the examples presented in these sections be followed in the sequence given, since
it is easier to understand the full solid/fluid coupling when the individual components are understood
first. Also, several verification problems and example applications are provided in theExamples
volume and theVerifications volume that illustrate the use ofFLAC to model groundwater flow,
both with and without solid interaction.

1.8.1 Time Scales

It is often useful when planning a simulation involving fluid flow or coupled flow calculations with
FLAC to estimate the time scales associated with the different processes involved. Knowledge of the
problem time scales and diffusivity help in the assessment of maximum grid extent, minimum zone
size, timestep magnitude and general feasibility. Also, if the time scales of the different processes are
very different, it may be possible to analyze the problem using a simplified (uncoupled) approach.
(This approach is discussed in detail for fully coupled analyses inSection 1.8.2.)

Time scales may be appreciated using the definitions of characteristic time given below. These
definitions, derived from dimensional analyses, are based on the expression of analytical continuous
source solutions. They can be used to derive approximate time scales forFLAC analysis.

Characteristic time of the mechanical process (seeSection 1.3.5in Theory and Background):

tmc =
√

ρ

Ku + 4/3G
Lc (1.54)

whereKu is undrained bulk modulus,G is shear modulus,ρ is mass density, andLc is characteristic
length (i.e., the average dimension of the medium).

FLAC Version 5.0



FLUID-MECHANICAL INTERACTION — SINGLE FLUID PHASE 1 - 37

Characteristic time of the diffusion process:

t
f
c = L2

c

c
(1.55)

whereLc is the characteristic length (i.e., the average length of the flow path through the medium)
andc is the diffusivity, defined as mobility coefficientk divided by storativityS:

c = k

S
(1.56)

There are different forms of storativity that apply inFLAC, depending on the controlling process:

1. fluid storage:

S = 1

M

= n

Kw
(if α = 1) (1.57)

2. phreatic storage:

S = 1

M
+ n

ρwgLp

= n

Kw
+ n

ρwgLp
(if α = 1) (1.58)

3. elastic storage:

S = 1

M
+ α2

K + 4/3G

= n

Kw
+ 1

K + 4/3G
(if α = 1) (1.59)

wheren is porosity,Kw is fluid bulk modulus,M is the Biot modulus,K is
drained bulk modulus,G is shear modulus,α is the Biot coefficient,ρw is fluid
density,g is gravity andLp is characteristic storage length (i.e., the average
height of the medium available for fluid storage).
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For saturated flow-only calculations,S is fluid storage andc is the fluid diffusivity:

c = kM

= kKw
n

(if α = 1) (1.60)

For unsaturated flow calculations,S is phreatic storage and the diffusivity estimate is:

c = k

1
M
+ n

(ρwgLp)

= k

n
[

1
Kw
+ 1

(ρwgLp)

] (if α = 1) (1.61)

For a coupled, saturated, deformation-diffusion analysis withFLAC, S is elastic storage, andc is
the true diffusivity or generalized coefficient of consolidation, defined fromEqs. (1.56)and(1.59)
as:

c = k

1
M
+ α2

K+4G/3

= k

n
Kw
+ 1

K+4G/3

(if α = 1) (1.62)

There are some properties based on the above definitions worth noting.

1. Because explicit timesteps inFLAC correspond to the time needed for the
information to propagate from one gridpoint to the next in the smallest zone,
the magnitude of the timestep can be estimated using the smallest zone size
for Lc in the formula for characteristic time. It is important to note that the
explicit fluid flow timestep inFLAC is calculated using thefluid diffusivity
Eq. (1.60)(even in a coupled simulation) in the basic method of solution. (A
value closer to the true diffusivity is used in thesaturated fast-flow logic —
seeSection 1.4.1.)

In the basic explicit method of solution, the timestep magnitude may thus
be estimated from the formula obtained after substitution ofEq. (1.60)in
Eq. (1.55), and using the smallest zone size,Lz, for Lc — i.e.,
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�t = min

(
L2
z

kM

)

= min

(
L2
zn

kKw

)
(if α = 1) (1.63)

2. In a saturated fluid flow problem, a reduced bulk modulus leads not only to an
increased timestep, but also to an increased time to reach steady state so that
the total number of steps,nt , stays the same. This number may be estimated
by taking the ratio of the characteristic times for the model,tc, to the critical
timestep,�t , usingEqs. (1.55), (1.60)and(1.63), which gives

nt =
(
Lc

Lz

)2

(1.64)

whereLc andLz are characteristic lengths for the model and the smallest zone.

3. In a partially saturated fluid flow problem, adjustments can be made to the
fluid bulk modulus to speed convergence to steady state. This principle is
applied in theunsaturated fast-flow technique discussed inSection 1.4.2. If
done manually, care must be taken to not reduceM (or Kw) so far that nu-
merical instability will result. A condition for stability may be derived from
the requirement that the fluid storage (used in the critical timestep evaluation)
must remain smaller than the phreatic storage over one zone height,Lz — i.e.,

M > aLzρwg/n (1.65)

or

Kw > aLzρwg (if α = 1) (1.66)

wherea is an adjustment factor chosen equal to 0.3. SeeSection 1.4.2.1
for a discussion on techniques to improve convergence for partially saturated
systems.

4. UsingEq. (1.55), we see that, to avoid any boundary effects in diffusion prob-
lems, the characteristic length,Lc, of the model must be larger than the dimen-
sion
√
cts , wherets is the maximum simulation time, andc is the controlling

diffusivity. In turn, the minimum simulation time is controlled by the relation
tmin > L2

z/c.
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5. In a coupled flow problem, the true diffusivity is controlled by thestiffness
ratio Rk (i.e., the stiffness of the fluid versus the stiffness of the matrix):

Rk = α2M

K + 4G/3

= Kw/n

K + 4G/3
(if α = 1) (1.67)

With this definition forRk, Eq. (1.62)may be expressed in the following two
forms:

c = kM 1

1+ Rk

= kKw
n

1

1+ Rk (if α = 1) (1.68)

and

c = k

α2

(
K + 4

3
G

)
1

1+ 1/Rk

= k
(
K + 4

3
G

)
1

1+ 1/Rk
(if α = 1) (1.69)

If Rk is small (compared to 1),Eq. (1.68)shows thatFLAC ’s standard explicit
timestep can be considered as representative of the system diffusivity. An
order of magnitude estimate for the number of steps needed to reach full
consolidation, for instance, can be calculated usingEq. (1.64).

If M is large compared to(K + 4G/3)/α2, andRk is large,FLAC ’s stan-
dard explicit timestep will be very small and the problem diffusivity will be
controlled by the matrix (seeEqs. (1.63)and(1.69)). The use of thesatu-
rated fast-flow logic is recommended in this case. However, if the standard
method of solution is selected, then in order to increase the timestep without
affecting the true diffusivity significantly,Eq. (1.69)indicates that it is not
computationally necessary to use a value ofM larger than roughly 20 times
(K +4G/3)/α2 (i.e., a value ofRk much larger than 20). Note thatM should
not be made higher than the physical value (which, for example, corresponds
toKw = 2 GPa for water).
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1.8.2 Selection of a Modeling Approach

A fully coupled quasi-static hydromechanical analysis withFLAC is often time-consuming and
sometimes even unnecessary. There are numerous situations in which some level of uncoupling can
be performed to simplify the analysis and speed the calculation. The examples above illustrate the
implementation ofFLAC modeling approaches corresponding to different levels of fluid/mechanical
coupling. Three main factors can help in the selection of a particular approach:

1. the ratio between simulation time scale and characteristic time of the diffusion
process;

2. the nature of the imposed perturbation or driving mechanism (fluid or mechan-
ical) for the coupled process; and

3. the ratio of the fluid to solid stiffness.

The expressions for characteristic timetc in Eqs. (1.55)and(1.62), and the stiffness ratioRk in
Eq. (1.67), can be used to quantify these factors. These factors are considered in detail below, and
a recommended procedure to select a modeling approach based on these factors is given below in
Section 1.8.2.4.

1.8.2.1 Time Scale Factor

We first consider the time scale factor by measuring time from the initiation of a perturbation. We
definets as the required time scale of the analysis, andtc as the characteristic time of the coupled
diffusion process (defined usingEqs. (1.55)and(1.62)).

Short-term behavior

If ts is very short compared to the characteristic time,tc, of the coupled diffusion process,
the influence of fluid flow on the simulation results will probably be negligible, and an
undrained simulation can be performed withFLAC (CONFIG gw, SET flow off). No real
time will be involved in the numerical simulation (i.e.,ts <<< tc), but the pore pressure
will change due to volumetric straining if the fluid bulk modulus is given a realistic value.
The footing load simulation inExample 1.4is an example of this approach. Alternatively,
a “dry” simulation may be conducted using the undrained bulk modulus for the material
(seeSection 1.9.4.2).

Long-term behavior

If ts >>> tc and drained behavior prevails att = ts , then the pore pressure field can
be uncoupled from the mechanical field. The steady-state pore pressure field can be
determined using a flow-only simulation (SET flow on, SET mech off) (the diffusivity will
not be representative), and the mechanical field can be determined next by cycling the
model to equilibrium in mechanical mode withM = 0, orKw = 0, (SET mech on, SET flow
off). (Strictly speaking, this engineering approach is only valid for an elastic material
because a plastic material is path-dependent.) This approach is used inExample 1.1.
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If the steady state distribution of pore pressure is known, then to save calculation time, values can
simply be initialized in the grid before cycling the model to mechanical equilibrium (and setting
Kw (orM) = 0, as before). However, it is important to note that, if this approach is used,CONFIG
ats should be selected at the beginning of the run to allow deformation to occur as a result of the
imposed external pore pressure change. Saturation (inCONFIG gw mode) or bulk material density
(not in CONFIG gw mode) may also need to be adjusted if the water level has been moved within
the model. (SeeExample 1.17.)

1.8.2.2 Driving Mechanism

The model response, in a fully coupled hydromechanical problem, can be driven by changes in either
the fluid flow boundary condition or the mechanical boundary condition. For example, transient
fluid flow to a well located within a confined aquifer is driven by the change in pore pressures at
the well. The consolidation of a saturated foundation as a result of the construction of a highway
embankment is controlled by the mechanical load applied by the weight of the embankment. If
the model response is driven by a change in pore pressures, it is likely that the fluid flow process
can be uncoupled from the mechanical process. This is further described below and illustrated by
Example 1.8. If the perturbation is mechanically driven, the level of uncoupling depends on the
fluid versus solid stiffness ratio, as described below.

1.8.2.3 Stiffness Ratio

The relative stiffnessRk (seeEq. (1.67)) has an important influence on the modeling approach used
to solve a hydromechanical problem.

Relatively stiff matrix (Rk <<< 1)

If the matrix is very stiff (or the fluid highly compressible) andRk is very
small, the diffusion equation for the pore pressure can be uncoupled, since
the diffusivity is controlled by the fluid (Detournay and Cheng, 1993). The
modeling technique will depend on the driving mechanism (fluid or mechanical
perturbation):

1. In mechanically driven simulations, the pore pressure may be assumed to
remain constant. In an elastic simulation, the solid behaves as if there were
no fluid; in a plastic analysis, the presence of the pore pressure may affect
failure. This modeling approach is adopted in slope stability analyses (e.g.,
seeSection 1.8.3).

2. In pore pressure-driven elastic simulations (e.g., settlement caused by fluid
extraction), volumetric strains will not significantly affect the pore pressure
field and the flow calculation can be performed independently (SET flow on,
SET mech off). (In this case, the diffusivity will be accurate, because for
Rk <<< 1, the generalized consolidation coefficient inEq. (1.62)is com-
parable to the fluid diffusivity inEq. (1.60).) In general, the pore pressure
changes will affect the strains, and this effect can be studied by subsequently
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cycling the model to equilibrium in mechanical mode (SET mech on, SET flow
off).

Relatively soft matrix (Rk >>> 1)

If the matrix is very soft (or the fluid incompressible) andRk is very large, then
the system is coupled with a diffusivity governed by the matrix. The modeling
approach will also depend on the driving mechanism.

1. In mechanically driven simulations, the use of thesaturated fast-flow logic
(seeSection 1.4.1) or the unsaturated fast flow logic is recommended (see
Section 1.4.2).

2. In most practical cases of pore pressure driven systems, experience shows
that the coupling between pore pressure and mechanical fields is weak. If
the medium is elastic, the numerical simulation can be performed with the
flow calculation in flow-only mode (SET flow on, SET mech off), and then in
mechanical-only mode (SET mech on, SET flow off), to bring the model to
equilibrium.

It is important to note that, in order to preserve the diffusivity (and hence the
characteristic time scale) of the system, the fluid modulusM (orKw) must be
adjusted to the value

Ma = n

1
M
+ α2

K+4G/3

(1.70)

or

Ka
w =

n

n
Kw
+ 1

K+4G/3

(1.71)

during the flow calculation (seeEq. (1.62)), and to zero during the mechanical
calculation, to prevent further adjustments by volumetric strains (Berchenko
1998).
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1.8.2.4 Recommended Procedure to Select a Modeling Approach

It is recommended that the selection of a modeling approach for a fully coupled analysis follow the
procedure outlined inTable 1.3. First, determine the characteristic time of the diffusion process
for the specific problem conditions and properties (seeSection 1.8.1), and compare this time to the
actual time scale of interest. Second, consider whether the perturbation to the system is primarily
pore pressure driven or mechanically driven. Third, determine the ratio of the stiffness of the fluid
to the stiffness of the solid matrix.Table 1.3indicates the appropriate modeling approach based on
the evaluation of these three factors. The table also indicates the required adjustment to the fluid
modulusKa

w for each case. Finally, the table lists several examples from theFLAC manual that
illustrate each modeling approach.
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Table 1.3 Recommended procedure to select a modeling approach for
fluid-mechanical analysis

Time Scale Imposed Process Fluid vs Solid Modeling Approach & Adjusted Fluid Examples (6)

Perturbation Stiffness Main Calculation Commands Bulk Modulus (M
a

orK
a

w
)

ts >>> tc mechanical or anyRk Effective Stress (1) no fluid E.A. 1 (SLOPE.DAT)

(steady-state pore pressure with no fluid flow E.A. 7 (WATER.DAT)

analysis) or E.A. 10 (ROCKSL.DAT)

Effective Stress (2) M
a

= 0.0 E.A. 1 (SLOPEGW.DAT)

CONFIG gw orK
a

w
= 0.0 E.A. 11 (DIAP.DAT)

SET flow off E.A. 14 (EXC.DAT)

SET mech on E.A. 17 (LINER.DAT)

E.A. 18 (EDAM.DAT)

ts <<< tc mechanical or anyRk Pore Pressure realistic value E.A.4 (CAV.DAT)

(undrained pore pressure Generation (3) forM
a

orK
a

w
E.A.7 (WATER GW.DAT)

analysis) CONFIG gw E.A.15 (WHARF.DAT)

SET flow off E.A.16 (PEMBANK.DAT)

SET mech on V.P.15 (CAM2.DAT)

V.P.21 (EBANK.DAT)

ts in the pore pressure anyRk Uncoupled Flow- V.P. 14 (BH.DAT)

range oftc Mechanical (4)

CONFIG gw

Step 1. M
a

=
1

1
M
+ α2

K+4G/3

SET flow on orK
a

w
=

n

n

Kw
+ 1

K+4G/3

SET mech off

Step 2. M
a

= 0.0

SET flow off orK
a

w
= 0.0

SET mech on

ts in the mechanical anyRk Coupled Flow- adjustM
a

(orK
a

w
) V.P.9 (H1.DAT)

range oftc Mechanical (5) so that V.P.18 (MANDEL.DAT)

CONFIG gw Rk ≤ 20 E.A.13 (EMC.DAT)

SET flow on

SET mech on
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Notes toTable 1.3:

1. The effective stress approach with no groundwater flow is discussed inSec-
tion 1.8.3. In order to establish the initial conditions for this effective stress
analysis, use theWATER table or INITIAL pp command, or aFISH function to
establish steady-state flow. Specify the correct wet density to zones below the
water table, and dry density to zones above.

2. The effective stress approach with groundwater flow is discussed inSec-
tion 1.8.4. In order to establish the initial conditions for this effective stress
analysis, use theINITIAL command or aFISH function to establish steady-state
flow, or specifySET flow on mech off and step to steady state, if the location of
the phreatic surface is not known. SetMa (orKa

w) to a small value to speed
convergence for a partially saturated system. Note thatMa (orKa

w) should be
greater than 0.3Lzρwg to satisfy numerical stability (seeEq. (1.65)). UseSET
funsat on andSET fastwb on to speed the solution for unsaturated flow.

3. The pore pressure generation approach is discussed inSection 1.8.5. In order
to establish the initial conditions for the pore pressure generation analysis,
use theINITIAL command or aFISH function to establish steady-state flow,
or specifySET flow on mech off and step to steady state, if the location of
the phreatic surface is not known. SetMa (orKa

w) to a small value to speed
convergence for a partially saturated system. Note thatMa (orKa

w) should be
greater than 0.3Lzρwg to satisfy numerical stability (seeEq. (1.65)). UseSET
funsat on andSET fastwb on to speed the solution for unsaturated flow.

4. The uncoupled flow-mechanical approach is described inSection 1.8.2. This
approach is recommended for pore pressure driven systems and should be used
carefully if Rk >>> 1. Note that the adjusted value forMa (orKa

w) during
the flow-only step should satisfyEq. (1.70)so that the coupled diffusivity will
be correct.

5. The fully coupled approach is discussed inSection 1.8.6. Note that for
Rk >>> 1, if Ma (orKa

w) is adjusted to reduceRk = 20, the time response
will be close (typically within 5%) to that for infiniteKw.

Thesaturated fast-flow option for fully coupled analysis (SET fastflow on) is
discussed inSection 1.4.1. Note that this method can only be applied for fully
saturated flow. Other limitations are listed inSection 1.4.1.

The unsaturated fast-flow option for fully coupled analysis (SET funsat on)
is discussed inSection 1.4.2. Note that this method can only be applied for
partially saturated flow. Other limitations are listed inSection 1.4.2.

6. Example Applications (E.A.) and Verification Problems (V.P.) that demon-
strate the various methods are provided in theExamples volumeand the
Verifications volume.
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1.8.3 Fixed Pore Pressure (Used in Effective Stress Calculation)

In some calculations, the pore pressure distribution is important only because it is used in the
computation of effective stress at all points in the system. For example, in modeling slope stability,
we may be given a fixed water table. To represent this system withFLAC, it is sufficient to specify
a pore pressure distribution that is unaffected by mechanical deformations that may occur. Since
no change in pore pressure is involved, we donot need to configure the grid for groundwater flow.
Instead, we use theWATER table command to specify the fixed phreatic surface (denoted by a table
of (x,y) values), which generates a hydrostatic pore pressure distribution for all zones beneath the
given surface. Alternatively, theINITIAL command or aFISH function may be used to generate the
required static pore pressure distribution. Either way, we must supply the correct wet or dry density
of the material, according to its location (above or below the water table).

An effective-stress calculation can also be performed inCONFIG gw mode. In this case, specifySET
flow off andWATER bulk 0 to inhibit pore pressure change. The dry density is assigned throughout
the model; the saturated densities are computed automatically. Note thatWATER table cannot be
used to specify the phreatic surface in this mode. Pore pressures can be initialized with theINI pp
command or via aFISH function, or by following the procedure discussed in the next section.

Note thatCONFIG ats is not needed for this type of problem. SeeSection 1.5.3for information
about calculations performed in this configuration.

1.8.4 Flow Calculation to Establish a Pore Pressure Distribution

There are two main reasons to perform a flow-only calculation withFLAC. First, it may be necessary
to know the flow and pressure distribution in some system, independent of any mechanical effects.
For example, we may useFLAC to compute the groundwater changes that result from the digging
of a drainage ditch. Second, the type of calculation described inSection 1.8.3may require a
pore pressure distribution or phreatic surface location, but such information is not available. In
both cases,FLAC may be run in groundwater mode without any mechanical calculations being
done. Mechanical calculations may or may not be done subsequently. In order to do a flow-only
calculation, the grid must be configured for groundwater — using the commandCONFIG gw. The
mechanical calculation should be inhibited with theSET mech off command. However, dummy
mechanical properties should still be given to prevent error messages (i.e., a value of 1 may be
given for the solid density). Correct values of permeability should be specified (if the permeability
is not homogeneous and isotropic), but fluid bulk modulus may be reduced for the basic fluid-flow
scheme if the objective is to establish a steady-state phreatic surface. Histories of inflow/outflow
and pore pressure at several points will indicate when the system has reached steady state.

The fast flow schemes described inSection 1.4can be used to speed the flow-only calculations
to reach steady state. Theunsaturated fast-flow andfluid bulk modulus scaling schemes are used
to speed the steady-state calculations for partially saturated systems. When using these fast-flow
schemes, the realistic value for fluid bulk modulus can be used; this modulus is scaled automatically
by the fast-flow scheme.
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After the flow and pore-pressure distribution is determined, if the computed pore pressure is then
to be used in a mechanical calculation, the commandSET flow off, mech on should be given. The
fluid bulk modulus should also be set to zero, to prevent extra pore pressures from being generated
by mechanical deformation.

The following examples illustrate the application of the flow-only calculation.

1.8.4.1 Transient Evolution of a Phreatic Surface

As an example of the basic-flow scheme, and comparison to theunsaturated fast-flow scheme, using
the approach described above, consider a vertical 8 m high embankment, as shown inFigure 1.4.
Initially, the water table is two meters above the toe of the embankment throughout the model. The
water table is raised to the ground surface at the left of the model and the evolution of the new
phreatic surface is calculated.

Pore pressures are specified in two different ways in this model (for demonstration purposes): at the
left of the model, theAPPLY command sets theFIX condition as well as the value of pore pressure;
at the right of the model, theINITIAL command sets the values of pore pressures, but a series ofFIX
commands are necessary as well. TheINITIAL sat command initializes the saturation to zero for
gridpoints above the initial location of the water table. TheFIX sat commands are used when the
material is kept in a fully saturated state by external conditions (although some of these commands
may not be necessary, since full saturation will be maintained automatically by outflow from the
grid). SeeSection 1.6for additional discussion on fluid boundary conditions.
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Figure 1.4 FLAC grid and fluid boundary conditions for flow-only calcula-
tion in an embankment
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The fluid modulus can be set to a low value to enable the steady-state phreatic surface to develop
quickly when using the basic fluid-flow scheme, and the mechanical calculation is turned off. Note,
however, that the time scale will be in error in this case. The trick of giving a low modulus is
useful when the steady state phreatic surface is required, but the time taken to reach that state is
unimportant. The final pore-pressure distribution is shown inFigure 1.5.

For partially saturated systems there is an advantage, when using the basic fluid-flow scheme, in
reducing the mean value of fluid bulk modulus in order to speed the rate at which the phreatic surface
evolves toward its steady state. To demonstrate this, if we repeat the run for the same number of
steps, but with a “realistic” fluid modulus of 2 GPa. The corresponding phreatic surface is shown
in Figure 1.6. The phreatic surface is still almost at the initial elevation of two meters above the
embankment toe.
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Figure 1.5 Pore pressure distribution in an embankment with Kw = 105
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Figure 1.6 Pore pressure distribution in an embankment withKw = 2×109

The example withKw = 2 GPa illustrates the important point that there are two distinct time scales
associated with unsaturated flow: short time scale (controlled by fluid storage); and long-term
scale (controlled by the phreatic storage), as described inSection 1.4.2.1. For this model, the pore
pressures indicate a convergence to a steady state, but inflow does not balance outflow. The obvious
solution is to reduce the fluid modulus to increase the timestep.

If the fluid modulus is set too low, however, instability in the phreatic surface calculation can occur.
This is illustrated by repeating the run withKw set equal to 100. This gives rise to the flow pattern
shown inFigure 1.7.
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Figure 1.7 Erroneous flow vectors for unsaturated flow in an embankment
with Kw = 100

Theunsaturated fast-flow scheme automatically alternates between high and low fluid bulk moduli,
with an accurate representation of the time scale, to provide an efficient solution for steady-state
flow for this problem, as described inSection 1.4.2. We prescribe the high fluid modulus with the
WATER bulk=2e9 command. We then turn on theunsaturated fast-flow scheme by specifyingSET
funsat on. The low fluid modulus will be calculated as described inSection 1.4.2.3. A comparison
betweenFigure 1.8below andFigure 1.5shows that at steady state the pore pressure distribution is
the same. The scheme also provides the transient evolution of pore pressure, as shown by the pore
pressure history plot inFigure 1.9.
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Figure 1.8 Pore pressure distribution in an embankment withKw = 2×109

and SET funsat on
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Figure 1.9 History of pore pressure at (10,4) with Kw = 2× 109 and SET
funsat on
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Once the steady state pore pressure distribution has been found, mechanical conditions can be
established. The bulk modulus of water is set to zero to prevent further pore pressure changes,
and a mechanical “pressure” is applied at the right side of the model, corresponding to the weight
of water acting on the soil surface. TheSOLVE elastic command is used to prevent failure during
the mechanical adjustment process. At the end of the simulation, the model is in equilibrium, and
further investigations can be done — e.g., the stability for various values of friction and cohesion
and the effect of stabilizing structures (cables, retaining wall).

Although this approach is a simplified one (since it does not model the full fluid/solid coupling), it
does provide some degree of realism. The equilibrium state embodies the varying density of material
due to the varying degrees of saturation. It also supplies appropriate pore pressure contributions to
the effective stresses needed by the constitutive laws.

The data file for the different flow-only calculations for flow though an the embankment is listed
in Example 1.1.

Example 1.1 Unsaturated flow behind an embankment

config gw
grid 20 10
model mohr
ini x mul 2.0
prop dens 1500 sh 3e8 bul 5e8 cohes 5e5 tens 1e10
prop perm 1e-10
model null i=16,20 j=3,10
set grav=10 flow=on mech=off
water dens=1000 bulk 1e5
apply pp 1e5 var 0 -1e5 i=1
ini pp 0.4e5 var 0 -0.4e5 j=1,5
ini sat 0 j=6,11
ini sat 1 i=1
fix pp j=11
fix pp i=16 j=3,11
fix pp i=16,21 j=3
fix sat i=1
fix sat i=21
fix sat i=16,21 j=3
fix sat i=16 j=3,5
hist pp i 10 j 4
hist gwtime
save ff1_01a.sav
; BASIC - KW=1E5 ****
solve sratio 1e-2
save ff1_01b.sav
; BASIC - KW=2E9 ****
restore ff1_01a.sav
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water bulk=2e9
step 1028
save ff1_01c.sav
; BASIC - KW=100 ****
restore ff1_01a.sav
water bulk=100.0
solve
save ff1_01d.sav
; FUNSAT - KW=2E9 ****
restore ff1_01a.sav
water bulk=2e9
set funsat on
solve
save ff1_01e.sav
set flow=off mechanical=on
water bulk=0.0
fix x y j 1
fix x i 1
fix x i 21 j 1 3
apply pressure 20000.0 var 0.0 -20000.0 from 21,3 to 16,5
history 3 ydisp i=16, j=11
history 999 unbalanced
solve elastic
save ff1_01f.sav

;*** plot commands ****
;plot name: pp contours
plot hold pp fill bound
;plot name: flow vectors
plot hold flow bound
;plot name: pp(10,4) history
plot hold history 1 line vs 2
;plot name: grid
plot hold grid fix apply
;plot name: ydisp(16,11) history
plot hold history 3
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1.8.4.2 Fully Saturated Flow with Permeability Contrast

The problem of steady-state, uniform flow around a high-permeability, circular lens is analyzed
comparing the basic flow scheme to thefluid bulk modulus scaling scheme. The permeability of the
lens is 10 times higher than that of the surrounding material. A pore pressure gradient is imposed
through the flow domain by specifyingAPPLY pp commands at the left and right boundaries. The
model is fully saturated; when running inCONFIG gw mode, the saturation is equal to 1 by default.
The data file for this model is listed inExample 1.2.

The internal variablesratio may be used in conjunction with theSOLVE command to detect the
steady state in flow-only calculations.Example 1.2illustrates how a run may be terminated when
the value ofsratio falls below 0.01 (i.e., when the balance of flows is less than 1%).Figure 1.10
shows streamlines and pressure contours at the final state. The model simulates flow around a
high-permeability, circular lens.

The convergence to steady state using the basic flow scheme becomes increasingly slower as the
contrast in permeability is increased in a model. The efficiency of thefluid bulk modulus scaling
scheme (seeSection 1.4.3) is shown by repeating this simulation with theSET fastwb on command.
The run now terminates in roughly half the number of steps. The steady-state streamline and
pore-pressure field is shown inFigure 1.11.

Example 1.2 Test of SOLVE sratio and SET fastwb on

config gwflow
grid 20,20
model elastic
prop density 1
gen circle 10.0,10.0 5.0
prop perm=1.0E-10 region 1 1
prop perm=1.0E-9 region 10 10
apply pp 0.0 from 1,1 to 1,21
apply pp 10.0 from 21,1 to 21,21
set mechanical=off
water bulk=1.0E9
set sratio= 0.01
save ff1_02a.sav
; BASIC ****
solve
save ff1_02b.sav
; FASTWB ****
restore ff1_02a.sav
set fastwb=on
solve
save ff1_02c.sav
plot hold sline pp int 0.5 bound
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Figure 1.10 Streamlines and pressure contours around a high-permeability
lens
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Figure 1.11 Streamlines and pressure contours around a high-permeability
lens — with SET fastwb on
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1.8.4.3 Partially Saturated Flow with Permeability Contrast

This example analyzes the steady-state flow towards a tunnel encircled by a ring of material (for
example, as produced by grouting) that has one-tenth the permeability of the surrounding material.
There is also a high-permeability layer at the ground surface that consists of material with ten
times the permeability of the rest of the model. The problem illustrates the benefit of using the
unsaturated fast-flow andfluid bulk modulus scaling schemes together to speed the calculation for
partially saturated systems.Figure 1.12 shows the various regions in the model. A hydrostatic
pressure is imposed on the right-hand boundary, and the tunnel pressure is maintained at zero. A
phreatic surface develops in the model. TheSET funsat on andSET fastwb on commands are both
specified to invoke these fast-flow techniques. The data file for this model is listed inExample 1.3.

In a groundwater flow calculation that contains gridpoints with theFIX pp condition set, it is possible
to use theFISH grid variablegflow to measure total flow (in volume/time units) into the grid (sum
of positivegflows) and total flow out of the grid (sum of negativegflows). TheFISH functionqratio,
provided in theFISH library as file “QRATIO.FIS” (seeSection 3in theFISH volume), computes
inflow andoutflow, and histories of these variables can be taken to monitor the evolution towards
steady state. TheFISH function also computesqratio, which is the absolute difference ininflow
andoutflow values, divided by their mean. The value ofqratio is a dimensionless number that may
be used in a test for convergence. It is equivalent to the built-insratio variable.

After runningExample 1.3, the histories of inflow and outflow can be plotted — seeFigure 1.13.
It can be seen that the inflow and outflow converge towards one another. Note that the flow time
to steady state isnot realistic becauseSET fastwb is invoked.Figure 1.14shows contours of pore
pressure at steady state; the phreatic surface exhibits discontinuities in slope where it crosses the
permeability contrasts.
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Figure 1.12 Regions with different permeabilities — tunnel example
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Figure 1.13 Histories of inflow and outflow — tunnel example
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Figure 1.14 Pore pressure contours — tunnel example

Example 1.3 Flow into a tunnel: grid contains permeability contrasts

config gwflow
grid 40,20
gen (0.0,0.0) (0.0,20.0) (20.0,20.0) (20.0,0.0) i 1 21
gen (20.0,0.0) (20.0,20.0) (80.0,20.0) (80.0,0.0) ratio 1.1,1.0 i 21 41
model elastic i=1,40 j=1,20
prop density 1 notnull
gen circle 0.0,8.0 4.0
gen circle 0.0,8.0 7.0
model null region 1 8
group ’null’ region 1 8
group delete ’null’
prop perm=1.0E-10 notnull
prop perm=1.0E-11 region 6 8
prop perm=1.0E-9 notnull j 18 20
set gravity=9.81
set mechanical=off
water bulk=2.0E9
water density=1000.0
set funsat=on
set fastwb=on
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initial pp 200000.0 var 0.0,-200000.0
fix pp i 41
unmark
gen circle 0.0,8.0 4.0
fix pp mark
ini pp 0 mark
set echo off
call qratio.fis
history 1 qratio
history 2 inflow
history 3 outflow
history 4 gwtime
set sratio= 0.01
save ff1_03a.sav
solve
save ff1_03b.sav
;*** plot commands ****
;plot name: inflow-outflow
plot hold history 2 line 3 line vs 4
;plot name: pp contours
plot hold pp int 5000.0 zero bound
;plot name: permeability
plot hold permeability block bound

1.8.5 No Flow — Mechanical Generation of Pore Pressure

The opposite approach (undrained response) is also useful — that in which flow is prevented but
mechanical response is allowed. If the commandSET flow off is given and the fluid bulk modulus
is given a realistic value (comparable with the mechanical moduli), then pore pressures will be
generated as a result of mechanical deformations.

1.8.5.1 Undrained Footing Load

For example, the “instantaneous” pore pressures produced by a footing load can be computed in
this way. If the fluid bulk modulus is much greater than the solid bulk modulus, convergence
will be slow for the reasons stated inSection 1.8.1. The data file inExample 1.4illustrates pore
pressure build-up produced by a footing load on an elastic/plastic material contained in a box. The
left boundary of the box is a line of symmetry. By default, the porosity is 0.5; permeability is not
needed, since flow is not calculated. Note that the pore pressures are fixed at zero at gridpoints along
the top of the grid. This is done because at the next stage of this model a coupled, drained analysis
will be performed (seeSection 1.8.6) in which drainage will be allowed at the ground surface. The
zero pore pressure condition is set now to provide the compatible pore pressure distribution for
the second stage. The saturation is also fixed at the top of the model to prevent desaturation from
occurring during the drainage stage.
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Example 1.4 Adding load

config gwflow
grid 20,10
model elastic
group ’soil’ notnull
model mohr notnull group ’soil’
prop density=2000.0 bulk=5E8 shear=3E8 cohesion=100000.0 friction=25.0 &
dilation=0.0 tension=1e10 notnull group ’soil’

fix x i 1
fix x i 21
fix y j 1
def ramp

ramp = min(1.0,float(step)/200.0)
end
apply nstress -300000.0 hist ramp from 1,11 to 5,11
history 1 pp i=2, j=9
; set fastflow on
set flow=off
water bulk=2.0E9
initial pp 0.0 j 11
fix pp j 11
history 999 unbalanced
solve elastic
save ff1_04a.sav
plot hold pp fill zero apply bound

As a large amount of plastic flow occurs during loading, the normal stress is applied gradually,
by using theFISH function ramp to supply a linearly varying multiplier to theAPPLY command.
Figure 1.15shows pore pressure contours and vectors representing the applied forces. It is important
to realize that the plastic flow will occur in reality over a very short period of time (on the order
of seconds); the word “flow” here is misleading since, compared to groundwater flow, it occurs
instantaneously. Hence, the undrained analysis (withSET flow=off) is realistic.
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Figure 1.15 “Instantaneous” pore pressures generated under an applied load

Thesaturated fast-flow logic (Section 1.4.1) can be used for this example because the material is
fully saturated. It is only necessary to include theSET fastflow on command inExample 1.4to
perform asaturated fast-flow calculation. Calculational stepping stops, and equilibrium is achieved,
when the unbalanced volumesVav andVmax , and the unbalanced force ratio, are smaller than the
pre-defined limits. The instantaneous pore pressure generation is nearly the same as that using the
basic flow scheme, as illustrated inFigure 1.16. The runtime for thesaturated fast-flow scheme is
roughly half that of the basic scheme.
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Figure 1.16 “Instantaneous” pore pressures generated under an applied load
— with SET fastflow on

Note that the pore pressures generated by mechanical loading may be somewhat inaccurate at
locations where the grid is distorted. This is due to the fact that excess fluid volume is produced
within a zone, but it isdistributed to the surrounding gridpoints in equal proportions. The effect is
evident at the inner and outer boundaries of an axisymmetric grid: these gridpoints show deviations
from the mean pore pressure generation. As the grid is refined, these anomalies become less
important.
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1.8.6 Coupled Flow and Mechanical Calculations

By default,FLAC will do a coupled flow and mechanical calculation if the grid is configured for
flow, and if the fluid bulk modulus and permeability are set to realistic values. The relative time
scales associated with consolidation and mechanical loading should be appreciated. Mechanical
effects occur almost instantaneously: on the order of seconds or fractions of seconds. However,
fluid flow is a long-term process: the dissipation associated with consolidation takes place over
hours, days or weeks.

Relative time scales may be estimated by considering the ratio of characteristic times for the coupled
and undrained processes. The characteristic time associated with the undrained mechanical process
is found by using saturated mass density forρ and undrained bulk modulusKu, as defined in
Eq. (1.54).

Hence, the ratio of fluid-to-mechanical characteristic time may be expressed, for the case ofα = 1,
as (seeEqs. (1.54), (1.55)and(1.62))

t
f
c

tmc
=
√
M +K + 4/3G

ρ

Lc

k

(
1

M
+ 1

K + 4/3G

)
(1.72)

whereM = Kw/n. In most cases,M is approximately 1010 Pa, but the mobility coefficient,k, may
differ by several orders of magnitude; typical values are:

10−19m2/Pa-sec for granite;

10−17 m2/Pa-sec for limestone;

10−15 m2/Pa-sec for sandstone;

10−13m2/Pa-sec for clay; and

10−7 m2/Pa-sec for sand.

For soil and rock,ρ is of the order of 103 kg/m3, whileK + 4/3G is approximately 108 - 1010

Pa. Using those orders of magnitude inEq. (1.72), it may be observed that the ratio of fluid-to-
mechanical time scales may vary betweenLc for sand, 106Lc for clay, 108Lc for sandstone, 1010Lc
for limestone and 1012Lc for granite. If we exclude materials with mobility coefficients larger than
that of clay, it may be observed that this ratio remains very large, even for small values ofLc.

In practice, mechanical effects can then be assumed to occur instantaneously when compared to
diffusion effects; this is also the approach adopted in the basic flow scheme inFLAC (seeSection 1.3),
where no time is associated with any of the mechanical sub-steps taken in association with fluid-flow
steps in order to satisfy quasi-static equilibrium. The use of the dynamic option inFLAC may be
considered to study the fluid-mechanical interaction in materials such as sand, where mechanical
and fluid time scales are comparable.
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Each fluid stepdoes correspond to a real period of time; this is printed out on the screen when the
STEP command is given. By default,FLAC alternates mechanical steps and fluid steps in the basic
fluid-flow scheme — one mechanical step and then one fluid step. At the beginning of the solution
of a coupled problem, even one fluid step may put the system considerably out of equilibrium
(i.e., there will be large unbalanced forces). Hence, many mechanical steps should be taken for
each fluid step. As the consolidation process continues, the changes in fluid pressure will become
small, so that the system will remain in equilibrium. At this stage, several fluid timesteps may be
taken for each mechanical step (the reverse of the previous strategy). This process of controlling
the number of fluid and mechanical steps may be done manually, by using theSET nmech and
SET ngw commands to set the number of mechanical and fluid steps (respectively) done for each
cycle denoted by theSTEP command. The unbalanced force ratio (or unbalanced force) should be
monitored during this process. Alternatively, theSOLVE auto on, age = command may be given.
This will causeFLAC to compute until the time given by theage parameter is reached; the number
of fluid and mechanical sub-cycles are adjusted automatically to keep the maximum unbalanced
force ratio (or unbalanced force) below a preset value. The force ratio and force values may be set
with theSET sratio andSET force commands. The parametersstep andclock should also be set, to
prevent premature truncation of the run due to limits on step number and elapsed time, respectively,
from being reached.

1.8.6.1 Drained Consolidation beneath a Footing

To illustrate a fully coupled analysis, we continue the footing simulation done inSection 1.8.5
by setting flow on with drainage at the ground surface. Mechanical sub-steps are taken to keep
the unbalanced force ratio below the default unbalanced force ratio tolerance (10−3). The limit
to mechanical steps isnmech, set in this example to 100. The screen printout should be watched
during the calculation process — if the actual number of mechanical steps taken is always equal to
the set value ofnmech, then something must be wrong. Either the ratio limit ornmech has been
set too low, or the system is unstable and cannot reach equilibrium. The quality of the solution
depends on the ratio tolerance: a small tolerance will give a smooth, accurate response, but the run
will be slow; a large tolerance will give a quick answer, but it will be noisy.

The characteristic time for this coupled analysis is evaluated fromEq. (1.55), usingEq. (1.62)
for the diffusivity and a valueLc = 20 m corresponding to the model width. Using the property
values inExample 1.4, tc is estimated at 5.4× 105 seconds. Full consolidation is expected to be
reached within this time scale; the numerical simulation is carried out for a total of 6×105 seconds.
Figure 1.17shows the pore pressure distribution at a time of 5000 seconds.Figure 1.18shows
the time histories of displacements under the footing load after the simulation is complete. In this
simulation, pore pressures remain fixed at zero on the ground surface. Hence, the excess fluid
escapes upward.
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Figure 1.17 Pore pressure distribution at 5000 seconds
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Figure 1.18 Consolidation response — time histories of footing displacements
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The coupled simulation can also be run using thesaturated fast-flow scheme because the foundation
material is fully saturated. In this case, we begin from the undrained state using theSET fastflow on
command (described inSection 1.8.5). When fluid flow is turned on, the coupled calculation will
continue using thesaturated fast-flow scheme. The results are similar to the results for the basic
flow case, as indicated byFigure 1.19(compare toFigure 1.18). The drained run is approximately
30 times faster than the basic flow run. Note that, for this example, the stiffness ratioRk is 4.5.
The slight oscillation in the displacement histories shown inFigure 1.19is related to the stiffness
ratio. The displacement histories become smoother as the value forRk becomes larger — i.e., as
the fluid becomes more incompressible.
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Figure 1.19 Consolidation response — time histories of footing displacements
— with SET fastflow on

Finally, a comparison to the total footing displacement is made, assuming no influence of pore
pressures (i.e., the settlement of the footing on a dry material).Figure 1.20 plots the vertical
displacement history measured directly beneath the footing. Final displacements beneath the footing
from the coupled analyses, as shown inFigures 1.18and1.19, are within approximately 3% of this
displacement.
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Figure 1.20 Total footing displacement — for loading on dry soil foundation

The data file, including the undrained, drained and dry simulations described above, is listed below
in Example 1.5.

Example 1.5 A fully coupled analysis

config gwflow
grid 20,10
model elastic
group ’soil’ notnull
model mohr notnull group ’soil’
prop density=2000.0 bulk=5E8 shear=3E8 cohesion=100000.0 friction=25.0 &
dilation=0.0 tension=1e10 notnull group ’soil’

fix x i 1
fix x i 21
fix y j 1
def ramp

ramp = min(1.0,float(step)/200.0)
end
apply nstress -300000.0 hist ramp from 1,11 to 5,11
history 1 pp i=2, j=9
set flow=off
water bulk=2.0E9
initial pp 0.0 j 11
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fix pp j 11
history 999 unbalanced
solve elastic
save ff1_05a.sav

; BASIC FLOW ****
set flow=on
set nmech 100
prop perm=1.0E-12 notnull
history reset
history 1 ydisp i=1, j=11
history 2 ydisp i=2, j=11
history 3 ydisp i=3, j=11
history 4 pp i=2, j=9
history 5 pp i=5, j=5
history 6 pp i=7, j=9
history 7 gwtime
solve auto on age 5e3
save ff1_05b.sav
solve age 500000.0
save ff1_05c.sav

; FAST FLOW ****
restore ff1_05a.sav
set flow=on
set fastflow=on
set nmech 100
prop perm=1.0E-12 notnull
history reset
history 1 ydisp i=1, j=11
history 2 ydisp i=2, j=11
history 3 ydisp i=3, j=11
history 4 pp i=2, j=9
history 5 pp i=5, j=5
history 6 pp i=7, j=9
history 7 gwtime
solve auto on age 5e3
save ff1_05d.sav
history 999 unbalanced
solve age 500000.0
save ff1_05e.sav

; NO PORE PRESSURE ****
new
config gwflow
grid 20,10
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model elastic
group ’soil’ notnull
model mohr notnull group ’soil’
prop density=2000.0 bulk=5E8 shear=3E8 cohesion=100000.0 friction=25.0 &
dilation=0.0 tension=1e10 notnull group ’soil’

fix x i 1
fix x i 21
fix y j 1
def ramp

ramp = min(1.0,float(step)/200.0)
end
apply nstress -300000.0 hist ramp from 1,11 to 5,11
set flow=off
history 1 ydisp i=1 j=11
history 999 unbalanced
solve elastic
save ff1_05f.sav

;*** plot commands ****
;plot name: pp contours
plot hold pp fill zero apply bound
;plot name: disp vectors
plot hold displacement bound
;plot name: ydisp(1,11) history
plot hold history 1 line 2 3 vs 7
;plot name: Plot 12
plot hold history 1 line

If a sudden change of loading or mechanical boundary condition is applied in a coupled problem,
it is important to allow the undrained (short-term) response to develop before allowing flow to
take place. In other words,FLAC should be run to equilibrium underSET flow off conditions
following the imposed mechanical change. TheSOLVE auto logic can then be used (withSET flow
on) to compute the subsequent coupled flow/mechanical response. If changes in fluid boundary
conditions occur physically at the same time as mechanical changes, then the same sequence should
be followed — i.e., mechanical changes. . . equilibrium. . . fluid changes. . . coupled solution.
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1.8.6.2 Time-Dependent Swelling of a Trench Excavation

Another example of fully coupled behavior is the time-dependent swelling that takes place following
the excavation of a trench in saturated soil. In this case, negative pore pressures build up immediately
after the trench is excavated; the subsequent swelling is caused by the gradual influx of water into the
region of negative pressures. We model the system in two stages: in the first, we allow mechanical
equilibrium to occur, without flow; then we allow flow, using theSOLVE command to maintain
quasi-static equilibrium during the consolidation process. Note that thesaturated fast-flow logic is
used to speed the calculation.

Example 1.6 Maintaining equilibrium under time-dependent swelling conditions

config gw
grid 40 8
m elas
prop dens 1500 sh 1e8 bu 2e8 perm 1e-14 poros=.5
water dens 1000 bulk 2e9 tens 5e5
fix x i=1
fix x i=41
fix x y j=1
set grav 10 ;set stresses & pressures for equilibrium ...
ini syy -1.6e5 var 0 1.6e5
ini sxx -1.6e5 var 0 1.6e5
ini szz -1.6e5 var 0 1.6e5
ini pp 8e4 var 0 -8e4
mod null i 1,2 j=3 8 ;excavate trench
set flow=off
set fastflow on
solve sratio 1e-2 ;--- get to mechanical equilibrium
save ff1_06a.sav

; IMPERMEABLE BOUNDARY ****
ini xd 0 yd 0 xv 0 yv 0
his gwtime
his pp i 5 j 7
his xdisp ydisp i 3 j 9
fix pp i=41
fix sat i=41
set nmec=100 sratio 1e-2 force 0
set flow on
solve auto on age=5e8 ;--- now do consolidation
save ff1_06b.sav

; PERMEABLE BOUNDARY ****
restore ff1_06a.sav
ini xd 0 yd 0 xv 0 yv 0
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his gwtime
his pp i 5 j 7
his xdisp ydisp i 3 j 9
fix pp i=41
fix sat i=41
set nmec=100 sratio 1e-2 force 0
set flow on
fix pp i=1,3 j=3
fix pp i=3 j=3,9
fix pp j=9
ini pp 0 i=1 3 j=3
ini pp 0 i=3 j=3,9
ini pp 0 j=9
fix sat i=1,3 j=3
fix sat i=3 j=3,9
fix sat j=9
solve auto on age=5e8 ;--- now do consolidation
save ff1_06c.sav

;*** plot commands ****
;plot name: displ. vectors
plot hold displacement bound
;plot name: pp(5,7) history
plot hold history 2 line vs 1
;plot name: displ. histories
plot hold history 3 line 4 line vs 1
;plot name: Plot 4
plot hold pp fill

A trench is excavated in the left-hand part of a flat soil deposit that is initially fully saturated and in
equilibrium under gravity. The material is elastic in this case, but it could equally well have been a
cohesive material, such as clay. In this run, we assume impermeable conditions for the free surfaces.
Figure 1.21shows the displacement vectors that accumulate during the time that flow is occurring;
the trench is seen at the left-hand side of the model.Figure 1.22shows the time history of pore
pressure near the crest of the trench in zone (5,7). (Note that there is an initial negative excursion
in pressure arising from the instantaneous expansion of the soil toward the trench.)Figure 1.23
shows histories of horizontal and vertical displacement at the crest. The characteristic time for this
problem, evaluated using the model length of 40 m forLc, is approximately 5× 108 seconds (see
Eqs. (1.55)and(1.62)); the numerical simulation is carried out to that time.
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Figure 1.21 Swelling displacements near a trench — impermeable surfaces
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Figure 1.22 History of pore pressure behind the face — zone (5,7)
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Figure 1.23 Displacement histories at the crest — vertical (top) and horizontal
(bottom)

We now study the “opposite” case — that in which the free surfaces are assumed to be infinitely
permeable, so that water may enter and leave at will. To do this, we repeat the second stage of the
analysis with the lines shown below added to the data file fromExample 1.6.

fix pp i=1,3 j=3
fix pp i=3 j=3,9
fix pp j=9
ini pp 0 i=1 3 j=3
ini pp 0 i=3 j=3,9
ini pp 0 j=9
fix sat i=1,3 j=3
fix sat i=3 j=3,9
fix sat j=9

These lines are added immediately before the line

solve auto on age=5e8 ;--- now do consolidation

Figures 1.24and1.25 illustrate the displacement field and pore pressure history, respectively, at
a consolidation time of 5× 108 seconds. Here the swelling is predominantly at the face of the
trench; the ground uplift occurs well back from the face. Note the time scale ofFigure 1.25; the
consolidation process takes place at a rate that is more than an order of magnitude faster than the
previous case (that of impermeable boundaries), since the average flow path is now shorter. In this
example, the height of the model is a representative characteristic length and, since the properties
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are similar, the ratio of characteristic times for this case and the previous one is equal to the ratio
of the square of the model height over length (1/25).

In reality, the boundary conditions would be somewhere between the two extremes considered
above. They would also be more complicated, in that water could be expelled from a free face
but would probably not be sucked in; some drawdown may occur initially, but water would be
replaced later by recharge from the far field. The process can become quite complicated, but it is
possible to devise the appropriate boundary conditions and supply them toFLAC. Again, it must
be stressed that several simple models should be studied first, before embarking on a full-scale
simulation. Fully coupled systems are hard to understand; useFLAC as a laboratory to get to know
your system!
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Figure 1.24 Displacements due to fluid migration — fully permeable surfaces
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Figure 1.25 History of pore pressure behind the face — zone (5,7)

1.8.6.3 Embankment Heave Caused by Raising the Water Level

Theunsaturated fast-flow scheme can be invoked to speed the solution to coupled fluid-mechanical
problems involving the evolution of a phreatic surface. To illustrate the gain in computational
speed, compared to the basic flow scheme, we consider the problem of heave of an embankment
when the water level is raised in the embankment. The problem geometry is similar to that shown
in Figure 1.4. Initially, the water level is horizontal and located 2 meters above the embankment
toe. The water level is then raised upstream to a height of 10 meters. A new phreatic surface
develops across the embankment, and heave occurs at the soil surface as a result of the increase
in pore pressure. We model the problem in two stages: first, we establish the initial equilibrium
conditions with the horizontal water table; and then we raise the upstream water level and solve
the coupled transient fluid-mechanical problem, until steady-state conditions are reached. The
unsaturated fast-flow logic is used to speed the calculation for the second stage.

The initial total stress state and pore pressure distribution for the first stage is shown inFigure 1.26.
The calculation is made with total stresses and pore pressures initialized and steady-state flow
checked, and then the model run to mechanical equilibrium with the fluid-flow mode turned off.
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Figure 1.26 Initial stresses and pore pressures in the embankment

In the second stage, the displacements are reset to zero, then the water table is raised to 10 meters on
the left boundary, and a coupled fluid-mechanical calculation is performed. The fluid-flow mode is
turned on with theunsaturated fast-flow logic invoked (SET funsat on). The calculation is run for 3
× 107 seconds, which is sufficient to reach steady state flow. The distribution of pore pressures at
the end of the calculation is plotted inFigure 1.27. The heave induced by raising the water level is
indicated by the displacement vector plot inFigure 1.28and the vertical displacement history plot
in Figure 1.29.

The results are nearly identical to those using the basic fluid flow logic. Theunsaturated fast-flow
run is approximately 30 times faster than the basic flow run. The data file is listed inExample 1.7.
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Figure 1.27 Pore pressure distribution in embankment, 3× 107 seconds after
water level is raised
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Figure 1.28 Displacements in embankment, 3× 107 seconds after water level
is raised
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Figure 1.29 Surface heave at three points in embankment, 3 × 107 seconds
after water level is raised

Example 1.7 Embankment heave caused by raising the water level

def time0
t0=clock/100.0

end
def time1

t1=clock/100.0
end
def runtime

runtime = t1 - t0
end
config gw ats
grid 20 10
model elas
ini x mul 2.0
prop dens 1500 sh 3e8 bul 5e8
prop perm 1e-10
model null i=16,20 j=3,10
set grav=10 flow=on mech=off
water dens=1000 tens=0.0
water bulk 1e7
prop poros 0.3
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ini syy -15e4 var 0 15e4
ini sxx -10e4 var 0 10e4
ini szz -10e4 var 0 10e4
fix x y j=1
fix x i=1
fix x i=21
apply pres 0.2e5 var 0 -0.2e5 from 21,3 to 16,5
ini pp 0.4e5 var 0 -0.4e5 j=1,5
fix pp i=1
fix pp j=11
fix pp i=16 j=3,11
fix pp i=16,21 j=3
ini sat 0
ini sat 1 i=1,21 j=1,5
; --- check steady-state flow ---
set flow on mech off
solve
; --- initial equilibrium with water level at 4m ---
set flow off mech on
water bulk 0
solve
save ff1_07a.sav

;*** BRANCH: FUNSAT ON ****
; --- reset displacements ---
ini xdis 0 ydis 0 xvel 0 yvel 0
; --- raise water level at 10m, left of the embankment ---
ini pp 1e5 var 0 -1e5 i=1
water bulk 1e8
his gwtime
his gpp i=5 j=5
his gpp i=10 j=5
his gpp i=15 j=5
his xdisp i=16 j=5
his xdisp i=16 j=7
his syy i=5 j=3
his syy i=10 j=3
his syy i=15 j=3
his ydisp i=5 j=11
his ydisp i=10 j=11
his ydisp i=15 j=11
;
set flow on mech on
set step 1000000
set nmech 500
set funsat=on
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time0
solve auto on age 3e7
time1
save ff1_07b.sav

;*** BRANCH: FUNSAT OFF ****
restore ff1_07a.sav
; --- reset displacements ---
ini xdis 0 ydis 0 xvel 0 yvel 0
; --- raise water level at 10m, left of the embankment ---
ini pp 1e5 var 0 -1e5 i=1
water bulk 1e8
his gwtime
his gpp i=5 j=5
his gpp i=10 j=5
his gpp i=15 j=5
his xdisp i=16 j=5
his xdisp i=16 j=7
his syy i=5 j=3
his syy i=10 j=3
his syy i=15 j=3
his ydisp i=5 j=11
his ydisp i=10 j=11
his ydisp i=15 j=11
;
set flow on mech on
set step 1000000
set nmech 500
time0
solve auto on age 3e7
time1
save ff1_07c.sav

;*** plot commands ****
;plot name: Pore pressure contours
plot hold pp fill int 10000.0 bound
;plot name: Displacement vectors
plot hold bound displacement
;plot name: Y-displacement history
plot hold history 10 11 12 vs 1
;plot name: grid
plot hold grid
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1.8.7 Uncoupled Approach for Coupled Analysis

The example of transient fluid flow to a well, presented inSection 12in theVerifications volume
(Theis solution), is solved below (seeExample 1.8) using the uncoupling approach. This example is
pore pressure driven, so the fluid flow calculation may be uncoupled from the mechanical calculation.
The value of the ratioRk in this example is 23.5 for the specified fluid bulk modulus of 2 GPa. Note
that the fluid modulus is defined byEq. (1.71)during the flow calculation in order to preserve the
diffusivity of the system.

Analytical and numerical results are compared in graphical form. The pore pressure profiles at
selected times are presented inFigure 1.30, and the vertical displacement values at 32 seconds are
shown in1.31. The runtime for this model is less than 2 seconds on a 2.4 GHz Pentium computer.
(The runtime for the coupled model inSection 12in theVerifications volume is approximately 16
seconds. The runtime when usingSET fastflow on is approximately 6 seconds.)

Note that for runs in whichRk <<< 1, it is necessary to adjust the fluid modulus during the flow
calculation because the diffusivity will be accurate in this case.

Example 1.8 Transient fluid flow to a well in a confined aquifer — uncoupled analysis

def ini_h4
hh = 1. ; aquifer height
rw = 1. ; well radius
rm = 100. ; model radius
qw = 2.21e-2 ; pumping rate
cbu = 11.8e7 ; dry bulk modulus
csh = 7.1e7 ; shear modulus
cpo = 0.4 ; porosity
ck = 2.98e-8 ; FLAC permeability
cwb = 2e9 ; fluid bulk modulus (water)
cs0 = -1.47e5 ; initial stress (isotropic)
cp0 = 2.20e5 ; initial pore pressure
c_lq = qw / hh ; pumping rate per unit depth
c_q = -c_lq / (2.*pi*rw) ; applied source intensity
al1 = cbu+4.*csh/3. ; alpha_1
stor = cpo/cwb + 1./al1 ; storativity
diff = ck / stor ; diffusivity
pcoe = -qw / (hh*4.*pi*ck) ; pore pressure coefficient
uwb = cpo / stor ; porosity / storativity
R_k = cwb / (cpo * al1) ; stiffness ratio

end
ini_h4
config axi gw
g 50 1
gen rw,0. rw,hh rm,hh rm,0. rat 1.05 1
mo el
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def ini_ij
figp = igp
fjgp = jgp

end
ini_ij
; --- Properties ---
prop bulk=cbu she=csh den=1000
prop porosity=cpo perm=ck
water den 1000 bulk=cwb ten 1e10
; --- Initial conditions ---
ini pp cp0
ini syy cs0 sxx cs0 szz cs0
; --- Boundary conditions ---
fix pp i=figp
fix y j=1
fix x
apply nstress cs0 j=fjgp
apply discharge c_q i=1
; --- FISH functions ---
ca exp_int.fis
def pp_tab

loop i(1,igp)
rval = x(i,1) ; radius
e_val = rval*rval/(4.*diff*gwtime)
anap = pcoe * exp_int + cp0
nump = gpp(i,1)
xtable(ntab,i) = rval
ytable(ntab,i) = anap/cp0 ; pore pressure -analytical
xtable(ntab+1,i) = rval
ytable(ntab+1,i) = nump/cp0 ; pore pressure -numerical

end_loop
end
def erp

erpv = 0.
loop i(1,igp)

rval = x(i,1) ; radius
e_val = rval*rval/(4.*diff*gwtime)
anap = pcoe * exp_int + cp0
nump = gpp(i,1)
erpv = erpv + ((anap - nump)/cp0)ˆ2

end_loop
erpv = erpv/float(igp)
erp = 100. * sqrt(erpv) ; mean relative error

end
def stress_tab

srcoe = 1./(2.*pi)
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sdim = ck * al1 / (c_lq * csh)
sr0 = cs0 * sdim
sv0 = sr0
ntab1 = ntab + 1
ntab2 = ntab + 2
ntab3 = ntab + 3
loop i(1,izones)

rval = (x(i,1)+x(i+1,1))*0.5 ; radius
e_val = rval*rval/(4.*diff*gwtime)
anasr = srcoe * exp_int + sr0
numsr = sxx(i,1) * sdim
numsv = syy(i,1) * sdim
xtable(ntab,i) = rval
ytable(ntab,i) = anasr ; radial stress -analytical
xtable(ntab1,i) = rval
ytable(ntab1,i) = numsr ; radial stress -numerical
xtable(ntab2,i) = rval
ytable(ntab2,i) = sv0 ; vertical stress -analytical
xtable(ntab3,i) = rval
ytable(ntab3,i) = numsv ; vertical stress -numerical

end_loop
end
def u_tab

ucoe = 1./(4.*pi*hh)
udim = ck * al1 / (c_lq * hh)
loop i(1,igp)

rval = x(i,jgp) ; radius
e_val = rval*rval/(4.*diff*gwtime)
anau = -ucoe * y(i,jgp) * exp_int
numu = ydisp(i,jgp) * udim
xtable(ntab,i) = rval
ytable(ntab,i) = anau ; vertical disp. -analytical
xtable(ntab+1,i) = rval
ytable(ntab+1,i) = numu ; vertical disp. -numerical

end_loop
end
; --- Settings ---
set clock 1000000 step 1000000
; --- Test ---
set flow on mech off
water bulk=uwb
solve age 4 ; age 4
set flow off mech on
water bulk=0.
solve sratio 5.e-3
set ntab = 10
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pp_tab
save ff1_08-4.sav
set flow on mech off
water bulk=uwb
solve age 8 ; age 8
set flow off mech on
water bulk=0.
solve sratio 5.e-3
set ntab = 20
pp_tab
save ff1_08-8.sav
set flow on mech off
water bulk=uwb
solve age 16 ; age 16
set flow off mech on
water bulk=0.
solve sratio 5.e-3
set ntab = 30
pp_tab
save ff1_08-16.sav
set flow on mech off
water bulk=uwb
solve age 32 ; age 32
set flow off mech on
water bulk=0.
solve sratio 5.e-3
set ntab = 40
pp_tab
set ntab = 50
stress_tab
set ntab = 60
u_tab
save ff1_08-32.sav

;*** plot commands ****
;plot name: pore pressure profiles
label table 10
pp (anal) at 4 sec
label table 20
pp (anal) at 8 sec
label table 21
pp (Flac) at 8 sec
label table 30
pp (anal) at 16 sec
label table 31
pp (Flac) at 16 sec
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label table 40
pp (anal) at 32 sec
label table 41
pp (Flac) at 32 sec
plot hold table 10 line 11 cross 20 line 21 cross 30 line 31 cross &
40 line 41 cross
;plot name: stress profiles
label table 50
radial stress (anal)
label table 51
radial stress (Flac)
label table 52
hoop stress (anal)
label table 53
hoop stress (Flac)
plot hold table 50 line 51 cross 52 line 53 cross
;plot name: displacement profile
label table 60
vert. disp. (anal)
label table 61
vert. disp. (Flac)
plot hold table 60 line 61 cross
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   FLAC (Version 5.00)
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Figure 1.30 FLAC and analytical pore pressure profiles at 4, 8, 16 and 32
seconds
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Figure 1.31 Vertical displacement profile at 32 seconds
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1.9 Modeling Techniques for Specific Applications

1.9.1 Solid Weight, Buoyancy and Seepage Forces

When fluid flows through a porous medium there are, following Terzaghi (1943) and Taylor (1948),
three forces acting, per unit volume, on the solid matrix: the solid weight, the buoyancy, and the
drag or seepage force (also see Bear, 1972). These forces are automatically taken into account in
theFLAC formulation. This may be shown as follows.

In FLAC, equilibrium is expressed using total stress:

∂σij

∂xj
+ ρsgi = 0 (1.73)

whereρs is the undrained density, andgi is gravitational vector. Undrained density may be expressed
in terms of drained density,ρd , and fluid density,ρw, using the expression

ρs = ρd + nsρw (1.74)

wheren is porosity, ands is saturation. The definition of effective stress is

σij = σ ′ij − pδij (1.75)

Substitution ofEqs. (1.74)and(1.75)in Eq. (1.73)gives, after some manipulations,

∂σ ′ij
∂xj
+ ρdgi − (1− n) ∂p

∂xi
− nγw ∂φ

∂xi
= 0 (1.76)

where we have introduced fluid unit weight,γw, and piezometric head,φ, as:

γw = ρwg (1.77)

φ = p

ρwg
− xkgk

g
(1.78)

Note thatg is the gravitational magnitude. InEq. (1.78), Einstein notation applies (i.e., summation
over repeated indices).

In Eq. (1.76), the termρdgi can be associated with solid weight,(1− n) ∂p
∂xi

with buoyancy, and

nγw
∂φ
∂xi

with seepage force (drag).
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1.9.1.1 A Simple Model Illustrating Solid Weight, Buoyancy and Seepage Forces

A simple model is given below to illustrate the contribution of these individual terms in the context
of FLAC methodology. For this example, we consider a layer of soil of large lateral extent and
thickness,H = 10 m, resting on a rigid base. The layer is elastic, thedrained bulk modulus,K, is
100 MPa, and the shear modulus,G, is 30 MPa. The density of the dry soil,ρd , is 500 kg/m3. The
porosity,n, is uniform with a value of 0.5. The mobility coefficient,k, is 10−8 m2/(Pa-sec). The
fluid bulk modulus,Kw, is 2 GPa and gravity is set to 10 m/sec2.

Initially, the water table is at the bottom of the layer, and the layer is in equilibrium under gravity.
In this example, we study the heave of the layer when the water level is raised, and also the heave
and settlement under a vertical head gradient.

The problem is one dimensional; theFLAC model is a mesh composed of 20 zones: 10 in the
y-direction, and 2 in thex-direction (a minimum of 2 zones is required for contour plotting of zone
variables). The axes origin is at the bottom of the model. The mechanical boundary conditions
correspond to roller boundaries at the base and sides of the model. The fluid-flow boundary
conditions are described for the individual cases below.

This example is run using the groundwater configuration (CONFIG gw). The coupled groundwater-
mechanical calculations are performed using the basic fluid-flow scheme. For this small model, the
calculation times are quite fast; for larger models, the fast-flow schemes (Section 1.4) or uncoupled
modeling (Section 1.8.7) can be applied to speed the calculation.

For reference in comparison ofFLAC results to the analytical solutions, the one dimensional incre-
mental stress-strain relation for this problem condition is

�σyy + α�p = (K + 4G/3)�εy (1.79)

whereα is the Biot coefficient (set equal to 1 for this simulation),K is the drained bulk modulus,
G is the shear modulus, andεy is the vertical strain.

Solid Weight — We first consider equilibrium of the dry layer. The dry density of the material is
assigned, and the saturation is initialized to zero (the default value for saturation is 1 inCONFIG gw
mode). The value of fluid bulk modulus is zero for this stage, the flow calculation is turned off, and
the mechanical calculation is on. The model is cycled to equilibrium. By integration ofEq. (1.73)
applied to the dry medium, we obtain

σ (1)yy = −ρdg(H − y) (1.80)

Vertical stress at the end of theFLAC simulation is plotted versus elevation inFigure 1.32. The
values match those obtained for equilibrium under gravity of the dry medium (Eq. (1.80)), as
expected.
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   FLAC (Version 5.00)

LEGEND
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Figure 1.32 Vertical stress versus elevation — dry layer

The vertical displacement at the model surface is found from the equation

uy = − ρdgH
2

2(K + 4G/3)
(1.81)

The calculated value fromFLAC matches the analytical value at this stage (-1.786×10−3 m). Note
that the equilibrium ratio limit (SET sratio) is reduced to 10−5 to provide this level of accuracy for
this example.

Buoyancy — We continue this example by raising the water table to the top of the model. We reset
the displacements to zero, and assign the fluid properties listed above. The pore pressure is fixed
at zero at the top of the model, and the saturation is initialized to 1 throughout the grid and fixed at
the top. The saturation is fixed at 1 at the top to ensure that all zones will stay fully saturated during
the fluid-flow calculations. (Note that a fluid-flow calculation to steady state is faster if the state
starts from an initial saturation 1 instead of a zero saturation.) Fluid-flow and mechanical modes
are both on for this calculation stage, and a coupled calculation is performed to reach steady state.
The saturated density is used for this calculation, as determined fromEq. (1.74). By integration of
Eq. (1.73)for the saturated medium, we obtain

σ (2)yy = −ρsg(H − y) (1.82)
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The comparison of total vertical stress profile fromFLAC to that fromEq. (1.82)is shown in
Figure 1.33.
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Figure 1.33 Vertical stress versus elevation — saturated layer

At steady state, the pore pressure is hydrostatic:

p(2) = −ρwg(H − y) (1.83)

Contours of pore pressure at steady state are shown inFigure 1.34.
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   FLAC (Version 5.00)
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Figure 1.34 Pore pressure contours at steady state — saturated layer

The vertical displacement induced by raising the water table is now upwards. The amount of heave
is calculated starting fromEq. (1.79). We write this equation in the form

(σ (2)yy − σ (1)yy )+ (p(2) − p(1)) = (K + 4G/3)
∂u

∂y
(1.84)

For this example,p1 = 0. After substitution ofEqs. (1.80), (1.82)and(1.83) into Eq. (1.84), we
obtain, after some manipulation:

−
[
(ρs − ρw)− ρd

]
g(H − y) = (K + 4G/3)

∂u

∂y
(1.85)

The term(ρs − ρw) is thebuoyant density. Substitution ofEq. (1.74)for undrained density in
Eq. (1.85)produces

(1− n)ρwg(H − y) = (K + 4G/3)
∂u

∂y
(1.86)

Finally, after integration, we obtain
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uy = (1− n)ρwg
(K + 4G/3)

[
H − y

2

]
y (1.87)

and, fory = H , this gives

uy = − (n− 1)ρwgH 2

2(K + 4G/3)
(1.88)

The upward displacement at the model surface calculated byFLAC at this stage compares well
with the analytical value (+1.786×10−3 m). The induced displacements at this stage are plotted
in Figure 1.35.
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Figure 1.35 Heave of the layer at steady state — saturated layer

Additional Rise in Water Table — We continue from this stage and model the effect of an additional
rise in the water level on the layer. This time the water table is raised to 20 m above the top of the
model. The corresponding hydrostatic pressure isp = ρwgh whereh is 20 m, andp = 0.2 MPa.

We reset displacements to zero and apply a pressure of 0.2 MPa at the top of the model. A fluid
pore pressure is applied (withAPPLY pp), as is a mechanical pressure (withAPPLY pressure), along
the top boundary. We now perform the coupled calculation again for an additional 500 seconds
of fluid-flow time. No further movement of the model is calculated. This is because the absolute
increase inσyy is balanced by the increase in pore pressure, and the Biot coefficient is set to 1.
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Thus, no displacement is produced. At the end of this stage, the hydrostatic pore pressure is given
by

p(3) = p(3)b
[
1− y

H

]
+ pt y

H
(1.89)

wherep(3)b is the fluid pressure at the base of the layer, andpt is the pressure at the top. For this

case,p(3)b = 0.3 MPa, andpt = 0.2 MPa.

Seepage Force (Upwards Flow) — We now study the scenario in which the base of the layer is in
contact with a high-permeability over-pressured aquifer. The pressure in the aquifer is 0.5 MPa.
We continue from the previous stage, reset displacements to zero, and apply a pore pressure of 0.5
MPa at the base (APPLY pp). The coupled mechanical-flow calculation is performed until steady
state is reached. The plot of displacement vectors at this stage, shown inFigure 1.36, indicates
heave as a result of the upwards flow.
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Figure 1.36 Heave of the layer at steady state — seepage force from over-
pressured aquifer

The analytical solution for the heave can be calculated fromEq. (1.79). There is no change in total
stress, and so the term�σyy drops out. Also, the Biot coefficient is equal to unity. Thus we can
write:
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p(4) − p(3) = (K + 3G/3)
∂y

∂y
(1.90)

wherep(3) is given byEq. (1.89), andp(4) is the steady-state pore pressure distribution at the end
of this stage. This pore pressure is given by

p(4) = b(4)
[
1− y

H

]
+ pt y

H
(1.91)

wherep(4)b = 0.5 MPa. Substitution ofEqs. (1.91)and(1.89)into Eq. (1.90), and further integration
produces

u = p(4) − p(3)
(K + 4G/3)

y
[
1− y

2H

]
(1.92)

Fory =H , we obtain

u = p(4) − p(3)
(K + 4G/3)

H

2
(1.93)

TheFLAC result for surface heave compares directly to this result (u = 7.143×10−3 m).

Seepage Force (Downwards Flow) — The seepage force case is repeated for the scenario in which
the base of the layer is in contact with a high-permeability under-pressured aquifer. This time a
pressure value ofp(5) = 0.1 MPa is specified at the base. The displacements are reset and the coupled
calculation is made. The layer settles in this case, which can be seen from the displacement vector
plot in Figure 1.37. The analytical value for the displacement may be derived fromEq. (1.93)after
replacingp(5) for p(4). TheFLAC settlement compares well with the analytical settlement ofu =
-7.143×10−3 m.
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   FLAC (Version 5.00)

LEGEND

   17-Nov-04  23:45
  step     18012
Flow Time      3.0034E+03
 -5.667E+00 <x<  7.667E+00
 -1.667E+00 <y<  1.167E+01

Displacement vectors
max vector =    7.142E-03

0   2E -2

Grid plot

0   2E  0

 0.000

 0.200

 0.400

 0.600

 0.800

 1.000

(*10^1)

-4.000 -2.000  0.000  2.000  4.000  6.000

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.37 Settlement of the layer at steady state — seepage force from
under-pressured aquifer

The complete data file for all of these cases is listed below inExample 1.9.

Example 1.9 Solid weight, buoyancy and seepage forces

config gw
def setup

m_bu = 1e8 ; drained bulk modulus
m_sh = 0.3e8 ; shear modulus
m_d = 500.0 ; material dry mass density
m_n = 0.5 ; porosity
w_d = 1000. ; water mass density
_grav = 10. ; gravity
_H = 10. ; height of column

end
setup
def check

al1 = m_bu+4.0*m_sh/3.0
m_rho = m_d+m_n*w_d ; material wet density
ana_dis1 = -(m_d)*_grav*_Hˆ2/(2.0*al1)
ana_dis2 = -(m_n-1.0)*w_d*_grav*_Hˆ2/(2.0*al1)
ana_dis3 = 0.0
ana_dis4 = 2e5*_H/(2.0*al1) ; new pp - old pp=2e5(_H-y)/_H
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ana_dis5 = -2e5*_H/(2.0*al1) ; new pp - old pp=-2e5(_H-y)/_H
num_dis = ydisp(1,11)
ii = 1
loop jj (1,jzones)

_yc = (y(ii,jj)+y(ii,jj+1))*0.5
xtable(1,jj)= _yc
ytable(1,jj)= m_d*_grav*(_H - _yc)
xtable(2,jj)= _yc
ytable(2,jj)= m_rho*_grav*(_H - _yc)
xtable(10,jj) = _yc
ytable(10,jj) = -syy(ii,jj)

end_loop
end
grid 2 10
gen 0 0 0 10 2 10 2 0
m e
prop bu m_bu sh m_sh
prop density m_d

; SOLID WEIGHT
; --- (column is dry) ---
ini sat 0
; --- boundary conditions ---
fix y j=1
fix x i=1
fix x i=3
; --- gravity ---
set grav=_grav
; --- histories ---
his gwtime
his ydisp i=1 j=5
his ydisp i=1 j=11
; --- initial equilibrium ---
set sratio 1e-5
set flow off mech on
solve
check
save sbs1.sav

; BUOYANCY 1
ini xdis 0 ydis 0
; --- add water ---
ini sat 1
fix sat j 11
water den w_d bulk 2e8
prop poro=m_n perm 1e-8
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; --- boundary conditions ---
fix pp j=11
; --- static equilibrium ---
set flow on mech on
; --- we can run this simulation coupled, using ---
solve auto on age 5e2
check
save sbs2.sav

; BUOYANCY 2
ini xdis 0 ydis 0
; --- fluid boundary conditions ---
apply pp 2e5 j=11
; --- apply pressure of water ---
apply pressure 2e5 j=11
; --- static equilibrium ---
solve auto on age 1e3
check
save sbs3.sav

; SEEPAGE FORCE 1 ****

;... STATE: SBS4 ....
ini xdis 0 ydis 0
; --- flush fluid up ---
apply pp 5e5 j=1
; --- static equilibrium ---
solve auto on age 3e3
check
save sbs4.sav

; SEEPAGE FORCE 2 ****
restore sbs3.sav

;... STATE: SBS5 ....
ini xdis 0 ydis 0
; --- flush fluid up ---
apply pp 1e5 j=1
; --- static equilibrium ---
solve auto on age 3e3
check
save sbs5.sav

;*** plot commands ****
;plot name: syy profile - dry
label table 1
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syy (anal)
label table 10
syy (Flac)
plot hold table 1 line 10 cross
;plot name: disp vectors
plot hold displacement grid
;plot name: pore pressure
plot hold pp fill
;plot name: syy profile2
label table 2
syy (anal)
label table 10
syy (Flac)
plot hold table 2 line 10 cross
;plot name: Plot 6
plot hold saturation fill

1.9.1.2 Seepage Forces Due to Flow from a Well

Seepage forces can be induced in a coupled analysis withFLAC as a result of groundwater flow
alone, as indicated by the previous example. We illustrate this again for the case of water flow from
a well. To make the effects clear, we separate the flow region from the mechanical region in this
example. The top part of the model, in which flow occurs, causes shear forces to act on the bottom
part, which is dry.Figure 1.38shows that the horizontal reaction forces along the base of the model
are in the same direction as the flow. The data file is listed inExample 1.10.

Example 1.10 Seepage forces due to groundwater flow

conf gw ext 5
grid 23 6
mod elas
prop den 2000 sh 5e8 bul 1e9
mod null i 1 2 j 4 6
mod null i 22 23 j 4 6
fix x y j 1
water bulk 1 dens 1000 tens -1e10
prop perm 1e-5 i 3 21 j 4 6
apply pp 0 from 3 4 to 3 7
apply pp 0 from 22 4 to 22 7
interior well 1.0 i 12 j 5
solve
save ff1_10.sav
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   FLAC (Version 5.00)

LEGEND

   18-Nov-04  16:59
  step      1392
Flow Time      1.3920E+07
 -1.278E+00 <x<  2.428E+01
 -9.778E+00 <y<  1.578E+01

Flow vectors
max vector =    1.840E-01

0   5E -1
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JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.38 Induced reaction forces due to groundwater flow

1.9.2 Pore Pressure Initialization and Deformation

In FLAC, when equilibrium stresses are initialized in the model with theINITIAL command (follow-
ing, for example, the procedure as described inSection 3.4.2in theUser’s Guide) and mechanical
steps are taken, no stress increment is calculated by the code and, thus, no displacement is gener-
ated, because the model is in equilibrium with the stress boundary conditions and applied loads. In
other words,FLAC does not calculate the deformations associated with installation of equilibrium
stresses, when using theINITIAL command. If the stress state is installed in this way at the begin-
ning of a run, the initial stress state is taken as the reference state for displacements. (This is worth
noting because the logic may be different from other codes, in which the zero stress state is taken
as reference for calculation of displacements.)

The situation regarding pore pressure in a fluid-mechanical simulation is similar: by default (i.e.,
whenCONFIG ats is not used), if pore pressures are initialized with theINITIAL pp command and are
in equilibrium with the fluid boundary conditions and hydraulic loading, and fluid steps are taken,
then no increment of pore pressure will be generated by the code. If theINITIAL pp command is
issued at the beginning of the run, this initial state is taken as the reference state for pore pressure.
There will be no stress change (and, if mechanical steps are taken, no displacement) as a result of
the pore pressure initialization, because no increment of pore pressure is calculated by the code. In
other words, by default,FLAC does not calculate the deformation associated with installation of
equilibrium pore pressures when using theINITIAL pp command.
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This only applies, by default, to equilibrium pore pressures established using theINITIAL pp com-
mand, theWATER table command, or aFISH function to initialize pore pressures. A convenient
way to remove this restriction is to useCONFIG ats. In this configuration, pore pressure increments
taking place in the model as a result of theINITIAL pp command, for example, will generate stress
changes and deformations, as appropriate (seeSection 1.5.3for additional information onCONFIG
ats).*

TheCONFIG ats configuration offers a convenient way to model the effect, on heave or settlement,
of a soil layer resulting from raising or lowering of a water table. For such problems, it is compu-
tationally advantageous to account directly for the stress changes associated with a change of pore
pressures generated in the model by anINITIAL pp or WATER table command, without having to
conduct a fluid flow simulation. A simple example to illustrate the technique is presented below.
A more comprehensive example of the use ofCONFIG ats for a dewatering application is provided
in Section 1.9.7.

For the example, we consider a layer of soil of large lateral extent, and thicknessH = 10 meters,
resting on a rigid base. The layer is elastic, the drained bulk modulusK is 100 MPa, and the shear
modulusG is 30 MPa. The bulk density of the dry soil,ρ, is 1800 kg/m3, and the density of water,
ρw, is 1000 kg/m3. The porosity,n, is uniform; the value is 0.5. Also, gravity is set to 10 m/sec2.

Initially, the water table is at the bottom of the layer, and the layer is in equilibrium under gravity.
We evaluate the heave of the layer when the water level is raised to the soil surface. This simple
problem is similar to the one analyzed inSection 1.9.1.1. However, instead of conducting a coupled
fluid-mechanical simulation, we useCONFIG ats. The simulation can be carried out with or without
using the groundwater configuration (CONFIG gw). We consider both cases.

The grid for this example contains 20 zones: 10 in they-direction, and 2 in thex-direction (a
minimum of 2 zones is required for contour plotting of zone variables). The origin of axes is at the
bottom of the model. The mechanical boundary conditions correspond to roller boundaries at the
base and lateral sides of the model.

We first consider equilibrium of the dry layer. We initialize the stresses, using theINITIAL sxx,
INITIAL syy andINITIAL szz commands, using a value of 0.5714 (equal to (K−2G/3)/(K+4G/3))
for the coefficient of earth pressure at rest,ko.

There are two competing effects on deformation associated with raising the water level: first, the
increase of pore pressure will generate heave of the layer; and second, the increase in soil bulk
density due to the presence of the water in the pores will induce settlement. To model the combined
effects on deformation, of a rise in water level up to the soil surface, we proceed as follows.

If we do not useCONFIG gw, we specify a hydrostatic pore pressure distribution corresponding to
the new water level by either using theINITIAL pp command or theWATER table command,and we
specify a wet bulk density for the soil beneath the new water level. Finally, we cycle the model

* Pore pressure change that iscalculated by FLAC, on the other hand, will always generate stress
change; if the system is brought out of equilibrium by the stress change and mechanical steps are
taken, then deformations will be generated, if conditions allow.
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to static equilibrium. The effect of the pore pressure change on soil deformation is automatically
taken into account, becauseCONFIG ats is invoked.

If we do useCONFIG gw, we again specify a hydrostatic pore pressure distribution corresponding
to the new water level using theINITIAL pp command. (Note that theWATER table command cannot
be applied inCONFIG gw mode.) The saturation is initialized to 1 below the water level. However,
we do not update the soil density to account for the presence of water beneath the new water level.
(The adjustment is automatically accounted for byFLAC when inCONFIG gw mode.) Finally, we
SET flow off and cycle the model to static equilibrium.

The final response is identical for both cases. The plot of displacement vectors inFigure 1.39
indicates that the rise of the water table has induced a heave of the soil layer. The surface heave,
uh, can be evaluated analytically usingEq. (1.94):

uh = (1− n)ρwg
2α1

H 2 (1.94)

whereα1 = K + 4G/3. The theoretical value foruh is 1.786× 10−3 meters. The theoretical and
numerical values compare well. The data file for the simulations is listed inExample 1.11.

   FLAC (Version 5.00)

LEGEND

   12-Jan-05   9:18
  step       948
 -5.667E+00 <x<  7.667E+00
 -1.667E+00 <y<  1.167E+01

Boundary plot
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0   5E -3

 0.000

 0.200

 0.400

 0.600

 0.800

 1.000

(*10^1)

-4.000 -2.000  0.000  2.000  4.000  6.000

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
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Figure 1.39 Heave of a soil layer
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Example 1.11 Heave of a soil layer

config ats
def setup

m_bu = 1e8 ; drained bulk modulus
m_sh = 0.3e8 ; shear modulus
m_d = 1800. ; material dry mass density
m_n = 0.5 ; porosity
w_d = 1000. ; water mass density
_grav = 10. ; gravity
_H = 10. ; height of column

; --- derived quantities ---
m_rho = m_d+m_n*w_d ; material bulk wet density

end
setup
def check

al1 = m_bu+4.0*m_sh/3.0
ana_dis = -(m_n-1.0)*w_d*_grav*_Hˆ2/(2.0*al1)
num_dis = ydisp(1,11)

end
g 2 10
gen 0 0 0 10 2 10 2 0
m e
prop bu m_bu sh m_sh
; --- column is dry ---
prop density m_d
; --- boundary conditions ---
fix y j=1
fix x i=1
fix x i=3
; --- gravity ---
set grav=_grav
; --- histories ---
his ydisp i=1 j=5
his ydisp i=1 j=11
; --- initial equilibrium ---
ini syy -1.8e5 var 0 1.8e5
ini sxx -1.029e5 var 0 1.029e5
ini szz -1.029e5 var 0 1.029e5
;
solve sratio 1e-5
save ini.sav

;*** BRANCH: INI PP ****
; --- raise water level ---
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water density w_d
; (we can do it this way ...)
ini pp 1e5 var 0 -1e5
; (or this way ...)
;water table 11
;table 11 (-1,_H) (3,_H)
; --- use wet density below water table ---
prop dens m_rho
; --- static equilibrium ---
solve sratio 1e-5
check
save ats1a.sav

;*** BRANCH: WATER TABLE ****
restore ini.sav
; --- raise water level ---
water density w_d
; (we can do it this way ...)
;ini pp 1e5 var 0 -1e5
; (or this way ...)
water table 11
table 11 (-1,_H) (3,_H)
; --- use wet density below water table ---
prop dens m_rho
; --- static equilibrium ---
solve sratio 1e-5
check
save ats1b.sav

;*** BRANCH: CONFIG GW ****
new
config gw ats
def setup

m_bu = 1e8 ; drained bulk modulus
m_sh = 0.3e8 ; shear modulus
m_d = 1800. ; material dry mass density
m_n = 0.5 ; porosity
w_d = 1000. ; water mass density
_grav = 10. ; gravity
_H = 10. ; height of column

; --- derived quantities ---
m_rho = m_d+m_n*w_d ; material bulk wet density

end
setup
def check

al1 = m_bu+4.0*m_sh/3.0
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ana_dis = -(m_n-1.0)*w_d*_grav*_Hˆ2/(2.0*al1)
num_dis = ydisp(1,11)

end
g 2 10
gen 0 0 0 10 2 10 2 0
m e
prop bu m_bu sh m_sh
; --- column is dry ---
; (must initialize sat at 0)
ini sat 0
prop density m_d
; --- boundary conditions ---
fix y j=1
fix x i=1
fix x i=3
; --- gravity ---
set grav=_grav
; --- histories ---
his ydisp i=1 j=5
his ydisp i=1 j=11
; --- initial equilibrium ---
ini syy -1.8e5 var 0 1.8e5
ini sxx -1.029e5 var 0 1.029e5
ini szz -1.029e5 var 0 1.029e5
;
set flow off mech on
water bulk 0
solve sratio 1e-5
save ini2.sav
; --- raise water level ---
; (initialize sat at 1 below the water level)
ini sat 1
water density w_d
; (cannot use water table command in config gw)
;water table 11
;table 11 (-1,_H) (3,_H)
; (initialize pp instead)
ini pp 1e5 var 0 -1e5
; --- no need to specify wet density below water table ---
;prop dens m_rho
; --- static equilibrium ---
set flow off mech on
water bulk 0
solve sratio 1e-5
check
save ats2.sav
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;*** plot commands ****
;plot name: Displacement vectors
plot hold bound displacement

1.9.3 Effect of the Biot Coefficient

The Biot coefficient,α, relates the compressibility of the grains to that of the drained bulk material:

α = 1− K

Ks
(1.95)

whereK is the drained bulk modulus of the matrix, andKs is the bulk modulus of the grains (see
Detournay and Cheng 1993, for reference).

For soils, matrix compliance is usually much higher than grain compliance, (i.e., 1/K >>> 1/Ks),
and it is a valid approximation to assume that the Biot coefficient is equal to 1.

For porous rocks, however, matrix and rock compliances are most often of the same order of
magnitude and, as a result, the Biot coefficient may be almost zero. Consider, for example, a
sample of porous elastic rock. The pores are saturated with fluid at a pressure,p, and a total external
pressure,P , is applied around the periphery (i.e., on the outside of an impermeable sleeve). The
problem can be analyzed by superposition of two stress states:state a, in which fluid pressure and
external pressure are both equal top; andstate b, in which pore pressure is zero, and the external
pressure isP − p, seeFigure 1.40.

Figure 1.40 Decomposition of stresses acting on a porous, elastic rock

The stress-strain relation forstate a may be expressed as

p = Ksεa (1.96)
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For state b (there is no fluid), we can write

P − p = Kεb (1.97)

The total strain is given by superposition of the strain instate a and instate b:

ε = εa + εb (1.98)

After substitution ofεa from Eq. (1.96), andεb from Eq. (1.97), we obtain

ε = p

Ks
+ P − p

K
(1.99)

After some manipulations, the stress-strain equation takes the form:

P −
[
1− K

Ks

]
p = P − αp = Kε (1.100)

Clearly then, in the framework of Biot theory, a zero Biot coefficient implies that the elastic stress-
strain law becomes independent of pore pressure. Of course, in general, porous rocks do not behave
elastically, and pore pressure has an effect on failure. Also, if fluid flow in rocks occurs mainly in
fractures, Biot theory may not be applicable. Nonetheless, there are numerous instances where the
small value of the Biot coefficient may help explain why pore pressure has little effect on deformation
for solid, porous (i.e., unfractured) rocks. (For example, the effect on surface settlement of raising
or lowering of the water table in a solid porous rock mass may be unnoticeable.)

Note that the above discussion addresses only one of the effects of grain compressibility. The Biot
coefficient also enters the fluid constitutive law, which relates change of fluid content to volumetric
strain.

The logic for grain compressibility, as developed in the framework of Biot theory, is provided in
FLAC. Simple verification examples are described below to illustrate the logic. Also, seeSection 14
in theVerifications volume for a more realistic verification example.

For reference in the examples below, in a plane-strain elastic state, the principal stress-strain relations
have the form:

�σxx + α�p = (K + 4G/3)�εxx + (K − 2G/3)�εyy (1.101)
�σyy + α�p = (K + 4G/3)�εyy + (K − 2G/3)�εxx (1.102)

�p = M(�ξ − α�εv) (1.103)

where�ξ is the variation of fluid content per unit volume of porous media, and�εv is the incre-
mental volumetric strain.
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1.9.3.1 Undrained Oedometer Test

An undrained oedometer test is conducted on a saturated poro-elastic sample. The Biot modulus
is 1 MPa, and the Biot coefficient is 0.3 for this test. The model is a single square zone of unit
dimensions with roller boundaries on the sides and bottom. A constant velocity,v, is applied to the
top. Fluid flow is turned off, and the simulation is run for 10 calculational steps. TheSET biot on
command is given to select the Biot modulus and coefficient rather than the fluid bulk modulus.

Because the sample is laterally confined,�εxx = 0, and�εv = �εyy . For undrained conditions,
�ξ = 0. The analytical value for pore pressure (seeEq. (1.103)) is then

�p = −αM�εyy (1.104)

The analytical stresses are obtained by substituting pore pressure and strain components into
Eqs. (1.101)and(1.102):

�σxx =
[
(K − 2G/3)+ α2M

]
�εyy (1.105)

�σyy =
[
(K + 4G/3)+ α2M

]
�εyy (1.106)

After 10 calculation steps,�εyy = −10v. The agreement between analytical and numerical values
for pore pressure and stresses is checked with theFISH functioncheckit. The analytical and
numerical results are identical.Example 1.12lists the data file for this example.

Example 1.12 Undrained oedometer test

config gw
def setup

c_b = 2.0 ; bulk modulus
c_s = 1.0 ; shear modulus
c_n = 0.5 ; porosity
c_a = 0.3 ; Biot coefficient (alpha)
c_bm = 1.0 ; Biot modulus
c_yv = -1e-3 ; y-velocity
c_ns = 10 ; number of steps

end
setup
grid 1 1
m e
prop dens 1 bu=c_b sh=c_s
water tens 1e10
set BIOT on
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prop poro=c_n biot_c=c_a
initial biot_m=c_bm
set flow off mech on
fix x y
ini yvel=c_yv j=2
step c_ns
def checkit ; analytical solution

al1 = c_b + 4.0*c_s/3.0
al2 = c_b - 2.0*c_s/3.0
coe = c_a * c_a * c_bm
a_vs = c_yv * c_ns ; vol strain
a_p = -c_a * c_bm * a_vs ; pp
a_sxx = (al2 + coe) * a_vs ; sxx, szz
a_syy = (al1 + coe) * a_vs ; syy
n_p = pp(1,1)
n_sxx = sxx(1,1)
n_syy = syy(1,1)

end
checkit
print a_p n_p
print a_sxx n_sxx
print a_syy n_syy
save ff1_12a.sav

1.9.3.2 Pore Pressure Generation in a Confined Sample

The effect of pore pressure generation is shown for the case of a confined sample in an imper-
meable sleeve. The sample geometry and properties are the same as in the previous example, in
Section 1.9.3.1. Roller boundaries are set on all four sides of the model. The boundaries are also
impermeable (by default). Fluid flow is turned on, and a volumetric water source with a unit flow
rate is applied to the model to raise the pore pressure. The simulation is run for 10 fluid flow steps.

At the end of the simulation,�ξ = 10�t . The grid is fully constrained, hence�εxx = �εyy =
�εv = 0. The analytical value for pore pressure is found, fromEq. (1.103), to be

�p = M(10�t) (1.107)

The analytical stresses are then derived fromEqs. (1.101)and(1.102)to be

�σxx = �σyy = −αM(10�t) (1.108)

Numerical and analytical values for pore pressure and stresses are compared with theFISH function
checkit, and the results are identical.Example 1.13lists the data file.
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Example 1.13 Pore pressure generation in a confined sample

config gw
def setup

c_b = 2.0 ; bulk modulus
c_s = 1.0 ; shear modulus
c_n = 0.5 ; porosity
c_bm = 1.0 ; Biot modulus
c_a = 0.3 ; Biot coefficient (alpha)
c_k = 1.0 ; mobility
c_ws = 1.0 ; volumetric water source
c_ns = 10 ; number of steps

end
setup
grid 1 1
m e
prop dens 1 bu=c_b sh=c_s
water tens 1e10
set BIOT on
prop poro=c_n biot_c=c_a perm=c_k
initial biot_mod=c_bm
set flow on mech off
interior well=c_ws
fix x y
step c_ns
def checkit ; analytical solution

a_vw = c_ws * gwtime ; change in water content
a_p = c_bm * a_vw ; pp
a_sxx = -c_a * a_p ; sxx, szz
a_syy = -c_a * a_p ; syy
n_p = pp(1,1)
n_sxx = sxx(1,1)
n_syy = syy(1,1)

end
checkit
print a_p n_p
print a_sxx n_sxx
print a_syy n_syy
save ff1_13a.sav
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1.9.3.3 Pore Pressure Generation in an Infinite Layer

This example is similar to the confined sample above, except that the top boundary is not constrained.
All boundaries are impermeable, and a volumetric water source with unit flow is applied to raise
the pore pressure. Both mechanical and fluid-flow calculations are turned on, and the simulation is
run for 10 fluid-flow steps. Note that 200 mechanical sub-steps are taken every fluid step in order
to keep the system at equilibrium state.

For this example,�εxx = 0,�εv = �εyy , and�σyy = 0. Using these conditions inEq. (1.102),
we obtain

�p = (K + 4G/3)�εyy
α

(1.109)

After substitutingEq. (1.109)for �p in Eq. (1.103)and solving forεyy , we find:

�εyy = αM�ξ

(K + 4G/3)+ α2M
(1.110)

Analytical expressions for pore pressure and stress can now be derived fromEqs. (1.101)and
(1.103):

�p = M(�ξ − α�εyy) (1.111)

�σxx = (K − 2G/3)�εyy − α�p (1.112)

Numerical and analytical values for vertical displacement, pore pressure and stresses are compared
with theFISH functioncheckit, and the results are identical.Example 1.14lists the data file.

Example 1.14 Pore pressure generation in an infinite layer

config gw
def setup

c_b = 2.0 ; bulk modulus
c_s = 1.0 ; shear modulus
c_n = 0.5 ; porosity
c_bm = 1.0 ; Biot modulus
c_a = 0.3 ; Biot coefficient (alpha)
c_k = 1.0 ; mobility
c_ws = 1.0 ; volumetric water source
c_ns = 10 ; number of steps

end
setup
grid 1 1
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m e
prop dens 1 bu=c_b sh=c_s
water tens 1e10
set BIOT on
prop poro=c_n biot_c=c_a perm=c_k
initial biot_mod=c_bm
set flow on mech on
set ngw 1 nmech 200
interior well 1
fix x
fix y j=1
step c_ns
def checkit ; analytical solution

al1 = c_b + 4.0*c_s/3.0
al2 = c_b - 2.0*c_s/3.0
a_vw = c_ws * gwtime ; change in water content
coe1 = c_bm ; M
coe2 = coe1 * c_a ; alpha M
coe3 = coe2 * c_a ; alphaˆ2 M
a_yd = (coe2 * a_vw)/(al1 + coe3) ; eyy
a_p = coe1 * (a_vw - c_a*a_yd) ; pp
a_sxx = -c_a * a_p + al2*a_yd ; sxx, szz
a_syy = 0.0 ; syy
n_yd = ydisp(1,2)
n_p = pp(1,1)
n_sxx = sxx(1,1)
n_syy = syy(1,1)

end
checkit
print a_yd n_yd
print a_p n_p
print a_sxx n_sxx
print a_syy n_syy
save ff1_14a.sav
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1.9.4 Modeling Approaches for Undrained Analysis

In FLAC, the yield criterion for problems involving plasticity is expressed in terms of effective
stresses. The strength parameters used for input in afully coupled mechanical-fluid flow problem
aredrained properties. Also, wheneverCONFIG gw is selected:

a) the drained bulk modulus of the material should be used if the fluid bulk
modulus is specified; and

b) the dry mass density of the material should be specified when the fluid density
is given.

Theapparent volumetric and strength properties of the medium will then evolve with time, because
they depend on the pore pressure generated during loading and dissipated during drainage. The
dependence of apparent properties on the rate of application of load and drainage is automatically
reflected in a coupled calculation, even when constant input properties are specified. In specific
instances, however, certain uncoupling techniques can be used, which call for the use of undrained
properties. Two techniques are illustrated in this section.

A fully coupled analysis is often time-consuming. By comparing the time scale at which the
system response is to be analyzed to the time scale of the diffusion process, it is often possible
to adopt a particular modeling technique that involves some degree of uncoupling, without loss of
accuracy. Suppose the response of a soil is to be assessed under a specified loading condition. In
granular soils, when full drainage occurs even as the load is applied, a coupled analysis is usually
required, especially when plasticity is involved. In contrast, for a clay material, the time required
for dissipation of excess pore pressures developed by application of the load may be so long that
undrained conditions may exist not only during, but for a long time after, loading. In this time scale,
the influence of fluid flow on the system response may be neglected; if the fluid is stiff compared to
the clay material (Kw >>> K + (4/3)G, whereK andG are drained moduli), the generation of
pore pressures under volumetric strain may strongly influence the soil behavior. In this situation,
an undrained analysis can be applied.

If the primary emphasis is on the determination of failure, and assuming a Mohr-Coulomb material
with no dilation, two modeling approaches may be adopted inFLAC:

1. The groundwater configuration (CONFIG gw) is adopted with a no-flow condi-
tion. Dry density, drained bulk and shear elastic moduli, and drained cohesion
and friction angle are used in the input. We will call this awet simulation.

2. The problem may also be analyzed without taking the fluid explicitly into
account. We now specify a wet density and undrained properties. We will call
this adry simulation.

A property often used for a dry simulation is theundrained shear strength, Cu. The laboratory
determination of shear strength parameters is reviewed below before proceeding to the examples
of the two modeling approaches. (See Das (1993) for reference.)
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1.9.4.1 Laboratory Determination of Shear Strength Parameters for Saturated Soils

Three standard types of triaxial tests are generally conducted to determine shear strength parameters
in saturated soil:

a. Consolidated-drained test

b. Consolidated-undrained test

c. Unconsolidated-undrained test

These tests, conducted on an ideal fully saturated Mohr-Coulomb material, are briefly interpreted
below in the framework of the coupled mechanical-fluid flow theory implemented inFLAC. The
tests all proceed in two stages: (1) application of an all-around confining pressure; followed by (2)
an additional axial load. The tests differ in drainage conditions and rate of application of the loads.

Consolidated-drained test — In the consolidated-drained test, the specimen is first subjected to an
all-around confining pressure,−σ3. Complete dissipation of the pore water pressure is allowed to
take place before progressive application of an axial load is performed (strain-controlled). Drainage
is open, and the rate of application of the deviatoric stress is sufficiently slow to allow complete
dissipation of pore pressure throughout the test. The test is repeated with different confining
pressures, and the yield envelope is drawn from recorded information of minor and major principal
stresses at failure. This test, in which the excess pore pressure is zero, provides drained (i.e.,
effective stress) values for cohesion and friction properties.

Consolidated-undrained test — The difference between this test and the consolidated-drained test
is that drainage is not allowed during the second stage. At the end of the first stage, no excess pore
pressure remains from the application of the all-around confining pressure,−σ3:

p = 0
σ1 = σ3 (1.113)

During the second stage, in which no drainage is allowed to take place, pore pressure builds up as
a result of volumetric strain, and we have

�p = B�P (1.114)

where�p is the excess (and also total) pore pressure,B is the Skempton coefficient, and�P is the
variation of total mean pressure:

�P = −σ1− σ3

3
(1.115)
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The general expression forB is

B = αM

K + α2M
= α

[α − n(1− α)] + nK/(Kw) (1.116)

whereM is the Biot modulus,Kw is the bulk modulus of the fluid,α is the Biot coefficient,n is the
porosity, andK is the drained bulk modulus of the material.

If the compressibility of the solid phase is neglected compared to that of the drained bulk material
(α = 1), we have

B = 1− 1

1+Kw/(nK) (1.117)

By definition of principal effective stressesσ ′1, σ ′3, and the Mohr-Coulomb yield criterion, we have:

σ ′1 = σ1+ αp
σ ′3 = σ3+ αp (1.118)

and

σ ′1− σ ′3Nφ + 2C
√
Nφ = 0 (1.119)

whereNφ = 1+sinφ
1−sinφ , φ is the friction angle, andC is the cohesion.

The test is repeated for various confining pressures, and drained values for cohesion and friction are
derived from a plot of effective minor and major principal stresses at failure. These drained shear
parameters are, in theory, the same as those obtained from consolidated-drained tests.

After substitution ofEq. (1.115)in Eq. (1.114), and then in the resulting expression forp in
Eq. (1.118), we obtain:

σ ′1 = σ1− αB σ1− σ3

3

σ ′3 = σ3− αB σ1− σ3

3
(1.120)

The failure criterion can be expressed in terms of total stresses by substitution of the above expres-
sions inEq. (1.119). After some manipulations, we obtain
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σ1− σ3
αB(Nφ − 1)+ 3Nφ
αB(Nφ − 1)+ 3

+ 6C
√
Nφ

αB(Nφ − 1)+ 3
= 0 (1.121)

UsingEqs. (1.114), (1.115)and(1.121), it may be shown that the pore pressure at failure is given
in terms of confining stress by the expression

�p = αB−σ3(Nφ − 1)+ 2C
√
Nφ

3+ αB(Nφ − 1)
(1.122)

The plot of total minor and major principal stresses at failure corresponds to the straight line defined
byEq. (1.121), and from which consolidated-undrained cohesion and consolidated-undrained angle
of shearing resistance can be derived.Eq. (1.121)is seldom used for practical considerations.

Unconsolidated-undrained test — In this test, drainage is not allowed in any stage. For this reason,
the test can be performed more quickly than the second test and,a fortiori, the first test. The sample
is initially stress free and pore pressure free. After application of the confining pressure−σ3, the
pore pressure in the sample rises to a valuepi , with

pi = −Bσ3 (1.123)

In turn, application of the deviatoric stressσ1− σ3 induces an increase in pore pressure�p:

�p = B�P (1.124)

where�P , the increase in mean total pressure, is

�P = −σ1− σ3

3
(1.125)

The total pore pressure in stage 2 is obtained by superposition of the two contributionspi +�p:

p = −B σ1+ 2σ3

3
(1.126)

The minor and major principal effective stresses are hence given by (seeEq. (1.118)):

σ ′1 = σ1− αB σ1+ 2σ3

3

σ ′3 = σ3− αB σ1+ 2σ3

3
(1.127)
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Substitution of these expressions in the Mohr-Coulomb yield criterionEq. (1.119)gives, after some
manipulations:

σ3− σ1 = −σ3(1−Nφ)(1− αB)+ 2C
√
Nφ

αB(1−Nφ)/3− 1
(1.128)

When the bulk modulus of the fluid is much larger than the drained bulk modulus of the material,
Skempton coefficientB is almost equal to 1 (seeEq. (1.117)). In that case, the deviatoric stress
given inEq. (1.128)becomes independent of the confining pressure. The failure envelope intotal
stress space then corresponds to a Mohr-Coulomb criterion with zero friction and a cohesion equal
to half of the constant deviatoric stress at failure. This cohesion is defined as theundrained shear
strength, Cu, and we have (seeEq. (1.128)with B = 1 andα = 1):

Cu = − C
√
Nφ

(1−Nφ)/3− 1
(1.129)

Note that the nameundrained shear strength is misleading because it implies that this strength value
is unique, which is not the case. A Mohr-Coulomb material will behave as a frictionless cohesive
material in total stress space in the context of this particular test, provided the Skempton coefficient
is equal to 1, but it is not the general condition. In fact, the material shear strength is a function
of the mean effective stress(σ ′1+ σ ′3)/2 at failure. (The mean effective stress at failure is equal to
-Cu/3 in the test above forB = 1.)

1.9.4.2 Short-Time Elasto-Plastic Response Due to Loading by an Embankment

The undrained response of a soil foundation to loading by an embankment is studied in this example.
The soil behavior corresponds to a Mohr-Coulomb material. The size of the model is 40 meters
wide and 10 meters deep. The groundwater free surface is at the ground level. The initial stress and
pore pressure states correspond to equilibrium under gravity, with a ratio of horizontal to vertical
total stress of 0.75. The weight of the embankment is simulated by an applied surcharge.

The soil is a clay material with a low permeability,k, of 10−12 (m/s)/(Pa/m). The water bulk
modulus is three orders of magnitude larger than the soil moduli (K + (4/3)G is approximately
106 Pa). The diffusivity,c, is thus controlled by the soil material. Its magnitude can be estimated
from the formulac = k(K + (4/3)G), and is of the order of 10−6 m2/s. The time scale for the
diffusion process can be estimated usingtc = L2/c, whereL is the problem representative length.
By usingL = 10 m, we have thattc is approximately one year. An undrained analysis is justified in
this problem where it is the short-time response, of the order of days, that is of concern.

In an undrained analysis, the flow of fluid is neglected and no time scale is involved. Mechanical
strain is then the only factor to influence the pore pressure, which, in turn, influences the stresses. The
two different undrained simulations, corresponding to the wet and dry approaches, are illustrated
below. The advantage of the dry approach is the speed of calculation, because no pore pressure
calculation is involved. (This approach may, however, not be appropriate to represent the model
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evolution after the onset of failure.) Note that the apparent Poisson’s ratio is close to 0.5 in both
simulations and, thus, convergence will be slow. The use of thefast flow logic (described in
Section 1.4.1) would demonstrate the computational speed advantage of the first approach over the
second in this instance. (The first approach uses somewhat more memory because pore pressures
and fluid properties must be stored.)

Wet Simulation

In this approach, the fluid is taken into consideration (i.e., the groundwater configuration is selected,
the water is prescribed a bulk modulus and a density, and the medium is given a porosity) but flow
is prevented. The medium is assigned a dry density because, in the groundwater configuration, wet
densities are computed internally by the code to evaluate gravity forces (based on porosity, water
density and gravity). Also, a drained bulk modulus value is input; the apparent increase of medium
bulk modulus will come as a result of the coupling that takes place in theFLAC logic. Drained
values for cohesion and friction are assigned as material properties because, when pore pressure is
present,FLAC evaluates the yield criterion in terms of effective stresses. Starting from the initial
equilibrium state, the embankment load is applied gradually to the model, which is then cycled to
equilibrium. Contours of vertical displacements, vertical displacement histories at four monitoring
points, and plastic state at the end of the numerical simulation are presented inFigures 1.41to 1.43.
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Figure 1.41 Vertical displacement contours under an embankment (wet)
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Figure 1.42 Vertical displacement histories under an embankment (wet)

   FLAC (Version 5.00)

LEGEND

   15-Nov-04  12:25
  step      9782
 -2.222E+00 <x<  4.222E+01
 -1.722E+01 <y<  2.722E+01

Plasticity Indicator
X elastic, at yield in past
Boundary plot

0   1E  1

-1.250

-0.750

-0.250

 0.250

 0.750

 1.250

 1.750

 2.250

(*10^1)

 0.250  0.750  1.250  1.750  2.250  2.750  3.250  3.750
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.43 Plastic state under an embankment (wet)
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Dry Simulation

For this simulation, the fluid is not explicitly taken into consideration, but its effect on the stresses
is accounted for by assigning the medium an undrained bulk modulus. In an undrained simulation,
and in the framework of the coupled mechanical-fluid flow theory implemented inFLAC, a variation
of pore pressure is related to a variation of volumetric strain through the formula

�p = −αM�εii

= −Kw
n
�εii (if α = 1) (1.130)

whereM is the Biot modulus,α is the Biot coefficient,Kw is the fluid bulk modulus andn is the
medium porosity. In a coupled fluid-mechanical simulation, the incremental elastic stress-strain
relations have the form:

�σdij = 2G�εdij
1

3
�σii + α�p = K�εii (1.131)

where the superscriptd indicates deviatoric values. Substitution ofEq. (1.130)in Eq. (1.131)gives:

�σdij = 2G�εdij
1

3
�σii = (K + α2M)�εii

= (K + Kw
n
)�εii (if α = 1) (1.132)

From these relations, it may be seen that the influence of pore pressure changes in an undrained
simulation can be taken into consideration by considering a “dry” medium with undrained bulk
modulusKu, such that:

Ku = K + α2M

= K + Kw
n

(if α = 1) (1.133)
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The groundwater configuration is not selected in this simulation, and a wet densityρu must be
assigned to the saturated medium, as given by

ρu = ρd + ρwn (1.134)

whereρd is the medium dry density, andρw is the fluid density.

The assignment of properties for the determination of failure depends on the problem to be studied.
In problems where changes in pore pressure are small compared to the initial values, the initial
pore pressure values can be assigned using theINITIAL command (no groundwater configuration).
The properties are then used byFLAC to calculate effective stresses for use in the failure criterion.
In this case, undrained cohesion and friction values are input. In this example, we use another
approach which makes use of the material undrained shear strength; it is applicable if the following
conditions hold:

1) plane-strain condition;

2) undrained condition;

3) undrained Poisson’s ratioνu is equal to 0.5; and

4) Skempton coefficientB is equal to one.

The emphasis of the simulation is on failure detection. As mentioned before, the undrained shear
strength of a material is a function of the mean effective stressσ ′m = (σ ′1+ σ ′3)/2 at failure, where
σ ′1 andσ ′3 are minor and major principal stresses. For a plane-strain undrained problem, it can be

shown thatσ ′m remains constant and equal to its initial valueσ Im
′
up to (but maybe not after) incipient

failure, providedνu = 0.5 andB = 1 (see below). In this case, the undrained shear strength remains
constant and, using the Mohr-Coulomb criterion and geometric considerations, its expression can
be shown to be

Cu = −σ Im′ sin(φ)+ C cos(φ) (1.135)

whereφ is the friction angle andC is the cohesion. In total stress space, the material behavior
will be seen as frictionless and cohesive. In the dry simulation, the material is assigned a zero
friction and a cohesion value evaluated from the initial conditions usingEq. (1.135). The model
is cycled to equilibrium after gradual application of the embankment load. Contours of vertical
displacements, vertical displacement histories at four monitoring points, and plastic state at the end
of the numerical simulation are presented inFigures 1.41to 1.43. They can be compared to the
results obtained previously.
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Figure 1.44 Vertical displacement contours under an embankment (dry)
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Figure 1.45 Vertical displacement histories under an embankment (dry)
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Figure 1.46 Plastic state under an embankment (dry)

Example 1.15 Undrained analysis for an embankment: wet and dry simulations

; WET SIMULATION ****
new
config gw ex 5
grid 20 10
model mohr
def prop_val

w_bu = 2e9 ; water bulk modulus
d_po = 0.5 ; porosity
d_bu = 2e6 ; drained bulk modulus
d_sh = 1e6 ; shear modulus
d_de = 1500 ; dry density
w_de = 1000 ; water density
b_mo = w_bu / d_po ; Biot modulus, M
u_bu = d_bu + b_mo ; undrained bulk modulus
u_de = d_de + d_po * w_de ; wet density
d_fr = 25.0 ; friction
d_co = 5e3 ; cohesion
skempton = b_mo / u_bu ; Skempton coefficient
nu_u = (3.*u_bu-2.*d_sh)/(6.*u_bu+2.*d_sh)

; undrained poisson’s ratio
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end
prop_val
;
ini x mul 2
prop dens=d_de sh=d_sh bu=d_bu
prop poros=d_po fric=d_fr coh=d_co tens 1e20
water dens=w_de bulk=w_bu tens=1e30
set grav=10
; --- boundary conditions ---
fix x i=1
fix x i=21
fix x y j=1
; --- initial conditions ---
ini syy -2e5 var 0 2e5
ini sxx -1.5e5 var 0 1.5e5
ini szz -1.5e5 var 0 1.5e5
ini pp 1e5 var 0 -1e5
set flow=off
; --- surcharge from embankment ---
def ramp

ramp = min(1.0,float(step)/4000.0)
end
apply syy=0 var -5e4 0 his ramp i=5,8 j=11
apply syy=-5e4 var 5e4 0 his ramp i=8,11 j=11
; --- histories ---
his nstep 100
his ydisp i=2 j=9
his ydisp i=8 j=9
his ydisp i=8 j=6
his ydisp i=8 j=3
; --- run ---
solve
save embw.sav

; DRY SIMULATION ****
new
config ex 5
grid 20 10
model mohr
def prop_val

w_bu = 2e9 ; water bulk modulus
d_po = 0.5 ; porosity
d_bu = 2e6 ; drained bulk modulus
d_sh = 1e6 ; shear modulus
d_de = 1500 ; dry density
w_de = 1000 ; water density
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b_mo = w_bu / d_po ; Biot modulus, M
u_bu = d_bu + b_mo ; undrained bulk modulus
u_de = d_de + d_po * w_de ; wet density
d_fr = 25.0 ; friction
d_co = 5e3 ; cohesion
skempton = b_mo / u_bu ; Skempton coefficient
nu_u = (3.*u_bu-2.*d_sh)/(6.*u_bu+2.*d_sh)

; undrained poisson’s ratio
end
prop_val
ini x mul 2
; --- assign wet density and undrained bulk modulus ---
prop dens=u_de sh=d_sh bu=u_bu
; --- first assign ’dry’ friction and cohesion in case it varies
; from zone to zone ---
prop fric=d_fr coh=d_co tens 1e20
; --- setting ---
set grav=10
; --- boundary conditions ---
fix x i=1
fix x i=21
fix x y j=1
; --- initial conditions ---
ini ex_1 1e5 var 0 -1e5 ; <--- this is pore pressure
ini syy -2e5 var 0 2e5
ini sxx -1.5e5 var 0 1.5e5
ini szz -1.5e5 var 0 1.5e5
; --- assign undrained cohesion and no friction ---
; (only for plane strain, Skempton=1,
; undrained Poisson’s ratio = 0.5)
def ini_u_co

loop ii (1,izones)
loop jj (1,jzones)

if model(ii,jj) = 3 then
c_fr = friction(ii,jj)*degrad

; mean effective pressure in plane
c_p = ex_1(ii,jj)+ex_1(ii+1,jj)+ex_1(ii,jj+1)
c_p = (c_p + ex_1(ii+1,jj+1))*0.25
emp = -(sxx(ii,jj)+syy(ii,jj))*0.5 - c_p
u_co = emp * sin(c_fr) + cohesion(ii,jj) * cos(c_fr)
if u_co < 0.0 then

iii=out(’ warning: invalid undrained cohesion’)
u_co = 0.0

end_if
command

prop coh=u_co fric=0.0 tension=1e20 i=ii,ii j=jj,jj
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end_command
end_if

end_loop
end_loop

end
ini_u_co
; --- surcharge from embankment ---
def ramp

ramp = min(1.0,float(step)/4000.0)
end
apply syy=0 var -5e4 0 his ramp i=5,8 j=11
apply syy=-5e4 var 5e4 0 his ramp i=8,11 j=11
his nstep 100
his ydisp i=2 j=9
his ydisp i=8 j=9
his ydisp i=8 j=6
his ydisp i=8 j=3
solve
save embd.sav

;*** plot commands ****
;plot name: vert. displacement
plot hold ydisp fill min -0.1 int 0.02 zero apply bound history
;plot name: vert. disp. histories
plot hold history 1 line 2 line 3 line 4 line
;plot name: plasticity
plot hold plasticity bound

1.9.4.3 Mean Effective Stress in Undrained Plane-Strain Problems

For completeness, it will be shown below that, in undrained plane-strain problems, the mean in-
plane effective stressσ ′m = (σ ′1+σ ′2)/2 remains constant in the elastic range, provided the undrained
Poisson’s ratioνu is equal to 0.5, and Skempton coefficientB is equal to one.

We will first show that in a plane-strain problem, the out-of-plane stress is equal to the mean in-plane
stress, providedνu = 0.5. In the framework ofFLAC theory, the incremental stress-strain relations,
written in principal axes, have the form:

�σ1+ α�p = α1�ε1+ α2�ε2

�σ2+ α�p = α1�ε2+ α2�ε1

�σz + α�p = α2(�ε1+�ε2) (1.136)

and, for undrained conditions:
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�p = −αM(�ε1+�ε2) (1.137)

where:

α1 = K + 4

3
G

α2 = K − 2

3
G (1.138)

Substitution ofEq. (1.137)in Eq. (1.136)yields, after adding the first two equations:

�σ1+�σ2 = (αu1 + αu2)(�ε1+�ε2)
�σz = αu2(�ε1+�ε2) (1.139)

where:

αu1 = Ku +
4

3
G

αu2 = Ku −
2

3
G (1.140)

andKu = K + α2M (=K +Kw/n if α = 1) is the undrained bulk modulus. By elimination of the
strain term inEq. (1.139), and usingEq. (1.140), we find

�σz = νu(�σ1+�σ2) (1.141)

whereνu is the undrained Poisson’s ratio:

νu = 3Ku − 2G

6Ku + 2G
(1.142)

If Kw >>> K andG, thenνu = 0.5. By virtue ofEq. (1.141), the out-of-plane stress is then the
mean principal stress and, as asserted, we have

�σz = �σ1+�σ2

2
(1.143)
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By definition, the variation of in-plane mean effective stress�σ ′m may be expressed as follows:

�σ ′m =
�σ1+�σ2

2
+ α�p (1.144)

Now, after addition of the three equations inEq. (1.136), and elimination of the strain term using
Eq. (1.137), we obtain the familiar expression,

�p = B�P (1.145)

whereP = −(σ1+σ2+σz)/3 is the mean total pressure, andB = αM/(K+α2M) is the Skempton
coefficient inFLAC. The out-of-plane stress is the mean in-plane stress, and it follows that (see
Eq. (1.143))

�P = −σ1+ σ2

2
(1.146)

Finally, usingEqs. (1.145)and(1.146)in Eq. (1.144), we obtain

�σ ′m = (B − 1)�P (1.147)

In the case when the fluid bulk modulusKw is much larger thanK, the Skempton coefficientB
is equal to 1 and, as the above expression indicates, the variation of mean in-plane effective stress
vanishes:σ ′m remains constant and equal to its initial value.

1.9.5 Forces on Liners and Support Structures

Various structural members may be connected to the boundary of theFLAC grid. The structural
forces arising from the presence of groundwater depend very much on details of the connection, the
fluid boundary conditions, and when the support is installed. The following possibilities represent
extreme conditions and apply to, say, a lined tunnel or a retaining wall.

1. Structural connection to grid:

(a) Rigid connection — each node of the structure is attached to a grid
node.

(b) No connection — the structure exists independently of the grid,
perhaps as a moisture barrier or for its cosmetic value.
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2. Fluid barrier provided by the structure:

(a) The liner itself provides an impermeable barrier to groundwater,
which acts directly on the surface of the structure.

(b) The liner provides no groundwater barrier, but some other (non-
structural) barrier contains the groundwater and prevents it from
acting on the surface of the structure.

(c) The liner provides no groundwater barrier, and the fluid is free to
seep from the boundary with no resistance.

3. Installation history of the structure:

(a) The structure is installed immediately after the tunnel is created (i.e.,
no movement or fluid adjustment occurs before placement).

(b) The structure is installed after mechanical equilibrium is obtained,
but before any fluid flow occurs (although changes in pore pressure
due to volume changes do occur).

(c) The structure is installed after all mechanical and fluid adjustments
occur (i.e., the grid is in equilibrium and the fluid field is at its steady
state).

Even the combination of just these extreme conditions leads to eighteen distinct cases; in practice,
there are intermediate conditions, such as partial connection, slightly permeable barriers and partial
movement and drainage. It is well beyond the scope of this manual to present examples of all
possibilities. The modeler must look carefully at each factor, and make appropriate choices in
setting up the model conditions. To demonstrate the methodology for the case of a structural lining
installed in a tunnel excavated in soil, several specific cases are reviewed below.

Case 1

For combination 1(b)-2(a)-3(b), the soil and structure are unconnected mechanically, but
the structure resists the full fluid pressure as it develops, and the back-pressure affects the
flow field and possibly the soil behavior (due to changes in effective stress). To model
this situation, we set theFIX pp condition on the tunnel surface and write aFISH function
to: (a) sum all resulting flows; (b) compute the change in pressure, knowing the volume
in the gap between soil and liner; and (c) apply this pressure as a mechanical stress acting
on liner and tunnel, and as a fluid boundary condition at the fixed pressure gridpoints.
These conditions operate during the consolidation phase, since the mechanical adjustment
occurs before the installation of the structure.

Case 2

For combination 1(a)-2(a)-3(a), we accept the default (impermeable) fluid conditions at
the tunnel surface, and connect the structural nodes to the soil nodes immediately after the
tunnel is created. The effect of fluid pressure on the liner is automatically obtained, since
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the total stress exerted by each soil zone contains a pore pressure component; nothing
further needs to be done. As the liner deforms under load, it will affect soil stresses and
local pore pressures.

Case 3

Combination 1(a)-2(c)-3(a) is similar to the previous case, but we set pore pressures fixed
and equal to zero at the tunnel surface, to correspond to drained conditions. Otherwise,
mechanical conditions are similar.

There is no simple answer to the question: “Should the fluid pressure be applied to the structure
and/or to the grid boundary?” Even for the few cases discussed above, either answer (yes or no) is
possible, depending on conditions.

1.9.6 Fluid Barrier Provided by a Structure

Groundwater cannot flow through interface elements that attach structural (beam) elements and the
grid. This is because there are no fluid boundary conditions defined for beams. This condition can
be used to simulate a fluid barrier provided by a structure. The following example,Example 1.16,
illustrates this condition for the case of an embedded barrier in an embankment.Section 10in the
Verifications volume is modified to demonstrate the effect of an impermeable barrier. A column
of beam elements defines a vertical structure buried within an embankment. Interface elements are
attached to both sides of the beam elements, with the other side of each interface attached to the
grid. The fluid flow vectors plotted inFigure 1.47indicate the effect of the structural barrier on the
flow pattern at steady state.

Note that if groundwater flow is to be continuous across the structure, then an interface should first
be declared between the sub-grids. Then, the beam elements are created and attached directly to
the grid. In this case, the sliding on both sides of the structure is not simulated. If sliding on both
sides of the structure, plus flow across the structure, is required, thenExample 1.16can be modified
such that aFISH function controlsAPPLY discharge sources on opposing grid segments to simulate
leakage through the structure.

Example 1.16 Fluid barrier provided by an embedded structure

config gw
g 30 20
def ini_h2

h1 = 6.
h2 = 1.2
bl = 9.
ck = 1e-10
rw = 1e3
gr = 10.
qt = ck*rw*gr*(h1*h1 - h2*h2)/(2.0*bl)

end
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ini_h2
gen 0 0 0 h1 bl h1 bl 0
mo el
m null i=15
ini x add -.3 i 16 31
struct beam begin 4.2,6 end 4.2,3 seg 10 prop 1
struc prop 1 e 4 i 6e-6 a .5
int 1 aside from 15,11 to 15,21 bside from node 11 to node 1
int 2 aside from 16,21 to 16,11 bside from node 1 to node 11
int 1 glue kn 1e7 ks 1e7
int 2 glue kn 1e7 ks 1e7
attach aside from 15,1 to 15,10 bside from 16,1 to 16,10
; --- Properties ---
prop por .3 perm=ck den 2000
water den=rw bulk 1e3
; --- Initial conditions ---
ini sat 0
; --- Boundary conditions ---
ini pp 6e4 var 0 -6e4 i 1
ini pp 1.2e4 var 0 -1.2e4 i 31 j 1 5
fix pp i 1
fix pp i 31
ini sat 1 i 1
ini sat 1 i 31 j 1 5
; --- Settings ---
set mech off
set grav=gr
set funsat on
; --- Fish functions ---
def flow

inflow=0.0
outflow=0.0
loop j (1,jgp)

inflow=inflow+gflow(1,j)
outflow=outflow-gflow(31,j)

end_loop
flow=qt

end
; --- Histories ---
hist nstep 50
hist pp i 15 j 1
hist flow
hist inflow
hist outflow
; --- Step ---
step 50
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save ff1_16a.sav
; --- Step to steady-state ---
solve
save ff1_16b.sav
;*** plot commands ****
;plot name: flow vectors
plot hold bound flow beam lmagenta
;plot name: inflow-outflow
plot hold history 3 line 4 line
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Figure 1.47 Flow around an embedded structure

1.9.7 Dewatering — Changing the Water Level

Dewatering is often required during an excavation and construction sequence (e.g., during the staged
construction of a trench). In the dewatering stage, it is common to assume that the water level is
instantaneously changed, and that a steady-state flow state can thus be obtained without performing
a fluid-flow calculation.* The pore pressure distribution is then changed to correspond to the change
in the water level.

* SeeSection 1.8.2for a discussion of the factors to be evaluated before making this assumption.
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This analysis can be conducted either outside of the groundwater configuration, or within the
groundwater configuration, but with flow turned off. For both approaches, there is an imposed
change in the pore pressures: outside ofCONFIG gw, this can be done with either theWATER table
or INI pp command; withinCONFIG gw, it can be done with theINI pp and INI sat commands.
Alternatively, aFISH function can be used. (For example, see the “ININV.FIS”FISH function in
theFISH Library in Section 3in theFISH volume.)

In addition, for both approaches, there must also be an adjustment made to the total stresses in
zones in which pore pressures are changed. The total stresses must be corrected because animposed
instantaneous change in pore pressure in a material does not affect inter-granular forces and, hence,
the effective stress is unchanged in the short-term.* This is done automatically inFLAC if the
CONFIG ats command has been issued at the start of the analysis (seeSection 1.5.3). The pore
pressure change times the Biot coefficientα is then automatically subtracted from the total stresses
in the affected zones.

The saturation (inCONFIG gw) and bulk mass densities (outside ofCONFIG gw) must also be adjusted
if the water level has been moved within the grid. InCONFIG gw mode, saturation must be set to
zero at gridpoints located above the water level; no other adjustment is necessary. Outside of the
CONFIG gw mode, the unsaturated density should be assigned by the user to all zones above the
water table, and the saturated density to all zones below, when the water level is changed.

An example dewatering analysis is provided for the excavation of a trench supported by a retaining
wall built into the ground. The analysis is assumed to start from the stage after the wall has been
constructed. (This example is a simplified version of that given inSection 11in the Examples
volume.) The problem conditions assume that a thick aquifer is located below a depth of 45 m,
which also corresponds to the bottom of the retaining wall. The pore pressure is assumed to be a
constant value of 450 kPa at this depth. Before excavation of the trench, the ground is dewatered
by lowering the water table by 30 m. The objective is to calculate the displacement of the ground
and the moments in the retaining structure induced by the dewatering.

Two FLAC models are created for this example: one with the groundwater configuration (i.e., with
CONFIG gw); one without the groundwater configuration. The data file for both models is listed in
Example 1.17. The retaining structure is modeled with structural beam elements that are connected
to the grid by interface elements attached to both sides of the beams. The wall thus acts as an
impermeable member (seeSection 1.9.6). In this example, the strength properties for the interfaces
are set to high values so that slip and separation at the wall/grid interface do not occur. The model
is first brought to an equilibrium state with the wall embedded within the grid.

For theCONFIG gw case, the initial pore pressure and stress states are established using theFISH
library function “ININV.FIS.” The water level is assumed to be initially at the ground surface, and
the ratio of effective vertical stress to effective horizontal stress is assumed to be 0.5. Note that
some stepping is required to bring the model to the initial equilibrium state, even though the stresses
and pore pressures are initialized. This is because additional stiffnesses from the structural nodes

* Note that total stresses are adjusted during the calculation process if the pore pressure changes arise
within the calculation cycle (e.g., during flow or mechanical deformation).
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contribute to the gridpoint stiffnesses, and this produces a slight force imbalance that necessitates
some stepping to equilibrate the model.

The water level is then adjusted using theINITIAL command to change pore pressure and saturation
within the trench region to a depth of 30 m. The model is stepped to a new equilibrium state,
accounting for the effect of the pore pressure change.Figure 1.48displays the vertical displacement
of the grid and the moment distribution in the wall resulting from the dewatering. Note that the
grid within the upper 30 m of the trench region (the upper-right portion of the grid) settles due to
the dewatering.
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Figure 1.48 Vertical displacement of grid and moments in structure for de-
watering with CONFIG gw

For the analysis outside of the groundwater configuration, the initial pore pressure distribution is
assigned via theWATER table command. The saturated density is specified for all zones because
the water table is located at the top of the model. The initial total stress distribution is assigned with
theINITIAL command. Note that the total stresses in thex- andz-directions are set to correspond to
an effective lateral stress versus effective vertical stress ratio of 0.5. The model is then stepped to
the initial equilibrium state.

The sameINITIAL commands used for theCONFIG gw case (Example 1.17) are applied to change
the pore pressure distribution. Note that pore pressures are now assigned as zone variables, so the
INITIAL range is slightly different. In addition, the mass density within the dewatered region is
changed to dry density. (TheWATER table command is not used to lower the water table in this
case, because of the condition that the pore pressure remains constant aty = -45 m.) Figure 1.49
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shows the vertical displacement of the grid and the moment distribution within the structure as
a result of dewatering. The results are essentially the same as those for theCONFIG gw analysis
(compare toFigure 1.48); the slight difference in moment distribution can be attributed to the way
pore pressures are interpolated from interface nodes to structural nodes inCONFIG gw mode (see
Section 4.5.7in Theory and Background). In general, theCONFIG gw approach is recommended
when the model includes interface/beam connections.
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Figure 1.49 Vertical displacement of grid and moments in structure for de-
watering without CONFIG gw

Example 1.17 Dewatering

;*** BRANCH: WITH CONFIG GW ****
config gw ats
g 30 20
gen 0 -60 0 0 90 0 90 -60
mo el
mo null i=21
ini x add -3 i 22 31
struct beam begin 60,-45 end 60,0 seg 15 prop 1
struct prop 1 e 2e10 wid 1.0 hei 1.0 dens 2000
int 1 aside from 22,21 to 22,6 bside from node 16 to node 1
int 2 aside from 21,6 to 21,21 bside from node 1 to node 16
int 1 coh 1e10 fric 30 kn 1e8 ks 1e8 tbond 1e10
int 2 coh 1e10 fric 30 kn 1e8 ks 1e8 tbond 1e10
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attach aside from 21,1 to 21,5 bside from 22,1 to 22,5
; ---
prop por .3 den 1880 bulk 1.667e7 she 1.0e7
water den=1000 bulk 0.0
; ---
set flow off
set grav=10
ca ininv.fis
set wth 0.0 k0x 0.5 k0z 0.5
ininv
fix y j=1
fix x i=1
fix x i=31
; ---
hist unb
hist sxx i 29 j 10
hist szz i 29 j 10
hist syy i 29 j 10
hist ydis i 31 j 11
; ---
solve
save dw_gw1.sav
; --- dewater to -30 ---
ini sat 0.0 j 12 21 i 22 31
ini pp 0.0 j 12 21 i 22 31
ini pp 4.5e5 var 0 -4.5e5 j 6 11 i 22 31
;
ini xdis 0.0 ydis 0.0
solve
scline 1 (30.0,-60.0) (30.0,0.0)
scline 2 (75.0,-60.0) (75.0,0.0)
save dw_gw2.sav

;*** BRANCH: WITHOUT CONFIG GW ****
new
config ats
g 30 20
gen 0 -60 0 0 90 0 90 -60
mo el
m null i=21
ini x add -3 i 22 31
struct beam begin 60,-45 end 60,0 seg 15 prop 1
struc prop 1 e 2e10 wid 1.0 hei 1.0 dens 2000
int 1 aside from 22,21 to 22,6 bside from node 16 to node 1
int 2 aside from 21,6 to 21,21 bside from node 1 to node 16
int 1 coh 1e10 fric 30 kn 1e8 ks 1e8 tbond 1e10
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int 2 coh 1e10 fric 30 kn 1e8 ks 1e8 tbond 1e10
attach aside from 21,1 to 21,5 bside from 22,1 to 22,5
; ---
prop den 2180 bulk 1.667e7 she 1.0e7
water den=1000 table 1
table 1 0,0 90,0
set grav=10
; ---
ini syy -1.308e6 var 0,1.308e6 j 1 21
ini sxx -0.954e6 var 0,0.954e6 j 1 21
ini szz -0.954e6 var 0,0.954e6 j 1 21
fix y j=1
fix x i=1
fix x i=31
; ---
hist unb
hist sxx i 29 j 10
hist szz i 29 j 10
hist syy i 29 j 10
hist ydis i 31 j 11
; ---
solve
save dw_ngw1.sav
; --- dewater to -30 ---
prop dens 1880 i 22 30 j 11 20
ini pp 0.0 j 11 20 i 22 31
ini pp 4.5e5 var 0 -4.5e5 j 6 10 i 22 31
;
ini xdis 0.0 ydis 0.0
solve
scline 1 (30.0,-60.0) (30.0,0.0)
scline 2 (75.0,-60.0) (75.0,0.0)
save dw_ngw2.sav
;*** plot commands ****
;plot name: ydisp and beam moments
plot hold ydisp fill struct beam moment fill beam lmagenta pp
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1.9.8 Pollutant Transport

If some substance is introduced into soil in which there is an existing groundwater flow field, then
there are several mechanisms by which the substance may be conveyed to different locations and its
concentration changed. Assuming that the pollutant does not influence the properties or flow field
of the existing groundwater, then there are four mechanisms to consider (see Strack 1989, article
28):

Advection The pollutant is carried along by the groundwater, and becomes
concentrated or diluted according to the convergence or divergence
(respectively) of the groundwater streamlines.

Dispersion The granular nature of soil causes the local fluid paths to branch
repeatedly; pollutant that is initially confined to a small region is
caused to spread out as it is carried along by the host fluid. Large-
scale inhomogeneities have a similar effect, but they can be incor-
porated explicitly as variations in permeability.

Diffusion This is the tendency of suspended material to spread out with time;
the mechanism is of a molecular nature, and is independent of the
movement of the host fluid. For example, a “blob” of dye introduced
into a container of water will gradually spread out.

Chemical The concentration of pollutant changes according to chemical
changes in the material or chemical reactions with the groundwater.

FLAC contains built-in logic to model only the first mechanism — advection. However, the other
mechanisms could be added by using suitableFISH functions. The process of advection may be
modeled by using theTRACK command. Particles may be introduced into the flow field at any
time and at any place. They are simply carried along by the flow; otherwise, they do not interact
mechanically with the fluid or solid. At every timestep, each particle is moved a vector distance,
�di :

�di = ViT�t

n
(1.148)

whereVi is the specific discharge;

�t is the fluid timestep;

n is the porosity; and

T is the tortuosity. If not specified,T defaults to 1. IfT is given a value less than 1,
it accounts for the fact that a particle moves more slowly than implied by the linear
bulk velocity, since it follows a tortuous path.

FLAC Version 5.0



FLUID-MECHANICAL INTERACTION — SINGLE FLUID PHASE 1 - 139

TheTRACK command creates either a single particle or several particles evenly distributed along a
line (see the command definition inSection 1in theCommand Reference). As the run progresses,
coordinates are added to a list associated with each particle. These coordinates are only added
when the particle has moved a significant distance — about half a zone-width from its previously
recorded position. The list of coordinates may be plotted as a track byPLOT track, or written to a
file by TRACK write. The commandTRACK list (or PRINT track) provides a summary of all current
particle positions and a printout of each integrated path length (which is updated at every timestep).

As a demonstration of the logic to track injected substances, considerExample 1.18. We restart the
tunnel model (Example 1.3) from the state of steady flow, and inject two groups of ten particles each.
Figure 1.50 shows the particle tracks after 5000 steps: the particles have all moved completely
through the grid, and have been released into the tunnel. The time necessary for this amount of
movement can be found by subtracting the groundwater time of the final state from that of the starting
state — about 3.3×108 seconds, in this case. The position of the particles at any intermediate state
can be determined by executing fewer timesteps.

The fast-flow schemes should be turned off (SET funsat off fastwb off) when performing the tracking
calculation because these schemes affect the magnitude of the timestep (inEq. (1.148), �t is
inversely proportional to the fluid bulk modulus). The schemes will affect changes in�di . The
efficiency of the tracking calculation can be improved by setting the fluid bulk modulus to a low
value. The modulus should be selected such that the value for�di is of the same order as the zone
size. For example, for this model the zone size in the vicinity of the tunnel is approximately 1 m,
the porosity is 0.5 and the specific discharge is approximately 10−6 m/sec. In order for�di to be
of the same order as the zone size, the timestep should be roughly 5× 105 sec. The fluid bulk
modulus corresponding to this timestep is 1000 Pa. (seeEq. (1.63)).

Alternatively, to speed up the process of calculation for particle tracks, the tortuosity may be
artificially increased. For example, a tortuosity of 10 would increase particle speeds by 10, but the
measured time for migration would need to be divided by 10 in order to obtain the correct physical
time.

In addition to the printout options mentioned above, aFISH function may be written to access the
TRACK data structure and determine values of “concentration” (number of particles per unit area) at
any location for any time. Further, it may be possible to simulate the effects of dispersion by giving
random perturbations to particle locations from time to time. The amplitudes of the perturbations
should depend on local flow rate.
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Example 1.18 Demonstration of TRACK logic

rest ff1_03b.sav
set funsat off
set fastwb off
track line 45.0,14.0 45.0,16.0 10
track line 65.0,14.0 65.0,16.0 10
water bulk=1000
cycle 5000
save ff1_18.sav
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Figure 1.50 Particle tracks, from two starting clusters
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1.9.9 Semiconfined Aquifer

Fluid leakage into a shallow semiconfined aquifer can be modeled withFLAC using theAPPLY
leakage command. This is demonstrated for the example defined by the sketch inFigure 1.51. The
aquifer has a length,L, height,H , and rests on an impermeable base. Fluid flow obeys Darcy’s
law; the mobility coefficient,k, is homogeneous and isotropic. The semi-permeable top layer has
permeability,k∗, and thickness,H∗. The effect of gravity is neglected in this example. Fluid
pressure at the top of the leaky layer is constant and equal top∗. The lateral fluid-flow conditions
correspond to a constant pressure,p0 at the left boundary andp1 at the right.

The objective is to determine the steady state pore pressure profile and total leakage into the aquifer.
The analytical solution is provided by Strack, 1989. The general solution of pore pressure for a
shallow semiconfined aquifer has the form

p − p∗ = Aex/λ + Be−x/λ (1.149)

whereλ is the seepage factor, which has the dimension of length and is defined asλ = √kHH∗/k∗;
A andB are constants determined from the pressure boundary conditions.

Figure 1.51 Shallow semiconfined aquifer

The boundary conditions for this problem are:

p = p0 at x = 0

p = p1 at x = L
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The pore pressure solution is

p = Aex/λ + Be−x/λ − p∗ (1.150)

where:

A = (p1− p∗)eL/λ − (p0 − p∗)
e2L/λ − 1

B = (p0 − p∗)e2L/λ − (p1− p∗)eL/λ
e2L/λ − 1

The steady state discharge over the height of the aquifer is obtained from Darcy’s law:

Qx = kH dp
dx

(1.151)

After differentiation ofEq. (1.150)with respect tox, and substitution intoEq. (1.151), we obtain

Qx = kH

λ

[
Aex/λ − Be−x/λ

]
(1.152)

The total amount of leakage into the aquifer is, by continuity of flow, equal to the difference between
the discharge leaving atx = L and that entering atx = 0. UsingEq. (1.152), we obtain after some
manipulation:

Qx = 2
kH

λ

eL/λ − 1

eL/λ + 1

[p0 + p1

2
− p∗

]
(1.153)

Eqs. (1.150)and(1.153)are used for comparison to theFLAC solution.

TheFLAC data file for this problem is listed inExample 1.19. The analytical solution is programmed
in FISH as part of the data file. TheFLAC model is a 20 zone by 2 zone mesh with a constant pore
pressure ofp0 = 20 kPa applied at the left boundary,x = 0, and a constant pore pressure ofp1 = 10
kPa applied at the right boundary,x = 20 m. A leaky aquifer boundary condition is applied along
the top boundary of the model,y = 1 m, using theAPPLY leakage command. The pore pressure at
the top isp∗ = 1.8 kPa, and the leakage coefficient,h, (seeEq. (1.13)) is evaluated to bek∗/H∗ =
2.98× 10−9 m3 /(N sec), based on the properties of the leaky layer. The properties for this problem
are listed in theini h4 function inExample 1.19. The fluid-flow calculation mode is turned on,
the mechanical calculation mode is turned off, and the simulation is run until steady state flow is
reached.
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TheFISH functiontab pp compares the amount of leakage calculated byFLAC to the solution of
Eq. (1.153)at steady state flow. The difference is printed (in aFISH dialog message) to be 0.03%.
The analytical and numerical pore pressure profiles recorded along the base of the model, fromx
= 0 tox = 20, are compared inFigure 1.52.
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Figure 1.52 Pore pressure profile

Example 1.19 Shallow confined aquifer with leaky boundary

config gwflow
;
def ini_h4

hh = 1. ; aquifer height
rm = 20. ; aquifer length
cpo = 0.4 ; porosity
ck = 2.98e-8 ; FLAC permeability
cwb = 2e9 ; water bulk modulus
cp0 = 2e4 ; pore pressure - left boundary
cp1 = 1e4 ; - right boundary
cpstar = 1.8e4 ; - leaky top
; properties of leak layer
c_he = 0.1 ; thickness of leaky layer
c_ke = 2.98e-10 ; perm of leaky layer
; leaky boundary in FLAC
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c_h = c_ke/c_he ; leakage coefficient for FLAC
end
ini_h4
grid 20 2
gen 0.,0. 0.,hh rm,hh rm,0. rat 1. 1.
mo el
def ini_ij

figp = igp
fjgp = jgp

end
ini_ij
; --- Properties ---
prop bulk=2 she=1 den=1000
prop porosity=cpo perm=ck
water bulk=cwb ten 1e10
apply leakage cpstar c_h j=fjgp
ini pp cp0 i=1
fix pp i=1
ini pp cp1 i=figp
fix pp i=figp
set mech off flow on
solve sratio 1e-3
def tab_pp

; inputs:
; tab_n: table no. to hold FLAC solutions
; tab_a: table no. to hold analytical solutions
; sum of gp flow at left side

_lambda=sqrt(ck*hh/c_h)
_eL=exp(rm/_lambda)
sa = (cp1-cpstar)/(cp0-cpstar)
ba = (sa*_eL-1.0)/(_eL*_eL-1.)
bb = (_eL*_eL-sa*_eL)/(_eL*_eL-1.)
loop i (1,igp)

x_val=x(i,2)
_ex=exp(x_val/_lambda)
val=ba*_ex+bb/_ex
; analytical pp
c_pp=val*(cp0-cpstar)+cpstar
xtable(tab_a,i)=x_val
ytable(tab_a,i)=c_pp
xtable(tab_n,i)=x_val
ytable(tab_n,i)=gpp(i,1)

end_loop
; analytical discharge
leak_ana = 2.*ck*hh/_lambda*(_eL-1.)/(_eL+1)*((cp0+cp1)/2.-cpstar)
leak_flac=0.
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loop j (1,jgp)
leak_flac=leak_flac+gflow(1,j)+gflow(igp,j)

end_loop
leak_err=abs((leak_flac-leak_ana)/leak_ana)*100
oo=out(’*** error in leakage = ’+string(leak_err)+’%’)

end
set tab_a=100,tab_n=200
tab_pp
save leak.sav

;*** plot commands ****
;plot name: Plot 1
label table 100
analytical
label table 200
Flac
plot hold table 100 line 200 cross alias ’Pore pressure distribution’
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1.10 Miscellaneous Features and Techniques

1.10.1 Strain-Dependent Porosity or Permeability

The keywordpor table or per table may be used instead of porosity or permeability, respectively. In
this case, look-up tables provide property values as a function of accumulated volume strain (note
that volume strain entered in a table must be negative for compression and positive for tension).
Sufficient scope must be provided in the table, so that all possible volume excursions are anticipated.
Volume strain, as used by the table, may be printed with thePRINT vol strain command.

Since both porosity and permeability changes affect the critical timestep and element matrices (see
Section 1.3.5), a recalculation of these quantities is done if the table look-up is active but, for reasons
of economy, only at every tenth step. Care should be taken to ensure that permeability and porosity
do not change rapidly. The recalculation of groundwater quantities puts an overhead on the solution
time.

As an example in the use of a look-up table, we consider how porosity,n, is related to the total
volume,V , of an element:

n = 1− Vs/V (1.154)

whereVs is the volume of solid material in the element, which is assumed to remain constant (e.g.,
the material consists of incompressible grains). A similar relation exists for the initial porosity,n◦,
and initial element volume,V◦:

n◦ = 1− Vs/V◦ (1.155)

EliminatingVs betweenEqs. (1.154)and(1.155), we obtain

n = 1− V◦
V
(1− n◦) (1.156)

In small-strain mode, the volume strain used by the look-up table is approximated as

ev = V − V◦
V◦

(1.157)

Substituting the resulting value forV/V◦ into Eq. (1.156), we obtain

n = 1− 1− n◦
1+ ev (1.158)
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Example 1.20illustrates the use ofEq. (1.158)in creating a look-up table for porosity.Figure 1.53
shows the resulting distribution of porosities, plotted as contours. The left-hand part of the top
surface of the box moves down as a rigid punch; porosities are reduced under this “footing.”

Example 1.20 Footing problem that uses a porosity look-up table

conf gw
def make_tab ; Make a table of porosity versus

strain = -0.2 ; volume strain. Only valid for
loop n (1,11) ; absolute vol. strains < 20%

xtable(p_tab,n) = strain
ytable(p_tab,n) = 1.0 - (1.0 - start_n) / (1.0 + strain)
strain = strain + 0.04

end_loop
end
set p_tab=1 start_n=0.25 ; Set table number & initial poros
make_tab ; Create the table
grid 10 5
model elastic
prop dens 2000 sh 0.7e8 bu 1e8 poros=start_n por_tab=p_tab
water bulk 2e8
set flow=off, ncwrite=50
fix y j=1
fix x i=1
fix x i=11
apply yvel=-1e-4 xvel=0 i=1,4 j=6 ; ... "footing" load
step 2000
save ff1_20.sav

;*** plot commands ****
;plot name: porosity contours
plot hold porosity fill inv
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Figure 1.53 Contours of porosity — note reduced porosity under the “footing”

For large strain mode (SET large), the volume strain is better approximated by

ev = 2(V − V◦)
(V + V◦) (1.159)

which leads to an alternative expression for porosity:

n = 1−
{2− ev

2+ ev
}
(1− n◦) (1.160)

This expression may be substituted inExample 1.20, instead of that given byEq. (1.158). Note
that the use of strain-dependent porosity will typically have little effect on the solution, and will
increase the execution time. An approach similar to the one described above may be taken if
strain-dependent permeability is required, but only the isotropic part of the permeability tensor,
(K11 + K22)/2, is determined from a given table; if the individual components are required to
change, then they should be changed directly by aFISH function.
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1.10.2 Plotting and Printing

Groundwater-related variables may be plotted in ways similar to those used for mechanical variables
(e.g., contours of pore pressure, properties, flow components and flow vectors). Effective stresses
may be printed and plotted with the keywordsesxx, esyy, etc. Two plots need further explanation:
PLOT head andPLOT sl.

PLOT head plots contours of

P

ρw g
+ Z

whereP is the pore pressure;

ρw is the density of water; and

Z is the vertical distance from some datum (which defaults to the location of
gridpoint (1,1)).

An alternative datum may be provided by theSET datum command. An error message will be given
if gravity is zero, sincehead would have no meaning in that case.

PLOT sl plots streamlines (i.e., lines that are tangent to the instantaneous flow vectors). A streamline
originates at every boundary zone in which the flow vector is directed inward. The streamlines are
not necessarily spaced equally, in the sense that an equal volume of fluid is transported between
each pair of neighboring streamlines. The set of streamlines and head contour will not, in general,
provide a conventional flow net; the streamlines follow the stream, but their spacing is arbitrary. It
is possible to use theTRACK logic andFISH to construct streamlines with conventional spacing.

Plots of streamlines and particle tracks may appear to be similar, but the streamlines correspond
to paths drawn through flow vectors at one frozen moment in time, whereas particle tracks record
successive positions over a finite period of time. Another name that has been used for a particle
track is a “streakline.” Sometimes the built-in streamline logic will not give streamlines where
they are needed. TheTRACK command may be used to construct streamlines starting from any
given locations — particles are injected at the desired locations. Then, say, 100 steps are done
with flow=on andmech=off, and the tracks are plotted. The parametertortuosity must be adjusted
to produce a reasonable number of segments in each plotted track. (Note that thetortuosity can be
given any value; for the purposes of this exercise, it doesn’t have to be realistic.)
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1.10.3 Inflow/Outflow Measurement

In a groundwater flow calculation that contains gridpoints with theFIX pp condition set, it is possible
to use theFISH grid variablegflow to measure total flow (in volume/time units) into the grid (sum
of positivegflows) and total flow out of the grid (sum of negativegflows). TheFISH functionqratio,
provided in theFISH library as file “QRATIO.FIS” (seeSection 3in theFISH volume) computes
inflow andoutflow, and histories of these variables can be taken to monitor the evolution towards
steady state. TheFISH function also computesqratio, which is the absolute difference ininflow
andoutflow values, divided by their mean. The value ofqratio is a dimensionless number that may
be used in a test for convergence. It is equivalent to the built-insratio variable. For an example
application, seeSection 1.8.4.3.

1.10.4 FISH Routines to Improve Convergence to Steady State

1.10.4.1 Fully Saturated Systems with Permeability Contrasts

As described inSection 1.4.3, if a steady-state flow solution is required, and there are substantial
variations in permeability across the grid, then thefluid bulk modulus scaling mechanism (SET
fastwb) may be invoked to speed the convergence by scaling local fluid bulk moduli inversely
proportional to permeabilities while keeping the critical timestep approximately the same for all
gridpoints.

Alternatively, we show that the mechanism can also be produced by appropriateFISH functions.
For example, theFISH functionspup (in theFISH library file “FMOD5.FIS” in Section 3in the
FISH volume) performs this scaling. The function is tested by adding the statement

call fmod5.fis

just before theSOLVE command for the basic-flow run inExample 1.2. The run now terminates
in roughly half the original number of steps, using the basic flow logic. The resulting flow and
pressure fields are almost identical to those of the original run. Note that the use ofspup requires
that the two extra arrays,ex 1 andex 2, are available for use.

It may be possible to make further improvement in convergence speed by using the functions
contained in the “TURBO.FIS” file in theFISH library. This file is providedfor experimental use
only. The scheme periodically makes an estimate of the changing slopes of the pressure histories at
all gridpoints and extrapolates them to an estimated steady state, using the fact that the convergence
must be of logarithmic form. To use this scheme, replace theSOLVE command for the basic-flow
run inExample 1.2with the lines

call fmod5.fis
call turbo.fis
solve
no turbo
step 500
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The run now converges roughly six times faster than the basic flow run. After convergence, a final
500 steps are taken to “clean up” the flow field, with turbo mode turned off: this removes any
residual noise left by the sudden jumps made by “TURBO.FIS.” As withspup, the first two extra
arrays are used by “TURBO.FIS.” The scheme should be used with great caution, and discontinued
if the results look at all strange.

1.10.4.2 Partially Saturated Systems with Permeability Contrasts

TheFISH-control acceleration schemes presented above may be applied to partially saturated sys-
tems that contain contrasts in permeability. Calling the file “FMOD5.FIS,” as discussed above, may
do differential fluid modulus scaling.Example 1.21illustrates the approach for the tunnel model
listed inExample 1.3, with a low value of 10,000 Pa set for fluid modulus, via theWATER bulk com-
mand, to speed convergence to steady state. The example also uses the accelerator “TURBO.FIS,”
as described above.

After runningExample 1.21, the histories of inflow and outflow may be plotted — seeFigure 1.54.
The jumpy nature of the plots comes from the periodic readjustment of the pressure field by the
turbo function. However, it is seen that the two flows converge towards one another.Figure 1.55
shows contours of pore pressure at steady state; the phreatic surface exhibits discontinuities in slope
where it crosses the permeability contrasts, comparable toFigure 1.14.

During differential modulus scaling (file “FMOD5.FIS”), themean fluid modulus is preserved at
the value set in theWATER bulk command. The comments made inSection 1.4.2.1about solution
stability also apply to systems with permeability contrasts. IfKw is set to 103 (instead of 104) in
Example 1.21, the inflow and outflow histories do not converge (Figure 1.56), and the flow field
(Figure 1.57) exhibits random vectors. Both indicators confirm that the solution is unstable, and
that a largerKw should be used.

Note that if an interface is present in the model, separating materials with different permeability,
“FMOD5.FIS” cannot be used directly. In order for “FMOD5.FIS” to operate properly, it is neces-
sary to modify the layers of zones adjacent to the interface such that the permeability is continuous
across the interface.
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Figure 1.54 Histories of inflow and outflow — tunnel example with
“FMOD5.FIS” and “TURBO.FIS”
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Figure 1.55 Pore pressure contours — tunnel example with
“FMOD5.FIS” and “TURBO.FIS”
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Figure 1.56 Histories of inflow and outflow — tunnel example withKw = 103
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Figure 1.57 Erroneous flow vectors — tunnel example with Kw = 103
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Example 1.21 Flow into a tunnel: grid contains permeability contrasts

config gwflow extra 5
grid 40,20
gen (0.0,0.0) (0.0,20.0) (20.0,20.0) (20.0,0.0) i 1 21
gen (20.0,0.0) (20.0,20.0) (80.0,20.0) (80.0,0.0) ratio 1.1,1.0 i 21 41
model elastic i=1,40 j=1,20
prop density 1 notnull
gen circle 0.0,8.0 4.0
gen circle 0.0,8.0 7.0
model null region 1 8
group ’null’ region 1 8
group delete ’null’
prop perm=1.0E-10 notnull ; "Baseline" permeability
prop perm=1.0E-11 region 6 8 ; Low permeability around tunnel
prop perm=1.0E-9 notnull j 18 20 ; High permeability in surface layer
set gravity=9.81
set mechanical=off
water bulk=1e4
water density=1000.0
call fmod5.fis
call turbo.fis
initial pp 200000.0 var 0.0,-200000.0
fix pp i 41
unmark
gen circle 0.0,8.0 4.0
fix pp mark
ini pp 0 mark
set echo off
call qratio.fis
history 1 qratio
history 2 inflow
history 3 outflow
history 4 gwtime
set sratio= 0.01
save ff1_21a.sav
history 999 unbalanced
solve
no_turbo
step 2000
save ff1_21b.sav
new
config gwflow extra 5
grid 40,20
gen (0.0,0.0) (0.0,20.0) (20.0,20.0) (20.0,0.0) i 1 21
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gen (20.0,0.0) (20.0,20.0) (80.0,20.0) (80.0,0.0) ratio 1.1,1.0 i 21 41
model elastic i=1,40 j=1,20
prop density 1 notnull
gen circle 0.0,8.0 4.0
gen circle 0.0,8.0 7.0
model null region 1 8
group ’null’ region 1 8
group delete ’null’
prop perm=1.0E-10 notnull ; "Baseline" permeability
prop perm=1.0E-11 region 6 8 ; Low permeability around tunnel
prop perm=1.0E-9 notnull j 18 20 ; High permeability in surface layer
set gravity=9.81
set mechanical=off
water bulk=1e3
water density=1000.0
call fmod5.fis
call turbo.fis
initial pp 200000.0 var 0.0,-200000.0
fix pp i 41
unmark
gen circle 0.0,8.0 4.0
fix pp mark
ini pp 0 mark
set echo off
call qratio.fis
history 1 qratio
history 2 inflow
history 3 outflow
history 4 gwtime
set sratio= 0.01
save ff1_21c.sav
history 999 unbalanced
step 15000
no_turbo
step 2000
save ff1_21d.sav
;*** plot commands ****
;plot name: inflow-outflow
plot hold history 2 line 3 line vs 4
;plot name: pp contours
plot hold pp int 5000.0 zero bound
;plot name: permeability
plot hold permeability block bound
;plot name: flow vectors
plot hold bound flow
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1.10.4.3 Non-steady Response of Phreatic Surface

As discussed inSection 1.4.2, the unsaturated fast flow scheme (SET funsat on) can determine
transient evolution of phreatic surface by exploiting the fact that there are two distinct time scales in
unsaturated fluid flow processes. In this section, we demonstrate how to implement the algorithm
in a FISH function.

Example 1.22resemblesExample 1.1, but performs the mechanism ofSET funsat from a FISH
function: the major steps within thebig jump alternate between a flow-field solution (high
modulus, small timestep) and a phreatic-surface migration (low modulus, large timestep). In the
first part, the phreatic surface does not change, but the flow field adjusts to the previous change
in the phreatic surface. In the second part, we take a small number of large timesteps so that the
phreatic surface migrates, but the flow field does not adjust. In this way, the two phenomena operate
within their characteristic time frames. The meaning of the majorFISH variables is given in the
listing.

In Figure 1.58, pressure in a representative zone is plotted against step number. Each “ripple” in the
plot corresponds to an adjustment of the flow field, for a fixed phreatic surface (since the timestep
is small during these episodes). The user must ensure that the flow field reaches a steady state
during each of these mini-solutions. In the example presented here, 500 timesteps are sufficient,
since the pressure history becomes horizontal at the end of each ripple. The same data is plotted
in Figure 1.59, but with groundwater time as thex-axis. The flow-field adjustments (discussed
above) appear in this plot as vertical lines, since there is almost zero time associated with them.
The almost-flat parts correspond to movement of the phreatic surface. In this example, there is little
change in pore pressure during the latter episodes, so the assumptions embodied in the method are
justified.

FLAC Version 5.0



FLUID-MECHANICAL INTERACTION — SINGLE FLUID PHASE 1 - 157

   FLAC (Version 5.00)

LEGEND

   20-Jan-05   8:13
  step     22875
Flow Time      1.1001E+08
 
HISTORY PLOT
   Y-axis :
   2 Pore pressure (  10,   4)
   X-axis :
Number of steps

 4   8  12  16  20  

(10        ) 03

 1.000

 1.500

 2.000

 2.500

 3.000

(10        ) 04

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.58 History of pore pressure versus step number
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Figure 1.59 History of pore pressure versus groundwater time
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In order to confirm the accuracy of the solution, the run is repeated withn jump=60 (i.e., with 60
major steps to cover the requested period rather than 30). The time history is shown inFigure 1.60;
it compares well with that ofFigure 1.59, indicating that both solutions accurately capture the
evolution of the phreatic surface.

An approach similar to the one described above could be used if mechanical interaction is to
be included (i.e., if consolidation takes place during the evolution of the phreatic surface). The
system could be brought to mechanical equilibrium during the first part of each major step. When
constructing a solution scheme for a particular application, always keep the natural time scale of
each process in mind.
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Figure 1.60 Example 1.22 with 60 major steps
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Example 1.22 Alternating scheme for true time evolution of phreatic surface using a FISH
function

config gw
grid 20 10
model mohr
ini x mul 2.0
prop dens 1500 sh 3e8 bul 5e8 cohes 5e5
prop perm 1e-10
model null i=16,20 j=3,10
set grav=10 flow=on mech=off ncw=50
water dens=1000
apply pp 1e5 var 0 -1e5 i=1
ini pp 0.4e5 var 0 -0.4e5 j=1,5
ini sat 0 j=6,11
ini sat 1 i=1
fix pp j=11
fix pp i=16 j=3,11
fix pp i=16,21 j=3
fix sat i=1
fix sat i=21
fix sat i=16,21 j=3
fix sat i=16 j=3,5
def big_jump

float low_mod high_mod
int n_ss
gw_inc = t_total / n_jump
target = 0.0
command

water bulk=high_mod
step 1000

end_command
loop nn (1,n_jump) ; "Major" steps

target = target + gw_inc
command

water bulk=high_mod
step n_ss ; Flow-field adjustment
water bulk=low_mod
solve age=target ; Phreatic-surface adjustment

end_command
end_loop

end
; high_mod ... fluid modulus for flow-field adjustment phase
; low_mod ... fluid modulus for phreatic-surface adjustment
; n_jump ... number of major steps to encompass given time
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; n_ss ... number of flow-field adjustment sub-steps
; t_total ... total groundwater time to be modeled
set high_mod=2e9 low_mod=1e5 n_jump=30 n_ss=500
set t_total=11e7 sratio 0.0
hist gwtime
his pp i 10 j 4
his nstep=20
big_jump
save ff1_22a.sav

;*** plot commands ****
;plot name: pore pressure vs steps
plot hold history 2 line
;plot name: pore pressure vs time
plot hold history 2 line vs 1
;plot name: pp
plot hold pp fill bound

1.10.5 Implicit Solution

FLAC uses an explicit solution scheme by default. However, this sometimes leads to quite a small
timestep. When conditions are changing rapidly this is usually appropriate but, for slowly changing
conditions, we may wish to use a larger timestep. An implicit solution scheme is provided, invoked
by theSET implicit command in conjunction withSET gwdt, which specifies the timestep to be used.
Any timestep may be used, since the scheme is unconditionally stable, but large timesteps may not
be very accurate if they exceed the time scale of important transients in the system.

WARNING! Only fully saturated systems may be modeled implicitly. If the saturation in any zone
falls below 1, the solution will be invalid.

If the implicit option is selected, an iterative method is used to obtain the solution within each
timestep. Each iteration takes approximately the same computation time as one explicit timestep.
There may be situations in which the implicit scheme takes longer to reach a given groundwater
time than the explicit scheme — for example, if the implicit timestep is set to 10 times the explicit
step but each step takes 15 iterations, then nothing is gained. Some experimentation should be done
before committing to a series of large runs.
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1.10.6 FISH Variables

The following scalar variables are available in aFISH function to assist with fluid-flow analysis.

gwtdel fluid-flow timestep

gwtime fluid-flow time

wbiot Biot coefficient

wbulk bulk modulus of fluid

wdens density of water

The followingFLAC grid variables can be accessed and modified by aFISH function.

fmod gridpoint fluid modulus

ftens gridpoint fluid tension limit

gpp gridpoint pore pressure

sat gridpoint saturation

The followingFLAC grid variable can be accessed but cannot be modified by aFISH function.

gflow out-of-balance flow discharge at a gridpoint

The followingFLAC zone variables can be accessed but cannot be modified by aFISH function.

pp zone pore pressure

xflow x-component of the zone flow vector

yflow y-component of the zone flow vector

Also, fluid-flow property values may be accessed (changed, as well as tested) in aFISH function.
See thePROPERTY command inSection 1in theCommand Reference) for a list of the fluid-flow
properties.
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3 LIBRARY OF FISH FUNCTIONS

This section contains a library of FISH functions that have been written for general application in
FLAC analysis. The functions can be used for various aspects of model generation and solution,
including grid generation, plotting, assigning material properties and solution control.

The functions are divided into seven categories:

(1) model generation;

(2) general utility;

(3) plotting;

(4) solution control;

(5) constitutive model;

(6) groundwater analysis; and

(7) special purpose.

The functions and their purpose are summarized by category in Tables 3.1 to 3.7. Each function is
described individually, and an example application is given in this section. The functions are listed,
after the tables, in alphabetical order by filename (with the extension “.FIS”).

The FISH function files for the first six categories are FLAC-specific and are contained in the
“\FISH\3-LIBRARY” directory. The files in the seventh category will operate with other Itasca
programs, such as FLAC3D or UDEC, as well as FLAC. These files are contained in the “\Fishtank”
directory.

The general procedure to implement these FISH functions is performed in four steps.

1. Make sure you have enough extra arrays (CONFIG extra=n). n should be equal
to or greater than the number of extra arrays noted in Tables 3.1 to 3.7.

2. The FISH file is first called by the FLAC data file with the command

call filename.fis

If the selected FISHfunction requires other FISHfunctions to operate, as noted
in Tables 3.1 to 3.7, these must also be in the working directory.

3. Next, FISH variables, if listed in Tables 3.1 to 3.7, must be set in the data file
with the command

set var1 = value var2 = value ...

where var1, var2, etc. are the variable names given in Tables 3.1 to 3.7, which
must be set to specified values.
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If properties are required for FISH constitutive models (see Table 3.5), these
are supplied with the PROPERTY command — i.e.,

property prop1=value prop2=value ...

for which prop1, prop2, etc. are property names.

4. Finally, the FISHfunction is invoked by entering the command (or commands)
noted in Tables 3.1 to 3.7.

The FISH functions interact with FLAC in various ways. The user should consult Section 2.5 for
a description of the different types of linkages between FISH and FLAC. It is recommended that
users review the tables in this section and the files in the “\FISH\3-LIBRARY” directory for FISH
functions which may assist them with their FLACanalyses or provide a guide to develop their own
FISH functions.
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Table 3.1 Model generation FISH functions
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Table 3.2 General utility FISH functions

Filename 
(.FIS)

Command Purpose Variables 
SET before 

use

Number of 
Extra Grid 
Variables 
(CONFIG 

extra) 

Other FISH 
Function 
Required 

(.FIS) 

BOUNG  finds boundary gridpoints  1 

BOUNZ  finds boundary zones  1 

PRSTRUC pr_struc prints selected structural b_space 0 

element variables

PS3D ps3d computes 3D principal stresses  3 

REGION region sets extra variables for i_reg 1 

gridpoints inside a region j_reg
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Table 3.3 Plotting FISH functions

Filename 
(.FIS)

Command Purpose Variables 
SET before 

use

Number of Extra 
Grid Variables 
(CONFIG extra) 

Other FISH 
Function 

Required (.FIS) 

DISPMAG disp_mag calculates displacement magnitude at  1 

grid point to generate contour plot

EXTRAP extrap_to_gp extrapolates zone-based field to gp_avg 4 LUDA

gridpoints to generate contour plots 

that extend to model boundaries

MCFOS mc_fos plots strength/stress ratios for  4 PS3D

different Mohr-Coulomb materials

PQ history qs calculates stress points p and q  iv   jv 0 

history ps to generate  a p-q diagram

PS ps plots phreatic surface  1 
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Table 3.4 Solution control FISH functions

Filename 
(.FIS)

Command Purpose Variables SET 
before use

Number of 
Extra Grid 
Variables 

(CONFIG extra) 

Other FISH 
Function 
Required 

(.FIS) 

SERVO servo control to minimize inertial high_unbal 0 

response to applied conditions low_unbal

high_vel

ZONK zonk gradually extracts region of    i1 j1 7 

relax zones to simulate excavation    i2 j2

n_small_steps

n_big_steps
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Table 3.5 Constitutive model FISH functions

Filename 
(.FIS)

Command 
(Model Name)

Purpose Properties

Number of 
Extra Grid 
Variables 
(CONFIG 

extra) 

Other FISH 
Function 
Required 

(.FIS) 

CAMCLAY m_camclay FISH  version of m_g m_pc 0 
modified Cam-clay m_k m_p1

model m_kappa m_poiss

m_lambda m_vl

m_m m_v0

DRUCKER m_drucker FISH  version of m_g m_qdil 0 
Drucker-Prager failure m_k m_qvol

model m_kshear m_ten

DY m_dy FISH version of m_g m_ctab 0 
double yield model m_h m_ftab

m_coh m_dtab

m_fric m_ttab

m_dil

m_ten

ELAS m_elas FISH  version of m_g 0 
elastic-isotropic model m_h

FINN finn pore pressure ff_g ff_k 0 
generation model ff_fric ff_dil

based on Finn ff_ten ff_c1

approach ff_c2 ff_c3

ff_c4 ff_latency

HOEK supsolve generates a Hoek-Brown mmi* mmr 0 
failure surface by ssi ssr

manipulating the Mohr- sc ns

Coulomb model nsup

HYP hyper elastic hyperbolic law b_mod y_initial 0 
yield

MDUNCAN m_duncan
FISH  version of Duncan-
Chang model

d_bulk d_coh 0 

d_gmax d_k

d_kb d_kmax

d_ku d_m

d_n d_nu

d_pa d_rf

d_shear d_ssmax

d_fric

MOHR m_mohr FISH  version of Mohr- m_g m_k

Coulomb failure model m_coh m_fric

m_dil m_ten

SS m_ss FISH  version of strain m_g m_k 0 
hardening/softening m_coh m_fric

model m_dil m_ten

m_ctab m_ftab

m_dtab

SSCAB bond_s adjusts bond strength sbond 0 
along a cable to    versus

simulate softening shear

behavior disp

SSINT int_var adjusts material coh_tab* 0 
properties locally fri_tab

along an interface

to simulate strain-

softening behavior

UBI m_ubi FISH  version of m_g m_k 0 
ubiquitous joint model m_coh m_fric

m_dil m_ten

m_jfric m_jcoh

m_jten m_jang

*Properties for this model are specified with the SET command.
Note that if two different FISH constitutive models are used at the same time, there may be a conflict with property names.
Properties should be renamed in this case.
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Table 3.6 Groundwater analysis FISH functions

Filename 
(.FIS)

Command Purpose Variables 
SET 

before use

Number of 
Extra Grid 
Variables 

(CONFIG extra) 

Other FISH 
Function 
Required 

(.FIS) 

FMOD5 spup scales fluid bulk modulus using  2 

permeability and zone dimensions to

speed convergence to steady state

ININV ininv initializes stresses and pore wth 0 

pressures as a function of k0x

depth (no voids) k0z

INIV i_stress initializes stresses and pore  k0 0 

pressures as a function

of depth (with voids)

PS ps plots phreatic surface  1 

QRATIO hist qratio calculates relative amount  0 

unbalanced flow

TURBO  extrapolates pore pressure change to  2 FMOD5

speed convergence to steady state
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Table 3.7 Special purpose FISH functions

Filename 
(.FIS)

Command Purpose Variables Set Number of 
Extra Grid 
Variables 
(CONFIG 

extra) 

Other 
FISH 

Function 
Required 

(.FIS) 

DER derivative finds the derivative of a der_in der_out 0

table of values

ERFC erf finds the error function of e_val 0

e_val

erfc complementary error e_val

function of e_val

EXPINT exp_int finds the exponential e_val 0

integral of e_val

FILTER filter filters acceleration record fc 0

to remove frequencies filter_in

above specified level filter_out

FFT fftransform finds the fast Fourier fft_in fft_out 0

transform power spectrum

of a table of values

FROOT froot finds the root of a function c_x1 0

bracketed in an interval c_x2

func

val

INT integrate finds the integral of a table int_in int_out 0

of values

LUDA ludcmp solves systems of lu_nn 0

lubksb equations using 

LU—decomposition

NUMBER number printing a floating-point given 0

number with user-specified

precision

SPEC spectrum finds the response acc_in sd_out 0

spectrum of an sv_out sa_out

accelerogram pmin pmax

damp n_point
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Generating a Lined Tunnel Segment

Segments of excavations can be lined with structural beam elements by invoking the FISH routine
“BEAM. FIS.” This function creates a series of STRUCT beam commands along the segment of
the boundary selected by the user. The function “BOUNG. FIS” is called by “BEAM. FIS” to first
identify boundary gridpoints. The user sets the starting gridpoint (ib,jb) and ending gridpoint
(ie,je) for the beam elements by using the SET command. STRUCT beam commands are generated
between all gridpoints along the selected boundary. Note that the grid must be on the left of the
direction implied by the starting gridpoint and ending gridpoint for the liner generation. The material
property number for the structural elements can be set via SET nprop. The default is nprop = 1.
If only the beginning gridpoint is specified, ie and je default to ib,jb so that a closed lining will
be created. Note that this function only works correctly for internal boundaries.

The example data file “BEAM.DAT” illustrates the use of “BEAM.FIS” to create a lining for a
horseshoe-shaped tunnel starting at gridpoint ib = 6, jb = 6 and ending at gridpoint ie =
16, je = 6.

Data File “BEAM.DAT”

config ex 1
grid 20 20
mod elas
gen arc 10,10 15 10 180
mark i=1,16 j=6
mark j=6,11 i=6
mark j=6,11 i=16
mod null region 6,6
ca beam.fis
set ib=6 jb=6 ie=16 je=6
beam
plot hold beam
return
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   FLAC (Version 5.00)

LEGEND

   26-Mar-05  15:41
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Figure 1 Lined horseshoe-shaped tunnel
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Finding Boundary Gridpoints and Zones

It is often useful to identify which gridpoints or zones lie along the external boundary or internal
boundaries of a model. This allows the user to perform operations on these gridpoints or zones
directly, rather than search the entire grid whenever these entities must be identified. For example,
it may be necessary to monitor tunnel closure or calculate stresses and displacements at the outer
boundary. It is also useful to know internal boundary gridpoints to assist with the input of structural
element commands — for example, to generate lined tunnel segments (see “BEAM.FIS”).

Two FISH functions, boung and bounz, which identify gridpoints or zones which lie along
external or internal boundaries, are available. When “BOUNG.FIS” or “BOUNZ.FIS” is called,
the gridpoints or zones that are on a boundary are identified by the integer value 1; otherwise, they
are assigned integer 0 in the grid variable ex 1. The user may type

print ex 1

to check this assignment. Note that the CONFIG extra command must be specified to have the extra
grid variable available.

In the example data file “BOUNG.DAT,” boundary gridpoints are identified using “BOUNG.FIS”
and fixed for visual illustration.

Data File “BOUNG.DAT”

config ex 1
grid 20 20
mod elas
gen arc 10,10 15 10 180
mark i=1,16 j=6
mark j=6,11 i=6
mark j=6,11 i=16
mod null region 6,6
ca boung.fis
def fix it

loop ii (1,igp)
loop jj (1,jgp)

if ex 1(ii,jj) = 1 then
command

fix x i=ii j=jj
end command

end if
end loop

end loop
end
fix it
plot hold bou bla fix
return
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   FLAC (Version 5.00)
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Figure 1 Boundary gridpoints identification
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Modified Cam-Clay FISH Model

The file “CAMCLAY.FIS” contains a FISH function which duplicates the built-in modified Cam-
clay plasticity model in FLAC3D. The detailed explanation of the model is provided in Section 2.4.7
in Theory and Background. The function is named m camclay and requires that the following
parameters be specified with the PROPERTY command:

m g shear modulus

m k maximum elastic bulk modulus

m kappa slope of elastic swelling line, κ

m lambda slope of normal consolidation line, λ

m m material constant, m

m p1 reference pressure, p1

m pc preconsolidation pressure, pc

m poiss Poisson’s ratio, ν

m vl specific volume at reference pressure on normal consolidation line,
vλ

m v0 initial value of specific volume, v0

These parameters default to zero if not specified. In addition, the user has access to

m e total volumetric strain

m ep plastic volumetric strain

m ind state indicator:

0 elastic

1 plastic

2 elastic now, but plastic in past

m kc current elastic bulk modulus

m p mean effective pressure

m q deviator stress

m v specific volume
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The following data file exercises the FISH Cam-clay model for a normally consolidated material
subjected to several load-unload excursions in an isotropic compression test. Note that the initial
specific volume must be set to a value consistent with the initial effective pressure and the choice
of model parameters before the Cam-clay model can be invoked (see Section 2.4.7.8 in Theory
and Background). This is accomplished by entering the FISHcommand set v0 before stepping.
set v0 is defined in “CAMCLAY.FIS.”

This test was also performed with the built-in model; see Example 3.43 in the User’s Guide. The
results from the FISH model are identical to the built-in model.

Data File “CAMCLAY.DAT”

; Isotropic compression test on Cam-clay sample (drained)
; using CAMCLAY.FIS FISH function
;
config axis
g 1 1
tit

Isotropic compression test for normally consolidated soil
; --- model properties ---
call camclay.fis
model m camclay
prop m g 250. m k 10000. dens 1
prop m m 1.02 m lambda 0.2 m kappa 0.05
prop m pc 5. m p1 1. m vl 3.32
; --- boundary conditions ---
fix y
fix x
ini sxx -5. syy -5. szz -5.
ini yvel -0.5e-4 j=2
ini xvel -0.5e-4 i=2
; --- fish functions ---
; ... numerical values for p, q, v ...
def path

s1 = -syy(1,1)
s2 = -szz(1,1)
s3 = -sxx(1,1)
sp = (s1 + s2 + s3)/3.0
sq = sqrt(((s1-s2)*(s1-s2)+(s2-s3)*(s2-s3)+(s3-s1)*(s3-s1))*0.5)
sqcr= sp*m m(1,1)
lnp = ln(sp)
svol = m v(1,1)
mk = m kc(1,1)
mg = m g(1,1)

end
; ... loading-unloading excursions ...
def trip
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loop i (1,5)
command

ini yv -0.5e-4 xv -0.5e-4
step 300
ini xv mul -.1 yv mul -.1
step 1000
ini xv mul -.1 yv mul -.1
step 1000

end command
end loop

end
; --- histories ---
his nstep 20
his unbal
his path
his sp
his lnp
his sq
his sqcr
his svol
his mk
his mg
his ydisp i=1 j=2
; --- test ---
set v0 ; see CAMCLAY.FIS
trip
; --- results ---
plot his 3 vs -10 hold
plot his 7 vs 4 hold
plot his 8 9 vs -10 hold
save c cfish.sav
ret
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Figure 1 Pressure versus displacement
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Figure 2 Specific volume versus ln p
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Figure 3 Bulk and shear moduli versus displacement
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Two-Hole Radial Mesh

The FISHfile “DDONUT.FIS” creates a radial mesh with two holes. The mesh is symmetric about
a vertical line through the center of the grid. The following variables are set to define the mesh:

distance distance between hole centroids

h to w ratio of total height to half the model width

ratio ratio of zone size change outside the rtrans region

rmax distance from hole centroid to outer boundary

rmin internal radius of holes

rtrans radial distance from hole centroid within which the zone ratio = 1

rz number of zones within distance rtrans

The data file “DDONUT.DAT” illustrates the use of this FISH function. Note that there must be an
odd number of zones in the i-direction and an even number in the j -direction.

Data File “DDONUT.DAT”

g 81 160
model el
call ddonut.fis
set rmin 0.0142 rmax 0.20 rtrans 0.050 rz 20 ratio 1.05
set h to w 2.0 distance 0.142
ddonut
plot hold grid
ret
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   FLAC (Version 5.00)
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Figure 1 Two-hole model
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Figure 2 Zoning in the vicinity of holes
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Finding the Derivative of a FLAC Table

The FISHfile “DER.FIS” integrates the values of a table and returns another table. The ID number
of the input table is defined by der in, and the output table is defined by der out. Both of these
numbers can be specified using the SET command. If the output table already exists, all entries in
it will be deleted (see “TABDEL.FIS”) and replaced with new values. If the output table does not
exist, one will be created.

The function calculates the slopes between points in the input table and locates the value midway
between the points on the output table. Therefore, there will be n-1 points in the resulting table if
there are n points in the source table.

Figure 1 shows the result of taking the derivative of a simple cosine wave. Table 1 is the input data,
and Table 2 is the output. The input data are read using the HISTORY read command followed by a
HISTORY write command to copy the data into a table.

Data File “DER.DAT”

new
gr 1 1
title
Example of DERIVATIVE FISH function
hist read test01.his
hist write 1 table 1
;
ca tabdel.fis
ca der.fis
;
set der in 1 der out 2
derivative
;
plot hold table 1 line 2 line
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  11:31
  step         0
 
Table Plot
  Table   2

  Table   1

 2   4   6   8  10  12  14  16  18  

-1.000

-0.800

-0.600

-0.400

-0.200

 0.000

 0.200

 0.400

 0.600

 0.800

 1.000

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1 Derivative of a FLAC table (table 1 is a cosine wave; table 2 is
the derivative)
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Plotting Displacement Magnitude Contours

The user may write a function to calculate special grid variables for plotting. For example, when
the function disp mag is invoked, the displacement magnitudes are calculated at all gridpoints in
the model and stored in the FISHgrid variable ex 1. This array can then be plotted with the PLOT
command. By typing

plot ex 1 fill alias ’displacement magnitude’

a filled contour plot will be generated. Note that this function requires that one extra grid variable
be designated via the CONFIG extra command. The keyword alias is added to rename ex 1 to
displacement magnitude in the plot legend. Figure 1 shows the plot.

Data File “DISPMAG.DAT”

config extra 1
call dispmag.fis
grid 5 5
mod el
prop dens 1000 bulk 2e8 sh 1e8
set grav 10
fix x y j 1
step 100
disp mag
plot hold ex 1 fill alias ’displacement magnitude’
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04   9:35
  step       100
 -8.333E-01 <x<  5.833E+00
 -8.333E-01 <y<  5.833E+00

displacement magnitude
        0.00E+00           
        5.00E-05           
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Figure 1 Contours of displacement magnitude
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Donut-Shaped Radial Mesh

The FISH file “DONUT.FIS” creates a donut-shaped mesh in which each gridpoint is defined by
polar coordinates alfa and ro. This function is similar to that in “HOLE.FIS,” and the same FISH
variables are set with the SET command. The outer boundary is circular though, and the ATTACH
command is used to connect the grid into a donut shape.

It should be noted that the IEB command, at present, cannot be used with this mesh because the
infinite elastic boundary does not recognize the attached grid.

Data File “DONUT.DAT”

grid 10 40
m e
call donut.fis
set rmin=1 rmul=10 gratio=1.1
donut
plot hold grid
return

   FLAC (Version 5.00)

LEGEND

   12-Apr-04   9:37
  step         0
 -1.335E+01 <x<  1.335E+01
 -1.335E+01 <y<  1.335E+01

Grid plot
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Figure 1 Donut-shaped mesh
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Drucker-Prager FISH Model

The file “DRUCKER.FIS” contains a FISH function which duplicates the built-in Drucker-Prager
plasticity model. The detailed explanation of the model is provided in Section 2.4.1 in Theory and
Background. The function is named m drucker and requires that the following parameters be
specified with the PROPERTY command:

m g shear modulus

m k bulk modulus

m kshear material parameter, kφ

m qdil material parameter, qk

m qvol material parameter, qφ

m ten tensile strength

These parameters default to zero if not specified.

In addition, the user has access to:

m ind state indicator:

0 elastic

1 plastic shear

2 elastic now, but plastic in past

3 plastic tensile

The following problem compares the FISHmodel to the built-in Drucker-Prager model. The built-
in model is used for zones in the left half of the model. The FISH function is used for zones in the
right half.

Data File “DRUCKER.DAT”

g 12 10
gen 0,0 0,25 30,25 30,0

model drucker i=1,6
prop den 2500 bulk 1.19e10 shear 1.1e10 i=1,6
prop kshear 2.94e6 qvol 1.04 ten 2e6 i=1,6

call drucker.fis
model m ss i=7,12
prop den 2500 m k 1.19e10 m g 1.1e10 i=7,12
prop m kshear 2.94e6 m qvol 1.04 m ten 2e6 i=7,12
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ini xv 1e-6 i=1
ini xv -1e-6 i=13
fix x y i=1
fix x y i=13

his nstep 100
his unbal
his xdisp i=1 j=1
his sxx i=6 j=1
his sxx i=6 j=5
his sxx i=6 j=10
step 15000
plot hold bou estress disp
save drucker.sav
return

   FLAC (Version 5.00)

LEGEND

   12-Apr-04   9:43
  step     15000
 -1.883E+00 <x<  3.188E+01
 -4.383E+00 <y<  2.938E+01

Boundary plot
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Figure 1 Comparison of stresses and displacements
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Double-Yield FISH Model

The file “DY.FIS” contains a FISH function which duplicates the built-in double-yield plasticity
model. The detailed explanation of the model is provided in Section 2.4.6 in Theory and Back-
ground. The function is named m dy and requires that the following parameters be specified with
the PROPERTY command (for reference, corresponding built-in property names are indicated in
parentheses):

m g shear modulus (shear mod)

m k bulk modulus (bulk mod)

m coh cohesion (cohesion)

m fric friction angle (friction)

m dil dilation angle (dilation)

m cpmax current cap pressure (cap pressure)

m dymul moduli multiplier (multiplier)

m epvol accumulated plastic volumetric strain (ev plas)

m ctab number of cohesion table (ctable)

m ftab number of friction table (ftable)

m dtab number of dilation table (dtable)

m ttab number of tension table (ttable)

m cptab number of cap pressure table (cptable)

m ten tensile strength (tension)

These parameters default to zero if not specified.

In addition, the user has access to:

m epdev accumulated plastic shear strain

m epten accumulated plastic tensile strain
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m ind state indicator:

0 elastic

1 plastic shear and/or volume

2 elastic now, but plastic in past

3 plastic tensile

The following problem compares the FISHmodel to the built-in double-yield model in a volumetric
loading/unloading test. The built-in model is used for the bottom zone, and the FISH function for
the top zone, of the model.

Data File “DY.DAT”

title
Volumetric loading/unloading using dy and m dy models

config axi
g 1 3

ca dy.fis
mo m dy j=3
pro m k 1110e6 m g 507.7e6 m pctab 1 m dymul 10 j=3
pro den 1000 m coh 1e10 m ten 1e10 j=3
table 1 0 0 1 1.1e7

mo null j=2

mo dy j=1
pro bu 1110e6 sh 507.7e6 cptable 1 mul 10 j=1
pro den 1000 coh 1e10 ten 1e10 j=1

fix x i 2 j=1,2
fix y
ini yvel -1e-6 j=2
ini xvel -1e-6 i=2 j=1,2

fix x i 2 j=3,4
ini yvel -1e-6 j=4
ini xvel -1e-6 i=2 j=3,4

hist syy i=1 j=1
hist ydis i=1 j=2

hist syy i=1 j=3
hist ydis i=1 j=4
step 1000
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ini xv mul -.1
ini yv mul -.1
step 900
plot hold his -1 -3 cross vs -2
plot hold his -2 -4 cross
ret

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  12:20
  step      1900
 
HISTORY PLOT
   Y-axis :
Rev_Ave. SYY      (   1,   1)

Rev_Ave. SYY      (   1,   3)

   X-axis :
Rev_Y displacement(   1,   2)
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Figure 1 Comparison of vertical stress versus displacement for FISH
model and DY model
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Elastic FISH Model

The file “ELAS.FIS” contains a FISH function which replicates the built-in elastic-isotropic model
in FLAC. The detailed explanation of the model is provided in Section 2.3.1 in Theory and Back-
ground. The function is named m elas and requires that the following parameters be specified
with the PROPERTY command:

m g shear modulus

m k bulk modulus

These parameters default to zero if not specified. The user also has access to:

m dvol volumetric strain increment (for one sub-zone)

m vol accumulated volumetric strain

The following problem compares the FISHmodel to the built-in elastic-isotropic model. The built-
in model is used for zones in the left half of the model. The FISH function is used for zones in the
right half of the model.

Data File “ELAS.DAT”

g 12 10
gen 0,0 0,25 30,25 30,0

model elas i = 1,6
prop den 2500 bulk 1.19e10 shear 1.1e10 i=1,6

call elas.fis
model m elas i = 7,12
prop den 2500 m k 1.19e10 m g 1.1e10 i=7,12

ini xv 1e-6 i=1
ini xv -1e-6 i=13
fix x y i=1
fix x y i=13
his nstep 100
his unbal
his xdisp i=1 j=1
his sxx i=6 j=5
his sxx i=7 j=5
step 15000
save elas.sav
plot hold bou est disp
return
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04   9:46
  step     15000
 -1.689E+00 <x<  3.169E+01
 -4.189E+00 <y<  2.919E+01

Boundary plot
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Figure 1 Comparison of stresses and displacements
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Error Function and Complementary Error Function

The file “ERFC.FIS” contains two FISH functions that calculate the error function:

erf(x) = 2√
π

∫ x

0
e−t2dt

and complementary error function

erfc(x) = 2√
π

∫ ∞
x

e−t2dt

of a real variable x using the rational approximation in section 7.1.26 in Abramowitz and Stegun
(1970). The error magnitude is less than 1.5 × 10−7. The value of x is defined by e val; the
functions erf and erfc return the corresponding function value. The following data file plots
functions erf and erfc in the interval [0, 1.5].

Data File “ERFC.DAT”

new
title
Error and Complementary Error Functions

ca erfc.fis
def plot erf

dx = 1.5/20.
e val = -dx
loop ii (1,21)

e val = e val + dx
xtable(1,ii) = e val
ytable(1,ii) = erf
xtable(2,ii) = e val
ytable(2,ii) = erfc

end loop
end
plot erf
plot hold table 1 line 2 line alias ’1: erf 2:erfc’ min 0
ret
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Reference

Abramowitz, M., and I. A. Stegun. Handbook of Mathematical Functions. New York: Dover
Publications, Inc., 1970.
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LEGEND

   12-Apr-04  11:35
  step         0
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Figure 1 Error and complementary error functions
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Exponential Integral Function

The file “EXPINT.FIS” contains a FISHfunction which calculates the exponential integral function

E1(x) =
∫ ∞
x

e−t

t
dt

of a real and positive variable x, using polynomial approximations in sections 5.1.53 and 5.1.54 in
Abramowitz and Stegun (1970). The error magnitude is less than 2× 10−7 for x ≤ 1, and less than
5× 10−5 for x > 1.

The value of x is defined by e val, and the function exp int returns the corresponding value of
E1. The following data file plots function E1 in the interval [0,1.6].

Data File “EXPINT.DAT”

new
title
Exponential Integral Function

ca expint.fis
def plot e1

dx = 1.6/20.
e val = 0.
loop ii (1,20)

e val = e val + dx
xtable(1,ii) = e val
ytable(1,ii) = exp int

end loop
end
plot e1
plot hold table 1 line min 0
ret

Reference

Abramowitz, M., and I. A. Stegun. Handbook of Mathematical Functions. New York: Dover
Publications, Inc., 1970.
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  11:37
  step         0
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Figure 1 Exponential integral function
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Extrapolating a Zone-Based Field to Gridpoints

The contour-plotting logic in FLAC can be applied to either zone-based (e.g., stress) or gridpoint-
based fields (e.g., displacement). Because the zone-based values are assumed to be constant over
each FLAC zone, the contours generated for such fields do not extend to the model boundaries,
whereas the gridpoint-based fields do extend to the model boundaries. The FISHfunction extrap
extrapolates a zone-based field to gridpoints. Thus, a contour of the extrapolated field will extend
to the model boundaries.

The function operates upon the values in the FISH grid variable ex 1, and stores the extrapolated
values in the FISHgrid variable ex 2. (The values in ex 1 are assumed to be zone-based, and the
output values in ex 2 are gridpoint-based.) A filled contour plot of the extrapolated field, along
with the model boundaries, can be generated by typing

plot ex 2 fill bound

Note that this function requires that four extra grid variables be designated via the CONFIG extra
command.

Two different procedures are available to perform the extrapolation: a simple averaging and a least-
squares fit. In the simple averaging procedure (invoked by setting the variable gp avg to 1), the
value at each gridpoint is taken to be the average of the values from all non-null zones that use
the gridpoint. In the least-squares-fit procedure (invoked by setting the variable gp avg to 0), the
value at each gridpoint is found by assuming that the field can be described locally by the bilinear
function

f (x, y) = a0 + a1x + a2y + a3xy (1)

where ai are undetermined coefficients, and x and y are the global problem coordinates. The ai
values are found by sampling the function at the centroids of six nearby zones and performing a
least-squares-fit. The value at the gridpoint is then found by evaluating the function at the gridpoint
location.

Both extrapolation procedures operate in linear time — i.e., the execution time depends linearly
on the number of gridpoints. The simple averaging procedure requires less execution time than
the least-squares-fit procedure. Also, the simple averaging procedure will always produce fully
symmetric contours for symmetric problems, while the least-squares-fit procedure may not. This
behavior arises because the six nearby sampling locations are not guaranteed to be placed sym-
metrically for two symmetric gridpoints. The least-squares-fit procedure is the default, and is
recommended for best accuracy.

An example problem demonstrating the use of the FISH function extrap is provided in the data
file below. A circular hole in a block of elastic material loaded by gravity, and free to expand
laterally at its base, is modeled. Symmetry conditions are employed such that only one-half of the
system is modeled; the grid is shown in Figure 1. A contour plot of the vertical stresses, generated
using the PLOT syy command, is shown in Figure 2. Note that the contours do not extend to the
model boundaries. The results of invoking the FISH function extrap using both of the available
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extrapolation procedures in turn are shown in Figures 3 and 4. Both of these plots were generated
using the PLOT ex 2 bound command after performing the extrapolation.

Data File “EXTRAP.DAT”

; Half of symmetric model of tunnel in elastic material,
; loaded by gravity and free to slide at base.
;
new
config extra=5
;
def fill ex1 syy

; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = syy(i,j)

end loop
end loop

end
;
grid 10 20
model elastic
gen circle 0.0 10.0 2.0 ; mark hole
model null region 1,11 ; make hole zones null
prop dens=1000 shear=0.3e8 bulk=1e8
set grav=9.81
fix x i=1
fix y j=1
solve
sclin 1 8.0 0.0 8.0 20.0
sav sag1.sav
title
Demonstration of extrap FISH function (grid and fixity)
plo hold grid fix
title
Demonstration of extrap FISH function (no extrapolation)
plo hold syy bound
;
call extrap.fis
fill ex1 syy
;
set gp avg=1
extrap to gp
title
Demonstration of extrap FISH function (simple average extrapolation)
plo hold bound ex 2 alias ’yy-stress contours’
;
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set gp avg=0
extrap to gp
title
Demonstration of extrap FISH function (least-squares-fit extrapolation)
plo hold bound ex 2 alias ’yy-stress contours’
;
return

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  10:05
  step      1062
 -8.333E+00 <x<  1.833E+01
 -3.333E+00 <y<  2.333E+01
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Figure 1 Grid and boundary conditions used for example problem
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  10:04
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Figure 2 Vertical stress contours generated via the PLOT SYY command
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LEGEND

   12-Apr-04  10:04
  step      1062
 -8.333E+00 <x<  1.833E+01
 -3.333E+00 <y<  2.333E+01
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Figure 3 Vertical stress contours generated after extrapolating the zonal-
based values to gridpoints using the simple averaging procedure
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  10:05
  step      1062
 -8.333E+00 <x<  1.833E+01
 -3.333E+00 <y<  2.333E+01
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Figure 4 Vertical stress contours generated after extrapolating the zonal-
based values to gridpoints using the least-squares-fit procedure
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Finding the Fast Fourier Transform Power Spectrum of a FLAC Table

The FISHfile “FFT.FIS” performs a Fast Fourier Transform on a table of data, resulting in a power
spectrum that is output to another table. The ID number of the input table is defined byfft in, and
the output table is defined by fft out. The output table with the same table number, fft out,
must not exist before the call of the file “FFT.FIS.” Both fft in and fft out must be specified
in a separate FISH function, defined and executed beforethe call to “FFT.FIS.”

There are several definitions for a power spectrum. The one used here is adapted from Press et al.
(1992). The power spectrum is a set of N/2 real numbers defined as:

P0 = 1

N2
∗ (|f0|)2 (1)

Pk = 1

N2
∗ [(|fk|)2 + (|fN−k|)2] (2)

PN
2
= 1

N2
∗ (|fN

2
|)2 (3)

where:N is half the number of points in the original data field;
P is the power spectrum output;
f is the result of the Fast Fourier Transform of the original data; and

k varies from 0 to N
2 .

Note that an array, worka, is used to manipulate the table data. The array dimension (FISHvariable
n point) is defined from the following conditions: (1) to be greater than the number of elements
in the input table; and (2) to be a power of 2. (The array dimension need not be declared manually.)
The fft algorithm requires input data with a constant timestep. So, a timestep is calculated, and
the data are interpolated from the table and stored into the array for processing.

The following example verifies the fft FISH function. The history input is the sum of a sine wave
at 1 Hz and an amplitude of 1, a cosine wave at 5 Hz and an amplitude of 2, and a sine wave at 10 Hz
and an amplitude of 3. The combined history input is calculated by the FISH function cr tab.
The input is plotted in Figure 1. The power spectrum shown in Figure 2 consists of three sharp
peaks at 1, 5 and 10 Hz, with increasing peak values.

Reference

Press, W. H., B. P. Flannery, S. A. Teukolsky and W. T. Vetterling. Numerical Recipes in C.
Cambridge: Cambridge University Press, 1992.
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Data File “FFT.DAT”

new
def cr tab
i = 1
p2 = 2.*pi
loop while i <= num point

xx=end time*float(i)/float(num point)
i = i+1
yy = sin(xx*p2/per1)+2.*cos(5.*xx*p2/per1)+3.*sin(10.*xx*p2/per1)
table(1,xx) = yy

end loop
end

set num point 1024 end time 12.0
set per1 1.0

cr tab
def tab ind

fft in = 1
fft out = 2

end
tab ind

; ATTENTION: fft.fis uses a temporary set-up to erase table

ca fft.fis
fftransform
;
plot hold table 1 line
plot hold table 2 line
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   FLAC (Version 5.00)

LEGEND
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Figure 1 Sum of three input waves

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  10:13
  step         0
 
Table Plot
  Table   2

 5  10  15  20  25  30  35  40  

 1.000

 2.000

 3.000

 4.000

 5.000

 6.000

 7.000

 8.000

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 2 Power spectrum; power versus frequency in Hz
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Filtering Acceleration Records in a FLAC Table

The FISH file “FILTER.FIS” removes frequencies greater than Fc from the signal (e.g., seismic
acceleration) records stored in a FLACtable. The ID number of the input table is defined by filter in,
and the output table is defined by filter out. If the output table currently exists, it will be deleted and
overwritten with the new results. In addition, the cutoff-marking frequency Fc needs to be provided
before the function’s run.

The algorithm is implemented from the Butterworth filter (Rabiner and Gold, 1975). “FIL-
TER.DAT” is presented to demonstrate how to use the function. In the example, an acceleration
record (“ACC1.HIS”) is read into FLAC and then written to a table (Table 1); the FISH function
(“FILTER.FIS”) processes the original data (Table 1) twice with cutoff frequencies (Fc) of 10 Hz
and 5 Hz, and the filtered data are saved into two different output tables (Tables 2 and 3) respectively;
the efficiency of the algorithm is shown in the plots of three power spectra tables that are obtained
by applying Fast Fourier Transform (see “FFT.FIS” and “FFT.DAT”) on the original data and the
two filtered data tables.

It should be noted that some other parameters (e.g., iorder) are open to reset. Users are encouraged
to review the Butterworth filter and modify the function according to the application requirements.

Data File “FILTER.DAT”

hist 100 read acc1.his
;original data in table 1
hist write 100 table 1
ca.filter.fis
;
;data with cutoff 10 Hz in table 2
set Fc=10.0
set filter in = 1
set filter out = 2
Filter
;
;data with cutoff 5 Hz in table 3
set Fc=5.0
set filter in = 1
set filter out = 3
Filter
;
;put power spectra (FFT.FIS) for original data in table 11
def tab ind
fft in = 1
fft out = 11
end
tab ind
ca.fft.fis
fftransform
;
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;put power spectra (FFT.FIS) for data with cutoff 10 Hz in table 12
set fft in = 2
set fft out = 12
fftransform
;
;put power spectra (FFT.FIS) for data with cutoff 5 Hz in table 13
set fft in = 3
set fft out = 13
fftransform
save Filter.sav

Reference

Rabiner, L. R., and B. Gold. Theory and Application of Digital Signal Processing. Prentice-Hall,
1975.
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Pore Pressure Generation FISH Model Based on the Approach by Martin et al. (1975)

The file “FINN.FIS” is a FISH function that models dynamic pore-pressure generation based upon
the approaches described by Martin et al. (1975) and Byrne (1991). The detailed explanation of
this model is provided in Section 3.4.4.1 in Optional Features. The function is named finn and
requires that the following parameters be specified with the PROPERTY command:

ff c1 constantC1 in Eqs. (3.61) and (3.62), Section 3 in Optional Features

ff c2 constantC2 in Eqs. (3.61) and (3.62), Section 3 in Optional Features

ff c3 constantC3 in Eq. (3.61), Section 3 in Optional Features, and thresh-
old shear strain for Eq. (3.62) in Optional Features

ff c4 constant C4 in Eq. (3.61), Section 3 in Optional Features

ff coh cohesion

ff dil dilation angle in degrees

ff fric friction angle in degrees

ff g shear modulus

ff k bulk modulus

ff latencyminimum number of timesteps between reversals

ff switch = 0 for Eq. (3.61) in Optional Features, and 1 for Eq. (3.62) in
Optional Features

ff ten tension cutoff

In addition, the following variables may be printed or plotted for information:

ff count number of shear strain reversals detected

ff evd internal volume strain εvd of Eq. (3.61), Section 3 in Optional Fea-
tures
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The following example application compares the “FINN.FIS” model to the Finn model described in
Section 3.4.4.1 in Optional Features. The example is the shaking table test given in Example 3.23
in Optional Features. The results are identical to those given for Example 3.23 in Optional
Features. The data file for the FISH model is given in “FINN.DAT.”

Data File “FINN.DAT”

conf dyn gw
; shaking table test for liquefaction
call finn.fis
g 1 5
m finn
gen 0 0 0 5 50 5 50 0
fix x y j=1
fix x
set grav 10, flow=off
prop dens 2000 ff g 2e8 ff k 3e8
prop ff fric 35 poros 0.5
water dens 1000 bulk 2e9 tens 1e10
ini pp 5e4 var 0 -5e4
ini syy -1.25e5 var 0 1.25e5
ini sxx -1e5 var 0 1e5 szz -1e5 var 0 1e5
prop ff latency=50
;
; parameters for Martin formula
;prop ff switch = 0
;prop ff c1=0.8 ff c2=0.79
;prop ff c3=0.45 ff c4=0.73
;
; parameters for Byrne formula
prop ff switch = 1
def setCoeff Byrne
ff c1 = 8.7*exp(-1.25*ln(n1 60 ))
ff c2 = 0.4/ff c1
ff c3 = 0.0000

end
set n1 60 = 7
setCoeff Byrne
prop ff c1=ff c1 ff c2=ff c2
prop ff c3=ff c3
;
set ncwrite=50
def sine wave
while stepping
vv = ampl * sin(2.0 * pi * freq * dytime)
loop j (1,jzones)

vvv = vv * float(jgp - j) / float(jzones)
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loop i (1,igp)
xvel(i,j) = vvv

end loop
end loop

end
def eff stress

eff stress = (sxx(1,2)+syy(1,2)+szz(1,2))/3.0 + pp(1,2)
settlement = (ydisp(1,jgp)+ydisp(2,jgp))/2.0

end
set dy damp=rayl 0.05 20.0
his dytime
his pp i 1 j 2
his eff stress
his settlement
his nstep 20
set ampl=0.005 freq=5.0
solve dyt=10.0
plot hold his 2 3 vs 1 skip 2
save sh tab.sav

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  10:16
  step     41067
 
HISTORY PLOT
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Figure 1 Pore pressure (top) and effective stress (bottom) for shaking table
test, using Eq. (3.62) in Optional Featuresand the FISH Finn
model
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Reference

Byrne, P. “A Cyclic Shear-Volume Coupling and Pore-Pressure Model for Sand,” in Proceedings:
Second International Conference on Recent Advances in Geotechnical Earthquake Engineering
and Soil Dynamics (St. Louis, Missouri, March, 1991), Paper No. 1.24, 47-55.

Martin, G. R., W. D. L. Finn and H. B. Seed. “Fundamentals of Liquefaction under Cyclic Loading,”
J. Geotech. Engr. Div., ASCE, 101(GT5), 423-438 (May, 1975).
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Scaling Fluid Bulk Modulus to Speed Convergence to Steady State

When only the pore-pressure distribution corresponding to steady-state flow is of interest, a flow-
only calculation may be performed. If there are substantial differences in permeability or zone size
throughout the grid, the number of cycles needed to reach steady state may be large. The FISH
function “FMOD5.FIS” may be used to speed the convergence in these cases.

In “FMOD5.FIS,” the local fluid bulk modulus is scaled for each zone, depending on the zone
permeability and geometry. The variable fmod is set to a value that ensures optimal convergence.
The scaling factor is chosen in such a way that the resulting average for fmod, will equal the
bulk modulus given in the WATER command. This modulus can therefore be changed by the user
to speed up the calculation for free surface problems, as discussed in Section 1.4.2.1 in Fluid-
Mechanical Interaction. The following data file illustrates the use of “FMOD5.FIS” to speed
up the convergence towards steady state in a problem of flow around a high-permeability lens.
See Section 1.10.4.1 in Fluid-Mechanical Interaction for additional discussion on the function
“FMOD5.FIS.”

Data File “FMOD5.DAT”

conf gw extra=2
gr 10 10
mod elas
prop d 1 s 1 b 1
gen circle 5 5 2.4
prop perm=1e-10 reg=1,1
prop perm=1e-9 reg=5,5
set mech=off
apply pp=0 i=1
apply pp=10 i=11
water bulk 1e9
step 1
call fmod5.fis
solve sratio 0.01
plot hold sl blue pp i=.5 cyan
return
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Figure 1 Streamlines and pressure contours around a high-permeability
lens
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Root of a Function in an Interval

The file “FROOT.FIS” contains a FISH function that calculates the root of a function f (x), known
to lie in the interval [a, b], using Brent’s method algorithm (Numerical Recipes, 1986).

The FISH function func must be specified. It returns the value of f for the argument x defined
by c x. The interval bounds a and b are assigned using c x1 and c x2, respectively. The root,
returned as froot, is refined until its accuracy is tol.

The following data file plots the function f (x) = tan x−x and marks its root located in the interval
[π2 ,

3π
2 ].

Reference

Press, W. H., B. P. Flannery, S. A. Teukolsky and W. T. Vetterling. Numerical Recipes: The Art
of Scientific Computing (FORTRAN Version). Cambridge: Cambridge University Press, 1986.

Data File “FR.DAT”

; fr.dat
title

Root of a function in an interval
ca froot.fis
def func

func = tan(c x0) - c x0
end
def itis root
; find the root of function func
; in the interval ] pi/2, 3pi/2 [
; with accuracy tol

c x1 = 1.01 * pi/2.
c x2 = 0.99 * 3.*pi/2.
tol = 1.e-4
plot func
root = froot
c x0 = root
xtable(2,1) = root
ytable(2,1) = func

end
def plot func
; calculate func at 20 points in the interval and
; store the values in table 1

dx = (c x2 - c x1)/20.
c x0 = c x1
loop ii (1,20)

c x0 = c x0 + dx
xtable(1,ii) = c x0
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ytable(1,ii) = func
end loop

end
itis root
plot hold table 1 line 2 cross
ret

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  11:39
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Figure 1 Function and its root in an interval
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Adapting the Mohr-Coulomb Model to a Hoek-Brown Failure Surface

The FISH routines in “HOEK.FIS” adapt the Mohr-Coulomb model in FLAC to approximate the
nonlinear failure surface for a Hoek-Brown material (Hoek and Brown 1982). The Hoek-Brown
failure criterion is based on a nonlinear relation between major and minor principal stresses, σ1 and
σ3:

σ1 = σ3 −
√
−σ3σcm+ σ 2

c s (1)

where σc is the unconfined compressive strength of the intact rock, m and s are material constants
of the rock mass, and compressive stresses are negative (FLAC convention).

For a given value ofσ3, a tangent to the function (Eq. (1)) will represent an equivalent Mohr-Coulomb
yield criterion in the form:

σ1 = Nφσ3 − σMc (2)

where Nφ = 1+sin φ
1−sin φ = tan2 (

φ
2 + 45◦).

By substitution, σMc is:

σMc = σ1 + σ3 Nφ

= −σ3 +
√
−σ3σcm+ σ 2

c s − σ3 Nφ

= −σ3 (1−Nφ)+
√
−σ3σcm+ σ 2

c s (3)

σMc is the apparent uniaxial compressive strength of the rock mass for that value of σ3.

The tangent to the function (1) is defined by

Nφ(σ3) = ∂σ1

∂σ3
= 1 + σcm

2
√−σ3 · σcm+ s σ 2

c

(4)

The cohesion (c) and friction angle (φ) can then be obtained from Nφ and σMc :
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φ = 2 tan−1
√
Nφ − 90◦ (5)

c = σMc

2
√
Nφ

(6)

The comparison of the Mohr-Coulomb linear approximation to the Hoek-Brown yield surface is
shown in the figure. These equivalent c and φ are a good approximation of the nonlinear yield
surface for values of the minor principal stress that are close to the given σ3. The FISH function
cfi calculates the value of c and φ for each zone every ns steps. Thus, as σ3 changes, the values
of c and φ will also change. It is noted that the instantaneous values of c and φ calculated in this
way closely match those calculated using Hoek’s (1990) expressions based on normal and shear
stress.

Hoek and Brown (1982) also define constants mr and sr for properties of a broken rock mass. If
failure occurs, m and s are changed to mr and sr to represent sudden post-failure response. A
progressive strain-softening behavior could be modeled by replacing the Mohr-Coulomb model
with the strain-softening model.

The Hoek-Brown parameters, σc, m, s, mr and sr are set in “HOEK.FIS” via the variables hb sc,
hb mmi, hb ssi, hb mmr and hb ssr, respectively, through the SET command. The FISH
function, cfi, is called to update cohesion, friction and tension variables in the Mohr-Coulomb
model. The dilation angle may be specified using the variable hoek psi (use hoek psi = f i for
an associated flow rule — see example below). Note that, if σ3 becomes tensile, the yield surface
remains linear with the slope Nφ (σ3) defined at σ3 = 0.

The user controls the update process by specifying ns and nsup through the SET command. ns
defines the number of steps taken before cfi is called to update properties. nsup defines the total
number of times cfi is to be called. ns × nsup corresponds to the total number of steps in the
FLAC run. The default for ns, if not specified, is 5. This may require variation depending on the
nonlinearity of the failure surface.

A triaxial compression test on a Hoek-Brown material sample is provided below as an example
application of this routine. The test is strain-controlled, and an associated flow rule is selected, for
the numerical simulation.

References

Hoek, E. “Estimating Mohr-Coulomb Friction and Cohesion Values from the Hoek-Brown Failure
Criterion,” Int. J. Rock Mech. Min. Sci. & Geomech. Abstr., 27(3), 227-229 (1990).

Hoek, E., and E. T. Brown. Underground Excavations in Rock. London: IMM, 1982.
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Figure 1 Linear approximation of the Hoek-Brown failure criterion

Data File “HOEK.DAT”

new
title
Triaxial test on a Hoek-Brown material

config axi
grid 5 11
gen 0,0 0,2.2 0.5,2.2 0.5,0

model mohr
prop dens=2.0e-3 bulk=666.67 shear=400.0 tension 1e10

fix y j=1
fix y j=12

ini sxx -5 syy -5 szz -5
apply sxx -5 i=6
ini yvel 1.25e-5 var 0 -2.5e-5

his syy i 3 j 6
his sxx i 3 j 6
his szz i 3 j 6
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his ydisp i=1 j=12
his xdisp i=6 j=6
set mess off echo off

call hoekn.fis
def hoek psi

hoek psi = fi ; associated flow rule
end
;
set hb mmi=1.0 hb mmr=1.0
set hb ssi=0.00753 hb ssr=0.00753
set hb sc=50.0
set nsup=400 ns=10 ; note, FLAC will cycle nsup*ns times

supsolve

plot hold his 1 2 3 vs -4
plot hold bou disp
set ucs=hb sc hbs=hb ssr hbm=hb mmr
plot hold fail hoek
return

   FLAC (Version 5.00)
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Figure 2 Stresses versus top vertical displacement

FLAC Version 5.0



LIBRARY OF FISH FUNCTIONS HOEK.FIS - 5

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  10:25
  step      4000
 -1.219E+00 <x<  1.719E+00
 -3.686E-01 <y<  2.569E+00

Boundary plot

0   5E -1

Displacement vectors
max vector =    5.399E-02

0   1E -1

 0.000

 0.500

 1.000

 1.500

 2.000

 2.500

-0.750 -0.250  0.250  0.750  1.250

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 3 Displacement vectors at end of simulation
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Figure 4 Hoek-Brown failure criterion and final stress state
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Quarter-Symmetry Radial Mesh

The FISHfile “HOLE.FIS” can be called to create a radial mesh in which each gridpoint is defined
by polar coordinates alfa and ro. The variable rmaxit is the maximum distance from the center
of the grid for each alfa. The grid can be adjusted by setting the variables rmin (radius of interior
hole), rmul (number of hole radii to the outer boundary) and gratio (grid-spacing ratio), through
the SET command. The data file “HOLE.DAT” illustrates the use of this FISH function. It is quite
easy to use “HOLE.FIS” to evaluate the influence of boundary location on the analysis. Only rmin
and rmul need to be changed with the SET command.

Data File “HOLE.DAT”

grid 10 10
mo el
call hole.fis
set rmin 1 rmul 10 gratio 1.1
hole
pl grid hold
ret

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  10:31
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 -1.675E+00 <y<  1.168E+01
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Figure 1 Quarter-symmetry hole mesh
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Elastic, Hyperbolic Constitutive Model

In order to demonstrate the use of FISH to construct a constitutive model, consider an elastic,
nonlinear law of the (hyperbolic) form:

σd = ε1
1
Ei
+ ε1

Y

(1)

where:σd = |σ1 − σ3|;
ε1 = axial strain;
Y = maximum value of |σ1 − σ3|; and
Ei = initial Young’s modulus (at σd = 0).

The equation can be differentiated to obtain the slope of the stress/strain curve:

dσd

dε1
= E = Ei (Y − σd)2

Y 2
(2)

where E is the tangent Young’s modulus.

It can be seen that E decreases as the stress difference σd approaches the yield limit, Y . Since
the shear modulus is directly proportional to E for a constant bulk modulus, the material “fails” in
shear as the limit is approached.

Assume thatEi andK (the bulk modulus) are given, and thatK remains constant whileE decreases
with increasing stress level, σd . A FISH constitutive model can be written with input properties:

b mod K = bulk modulus

y initial Ei = initial Young’s modulus

yield Y = (σ1 − σ3)max

These names are used just like built-in property names. The constitutive model is given in
“HYP.FIS.” The use of special statements like f prop and local variables like zs11 is fully
explained in Section 2.8. There are a number of rules to be followed when writing a new consti-
tutive model but, as the example demonstrates, the coding should not be too difficult for the user
with some programming experience.

Other (internal) variables are calculated as required. The FISH function hyper is intentionally
simple: it does not contain any logic to address unloading behavior, frictional effects and stress-
dependent moduli. These could easily be added, but the objective here is to demonstrate how FISH
can be employed by the FLAC user to construct a constitutive model.

Once the model has been input (via a data file), it may be used just like any other model. In the
following example, the new model hyper is used to obtain the collapse load of a footing (the
“Prandtl’s wedge problem”).
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The resulting load/displacement curve is shown in Figure 1, and the velocity field is shown in
Figure 2. The response is similar to that produced using the plasticity model mohr, but there are
differences: (a) the collapse load is only reached asymptotically; and (b) the flow field is much
more localized around the footing edge.

Data File “HYP.DAT”

call hyp.fis ; get user-written law
grid 15 10
model hyper
prop dens=1000 b mod=1e8
prop y initial=2e8 yield=2e5
fix x i=1
fix x y i=16
fix x y j=1
fix x y i=1,4 j=11
ini yvel -5e-5 i 1,4 j=11
def load ;measure load on platen

sum = 0.0
loop i (1,4)

sum = sum + yforce(i,jgp)
end loop
load = sum / 3.5
disp = -ydisp(1,jgp)
anal = (2.0 + pi) * 1e5

end
his load
his anal
his disp
step 10000
plot hold his 1 2 vs 3
plot hold bou vel
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Figure 1 Load versus displacement — comparison to Prandtl’s wedge so-
lution
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Figure 2 Velocity field beneath footing

FLAC Version 5.0



HYP.FIS - 4 FISH in FLAC

FLAC Version 5.0



LIBRARY OF FISH FUNCTIONS ININV.FIS - 1

Initial Equilibrium Stress Distribution in Groundwater Problems for Horizontally Layered Media
(No Voids)

In order to establish an initial stress equilibrium in a groundwater problem, several INITIAL com-
mands must be issued, bearing in mind the following.

1. Saturation should be zero above the water table, and 1 below it.

2. The pore pressure should be zero above the water table, and have a gradient
of ρwg below it.

3. The gradient of the total vertical stress should be g (ρ + sat · porosity · ρw).
4. If k0x is the ratio of effective σxx to effective σyy , then the total σxx should be
σxx = k0x (σyy + pp)− pp.*

5. If k0z is the ratio of effective σzz to effective σyy , then the total σzz should be
σzz = k0z (σyy + pp)− pp.

This task is very tedious if many different materials are involved or if porosity varies with depth.
For horizontally layered materials in which the grid is such that j -rows are horizontal, the FISH
function “ININV.FIS” will perform all the tasks listed above.

The following three parameters must be set:

k0x ratio of effective σxx to effective σyy

k0z ratio of effective σzz to effective σyy

wth groundwater table height (it is assumed that the water table is initially
horizontal)

The grid must be configured for gw.

NOTE: “ININV.FIS” requires that the model contains horizontal layers and that no voids exist. Use
the FISH function “INIV.FIS” for a model containing non-horizontal layers and voids.

* Remember that compressive stresses are negative, and pore pressure is positive, in FLAC.
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Data File “ININV.DAT”

config gw ex=5
g 10 10
mo el
pro bulk 3e8 she 1e8 den 2000 por .4
pro den 2300 por .3 j 3 5
pro den 2500 por .2 j 1 2
pro perm 1e-9
water bulk 2e9 den 1000
set g=9.8

set echo off
ca ininv.fis
set wth=8
set k0x=.7
set k0z=.8
ininv
set echo on

fix x i 1
fix x i 11
fix y j 1
step 1
; plot phreatic surface ... assumes that EX 5 is available
def ps

loop i (1,igp)
loop j (1,jgp)

ex 5(i,j) = max(sat(i,j),0.001)
ex 5(i,j) = min(ex 5(i,j),0.999)

end loop
end loop

end
ps
; plot yy-effective stress contours interpolated to gridpoints
; (see EXTRAP.FIS)
def fill ex1 esyy
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = syy(i,j) + pp(i,j)

endloop
endloop

end

set echo off
ca extrap.fis
fill ex1 esyy
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set gp avg=1
extrap to gp
set echo on

pl hol ex 2 fi al ’YY-effective stress’ ex 5 in=0.5 lm al ’water table’
ret

   FLAC (Version 5.00)

LEGEND

   29-Dec-04  15:22
  step         1
Flow Time      2.0000E-02
 -1.667E+00 <x<  1.167E+01
 -1.667E+00 <y<  1.167E+01

YY-effective stress
       -1.50E+05           
       -1.25E+05           
       -1.00E+05           
       -7.50E+04           
       -5.00E+04           
       -2.50E+04           
        0.00E+00           

Contour interval=  2.50E+04
water table

Contour interval=  5.00E-01
Minimum:   0.00E+00
Maximum:   5.00E-01
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(*10^1)
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(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1 Initial effective stresses and phreatic surface

FLAC Version 5.0



ININV.FIS - 4 FISH in FLAC

FLAC Version 5.0



LIBRARY OF FISH FUNCTIONS INIV.FIS - 1

Initializing Equilibrium Stress Distribution in Groundwater Problems for Media with Voids

The FISH function “INIV.FIS” initializes stresses and pore pressures as a function of depth, taking
into account the presence of voids in the model. It is assumed that line j = jgp is the free
surface and that stresses depend on the vertical distance below this. Pore pressures are set to vary
linearly from a free ground surface; a given free-water surface is not recognized. The grid must be
configured for gw.

One input parameter must be set:

k0 ratio of effective horizontal stress to effective vertical stress

The following example illustrates the initialization of stresses in a model with a surface excavation.
Note that there still is an unbalanced force as a result of the excavation; however, the stress state is
close to equilibrium.

Data File “INIV.DAT”

config gw ex=4
g 10 10
mo e
pro bulk 3e8 she 1e8 den 2000 por .4
pro den 2300 por .3 j 3 5
pro den 2500 por .2 j 1 2
pro perm 1e-9
mo null i=1,3 j=8,10
water bulk 2e9 den 1000
set g=9.8
ca iniv.fis
set k0=0.7
i stress
fix x i 1
fix x i 11
fix y j 1
hist unbal
set flow off
step 1
plot bou estr hold
save iniv.sav
solve
plot bou estress hold
ret
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  10:59
  step         1
 -1.720E+00 <x<  1.172E+01
 -1.720E+00 <y<  1.172E+01

Boundary plot

0   2E  0

Effective Principal Stress
Max. Value =   1.137E+04
Min. Value =  -1.406E+05

0   5E  5
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(*10^1)
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(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1 Effective stresses at step 1
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LEGEND

   12-Apr-04  10:59
  step      1552
 -1.720E+00 <x<  1.172E+01
 -1.720E+00 <y<  1.172E+01

Boundary plot

0   2E  0

Effective Principal Stress
Max. Value =   1.137E+04
Min. Value =  -1.474E+05

0   5E  5
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JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 2 Effective stresses at equilibrium
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Finding the Integral of a FLAC Table

The FISH file “INT.FIS” integrates the values of a table and returns another table. The ID number
of the input table is defined by int in, and the output table is defined by int out. Both of these
numbers can be specified using the SET command. If the new output table already exists, all data
points in it will be deleted and overwritten with the new values. If the output table does not exist,
one is created.

The function integrates using the trapezoidal rule, with the same number of points in the result
tables as are in the source tables. The function assumes an integration constant of zero.

The figure shows the result of a simple cosine wave integration. Table 1 is the input data, and Table
2 is the output data. The input data are read using the cr tab function to create the data and copy
it into a table.

Data File “INT.DAT”

new
title
Example of INTEGRATE FISH function
grid 1,1
;
def cr tab

val = pi * 6.e-3
loop ii (1,1000)

xx = float(ii-1) * val
xtable(1,ii) = xx
ytable(1,ii) = cos(xx)

end loop
end
cr tab
;
ca int.fis
;
set int in 1 int out 2
integrate
plot hold table 1 line 2 line

FLAC Version 5.0



INT.FIS - 2 FISH in FLAC

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  14:45
  step         0
 
Table Plot
  Table   2

  Table   1
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JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1 Simple cosine wave integration
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Matrix Inversion via LU-Decomposition

A pair of FISH functions, ludcmp and lubksb, can be used to solve the system of equations,

Ax = b (1)

where A is a given square matrix of size n, b is a given vector of size n, and x is the desired solution
vector of size n. The FISH function ludcmp performs an LU-decomposition on the matrix A. If A
is found to be singular, then the FLACerror-handling mechanism is invoked, and an error message
is printed. The FISH function lubksb performs the back-substitution operation to produce the
solution vector x. Both of these functions implement the algorithm described in Press et al. (1986).

An example problem demonstrating the use of the two FISH functions is provided in the data file
below. The size of the matrix A must be set as the FISHvariable lu nn. Also, the FISHvariables
aa, bb, and indx must be defined as arrays by the calling function. The values in aa will be
overwritten after the call to ludcmp, and the solution vector will overwrite bb after the call to
lubksb.

Reference

Press, W. H., B. P. Flannery, S. A. Teukolsky and W. T. Vetterling. Numerical Recipes: The Art
of Scientific Computing (FORTRAN Version). Cambridge: Cambridge University Press, 1986.

Data File “LUDA.DAT”

new
; Test LU-decomposition FISH functions on random matrices.
;
new
title
Test LU-decomposition FISH functions on random matrices.
def luda setup
lu nn = 8 ; define dimensions of matrices

end
;
luda setup
;
def make random data

array aa(lu nn,lu nn) indx(lu nn) bb(lu nn) ; needed by LUDA functions
array xx(lu nn) ; just used locally

;--- fill aa for test
loop i (1,lu nn)

loop j (1,lu nn)
aa(i,j) = urand

end loop
end loop
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;--- set ‘‘unknowns’’ and save them in table 1
loop i (1,lu nn)

xx(i) = float(i)
xtable(1,i)=float(i)
ytable(1,i)=xx(i)

end loop
;--- multiply by matrix to get r.h.s.

loop i (1,lu nn)
sum = 0.0
loop j (1,lu nn)

sum = sum + aa(i,j) * xx(j)
end loop
bb(i) = sum

end loop
end
;--- save results in table 2

def look
loop i (1,lu nn)
xtable(2,i)=float(i)
ytable(2,i)=bb(i)

end loop
end
;
call luda.fis ; support functions for LU-decomposition
;

make random data ; Right-hand sides ...
ludcmp
lubksb
look
; compare ‘‘unknowns’’
plot hold table 1 line 2 alias ’1:as set 2:as calculated’
return
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  11:27
  step         0
 
Table Plot
Calculated values

Set values
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JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1 Comparison of “unknowns”

FLAC Version 5.0



LUDA.FIS - 4 FISH in FLAC

FLAC Version 5.0



LIBRARY OF FISH FUNCTIONS MCFOS.FIS - 1

Strength/Stress Ratios for Different Mohr-Coulomb Materials

The plot command PLOT mohr produces a contour plot of strength/stress ratio for zones in a FLAC
model based upon a Mohr-Coulomb failure criterion. The corresponding strength properties are
specified using the commands SET pltc, SET pltf and SET pltt, and only one set of properties is
accepted for the whole FLAC model. The FISH function mcfos plays the same role as the PLOT
mohr command but allows for the use of different sets of strength properties. In this function, the
“factor of safety” is calculated based on direct internal access of the strength properties as specified
using the PROPERTY command (these properties are assumed to be available).

The grid should be configured for at least four extra arrays (CONFIG extra=4) when using mcfos. The
function is called after the model is brought to equilibrium. The FISHfunction “PS3D.FIS” is used
to compute the three principal stresses for each zone and to store these values in the extra arrays,
ex 1, ex 2 and ex 3. The strength/stress ratios are then calculated using (Eq. (3.31) in Section 3 in
the User’s Guide), stored in the extra array ex 4, and a contour plot is displayed.

The example data file “MCFOS.DAT” illustrates the use of “MCFOS.FIS” to display contours of
the strength/stress ratio in a compression test on a Mohr-Coulomb sample containing an inclusion.

Data File “MCFOS.DAT”

new
title

Compression test on Mohr-Coulomb material with inclusion
config axi ex 4
grid 3 5
; --- model and properties ---
model mohr
prop den 2000 bulk 1.2e10 she 1.1e10 fric 44 ten 2e5
prop coh 2.72e5
prop coh 1e5 i=1,2 j=1,2 ; assign a low cohesion to the inclusion
; --- boundary conditions ---
fix y j=1
fix y j=6
ini yv -1e-7 j=6
; --- histories ---
hist syy i=1 j=1
hist syy i=1 j=4
hist ydisp i=1 j=6
step 1000
ini yv 0 j=6
solve sratio 1e-3
; --- factor of safety ---
ca mc fos.fis
plot hold bou plas
ret
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  15:57
  step      1037
 -7.266E-01 <x<  3.727E+00
  2.734E-01 <y<  4.727E+00

strength/stress ratio
        1.00E+00           
        2.00E+00           

Contour interval=  1.00E+00

 0.500
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 3.000

 3.500
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 4.500
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JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1 Strength/stress ratio contours
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LEGEND

   12-Apr-04  15:57
  step      1037
 -1.283E+00 <x<  4.283E+00
 -2.833E-01 <y<  5.283E+00

Boundary plot

0   1E  0

Plasticity Indicator
X elastic, at yield in past

 0.500
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 2.500

 3.500

 4.500
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Figure 2 Plasticity indicators
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Hyperbolic Duncan-Chang Constitutive Model

The file “MDUNCAN.FIS” contains a FISH version of the Duncan constitutive model (Duncan et
al., 1980). The inelastic model formulation is similar to that implemented in the finite element code
SOILSTRUCT(Filz et al., 1990). See “HYP.FIS” also, for the description of an elastic, hyperbolic
constitutive model.

The Duncan hyperbolic soil model is based on the incremental form of Hooke’s law:


σ11 = α1
ε11 + α2(
ε22 +
ε33)


σ22 = α1
ε22 + α2(
ε11 +
ε33)


σ33 = α1
ε33 + α2(
ε11 +
ε22)


σ12 = 2G
ε12 (1)

where α1 = K+4/3G and α2 = K−2/3G,K is the bulk modulus andG is the shear modulus. In
these equations,G = 3KE/(9K −E) and Young’s modulus, E, is a nonlinear function of stresses
that varies depending on primary loading or unloading/reloading conditions.

In this version of the model, loading conditions are defined based on the maximum value of a stress
state function, SS , expressed in terms of stress level Sl and minimum compressive stress,−σ3. (By
convention, tensile stresses are positive, and principal stresses are ordered such that σ1 ≤ σ2 ≤ σ3.)
The stress level is defined in the framework of the Mohr-Coulomb criterion by the relation

Sl = σ1 − σ3

(σ1 − σ3)f
(2)

where (σ1 − σ3)f is the stress difference at failure, given in terms of cohesion, c, and friction, φ,
by

(σ1 − σ3)f = σ3(Nφ − 1)− 2c
√
Nφ (3)

where Nφ = (1+ sin φ)/(1− sin φ).

In turn, the stress state function has the form:

Ss = Sl
(−σ3 + c/ tan φ

Pa

)1/4

(4)

where Pa is atmospheric pressure, and the frictional term is omitted for φ = 0.
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Primary loading is assumed to take place when the current value of the stress state function in a
zone is greater than the maximum value reached at that location in the past. Unloading/reloading
conditions are assumed to hold otherwise. For primary loading, Young’s modulus has the form:

E = [1− Rf Sl]2KplPa
(

max(−σ3, 0)

Pa

)n
(5)

where the failure ratio Rf , the modulus exponent n, and the modulus number Kpl are three model
parameters. (The value ofRf is always smaller than unity and varies from 0.5 to 0.9 for most soils.)
For unloading/reloading, E obeys the law:

E = KurPa
(

max(−σ3, 0)

Pa

)n
(6)

and the parameterKur is the unloading/reloading modulus number. (Kur is always larger thanKpl .)

There are two options in the model. In the first one, Poisson’s ratio ν is given and assumed to
remain constant. Current values of tangent bulk and shear moduli are then evaluated from E and
ν, using the relations:

K = E

3(1− 2ν)

G = E

2(1+ ν) (7)

In the second option, the tangent bulk modulus K varies with σ3, according to the law:

K = KbPa
(

max(−σ3, 0)

Pa

)m
(8)

where the parameter Kb is the bulk modulus number and m is the bulk modulus exponent. (For
most soils, m varies between 0 and 1.) In the FISH constitutive model, values of K are restricted
to the interval [E3 , 17E]; this corresponds to variations of Poisson’s ratio between 0 and 0.49.

FLAC Version 5.0



LIBRARY OF FISH FUNCTIONS MDUNCAN.FIS - 3

The constitutive model function is named m duncan and requires that the following parameters
be specified with the PROPERTY command:

d bulk initial tangent bulk modulus (also, gives access to current value)

d coh cohesion, c

d fric friction angle, φ (degree)

d gmax maximum shear modulus in simulation (used for stability)

d k modulus number, Kpl

d kb bulk modulus number, Kb (0 for constant ν)

d kmax maximum bulk modulus in simulation (used for stability)

d ku unloading/reloading modulus number, Kur

d m bulk modulus exponent, m (not needed if dkb = 0)

d n modulus exponent, n

d nu constant Poisson’s ratio value (d kb must be zero)

d pa atmospheric pressure, Pa

d rf failure ratio, Rf

d shear initial tangent shear modulus (also, gives access to current value)

d ssmax maximum past value of the stress state function

These parameters default to zero if not specified.

A FISH function, ini duncan, is provided in “MDUNCAN.FIS” to automatically initialize the
values of tangent bulk and shear moduli and stress state function based on the initial stress state. The
initial Young’s modulus is then calculated using the unloading/reloading formula. The maximum
values of bulk and shear modulus are also initialized by the function ini duncan, based on the
value of the variable d ms3. This variable should be set to an estimate of the maximum value of
−σ3 reached during the simulation.

In the following example, the model m duncan is used to model the results of a triaxial test
involving several unloading/reloading excursions. The resulting load/displacement curve is shown
in Figure 1.
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Data File “MDUNCAN.DAT”

; mduncan.dat
config axi
g 5 20
gen 0 0 0 1 .25 1 .25 0
ca mduncan.fis
; --- model and properties ---
mo m duncan
prop den .00202
prop d pa=1.0584 d k=700 d n=0.37 d rf=0.8 d ku=1820
prop d kb=280 d m=0.19
prop d coh=0.31 d fric=33
; --- initialisation ---
ini sxx -2 syy -2 szz -2
set d ms3=2.
ini duncan
; --- boundary conditions ---
fix y j=1
fix y j=21
ini yv -0.5e-6 j=21
ini yv 0.5e-6 j=1
apply pres 2 i=6
; --- fish functions ---
def s1 s3

area=pi*x(igp,jgp)ˆ2
sum=yforce(1,jgp)*x(2,jgp)*0.25
loop i (2,igp)

sum=sum+yforce(i,jgp)*x(i,jgp)
end loop
sigmav=2*pi*sum/ area
s1 s3=sigmav-2.0
s1 s3 ult=7.4076
trans s1 s3=ev/(sigmav-2.0)

end
def ev

ev=(ydisp(3,1)-ydisp(3,21))/(y(3,21)-y(3,1))
end
; --- histories ---
hist nstep 20
hist s1 s3
hist s1 s3 ult
hist trans s1 s3
hist ev
hist unbal
hist syy i=3 j=10
; --- test ---
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step 4000
save dun0.sav
ini yvel mul -0.5
step 800
save dun1.sav
ini yvel mul -1
step 2000
save dun2.sav
ini yvel mul -1
step 800
save dun3.sav
ini yvel mul -1
step 2000
save dun4.sav
ini yvel mul -1
step 800
save dun5.sav
ini yvel mul -1
step 2000
save dun6.sav
plot hold his 1 2 vs 4
save dun.sav
;
ini yvel mul 2.
step 150000
save duna.sav

References

Duncan, J. M., P. Byrne, K. S. Wong and P. Mabry. “Strength Stress-Strain and Bulk Modulus
Parameters for Finite Element Analyses of Stresses and Movements in Soil Masses,” University of
California, Berkeley, College of Engineering, Report No. UCB/GT/80-01, 1980.

Filz, G., G. W. Clough and J. M. Duncan. SOILSTRUCT. Virginia Tech, Department of Civil
Engineering, 1990.
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  12:39
  step     12400
 
HISTORY PLOT
   Y-axis :
s1_s3          (FISH)

s1_s3_ult      (FISH)

   X-axis :
ev             (FISH)
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Figure 1 Stress-strain curve for hyperbolic Duncan-Chang model
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Mohr-Coulomb FISH Model

The file “MOHR.FIS” contains a FISH function which replicates the built-in Mohr-Coulomb plas-
ticity model in FLAC. The detailed explanation of the model is provided in Section 2.4.2 in Theory
and Background. The function is named m mohr and requires that the following parameters be
specified with the PROPERTY command:

m coh cohesion

m dil dilation angle

m fric friction angle

m g shear modulus

m k bulk modulus

m ten tensile strength

These parameters default to zero if not specified. The user also has access to:

m ind state indicator:

0 elastic

1 plastic shear

2 elastic now, but plastic in past

3 plastic tensile

The following problem compares the FISHmodel to the built-in Mohr-Coulomb model. The built-
in model is used for zones in the left half of the model. The FISH function is used for zones in the
right half of the model.

Data File “MOHR.DAT”

g 12 10
gen 0,0 0,25 30,25 30,0

model mohr i = 1,6
prop den 2500 bulk 1.19e10 shear 1.1e10 i=1,6
prop coh 2.72e6 fric 44 ten 2e6 i=1,6

call mohr.fis
model m mohr i = 7,12
prop den 2500 m k 1.19e10 m g 1.1e10 i=7,12
prop m coh 2.72e6 m fric 44 m ten 2e6 i=7,12

ini xv 1e-6 i=1
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ini xv -1e-6 i=13
fix x y i=1
fix x y i=13
his nstep 100
his unbal
his xdisp i=1 j=1
his sxx i=6 j=5
his sxx i=7 j=5
step 15000
save mohr.sav
plot hol bou est disp
return

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  12:49
  step     15000
 -1.467E+00 <x<  3.147E+01
 -3.967E+00 <y<  2.897E+01

Boundary plot
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Effective Principal Stress
Max. Value =  -4.581E+04
Min. Value =  -2.505E+07
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Displacement vectors
max vector =    1.500E-02
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Figure 1 Comparison of stresses and displacements
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Printing a Floating-Point Number with User-Specified Precision

The FISH file “NUMBER.FIS” is used to output a floating point number with a user-specified
precision up to a maximum precision limit of 16 digits. Normally a FISH function outputs the
result of a floating-point operation with a precision limit of 5 digits.

The algorithm used to extract digits up to the precision required is outlined below.

(a.) Convert number to a float value (type cast).
(b.) Determine “k,” the exponent of the resulting number.

k = [log(number)-1] if log(number) < 0.0
= [log(number) ] otherwise

where [ ..] denotes the integral value of number within brackets.
(c.) Extract each significant digit up to a precision of precision limit + 1

and store it in an array.

After all digits are found up to a precision limit of “precision limit + 1,” the last digit is rounded
off depending on whether its value is greater than or equal to 5. Thus the result will be a floating
point number with user-defined precision stored as a string. The digits are then output as a string
value with an exponent of “k.”

Note: If the user does not specify a precision limit, the FISH function assumes a precision limit of
7 digits.

The data file “NUMTEST.DAT” illustrates how to print numbers with a user-specified precision
limit of 10 digits. In this example, 20 numbers are generated randomly and their values are output
with 10 digits of precision.

Data File “NUMTEST.DAT”

; Exercise the Number functions
call number.fis
set digits=10
def qqq

loop n (1,20)
power = int((urand - 0.5) * 40.0)
Given = urandˆ power
oo = out(’ input = ’+string(Given)+’ output = ’+Number)

endLoop
end
qqq
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P-Q Stress Diagram

Often, the user may wish to print or plot problem variables that are not directly accessible through
the FLAC HISTORY command. It is quite simple for the user to write a FISH function which will
calculate the desired variable directly in FLAC.

The data file “PQ.DAT” illustrates the use of FISH to calculate the stress point p,q and plot a p-q
diagram via the HISTORY and PLOT commands. The generalized stress components p and q are
expressed in terms of principal stresses, as follows:

p = −1

3
(σ ′1 + σ ′2 + σ ′3)

q = 1√
2

√
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ1 − σ3)

2 (1)

Note that p is an effective pressure, defined in terms of the effective principal stresses.

Data File “PQ.DAT”

g 5 5
mo el
call pq.fis
set iv=3 jv=3
pro bulk 2e8 she 1e8 den 2000
fix x y j 1
fix x i 1
fix x i 6
ini yv -1e-2 j 6
fix y j 6
hist qs
hist ps
step 100
ini yv 0 j 6
ini xv -1e-2 i 6
step 300
plot hold his 1 vs 2
ret
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  12:51
  step       400
 
HISTORY PLOT
   Y-axis :
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   X-axis :
ps             (FISH)
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Figure 1 p-q plot
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Printing Selected Structural-Element Variables

The user can select specific variables to be printed from a FLAC model even though they may not
be directly available from the PRINT command. This can be done by accessing the data structure in
FLAC directly, as described in Section 4. For example, the user may wish to print maximum and
minimum stresses associated with structural elements for the case of beams installed on a regular
spacing in the out-of-plane direction. The structural element variables stored by FLAC are scaled
axial, shear forces and moments. In order to determine the actual forces and moments in the beams,
the FLAC forces and moments must be multiplied by the spacing. Actual axial stresses are then
derived using actual moment of inertia and area of the beam cross-section. (See Section 1.9.4 in
Structural Elements for further discussion on scaling a 2D FLACmodel to simulate a 3D problem
with regularly spaced structural elements.)

The FISH function “PRSTRUC.FIS” calculates the actual extreme values of axial stresses at the
midpoint of beams, assuming a regular spacing defined by b space, and a cross-sectional height
specified by b height. (Note that the beam formulation in FLAC assumes a linear variation of
moment along the beam element.) The function calls the file “STR.FIN” to access values in the
offsets associated with the structural-element data structure. The file is contained in the “\FISH\4-
ProgramGuide” directory. The actual minimum and maximum axial stresses for each beam element
are then printed in a list.

The following data file illustrates the application of “PRSTRUC.FIS.”

Data File “PRSTRUC.DAT”

grid 10,10
m e
prop d=2500 b=3e8 s=2e8
fix y j=1
m n i=5,6 j=5,6
fix x i=1
apply press 1e6 from 1,11 to 11,11
ini sxx -1e6 syy -1e6
fix x i=11
struct beam begin grid 5,5 end grid 5,6
struct beam begin grid 5,6 end grid 5,7
struct beam begin grid 5,7 end grid 6,7
struct beam begin grid 6,7 end grid 7,7
struct beam begin grid 7,7 end grid 7,6
struct beam begin grid 7,6 end grid 7,5
struct beam begin grid 7,5 end grid 6,5
struct beam begin grid 6,5 end grid 5,5
struct prop 1 a 0.25 e 1e9 i 1e-3
hist unbal
hist ydis i 5 j 9
step 500
;
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set echo off
call prstruc.fis
set echo on
set b space 5 b height=0.5
set log prstruc.log
set log on
prstruc
set log off

The printout from this example is shown below.

ID F-axial Str-min Str-max
---- ------------- ------------ ------------
8 1.0921E+06 -4.5272E+06 -4.2100E+06
7 1.0921E+06 -4.5269E+06 -4.2098E+06
6 1.3361E+06 -5.4849E+06 -5.2035E+06
5 1.3492E+06 -5.6054E+06 -5.1883E+06
4 1.0793E+06 -4.5077E+06 -4.1264E+06
3 1.0791E+06 -4.5072E+06 -4.1259E+06
2 1.3495E+06 -5.6065E+06 -5.1893E+06
1 1.3358E+06 -5.4839E+06 -5.2026E+06
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Plotting the Phreatic Surface for Groundwater Problem

The FISH function “PS.FIS” can be used to plot a single contour which locates the phreatic surface
for a groundwater analysis. The function locates the boundary between saturated and unsaturated
gridpoints. The function should be used at steady-state flow and for a grid configured for gw mode.

For example, data file “PS.DAT” restores the save file “H2A.SAV” created for the steady-state flow
problem described in Section 10 in the Verifications volume and plots the phreatic surface. The
result is shown in Figure 1. (Note that CONFIG extra 1 must first be added to data file “FREESUR-
FACE.DAT” in Section 10 in the Verifications volume to generate this plot.)

Data File “PS.DAT”

rest h2a.sav ; restore save file from Verification Problem 10
call ps.fis
ps
plot bound flow ex 1 int 0.5 alias ’phreatic surface’ lmag hold

   FLAC (Version 5.00)

LEGEND

   29-Dec-04  15:40
  step      3435
Flow Time      1.2881E+08
 -4.444E-01 <x<  8.444E+00
 -2.444E+00 <y<  6.444E+00

Boundary plot
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Figure 1 Phreatic surface for Section 10 in the Verifications volume
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Computing the 3D Principal Stresses

Keywords sig1 and sig2 (utilized in printing and plotting) correspond to the two-dimensional major
and minor principal stresses, respectively. As stated in Section 1 in the Command Reference, they
refer to stresses in the xy-plane only. However, the out-of-plane stress szz may be the major or
minor principal stress if the full three-dimensional stress tensor is considered.

The FISHfunction ps3d computes the three principal stresses, taking into account the out-of-plane
stress, and places them in the first three extra arrays, as follows:

ex 1 major principal stress (most negative; most compressive)

ex 2 intermediate principal stress

ex 3 minor principal stress (least negative; least compressive)

When using ps3d, the grid should be configured for at least three extra arrays (CONFIG extra = 3).
The word ps3d should be entered as a command before using the results in the extra arrays. For
example,

ps3d plot boun ex 1 zon fill alias ’major principal stress’

will plot filled contours of the major (3D) principal stress.

Data File “PS3D.DAT”

config extra 3
grid 5 5
mod el
prop dens 1000 bulk 2e8 sh 1e8
set grav 10
fix x y j 1
step 100
call ps3d.fis
plot hold ex 1 zon fill alias ’major principal stress’
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:32
  step       100
 -8.333E-01 <x<  5.833E+00
 -8.333E-01 <y<  5.833E+00

major principal stress
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Figure 1 Major principal stress contours

FLAC Version 5.0



LIBRARY OF FISH FUNCTIONS QDONUT.FIS - 1

Quarter-Symmetry Donut-Shaped Mesh

A quarter-symmetry section of the donut-shaped mesh can be generated with “QDONUT.FIS.” This
is identical to that for “DONUT.FIS,” except that only one-quarter of the grid is generated. The
same variables, rmin, rmul and gratio, are set as with the grids generated in “HOLE.FIS” and
“DONUT.FIS.”

Data File “QDONUT.DAT”

g 10 10
mo el
call qdonut.fis
set rmin 1 rmul 10 gratio 1.1
qdonut
pl grid hold
ret

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:33
  step         0
 -5.665E-01 <x<  1.057E+01
 -5.665E-01 <y<  1.057E+01

Grid plot
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Figure 1 Quarter-symmetry donut-shaped mesh
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Tracking Unbalanced Flow

Most groundwater problems have an initial transient period in which the flow entering the model
differs from the flow leaving the model. The FISH function qratio evaluates total inflow and
outflow at fixed pore pressure boundaries of the model, and calculates the ratio between the unbal-
anced flow qbalance = inflow - outflow, and the average flow (inflow + outflow)/2.
qratio should be identical to the internal variable sratio, provided all flow exchanges occur
at fixed pore pressure boundaries (no applied discharge or wells).

inflow, outflow and qbalance are flow rates for a unit model thickness (with dimension of
[L3/T], cubic meters per second, for example). qratio is a dimensionless ratio that ranges from 0
to 2. When steady-state flow is reached, qratio = 0, provided the model does not contain applied
discharges or wells.

The data file “QRATIO.DAT” illustrates the use of the variables inflow and outflow to check detection
of steady-state flow in a problem of flow through an embankment. See Section 1.8.4.3 in Fluid-
Mechanical Interaction for an additional example application.

Data File “QRATIO.DAT”

title
Flow through an embankment
config gw extra 1
g 16 8
def ini h2

h1 = 4.
h2 = 1.
bl = 8.
ck = 1e-10
rw = 1e3
gr = 10.

end
ini h2
gen 0 0 0 h1 bl h1 bl 0
mo el
; --- Properties ---
prop por .3 perm=ck den 2000
water den=rw bulk 1e3
; --- Initial conditions ---
ini sat 0
; --- Boundary conditions ---
ini pp 4e4 var 0 -4e4 i 1
ini pp 1e4 var 0 -1e4 i 17 j 1 3
fix pp i 1
fix pp i 17
ini sat 1 i 1
ini sat 1 i 17 j 1 3
; --- Settings ---
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set mech off g=gr
; --- Fish functions ---
ca qratio.fis
; --- Histories ---
hist nstep 50
hist sratio
hist qratio
hist inflow
hist outflow
; --- Step ---
solve sratio 5.e-3
; --- View plots ---
plot hold his 3 4
ret

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:34
  step       912
Cons. Time     1.3680E+08
 
HISTORY PLOT
   Y-axis :
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   X-axis :
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 1   2   3   4   5   6   7   8   9  

(10        ) 02

 0.500

 1.000

 1.500

 2.000

 2.500

 3.000

(10        )-06

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1 Evolution of inflow and outflow
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Translation of Grid Region

In Section 3.4 in Theory and Background, the upper region of a grid is translated downward by
using a set of INI y add commands. The FISHfile “REGADD.FIS” can be used to translate a region
in the model automatically by setting the following variables:

i reg i-index of gridpoint inside region

j reg j -index of gridpoint inside region

x add x-direction addition to gridpoints within the region

y add y-direction addition to gridpoints within the region

The function “REGION.FIS” is called to first identify the gridpoints with the region.

The example below is the same as that in Section 3.4 in Theory and Background.

Data File “REGADD.DAT”

config extra 1
grid 5 20
mod elas
gen line 0.0,3.0 5.0,14.0
gen line 0.0,5.0 5.0,16.0
model null region 1,5
ini x 5.0 y 14.0 i 6 j 14
ini x 0.0 y 5.0 i=1 j 8
set echo off
call region.fis
call regadd.fis
set echo on
plot hold grid mark
set i reg 3 j reg 18 x add 0.0 y add -2.0
reg add
inter 1 as from 1,4 to 6,14 bs from 1,8 to 6,17
mark j 1,4
mark j 17,21
gen adj
plot hold grid
ret
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:37
  step         0
 -8.633E+00 <x<  1.363E+01
 -1.133E+00 <y<  2.113E+01

Grid plot
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Figure 1 Grid before translation
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LEGEND

   12-Apr-04  13:37
  step         0
 -7.600E+00 <x<  1.260E+01
 -1.100E+00 <y<  1.910E+01

Grid plot
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Figure 2 Grid after translation
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Finding Gridpoint Variables inside a Region

The FISHfile “REGION.FIS” can be used to find all gridpoints located within a region of the grid.
This function is similar to the action of the region keyword, except that the operation is performed on
gridpoints and variables associated with gridpoints. See Section 1.1.3 in the Command Reference.

The example data file “REGION.DAT” illustrates the use of “REGION.FIS” to assign saturation
values at gridpoints within a selected region. Gridpoints with zero saturation are marked and plotted
for the purpose of verification.

Another application translates all gridpoints in a specified region. See the FISH library file “RE-
GADD.FIS.”

Note that the CONFIG extra command must be specified to have one extra variable available. The
extra gridpoint variable ex 1 is set to integer value 1, if the gridpoint is inside the region identified
by the variables i reg and j reg.

Data File “REGION.DAT”

conf gw extra=1
gr 20 20
mod elas
prop d 1 s 1 b 1
gen circle 10 10 5
;
set echo off
call region.fis
set echo on
;
set i reg=1 j reg=1
region
def ini sat

loop i (1,igp)
loop j (1,jgp)

if ex 1(i,j) # 1 then
sat(i,j) = 0

end if
end loop

end loop
end
ini sat
; --- mark nodes with zero saturation ---
def mark to check
loop ii (1,igp)

loop jj (1,jgp)
if sat(ii,jj) = 0 then

command
mark i=ii j=jj
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end command
end if

end loop
end loop

end
mark to check
plot hold grid mark
ret

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:39
  step         0
 -1.133E+00 <x<  2.113E+01
 -1.133E+00 <y<  2.113E+01

Grid plot
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Figure 1 Gridpoints with zero saturation
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Servo Control

A servo-control function is used to minimize the influence of inertial effects on the response of the
model. The FISH file “SERVO.FIS” shows how the applied vertical velocities can be adjusted as
a function of the maximum unbalanced force in the model. By preventing the unbalanced force
from getting too high (i.e., controlling the inertial effects), the user has better control over model
behavior.

The control is specified by setting the upper limit for unbalanced force, high unbal, and lower
limit, low unbal, with the SET command. The loading velocity is also controlled by specifying
an upper limit (high vel). A command is not issued for this function because it is automatically
invoked at every calculation step through the WHILE STEPPING FISH command.

This function is demonstrated for the problem of a triaxial compression test of a strain-softening
material (data file “SERVO.DAT”). The stress-strain response of the specimen indicates a weakening
of the material after the peak strength is reached. The servo-control of the applied velocity allows
for an analysis with minimal inertial effects.

Note that FISHfunctions are built into the data file to calculate the average vertical stress, sigmav,
and average vertical strain, ev, in order to generate the stress-strain plot shown in Figure 1.

The servo-control function will need to be modified for different types of loading.

Data File “SERVO.DAT”

; Triaxial test of strain-softening material
; with controlled velocity
title

Triaxial test of strain-softening material
config axi
g 5 10
mo ss
call servo.fis
fix y j 1
fix y j 11
ini yvel -2.5e-5 j 11
ini yvel 2.5e-5 j 1
pro den 2500 bulk 2e8 she 1e8 co 2e6 fric 45 ten 1e6 dil 10
pro ftab 1 ctab 2 dtab 3
table 1 0 45 .05 42 .1 40 1 40
table 2 0 2e6 .05 1e6 .1 5e5 1 5e5
table 3 0 10 .05 3 .1 0
app pres 1e6 i 6
ini sxx -1e6 syy -1e6 szz -1e6
def sigmav

sum=0.0
loop i (1,igp)

sum=sum+yforce(i,jgp)

FLAC Version 5.0



SERVO.FIS - 2 FISH in FLAC

end loop
sigmav=sum/(x(igp,jgp)-x(1,jgp))

end

def ev
ev=(ydisp(3,1)-ydisp(3,11))/(y(3,11)-y(3,1))

end
hist sigmav
hist ev
hist yv i 1 j 1
hist unbal
set high unbal=5e4
set low unbal=2e4
set high vel=1e-4
step 6000
save servo.sav
plot hold his 1 vs 2
plot hold his 4
plot hold his 3
ret

   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:40
  step      6000
 
HISTORY PLOT
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Figure 1 Axial stress versus axial strain for a triaxial test with strain-
softening material with controlled velocity
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:40
  step      6000
 
HISTORY PLOT
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Figure 2 Unbalanced force history for a triaxial test with strain-softening
material with controlled velocity
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   12-Apr-04  13:40
  step      6000
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Figure 3 Vertical velocity history for a triaxial test with strain-softening
material with controlled velocity
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Finding the Response Spectrum of an Acceleration History in a FLAC Table

The FISHfile “SPEC.FIS” finds the displacement response spectrum, the pseudo-velocity response
spectrum and the pseudo-acceleration response spectrum of an input acceleration stored in a FLAC
table. The ID number of the input table is defined by acc in, and the three output tables are
identified by sd out, sv out and sa out. If any of the output tables currently exist, they will
be deleted and overwritten with the new results.

The damping constant for the response analysis is specified by dmp. The calculation is only
approximate for damped responses — the higher dmp is, the less accurate the response.

The range of periods over which the spectrum is calculated by pmin and pmax, and the number
of points in the output tables, are defined by n point.

This routine can take considerable time to execute. IfNi is the number of input points andNp is the
number of points in the output, then the number of calculations increases as Np × Ni × log(Ni).
This formulation tends to give somewhat distorted results for periods approaching zero; however,
improving the accuracy for small periods increases the calculation time.

The algorithm was adapted from Craig (1981). As an example of its use, a simple sine wave was
input into a FLACtable as an input acceleration. The function was then executed from a period of 0.5
to 2, with 50 points, in the output tables (see “SPEC.DAT”). Figure 1 shows the input acceleration
generated — a sine wave with a period of 1.0. Figures 2 through 4 show the various response
spectrums generated, displaying the expected peaks at a period of 1.0.

Reference

Craig, Jr., R. R. Structural Dynamics — An Introduction to Computer Methods. New York: John
Wiley and Sons, 1981.
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Data File “SPEC.DAT”

new
def cr tab

i = 0
p2 = 2.*pi
loop while i <= num point

xx=end time*float(i)/float(num point)
i = i+1
yy = sin(xx*p2/per1)
table(1,xx) = yy

end loop
end

set num point 250 end time 3.0
set per1 1.0

cr tab

ca spec.fis
set pmin = 0.5
set pmax = 2.
set dmp = 0.
set acc in = 1
set sd out = 2
set sv out = 3
set sa out = 4
set n point = 50
spectra
;

label table 1
Input Acceleration
label table 2
Displacement Response
label table 3
Velocity Response
label table 4
Acceleration Response
plot hold table 1 line
plot hold table 2 line
plot hold table 3 line
plot hold table 4 line
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:41
  step         0
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Figure 1 Input acceleration
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  step         0
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Figure 2 Displacement response spectrum
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LEGEND
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  step         0
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Figure 3 Pseudo-velocity response spectrum
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Figure 4 Pseudo-acceleration response spectrum
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Strain-Softening FISH Model

The file “SS.FIS” is a FISHfunction which duplicates the built-in strain-hardening/strain-softening
plasticity model in FLAC. The detailed explanation of the model is provided in Section 2.4.4 in
Theory and Background. The function is named m ss and requires that the following parameters
be specified with the PROPERTY command:

m coh cohesion

m ctab table number relating cohesion to plastic shear strain

m dil dilation angle

m dtab table number relating dilation angle to plastic shear strain

m fric friction angle

m ftab table number relating friction angle to plastic shear strain

m g shear modulus

m k bulk modulus

m ten tensile strength

m ttab table number relating tensile strength to plastic tensile strain

These parameters default to zero if not specified. The user also has access to:

m epdev shear-hardening parameter

m epten tensile-hardening parameter

m ind state indicator:

0 elastic

1 plastic shear

2 elastic now, but plastic in past

3 plastic tensile

The following problem compares the FISHmodel to the built-in strain-softening model. The built-
in model is used for zones in the left half of the model. The FISH function is used for zones in the
right half.
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Data File “SS.DAT”

g 12 10
gen 0,0 0,25 30,25 30,0

model ss i=1,6
prop den 2500 bulk 1.19e10 shear 1.1e10 i=1,6
prop coh 2.72e6 fric 44 dil 0 ten 2e6 i=1,6
prop ctab 1 ftab 2 i=1,6

tab 1 0,2.72e6 1e-4,2e6 2e-4,1.5e6 3e-4,1.03e6 1,1.03e6
tab 2 0,44 1e-4,42 2e-4,40 3e-4,38 1,38

call ss.fis
model m ss i=7,12
prop den 2500 m k 1.19e10 m g 1.1e10 i=7,12
prop m coh 2.72e6 m fric 44 m dil 0 m ten 2e6 i=7,12
prop m ctab 1 m ftab 2 i=7,12

ini xv 1e-6 i=1
ini xv -1e-6 i=13
fix x y i=1
fix x y i=13

his nstep 100
his unbal
his xdisp i=1 j=1
his sxx i=6 j=1
his sxx i=6 j=5
his sxx i=6 j=10
step 15000
save ss.sav
plot hold bou est disp
return
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   FLAC (Version 5.00)

LEGEND

   29-Dec-04  15:53
  step     15000
 -1.667E+00 <x<  3.167E+01
 -4.167E+00 <y<  2.917E+01

Boundary plot
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Figure 1 Comparison of stresses and displacements
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Shear Displacement-Softening Cables

FISH can be used to adjust material properties locally along a cable. For example, the shear
resistance along a cable, defined by sbond, can be made to reduce as a function of the relative shear
displacement. A table relating the shear resistance (i.e., bond strength) to shear displacement can
be input to define this relation. The cable element properties are accessed directly in FLAC’s data
structure. (Refer to Section 4 for a program guide to the elements of the data structure.)

The structural element logic in FLAC allows for only one set of properties per cable element.
Therefore, it is necessary to describe a cable as a set of separate, connected cable elements. This
is done with FISH function stru set in the example data file “SSCAB.DAT.” stru set is
problem-dependent; for this example, a vertical ground anchor is created and will be pulled at a
constant velocity from a rock mass. The anchor is represented by six separate cables; see Figure 1.

FISHfunction bond s (in file “SSCAB.FIS”) evaluates the relative shear displacement at the cable
nodes every calculation step, and varies the bond strength as a function of accumulated relative shear
displacement. The variation is prescribed by Table 1 in the data file. In this example, the initial
bond strength is 250 MPa, and decreases to 125 MPa after a relative shear displacement of 10 mm.

The file “STR.FIN,” called at the beginning of “SSCAB.FIS,” contains the names and values of the
offsets on the cable data structure. This file is contained in the “\FISH\4-ProgramGuide” directory.

Histories are taken of the axial force that develops in the anchor and the relative shear displacement
at selected points along the anchor. An additional FISH function, check sbond, is given to monitor
the change in the bond strength at different locations along the anchor. Figure 2 plots the shear
force that develops along the anchor at the end of the calculation. Figure 3 plots the accumulated
relative shear displacement at three cable nodes, and Figure 4 plots the change in bond strength at
the same three nodes, versus the vertical displacement of the top cable node (node 7). Note that the
bond strength decreases at nodes 4 and 5 along the anchor, but remains constant at the end of the
anchor (node 1).

Data File “SSCAB.DAT”

title
Ground anchor pull test with softening bond strength

g 4 6
mo el
pro bulk 5e9 she 3e9 den 2000
def stru set

xi = 2.
yi = 1.
xf = 2.
yf = 7.
nseg = 6
dy = (yf-yi)/float(nseg)
syi = yi
loop ii (1,nseg)

syf = syi + dy
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command
stru pro ii e 1.e15 yield 1e20 a 1e-4 sbond 0.25e9 &

kbond 1.e11 sfric 0 perim 1
stru cable beg xi syi end xf syf seg 1 prop ii

end command
syi = syf

end loop
end
call sscab.fis
def find id
ip=imem(str pnt+$ksnode)
loop while ip # 0

case of imem(ip+$kndid)
case 7
ipn7 = ip
case 5
ipn5 = ip
case 4
ipn4 = ip
case 1
ipn1 = ip

end case
ip = imem(ip)

end loop
end
def check sbond
while stepping
pip1 = imem(ipn1+$kndtad)
pip4 = imem(ipn4+$kndtad)
pip5 = imem(ipn5+$kndtad)
pip7 = imem(ipn7+$kndtad)
bs1 = fmem(pip1+$ktypsb)
bs4 = fmem(pip4+$ktypsb)
bs5 = fmem(pip5+$ktypsb)
bs7 = fmem(pip7+$ktypsb)

end
; --- install structural elements ---
stru set
find id
; --- table 1: sbond as a function of relative shear displacement ---
table 1 0 0.25e9 0.25e-2 0.25e9 1e-2 0.125e9 4e-2 0.125e9
; --- boundary condition ---
stru node 7 fix y ini yvel 1e-5
fix x y
; --- histories ---
hist ns 1
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hist elem 6 axial
hist node 7 ydisp
hist node 1 sdisp
hist node 4 sdisp
hist node 5 sdisp
hist node 7 sdisp
hist bs1
hist bs4
hist bs5
hist bs7
hist unbal
; --- pull test ---
step 3000
; --- plots ---
plot hold bou cable struct num
plot hold bou cable bl struct cs sforce struc sbond
;print struc cable
;print struc prop cable
plot hold his -1 vs 2
plot hold his 3 4 5 vs 2
plot hold his 7 8 9 vs 2
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:58
  step      3000
 -2.100E+00 <x<  6.100E+00
 -5.997E-01 <y<  7.600E+00

Boundary plot
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Figure 1 Ground anchor defined by six connected cables
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LEGEND
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  step      3000
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Figure 2 Shear forces along the anchor
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   FLAC (Version 5.00)

LEGEND

   12-Apr-04  13:58
  step      3000
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Figure 3 Histories of relative shear displacement at three cable nodes
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Figure 4 Histories of bond shear strength at three cable nodes
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Strain-Softening Interface

FISH can be used to adjust material properties locally along an interface. For example, strain-
softening behavior can be prescribed along an interface to represent local weakening of a sliding
fault plane. The interface properties are accessed directly in FLAC’s data structure. (Refer to
Section 4 for a program guide to the elements of the data structure.)

The interface logic in FLAC allows for only one set of properties per interface. Therefore, it is
necessary to describe an interface plane by a set of separate interfaces along the plane. This is
done with the FISH function create int in the example data file “SSINT.DAT.” create int
is problem-dependent; for this example, a slope is bounded by inclined and horizontal weakness
planes. The two planes are represented by 11 interfaces. Each interface has a separate face
prescribed for aside, but the same face for bside. The inclined weakness plane is created with
five INTERFACE commands and the horizontal plane with six INTERFACE commands. For all 11
interfaces, the bside begins at i = 1, j = 2 and ends at i = 25, j = 2; see Figure 1.

The FISH function int var (in file “SSINT.FIS”) evaluates the relative shear displacement along
all the interfaces at every calculation step, and varies the cohesion and friction as a function of
accumulated relative shear displacement. The variations are prescribed by tables that are set by
coh tab and fri tab. In this example, the initial friction angle is 10◦ and decreases to 5◦ after a
relative shear displacement of 2 mm. The variation is prescribed in table #2 (fri tab = 2).

The file “INT.FIN,” called at the beginning of “SSINT.FIS,” contains the names and values of
the offsets on the interface data structure. This file is contained in the “\FISH\4-ProgramGuide”
directory.

An additional FISH function, check int, is given to print the current accumulated relative shear
displacement along each interface, and store the current friction angle of each interface in the table
out tab. Figure 2 shows the friction angle of the interfaces after 2000 steps. Interfaces 9, 10,
and 11 have reached the residual value of 5◦. This is consistent with the slope failure indicated by
the displacement vector plot in Figure 3.

Data File “SSINT.DAT”

grid 24 7
mo el j 1
mo mo i 3 8 j 3 7
gen -3.464 6 -1.887 6 1 1 0 0 i 1 11 j 1 2
gen s s 11 1 11 0 i 11 25 j 1 2
gen 1 1 -1.3094 5 3 5 7 1 i 3 9 j 3 8
gen line 1 1 -1.887 6
fix x y j 1
pro bulk 2e9 she 1e9 den 2500 j 1
pro bulk 1e9 she 5e8 den 2500 fric 45 i 3 8 j 3 7
set g 10
def create int
;left side
loop jbeg (3,7)
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jend=jbeg+1
ifn=8-jbeg
command
int ifn aside from 3 jbeg to 3 jend bside from 1 2 to 25 2
int ifn kn 1e9 ks 1e8 fric 10

end command
end loop
;bottom
loop ibeg (3,8)

iend=ibeg+1
ifn=3+ibeg
command
int ifn aside from ibeg 3 to iend 3 bside from 1 2 to 25 2
int ifn kn 1e9 ks 1e8 fric 10

end command
end loop
end
create int
ini syy -1e5 var 0 1e5 j 3 7
ini szz -1e5 var 0 1e5 j 3 7
hist unbal
hist xdisp i 8 j 3
table 1 0 0 10 0
table 2 0 10 1e-3 7 2e-3 5 10 5
ca ssint.fis
set coh tab=1 fri tab=2 out tab=100
step 2000
check int
plot hold bou if
plot hold table 100 both min 0
plot hold grid dis
ret
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   FLAC (Version 5.00)

LEGEND
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Figure 1 Interfaces defining planes of weakness
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Figure 2 Friction angles along interfaces
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   FLAC (Version 5.00)

LEGEND
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  step      2000
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Figure 3 Slope failure indicated by displacement vectors
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Extrapolating Pore Pressure Change to Speed Convergence to Steady State

When only the pore-pressure distribution corresponding to steady-state flow is of interest, a flow-
only calculation may be performed. If there are substantial differences in permeability or zone size
throughout the grid, the number of cycles needed to reach steady state may be large. The FISH
function “TURBO.FIS” may be used in conjunction with “FMOD5.FIS” to speed the convergence
in these cases. “TURBO.FIS” is provided for experimental use only.

FISH function “TURBO.FIS” periodically makes an estimate of the changing slopes of the pore
pressure histories at all gridpoints and extrapolates them to an estimated steady state, using the
fact that the convergence must be of logarithmic form. The following data file illustrates the use
of “TURBO.FIS” to speed up the convergence towards steady-state in a problem of flow around
a high-permeability lens. See Section 1.10.4.2 in Fluid-Mechanical Interaction for additional
discussion on the function “TURBO.FIS.”

This scheme should be used with great caution and discontinued if the results look at all strange.

Data File “TURBO.DAT”

conf gw extra=2
gr 20 20
mod elas
prop d 1 s 1 b 1
gen circle 10 10 5
prop perm=1e-10 reg=1,1
prop perm=1e-9 reg=10,10
set mech=off
apply pp=0 i=1
apply pp=10 i=21
water bulk 1e9
step 1
call fmod5.fis
call turbo.fis
solve sratio 0.01
no turbo
solve sratio 0.01
plot hold sl blue pp i=.5 cyan
ret
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   FLAC (Version 5.00)

LEGEND

   29-Dec-04  16:06
  step      1999
Flow Time      1.2301E+03
 -9.718E-01 <x<  2.147E+01
 -1.222E+00 <y<  2.122E+01

Flow streamlines
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Figure 1 Streamlines and pressure contours around a high-permeability
lens
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Ubiquitous-Joint FISH Model

The file “UBI.FIS” is a FISHfunction which duplicates the built-in ubiquitous-joint model in FLAC.
The detailed explanation of the model is provided in Section 2.4.3 in Theory and Background.
The function is named m ubi, and requires that the following parameters be specified with the
PROPERTY command:

m coh cohesion

m dil dilation angle

m fric friction angle

m g shear modulus

m jang joint angle (measured counterclockwise from x-axis)

m jcoh joint cohesion

m jfric joint friction angle

m jten joint tension limit

m k bulk modulus

m ten tensile strength

These parameters default to zero if not specified. The user also has access to

m ind state indicator:

0 elastic

1 plastic shear

2 elastic now, but plastic in past

3 plastic tensile

6 joint plastic shear

7 joint elastic now, but plastic in past

8 joint plastic tensile
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The following problem (see Section 7 in the Verifications volume) compares the FISH model to
the built-in ubiquitous-joint model. The built-in model is used for the upper half of the grid, and
the FISH function is used for the lower half. The comparison of model results to the analytical
solution is given in Figure 1.

Data File “UBI.DAT”

title
Compressive Strength of a Jointed Sample. (Built-in + FISH UBI)

g 6 10
gen -3 -5 -3 5 3 5 3 -5
call ubi.fis
;
def sigmav

sum =0.0
loop i (1,igp)

sum = sum + yforce(i,jgp)
end loop
sigmav = sum/(x(igp,jgp)-x(1,jgp))

end
;
def ve
ve = (ydisp(3,1)-ydisp(3,11))/(y(3,11)-y(3,1))

end
;
def anal
mc= 2e3
mfi = 40.0*degrad
jc = 1e3
jfi= 30.0*degrad
sm = 2.0*mc*cos(mfi)/(1.0-sin(mfi))
sj = 2.0*jc/( (1.0-tan(jfi)*tan(30.0*degrad) )*sin(2.0*30.0*degrad) )
anal=min(sj,sm)

end
def servo
while stepping
if unbal > high unbal then

loop i (1,igp)
yvel(i,jgp) = yvel(i,jgp)*0.975
if abs(yvel(i,jgp)) > high vel then

yvel(i,jgp) = sgn(yvel(i,jgp))*high vel
end if
yvel(i,1) = yvel(i,1)*0.975
if abs(yvel(i,1)) > high vel then

yvel(i,1) = sgn(yvel(i,1))*high vel
end if

end loop
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end if
;

if unbal < low unbal then
loop i (1,igp)

yvel(i,jgp) = yvel(i,jgp)*1.025
if abs(yvel(i,jgp)) > high vel then

yvel(i,jgp) = sgn(yvel(i,jgp))*high vel
end if
yvel(i,1) = yvel(i,1)*1.025
if abs(yvel(i,1)) > high vel then

yvel(i,1) = sgn(yvel(i,1))*high vel
end if

end loop
end if

end
;
set high unbal 20 low unbal 10 high vel 1.0e-4
;
mo ubi i=1,3
prop den 2000 bulk 1e8 she 7e7 fric 40 co 2e3 ten 2400 i=1,3
prop jco 1e3 jfric 30 jang 60.0 jten 2000 i=1,3
;
mo m ubi i=4,6
prop den 2000 m k 1e8 m g 7e7 m fric 40 m coh 2e3 m ten 2400 i=4,6
prop m jcoh 1e3 m jfric 30 m jang 60.0 m jten 2000 i=4,6
;
fix y j=1
fix y j=11
ini yvel -1e-7 j=11
ini yvel 1e-7 j=1
his unbal
his sigmav
his anal
his ve
his yv i 1 j 1
;
step 3000
print sigmav
print anal
save ubi.sav
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   FLAC (Version 5.00)

LEGEND
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Figure 1 Stress-strain curve for joint angle = 30◦
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Figure 2 Comparison of stresses and displacements
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Gradual Unloading of Void Regions

The FISHfunction “ZONK.FIS” creates a void within a model and slowly relaxes the forces around
the void region. This facility is useful for simulating a gradual excavation in elasto-plastic material.
The influence of transients on material failure is minimized; the solution is more “static.” The
following variables must be specified with the SET command:

i1,i2 bounding i-numbers of zones to be extracted (i2 ≥ i1)

j1,j2 bounding j -numbers of zones to be extracted (j2 ≥ j1)

n big steps number of reductions in applied forces

n small stepsnumber of FLAC steps within each force reduction step

The applied forces are calculated for the boundary of the extracted region by specifying the FISH
function zonk. The forces are then relaxed by specifying the function relax. The functions
zonk and relax make use of extra arrays 6 and 7; the CONFIG extra command must be specified
to have those extra grid variables available.

The example data file “ZONK.DAT” illustrates the use of “ZONK.FIS” to simulate a gradual
excavation in Mohr-Coulomb material.

Data File “ZONK.DAT”

title
Hole in a Mohr-Coulomb medium
config extra=7
g 10 10
mo ss
prop shear=2.8e9 bulk=3.9e9 dens=2500 coh=3.45e6 fric=30 dil=0 ten=1e10

gen 0 0 0 10 5 10 5 0
; --- boundary conditions ---
fix y j 1
fix x i 1
app sxx=-30e6 i 11
app syy=-40e6 j 11
; --- initial conditions ---
ini sxx=-30e6 syy=-40e6 szz=-30e6
; --- histories ---
hist unbal
hist xd i 3 j 6
hist xv i 3 j 6
hist sxx i 3 j 6
hist syy i 3 j 6
hist szz i 3 j 6
hist sxy i 3 j 6
; --- gradual excavation ---

FLAC Version 5.0



ZONK.FIS - 2 FISH in FLAC

call zonk.fis
set i1=1 i2=2 j1=5 j2=6
set n big steps=10 n small steps=100
zonk
relax

solve sratio 1.e-3
save zonk.sav
plot hold grid plas his
plot hold his -4 vs -2
ret
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Figure 1 Excavation with plastic zone and history point
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Figure 2 Horizontal stress vs displacement at history point
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1 THERMAL OPTION

1.1 Introduction

The thermal option of FLAC incorporates both conduction and advection models. The conduction
models allow simulation of transient heat conduction in materials, and the development of thermally
induced displacements and stresses. The advection model takes the transport of heat by convection
into account; it can simulate temperature-dependent fluid density and thermal advection in the fluid.
This thermal option has the following specific features.

1. There are four material models for the thermal behavior of the material:
three conduction models (isotropic conduction, anisotropic conduction and
temperature-dependent conduction); and one advection model (isotropic con-
duction/advection).

2. As in the standard version of FLAC, different zones may have different thermal
models and properties.

3. Any of the mechanical models may be used with any of the thermal models.

4. Several different thermal boundary conditions may be prescribed.

5. Heat sources may be inserted into the material either as line sources or as
volume sources. These sources may be made to decay exponentially with
time.

6. Both explicit and implicit solution algorithms are available.

7. The thermal option provides for one-way coupling to the mechanical stress
and pore pressure calculations through the thermal expansion coefficients.

8. Temperatures can be accessed via FISH, allowing users to define temperature-
dependent properties.

Simulations of full nonlinear coupling between a general deformable solid, deformable fluid and
advective heat transfer are uncommon and difficult to perform. The explicit formulation used in
FLAC may be slow in some circumstances, but it is very tolerant of extreme nonlinearities and
offers a straightforward framework in which to implement complex physics. The method provides
a flexible way to simulate complex, 2D systems involving transient, nonlinear heat, fluid and solid
coupling.
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This chapter contains a description of the thermal formulation (Section 1.2) and the numerical
implementation (Section 1.3). Recommendations for solving thermal problems are also provided
(Section 1.4). The FLAC input commands for thermal analysis (Section 1.5), and the system of units
for thermal analysis (Section 1.6) are given. Finally, several verification problems (Section 1.7) are
described.* Refer to these examples as a guide for creating FLAC models for thermal analysis and
coupled thermal-stress or thermal-groundwater flow analysis.

* The data files in this chapter are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\Options\1-Thermal” with the extension “.DAT.” A project file is also pro-
vided for each example. In order to run an example and compare the results to plots in this chapter,
open a project file in the GIIC by clicking on the File / Open Project menu item and selecting
the project file name (with extension “.PRJ”). Click on the Project Options icon at the top of the
Project Tree Record, select Rebuild unsaved states, and the example data file will be run and plots
created.
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1.2 Mathematical Model Description

1.2.1 Conventions and Definitions

As a notation convention, the symbol ai denotes component i of the vector a in a Cartesian system
of reference axes; Aij is component (i, j) of tensor A. Also, f,i is used to represent the partial
derivative of f with respect to xi . (f can be a scalar variable or a vector component.)

The Einstein summation convention generally applies to indices (which take the values 1, 2 for
components that involve spatial dimensions).

SI units are used to illustrate parameters and dimensions of variables. See Section 1.6 for conversions
to other systems of units.

The following dimensionless numbers are useful in the characterization of transient heat conduction.

Characteristic length:

Lc = volume of solid

surf ace area exchanging heat
(1.1)

Thermal diffusivity:

κ = k

ρ Cv
(1.2)

where: k is the thermal conductivity;

ρ is the density; and

Cv is the specific heat at constant volume.

Characteristic time for conduction:

tc = L2
c

κ
(1.3)
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1.2.2 Conduction

The variables involved in heat conduction in FLAC are the temperature and the two components of
the heat flux. These variables are related through the energy-balance equation and transport laws
derived from Fourier’s law of heat conduction. Substitution of Fourier’s law into the energy-balance
equation yields the differential equation of heat conduction which may be solved for particular
geometries and properties, given specific boundary and initial conditions. Thermal volumetric
strains are introduced into the incremental mechanical and fluid constitutive laws to account for
thermal-stress and thermal-pore pressure couplings.

1.2.2.1 Energy-Balance Equation

The differential expression of the energy balance has the form

−∇ · qT + qTv =
∂ζT

∂t
(1.4)

where qT is the heat-flux vector in [W/m2], qTv is the volumetric heat-source intensity in [W/m3],
and ζT is the heat stored per unit volume in [J/m3]. In general, temperature changes may be caused
by changes in both energy storage and volumetric strain, ε, and the thermal constitutive law relating
those parameters may be expressed as:

∂T

∂t
= MT

(
∂ζT

∂t
− βv ∂ε

∂t

)
(1.5)

where MT and βv are material constants, and T is temperature.

In FLAC, we consider a particular case of this law for which βv = 0 andMT = 1
ρCv

. ρ is the mass

density of the medium in [kg/m3], and Cv is the specific heat at constant volume in [J/kg ◦C].
The hypothesis here is that strain changes play a negligible role in influencing the temperature — a
valid assumption for quasi-static mechanical problems involving solids and liquids. Accordingly,
we may write

∂ζT

∂t
= ρ Cv ∂T

∂t
(1.6)

Substitution of Eq. (1.6) in Eq. (1.4) yields the energy-balance equation:

−∇ · qT + qTv = ρCv
∂T

∂t
(1.7)

Note that for nearly all solids and liquids, the specific heats at constant pressure and at constant
volume are essentially equal; consequently, Cv and Cp can be used interchangeably.
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1.2.2.2 Transport Law

The basic law that defines the relation between the heat-flux vector and the temperature gradient is
Fourier’s law. For a stationary, homogeneous, isotropic solid, this constitutive law is given in the
form:

qT = −kT∇T (1.8)

where T is the temperature [◦C], and kTij is the thermal conductivity tensor in [W/m◦C].

1.2.2.3 Mechanical Coupling: Thermal Strains

Solution of thermal-stress problems requires reformulation of the stress-strain rate relations, which
is accomplished by subtracting from the total strain rate that portion due to temperature change.
Because free thermal expansion results in no angular distortion in an isotropic material, the shearing-
strain increments are unaffected. The thermal-strain rate associated with the free expansion corre-
sponding to temperature rate ∂T /∂t have the form:

∂εTij

∂t
= αt ∂T

∂t
δij (1.9)

where αt [1/◦C] is the coefficient of linear thermal expansion, and δij is the Kronecker delta.

As an example, the mechanical constitutive equations for an elastic material are given by:

∂σij

∂t
+ α ∂P

∂t
δij = 2G

(
∂εij

∂t
− αt ∂T

∂t
δij

)
+
(
K − 2

3
G

)
·
(
∂εkk

∂t
− 3αt

∂T

∂t

)
δij (1.10)

where σij and εij are total stresses and strains, α is Biot coefficient, K and G are bulk and shear
moduli, and δij is the Kronecker delta.

The differential equation of motion and the rate of strain-velocity relations are based upon mechan-
ical considerations and are unchanged for thermomechanics.
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1.2.2.4 Fluid Coupling: Thermally Induced Pore Pressures

The heat transfer may be coupled to the groundwater calculation by taking into account pore pressure
change caused by thermal expansion of the fluid and solid constituents. The constitutive law has
the form (see Section 1.2.1 in Fluid-Mechanical Interaction):

∂P

∂t
= M

(
∂ζ

∂t
− α ∂ε

∂t
+ β ∂T

∂t

)
(1.11)

where ζ is the variation of fluid content,M is Biot modulus, α is Biot coefficient, ε is the volumetric
strain, and β is the volumetric thermal expansion. In FLAC:

β = nβf + (1− n)βg (1.12)

where: n = porosity;
βf = volumetric thermal expansion coefficient of the fluid; and
βg = volumetric thermal expansion coefficient of the grains (βg = 3αt ).

Note that the two FLAC properties αt and βg are not independent; the input values should be
consistent with the relation βg = 3αt .

1.2.2.5 Initial and Boundary Conditions

Substitution of Eq. (1.8) for qT in Eq. (1.7) yields the differential equation for heat conduction.
Initial conditions correspond to a given temperature field. Boundary conditions are generally
expressed in terms of temperature or the component of the heat-flux vector normal to the boundary.
In this version of FLAC, five types of conditions are considered, corresponding to: (1) given
temperature; (2) given component of the flux normal to the boundary; (3) convective boundaries;
(4) radiative boundaries; and (5) insulated (adiabatic) boundaries.

In FLAC, a convective boundary condition has the form:

qn = h(T − Te) (1.13)

where qn is the component of the flux normal to the boundary in the direction of the exterior normal,
h is the convective heat-transfer coefficient [W/m2 ◦C], T is the temperature of the boundary
surface, and Te is the temperature of the surrounding fluid [◦C]. Radiative and adiabatic boundaries
are handled in a similar fashion. Note that in the numerical formulation used in FLAC, boundaries
are adiabatic by default.
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1.2.3 Advection

The mechanisms of convective heat transfer in porous media considered in the FLAC implementation
are forced convection, in which the heat is carried by the fluid motion, and free convection, which
accounts for fluid motion caused by density differences due to temperature variations.

The working assumptions are those of local thermal equilibrium (flow at low Reynolds number is
considered) and small density variations (Boussinesq approximation applies). The basic hydrother-
mal equations for saturated fluid flow processes are provided below.

1.2.3.1 Energy Balance for Convective-Diffusive Heat Transport

cT
∂T

∂t
+ ∇ · qT + ρ0cwqw · ∇T − qTv = 0 (1.14)

where T is temperature, qT is thermal flux, qw is fluid specific discharge, qTv is volumetric heat
source intensity, ρ0 and cw are reference density and specific heat of the fluid, respectively, and cT

is the effective specific heat. The effective specific heat is defined as

cT = ρCv + nSρ0cw (1.15)

where ρ and Cv are solid matrix bulk density and bulk specific heat, respectively, n is porosity and
S is saturation.

1.2.3.2 Fluid Mass Balance (Slightly Compressible Fluid)

∂P

∂t
= M

(
−∇ · qw − α ∂ε

∂t
+ β ∂T

∂t

)
(1.16)

whereM is the Biot modulus, ε is the volumetric strain, and β is the volumetric thermal expansion
of the porous matrix. Note that the term nβf (βf is volumetric thermal expansion of the fluid), which
enters in the expression of the coefficient β, is usually neglected in the Boussinesq approximation,
and that the last two terms in Eq. (1.16) are only present if mechanical coupling is considered.
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1.2.3.3 Transport Laws

Heat Transport (Fourier Law)

qT = −kT∇T (1.17)

where kT is the effective thermal conductivity, which is isotropic in the advection formulation. The
effective thermal conductivity is defined in terms of the solid and fluid thermal conductivities, kTs
and kTw , by the equation:

kT = kTs + nSkTw (1.18)

Fluid Transport (Darcy Law)

qw = −k∇(P − ρwg · x) (1.19)

where k is the fluid mobility coefficient (intrinsic permeability, κ, over dynamic viscosity, µw), and
ρw is the fluid density. In this equation, fluid density is related to temperature changes by the linear
equation

ρw = ρ0[1− βf (T − T0)] (1.20)

where βf is the volumetric thermal expansion of the fluid, and T0 is the reference temperature.

In these equations, the Boussinesq approximation, that fluid density variations due to temperature
changes are significant only in their generation of buoyancy forces, has been invoked.

1.2.3.4 Thermal-Mechanical-Pore Pressure Coupling

Coupling to the mechanical constitutive equations is done via “effective” normal strain rates (i.e.,
total-minus-thermal normal strain-rate components), and pore pressure changes, which affect ef-
fective stresses. The advective logic may be used in combination with any of the mechanical
constitutive models available for FLAC. In the example of an elastic material in small strain, the
mechanical constitutive relations are

∂σij

∂t
+ α ∂P

∂t
δij = 2G

(
∂εij

∂t
− αt ∂T

∂t
δij

)
+
(
K − 2

3
G

)
·
(
∂εkk

∂t
− 3αt

∂T

∂t

)
δij (1.21)

where σij and εij are total stresses and strains, α is the Biot coefficient,K andG are bulk and shear
moduli, αt is linear thermal expansion coefficient of the solid matrix, and δij is the Kronecker delta.
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1.2.3.5 Initial and Boundary Conditions

In a coupled simulation, initial and boundary conditions must be provided for each of the processes
involved. In principle, any combination of the fluid and thermal boundary conditions documented
in the FLAC manual can be used in an advection simulation: Dirichlet and Neuman boundary
conditions can be assigned, and point and volume sources can be specified for both fluid and
thermal calculations.
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1.3 Numerical Formulation

1.3.1 Conduction

The energy-balance equation Eq. (1.7), together with Fourier’s law Eq. (1.8), are solved in FLAC
using a finite-difference approach based on a medium discretization into zones composed of two
overlays of constant heat-flux triangles. The numerical scheme rests on a nodal formulation of the
energy-balance equation. This formulation is equivalent to the mechanical formulation (presented in
Section 1.3 in Theory and Background) that leads to the nodal form of Newton’s law. It is obtained
by substituting the temperature, heat-flux vector and temperature gradient for velocity vector, stress
tensor and strain-rate tensors, respectively. The resulting system of ordinary differential equations is
solved using two modes of discretization in time, corresponding to explicit and implicit formulations.
The principal results are summarized below.

1.3.1.1 Finite-Difference Approximation to Space Derivatives

By convention, the nodes of a triangle are referred to locally by a number from 1 to 3, and edge n
is opposite node n.

A linear temperature variation is assumed within a triangle; the temperature gradient, expressed in
terms of nodal values of the temperature by application of the Gauss divergence theorem, may be
written:

T,j = − 1

2A

3∑
n=1

T n n
(n)
j L(n) (1.22)

where [n](n) is the exterior unit vector normal to edge n, L is the triangle edge length, and A is the
area of the triangle.

1.3.1.2 Nodal Formulation of the Energy-Balance Equation

The energy-balance equation Eq. (1.7) may be expressed as

qi,i + b∗ = 0 (1.23)

where

b∗ = ρCv ∂T
∂t
− qTv (1.24)
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is the equivalent of the instantaneous “body forces” used in the mechanical node formulation. First,
consider a single triangle. Using this analogy, the nodal heatQn

e [W ], n = 1, 3, in equilibrium with
the triangle heat flux and body forces, may be expressed as

Qn
e = Qn

t −
qvA

3
+mn Cnv

dT

dt

n

(1.25)

where

Qn
t =

qin
(n)
i L(n)

2
(1.26)

and

mn = ρA

3
(1.27)

In principle, the nodal form of the energy-balance equation is established by requiring that, at each
global node, the sum of equivalent nodal heat (−Qn

e ) from all triangles meeting at the node (divided
by two for two overlays) and nodal contribution (Qn

w) of applied boundary fluxes and sources be
zero.

The components of the triangle heat-flux vector in Eq. (1.26) are related to the temperature gradient
by means of the transport law (see Eq. (1.8)). In turn, the components of the temperature gradient
can be expressed in terms of the triangle’s nodal temperatures using Eq. (1.22).

In order to save computer time, a local matrix formulation is adopted in FLAC. At each node, n,
of a particular zone, the sum, Qn

z , of contributions Eq. (1.26) from all triangles belonging to the
zone and meeting at the node, is formed and divided by two for two overlays. Local zone matrices
[M] that relate nodal zone values, Qn

z , to nodal zone temperatures, T n (n = 1, 4) are assembled.
These matrices being symmetrical, 10 components are computed and saved at the beginning of the
computation and updated every 10 steps in large-strain mode. By definition of zone matrices, we
have:

Qn
z = MnjT

j (1.28)

where [T ] is the local vector of nodal zone temperatures.

In turn, global nodal values,Qn
T , are obtained by superposition of zone contributions. Taking some

liberty with the notation, we write for each global node n:

Qn
T = CnjT j (1.29)

where [C] is the global matrix and [T ] is, in this context, the global vector of nodal temperatures.
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Returning to our previous consideration, we write:

−
∑

Qn
e +

∑
Qn
w = 0 (1.30)

where, for simplicity of notation, the
∑

sign is used to represent summation of the contributions at
global node, n, of all zones meeting at that node. (A zone contribution consists of contributions of
all triangles involved in the zone, divided by two for two overlays.) Using Eq. (1.25) in Eq. (1.30),
we obtain, after some manipulations:

dT n

dt
= − 1∑

[mCp]n

[
Qn
T +

∑
Qn
app

]
(1.31)

where Qn
T is a function of the nodal temperatures defined in Eq. (1.29), and

∑
Qn
app is the known

contribution of applied volume sources and boundary fluxes, defined as:

∑
Qn
app = −

∑[
qTv A

3
+Qw

]n
(1.32)

Eq. (1.31) is the nodal form of the energy-balance equation at node n; the right-hand side term
Qn
T +

∑
Qn
app is referred to as the “out-of-balance heat.” One such expression holds at each global

node involved in the discretization. Together they form a system of ordinary differential equations
that is solved in FLAC using both explicit and implicit finite-difference schemes. The domain of
application of each scheme is discussed below.

1.3.1.3 Explicit Finite-Difference Formulation

In the explicit formulation, the temperature at a node is assumed to vary linearly over a time interval
�t : the derivative in the left-hand side of Eq. (1.31) is expressed using forward finite differences,
and the out-of-balance heat is evaluated at time t . Starting with an initial temperature field, nodal
temperatures at incremental time values are updated, provided the temperature is not fixed, using
the expression

T n<t+�t> = T n<t> +�T n<t> (1.33)

where

�T n<t> = χn
[
Qn
T<t> +

∑
Qn
app<t>

]
(1.34)

and
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χn = − �t∑
[mCp]n

(1.35)

Numerical stability of the explicit scheme can only be achieved if the timestep remains below a
limiting value.

Stability Criterion

To derive the stability criterion, we consider the situation in which a node, n, in an assembly of
zones is given a temperature perturbation, T0, from a zero initial state. Using Eq. (1.29), we obtain

Qn
T = Cnn T0 (1.36)

If node n belongs to a convective boundary, we have

∑
Qn
app = Dnn T0 (1.37)

where Dnn is used to represent the temperature coefficient in the global convective term at node n.

After one thermal timestep, the new temperature at node n is (see Eqs. (1.33) through (1.35))

T n<�t> = T0

[
1− �t∑

[mCp]n
(Cnn +Dnn)

]
(1.38)

To prevent alternating signs of temperatures as the computation is repeated for successive �t , the
coefficient of T0 in the above relation must be positive. Such a requirement implies that

�t <

∑
[mCp]n

Cnn +Dnn (1.39)

The value of the timestep used in FLAC is the minimum nodal value of the right-hand side in
Eq. (1.39), multiplied by the safety factor of 0.8.

To assess the influence of the parameters involved, it is useful to keep in mind the following
representation of the critical timestep. If Lc is the smallest triangle characteristic length, we may
write an expression of the form:

�tcr = 1

m

[
κ

L2
c

+ h

ρ CvLc

]−1

(1.40)
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where �tcr is the critical timestep, and m is a constant, larger than unity, which depends on the
medium geometrical discretization (e.g., m = 2 for a regular discretization in squares — see
Karlekar and Desmond 1982).

The critical timestep in Eq. (1.40) corresponds to a measure of the characteristic time needed for
the diffusion “front” to propagate throughout the triangle. To estimate the time needed for the
front to propagate throughout a particular domain, a similar expression can be used, provided Lc is
interpreted as the characteristic length of the domain under consideration. Consider the case where
no convection occurs. By taking the ratio of characteristic times for the domain and the triangle,
it may be seen that the number of steps needed to model the propagation of the diffusion process
throughout that domain is proportional to the ratio of square characteristic lengths for the domain
and the triangle. That number may be so large that the use of the explicit method alone could
become prohibitive.

On the other hand, the advantage of this first-order method is that the calculated timestep is usually
small enough to follow nodal temperature fluctuations accurately.

1.3.1.4 Implicit Finite-Difference Formulation

The requirement that �t should be restricted in size to ensure stability sometimes results in an
extremely small timestep — of the order of a fraction of a second, especially when transient
conduction in multiple layers is involved. The implicit formulation eliminates this restriction, but
it involves solving simultaneous equations at each timestep.

The implicit formulation in FLAC uses the Crank-Nicolson method, in which the temperature at
a node is assumed to vary quadratically over the time interval �t . In this method, the derivative
dT /dt in Eq. (1.31) is expressed using a central-difference formulation corresponding to a half-
timestep, while the out-of-balance heat is evaluated by taking average values at t and t + �t . In
this formulation, we have:

T n<t+�t> = T n<t> +�T n<t> (1.41)

where

�T n<t> = χn
[

1

2

(
Qn
T<t+�t> +Qn

T<t>

)+∑Qn
app

]
(1.42)

and

∑
Qn
app =

1

2

(∑
Qn
app<t+�t> +

∑
Qn
app<t>

)
(1.43)
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From the definition Eq. (1.29), we may write:

Qn
T<t> = CnjT j<t> (1.44)

and

Qn
T<t+�t> = CnjT j<t+�t> (1.45)

Using Eq. (1.33), this last expression becomes

Qn
T<t+�t> = Qn

T<t> + Cnj�T j<t> (1.46)

After substitution of Eq. (1.46) into Eq. (1.42), we obtain, using Eq. (1.44):

�T n<t> = χn
[
CnjT

j
<t> +

1

2
Cnj�T

j
<t> +

∑
Qn
app

]
(1.47)

Finally, regrouping terms:

[
δnj − χ

n

2
Cnj

]
�T

j
<t> = χn

[
CnjT

j
<t> +

∑
Qn
app

]
(1.48)

For simplicity of notation, we define the known matrix [A] and vector [b<t>] as

Anj = δnj − χ
n

2
Cnj (1.49)

and

bn<t> = χn
[
CnjT

j
<t> +

∑
Qn
app

]
(1.50)

With this convention, we may write Eq. (1.48) in the form:

Anj�T
j
<t> = bn<t> (1.51)
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Such an equation may be written for each of the nodes involved in the grid. The resulting system
of equations is solved in FLAC using Jacobi’s iterative method. In this approach, temperature
increments at iteration r + 1 and node n are calculated using the recurrence relation:

�T n<r+1>
<t> = �T n<r><t> + 1

Ann

[
−Anj�T j<r><t> + bn<t>

]
(1.52)

where Einstein’s notation convention applies to indices j only. Using the definition Eq. (1.49) of
[A], Eq. (1.52) takes the form:

�T n<r+1>
<t> = �T n<r><t> + 1

1− χn

2 Cnn

[
χn

2
Cnj�T

j<r>
<t> −�T n<r><t> + bn<t>

]
(1.53)

The initial approximation is chosen such that

�T n<0>
<t> = 0 (1.54)

Hence, the first approximation �T n<1>
<t> is calculated using the same formula as that used in the

explicit scheme divided by
(

1− χn

2 Cnn

)
. (Note that in FLAC, temperature-dependent boundary

conditions (contained in bn) are updated in the implicit iterative procedure.)

In FLAC, a minimum of 3 and a maximum of 500 iterations are considered, and the criterion for
detection of convergence has the form:

max
n

∣∣ �T n<r+1>
<t> −�T n<r><t>

∣∣ < 10−2
(

max
n

∣∣ �T n<r><t>

∣∣) (1.55)

The magnitude of the timestep must be selected in relation to both convergence and accuracy of the
implicit scheme. Although the Crank-Nicolson method is stable for all positive values of �t (for
no convection), the convergence of Jacobi’s method is not unconditionally guaranteed unless the
matrix [A] is strictly diagonally dominant — i.e., when

n∑
j=1
j �=k

∣∣∣∣ Akj
∣∣∣∣ <

∣∣∣∣ Akk
∣∣∣∣ (1.56)

for 1 ≤ i ≤ n (see Dahlquist and Bjorck 1974). According to the definition Eq. (1.49) of Anj and
Eq. (1.35) of χn, this sufficient condition is always fulfilled for sufficiently small values of �t . If
convergence of Jacobi’s method is not achieved, an error message is issued. It is then necessary
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to either reduce the magnitude of the implicit timestep or use the explicit method. (The explicit
timestep may be used as a lower bound.)

Also, although the implicit method is second-order accurate, some insight may be needed in selecting
the appropriate timestep. Indeed, its value must remain small compared to the wavelength of
any nodal temperature fluctuation. Typically, the explicit method is used earlier in the run or
in its perturbed stages, while the implicit method is preferred for the remainder of the simulation.
(Alternatively, the implicit method could be used with the explicit timestep value for extra accuracy.)

Computation time and computer memory are two factors that must be taken into consideration when
selecting the implicit approach in FLAC. In the implicit method, a set of equations must be solved
at each timestep requiring a minimum of three iterations. The amount of calculation required for
one iterative step is approximately equal to that needed for one timestep in the explicit scheme.
Also, intermediate values must be stored in the iterative procedure, requiring extra memory to be
allocated in comparison with the explicit scheme. Those inconveniences, however, can be more
than offset by the much larger timestep generally permitted by the implicit method, or by the gain
in accuracy allowed.

1.3.1.5 Thermal-Stress Coupling

The heat transfer may be coupled to thermal-stress calculations at any time during a transient
simulation. The coupling occurs in one direction only — i.e., the temperature may result in stress
changes, but mechanical changes in the body resulting from force application do not result in
temperature change. This restriction is not believed to be of great significance here, since the
energy changes for quasi-static mechanical problems are usually negligible. In the absence of pore
pressure, the stress change in a triangular zone is given by (from Eqs. (1.9) and (1.10)):

�σij = −δij 3K αt �T (1.57)

The above assumes a constant temperature in each triangular zone which is interpolated from the
surrounding gridpoints.

Mechanical properties can also be made a function of temperature change by accessing temperature
and property values via FISH.

1.3.1.6 Thermal-Pore Pressure Coupling

Pore pressure change resulting from temperature change is found by adding a contribution,�Vther ,
to the term�Vmech in the calculation for nodal pore pressure (Eq. (1.28) in Section 1.3.3 in Fluid-
Mechanical Interaction). This contribution is calculated using the relation

�Vther = −
(
nβf + (1− n)βg

)
V �T (1.58)
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where:�Vther = equivalent zone volume change due to temperature change in the grid;
βf = volumetric thermal expansion coefficient of the fluid;
βg = volumetric thermal expansion coefficient of the grains (βg = 3αt );
n = porosity;
V = zone volume; and
�T = temperature change.

The corresponding change in total stress is calculated using the expression

�σij = −αM
(
n βf + (1− n)βg

)
�T δij (1.59)

where α is the Biot coefficient and M is the Biot modulus.

Groundwater properties can also be made a function of temperature change by accessing temperature
and property values via FISH.

1.3.2 Advection

The development for convection-conduction is an extension to the explicit, finite-difference fluid
and thermal implementations embedded in FLAC. It consists of adding an advection term in the
thermal energy balance, as formulated in Eq. (1.14), to account for forced convection by the fluid.
In addition, the logic for natural convection is considered by means of the dependency Eq. (1.20)
of fluid density on temperature in the transport equation Eq. (1.19).

The numerical implementation of the thermal advection logic is done using the finite-difference
formulation described in Section 1.3.1. The algorithm is modified to account for convection by
adding a heat contribution to the out-of-balance flux at the nodes, before new temperatures are
evaluated for the thermal step. The convection contribution is calculated on a zone basis. First,
the heat source term ρ0cwqw · ∇TA is computed at each thermal timestep, and for each zone to
which the convection model is assigned, using the information of fluid specific discharge, qw from
the flow calculation, temperature gradient, and area, A, for the zone. (The temperature gradient
is evaluated from nodal temperatures in each triangle, using Gauss divergence theorem, and an
average is taken for the zone). The heat source term is then distributed to the nodes, and added
to their out-of-balance flux. To account for natural convection, the local fluid density used in the
transport equation is updated in terms of zone temperature, according to the law in Eq. (1.20).

The advection logic couples fluid and thermal calculations, and relies on sequential stepping of fluid
and thermal modules. It is activated by means of the thermal constitutive model, MODEL th ac.
The advection term is added during the thermal calculation, and requires the input of fluid-specific
discharge provided by the fluid flow calculation, or manually. The temperature field is used to
evaluate the buoyancy term during the fluid flow calculation.
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1.3.2.1 Stability and Accuracy

The stability of the numerical scheme for solving the energy balance equation (Eq. (1.14)) is
governed by two numbers: the Peclet number for the grid, Pe; and the grid Courant number, Cr .
For uniform specific heat, cT , the energy balance equation (Eq. (1.14)) can be written in the form:

∂T

∂t
= ∇ · (D∇T )− v · ∇T (1.60)

where, by definition:

D = kT

cT
(1.61)

and

v = ρ0cw

cT
qw (1.62)

The Peclet number gives a measure of the relative effects of advection and diffusion, and is defined
as

Pe = ‖v‖
D/�L

(1.63)

where �L is the grid size. The Courant number is a measure of the advective distance covered by
a particle during a timestep �tT over �L:

Cr = ‖v‖�t
T

�L
(1.64)

In the one-dimensional case, for instance, the classical constraints are Pe ≤ 2 and Cr ≤ 1 (see, for
example, Perrochet and Bérod 1993). In the current implementation, the explicit fluid and thermal
timesteps are calculated based on fluid and thermal diffusivities, and are identical to those adopted
in the fluid and conduction logic. The code thus sets no intrinsic limit on the grid Peclet number.
However, the accuracy is likely to be different for different number values and influenced by grid
size and timestep.

Warning: Note that the explicit timestep adopted by FLAC is not unconditionally stable for the
advection logic.
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1.4 Solving Thermal-Only and Coupled-Thermal Problems

FLAC has the ability to perform thermal-only and coupled thermal analysis. The form of the coupled
interaction is described in Sections 1.4.2 to 1.4.4. In all cases, the CONFIG command must be given
with the thermal keyword before the grid is specified. This is required so that extra memory can
be assigned for the thermal calculation. Then a choice must be made between explicit and implicit
thermal algorithms. By default, the explicit algorithm will be selected, but the implicit mode of
calculation may be activated or deactivated at any stage of the thermal-only or coupled calculation
using the command SET implicit on or SET implicit off. In the explicit mode, the thermal timestep will
be calculated automatically, but a smaller timestep can be selected using the SET thdt dt command.
The magnitude of the timestep must be specified by the user in the implicit mode. This is done by
issuing a SET thdt dt command. The thermal model and properties must be specified for any zones
that conduct heat. The density must also be specified. Initial and boundary conditions are assigned
to complete the thermal problem setup. The thermal domain in a thermal-mechanical simulation
is defined by the assembly of zones with a non-null thermal model. Flux boundary conditions, for
instance, are assigned through a range to the boundaries of that domain.

1.4.1 Thermal Conduction-Only Analysis

The command SET mech off is used to request a thermal-only calculation. The STEP or SOLVE step
command may then be given to execute a given number of thermal steps. To stop the calculation
when a particular thermal time is reached, a SOLVE age command may be issued.

The change in temperature during one thermal timestep is limited to 20◦C, by default. The thermal
calculation will stop if this limit is exceeded. The limit can be changed with the temperature
keyword following the SOLVE command, or the temperature change can be reduced by reducing
the thermal timestep with the SET thdt command.

A steady-state thermal solution can be obtained by simply issuing the SOLVE command. By default,
the thermal calculation will be performed until the ratio of the change in temperature at a gridpoint,
divided by the temperature at the gridpoint, falls below the value of 10−3 for all gridpoints in the
model. This limiting ratio produces a steady-state heat flux condition for most thermal analyses.
The ratio can be adjusted with the SOLVE sratio command. Several of the examples in Section 1.7
illustrate the use of the SOLVE command to reach a steady-state solution.

The thermal timestep is printed to the screen when STEP or SOLVE is given. The timestep can also
be obtained with the PRINT info command.
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1.4.2 Thermal Advection-Conduction Analysis

The logic for advection-conduction is activated in zones to which the thermal constitutive model
MODEL th ac has been assigned. The constitutive model th ac (see Section 1.5.1) is responsible
for calculation of thermal flux and temperature gradient from gridpoint temperatures for the zones.
The model also stores the thermal properties of conductivity, specific heat, thermal expansion, and
reference temperature for the zone, as well as fluid density (for buoyancy calculation) and fluid-
specific discharge. Conductivity is assumed to be isotropic for this model. The spatial distribution
can be arbitrary for all properties. Finally, both explicit and implicit thermal calculations can be
performed with the advection-conduction logic.

In most instances, the fluid configuration will be selected when using the advection logic. Free
advection can only be activated (in zones containing the th ac model), provided this configuration
is adopted. Forced convection can be used with or without the fluid configuration. In the latter
case, the (known) fluid specific discharge is assigned as a model property.

In the fluid configuration (CONFIG gw), the user can assign the following properties (see Sec-
tion 1.5.1):

conductivity matrix thermal conductivity

f t0 reference temperature

f thexp coefficient of volumetric thermal expansion for the fluid

lconduct fluid thermal conductivity

lspec heat fluid specific heat

spec heat matrix specific heat

thexp matrix linear thermal expansion coefficient

In this case, the properties espec heat, econduct, f qx and f qy are calculated automatically by the
code and should only be accessed for reading. (If values are assigned by the user, they will be
ignored.)

If the fluid configuration is not selected, then the properties espec heat, econduct, f qx and f qy
must be assigned values; the properties spec heat, conduct and lconduct are not used. In this case,
the properties to be assigned by the user are (see Section 1.5.1):

econduct effective thermal conductivity

espec heat effective specific heat over matrix density

f qx x-component of specific discharge

f qy y-component of specific discharge

f t0 reference temperature
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lspec heat fluid specific heat

thexp matrix linear thermal expansion coefficient

In both configuration cases, the advective term in the heat equation will be activated only if both
fluid density (WATER density) and fluid specific heat (PROP lspec heat) are nonzero.

1.4.2.1 Steady-State Conduction Solution

The initial conditions for an advection simulation often correspond to a steady-state conduction
solution. These conditions can be established by initializing pore pressures and temperatures
directly if they are known, or by letting the code do the calculation. In the latter case, the procedure
is to perform the thermal calculation first, using a zero value of reference fluid density to prevent
addition of the advection term in the energy balance equation (using WATER density=0, with SET
flow off and SET thermal on) and then perform the fluid calculation (with SET flow on and SET
thermal off) after resetting the fluid reference density to a realistic value.

1.4.2.2 Forced Advection and Free Advection Simulations

The property f thexp (see Section 1.5.1) can be set to zero to run simulations in which free advection
is neglected. To model free advection, and neglect forced advection, the fluid reference density
can be set to zero during the thermal calculation, and reset to its actual value for the fluid flow
calculation.

1.4.2.3 Synchronization of Fluid and Thermal Times

It is important to note that the modules must be run independently in this implementation of the
advection logic: fluid flow must be turned off during thermal stepping, and thermal should be off
during the flow calculation.

It is also the user’s responsibility to synchronize fluid and thermal times as the simulation proceeds.
To do this for explicit calculations, the following procedure can be followed. First, the default
timesteps for fluid and thermal calculation are determined by performing one “preview” calculation
step of each individual module and recording the timestep value displayed on the screen. The
default fluid (thermal) timestep is a function of grid size, fluid (thermal) properties of mobility,
fluid bulk modulus, and porosity (effective conduction, specific heat). Second, fluid and thermal
timesteps are selected such that: (a) one is an integer multiple of the other; and (b) each timestep
is smaller than or equal to its default value. (The command SET gwdt/thdt is used for this). Finally,
the simulation is run in an alternating sequence of thermal and fluid-flow steps: one step of the
module with the largest timestep; and enough steps of the other module to close the time gap. (An
example of a FISH function devised to do this is included in the data files presented in Section 1.7.)
In addition, if mechanical coupling is considered, enough mechanical steps should be included in
this sequence to keep the system in quasi-static equilibrium.
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1.4.3 Thermal-Mechanical Analysis

The thermal option can be combined with the mechanical calculation to perform a thermal-
mechanical analysis with FLAC. All the features of the thermal calculation, including transient
and steady-state heat transfer and thermal solution by either the explicit or implicit algorithm, are
available in a thermal-mechanical calculation.

The thermal-mechanical coupling is provided by the influence of temperature change on the vol-
umetric change of a zone (see Eq. (1.9)). The linear thermal expansion coefficient is assigned via
the PROPERTY thexp command.

Thermal-mechanical analysis may be performed with any of the built-in mechanical models for
plane-strain analysis. Plane-stress analysis can only be performed with the elastic isotropic model
and the strain-hardening/softening model. Note that the thermal model is made null automatically
for zones that are made null mechanically. Usually this is what is desired, but there are cases
in which mechanically null zones are required to conduct heat (e.g., if the thermal boundary has
to be much further away than the mechanical boundary). In this case, the thermal model can be
specified after the mechanical null model has been specified, thus reactivating the zones thermally.
Although the zones are active, they will not be shown when printing or plotting unless they are
given a mechanical model temporarily.

There are two issues that must be taken into consideration when performing a thermal-mechanical
analysis. The first one is concerned with the different time scales associated with the thermal and
mechanical processes. Because timesteps correspond to the time needed for the information to
propagate from one node to the next, their formulation can be used to compare time scales.

Typically, the timesteps associated with the mechanical process are of the form:

�tmech =
√

ρ

K + (4/3)G Lc (1.65)

where:K = bulk modulus;
G = shear modulus;
ρ = density; and
Lc = characteristic length.

Hence, the ratio of thermal conduction-to-mechanical timestep may be expressed as (see Eq. (1.40))

�tther

�tmech
=
√
K + 4/3G

ρ

Lc

κ
(1.66)

where κ is the thermal diffusivity. For nonmetals, this property is of the order of 10−6 m2/s, at
most. For rock and soil, ρ is of the order of 103 kg/m3, while K + (4/3)G is approximately 1010
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N/m2. Using those orders of magnitude in Eq. (1.66), it may be observed that the ratio of thermal
conduction-to-mechanical time scales is on the order of 105Lc. This ratio remains very large, even if
Lc is on the order of 1 mm. In practice, mechanical effects can be assumed to occur instantaneously
when compared to diffusion effects. This is also the approach adopted in FLAC, where no time is
associated with any of the mechanical steps taken in association with the thermal steps.

The second issue concerns the thermal-mechanical coupling in FLAC. This coupling occurs only
in one direction: temperature changes cause thermal strains which influence the stresses to occur;
while the thermal calculation is unaffected by the mechanical changes taking place.

In most modeling situations, the initial mechanical conditions correspond to a state of equilibrium
that must first be achieved before the coupled analysis is started. If the medium is elastic and
the thermal-mechanical response must be investigated, for instance, at a certain thermal time, a
thermal-only calculation may be performed until the desired time (SET thermal on mech off). The
thermal calculation may then be turned off, and the mechanical calculation turned on, using the SET
thermal off and SET mech on commands. Following this, the system may be cycled to mechanical
equilibrium before the response is analyzed. Section 1.7.2.1 presents an example of a thermal-
mechanical analysis conducted in this way.

For nonlinear mechanical models (i.e., when plasticity is involved), the thermal changes must be
communicated to the mechanical module at closer time intervals to respect the path-dependency of
the system. Typically, at small, dimensionless thermal time, a certain number of mechanical steps
must be taken for each thermal step to allow the system to adjust according to the different time
scales involved. At large dimensionless thermal time, if the system approaches thermal equilibrium,
several thermal timesteps may be taken without significantly disturbing the mechanical state of the
medium. A corresponding numerical simulation may be controlled manually by alternating between
thermal-only and mechanical-only modes. Such a tedious task may be avoided by using the STEP or
SOLVE command while both mechanical and thermal modules are on. By default, one mechanical
step will be taken for each thermal step. Here, thermal steps are assumed to be so small that one
mechanical step is enough to re-equilibrate the system mechanically after each thermal step is taken.
To do more than one mechanical step for each thermal step, the SET nmech nstep command can be
used. For example, SET nmech = 10 will cause 10 mechanical steps to be done for each thermal
step. There will also be cases in which more than one thermal step is required for each mechanical
step. For example, if a creep model is being used, the creep (mechanical) timestep may be greater
than the thermal timestep. Rather than reducing the mechanical timestep, it is more efficient to use
the SET nther nstep command to increase the number of thermal steps run for each mechanical step.
Note that the step number printed to the screen is the thermal step, regardless of the value specified
for nmech.

As discussed below, in Section 1.4.4, the thermal logic can be coupled to the groundwater logic.
This allows the thermal solution to utilize the groundwater command SOLVE auto on age = or SOLVE
auto on step = command, which causes FLAC to adjust mechanical sub-cycles automatically, to
keep the maximum unbalanced mechanical force ratio, or maximum unbalanced mechanical force,
below a preset value. The CONFIG gw and SET flow off commands must be issued to implement this
facility for a thermal-mechanical analysis. An example application is shown in Section 1.7.2.2.
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Another alternative is to use the implicit algorithm to ensure that the timesteps are equal. For
example, if the creep timestep is 0.1 second, then the thermal timestep can be adjusted to this value
with the following command sequence:

set thdt = 0.1
set implicit on
solve

If the SOLVE age command is used for a thermal-mechanical analysis, it may be necessary to reduce
the default value for sratio to prevent the run from stopping before the age limit is reached. However,
the limiting mechanical step set by the SET nmech command, and the limiting thermal step set by
the SET nther command, are not affected by sratio.

1.4.4 Thermal-Mechanical-Pore Pressure Coupling

FLAC can also be used to solve coupled thermal-groundwater problems in which temperature change
affects groundwater pore pressures. This coupled response can also be coupled to the mechanical
stress calculation.

The coupling is induced by the influence of temperature change on volumetric change of the fluid
and the grains in a saturated matrix (see Eq. (1.58)). The volumetric thermal expansion coefficients
for the fluid and the grains are prescribed by input properties assigned by the PROPERTY f thexp
and PROPERTY g thexp commands, respectively.

In order to apply the thermal-groundwater coupling, the FLAC grid must be configured for both
the thermal and groundwater options (CONFIG thermal gw). However, the thermal and groundwater
calculations cannot be operating concurrently. For the thermal calculation phase, the groundwater
calculation must be suppressed (SET thermal on flow off); for the groundwater flow calculation
phase, the thermal calculation must be suppressed (SET flow on thermal off).
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1.5 Input Instructions for Thermal Analysis

1.5.1 FLAC Commands

The following commands are provided to run thermal problems. Note that the thermal commands
are invoked by new keywords used with existing commands in the standard mechanical code. The
command CONFIG thermal must be given before the GRID command whenever a thermal analysis
is to be performed.

APPLY keyword <value . . . > <var vx vy> <hist keyword> range

The APPLY command is used to apply thermal boundary conditions to any external or
internal boundary of the model grid. (See the INTERIOR command to apply thermal
boundary conditions to interior zones.) The user must specify the keyword type to
be applied (e.g., flux), the numerical value (if required), and the range over which
the boundary condition is to be applied. The range can be in one of two forms (see
Section 1.1.3 in the Command Reference):

gridpoint range: i = i1,i2 j = j1, j2

or

boundary path range: <keyword> from i1,j1 to i2, j2

where one of three optional keywords (long, short or both) can be used to define
the boundary path. The keywords are described in Section 1.1.3.2 in the Command
Reference. The default is short. If i1 = i2 and j1 = j2, then the range is a single
gridpoint. If i1 = i2, j1 = j2 and long is specified, then the range is the entire boundary.

Two optional keyword phrases can be used with the APPLY command.

The phrase var vx, vy may define a linear variation in the quantity over the given
range. (See Section 1.1.3 in the Command Reference for an explanation of var.)

A history multiplier may be applied to the numerical value with the hist keyword.
The history can be applied by using the following keyword.

name The history multiplier is a FISH function, where name is the function
name.
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The following keywords can be used to apply thermal boundary conditions:

convection v1 v2

v1 is the temperature of the medium to which convection occurs. A
history (hist) can be applied to the temperature.*

v2 is the convective heat transfer coefficient (w/m2 ◦C).

A convective boundary condition is applied over the range of grid-
points specified.†

flux v

v is the initial flux (watts/m2).

A flux is applied over the range of gridpoints specified. This command
is used to specify a constant flux into (+) or out of (-) a boundary of
the grid.† Decay of the flux can be represented by a FISH history
using the hist keyword. For example, the following FISH function
performs an exponential decay of the applied flux:

def decay
thini=0.0
deconst=-1.0
decay=exp(deconst*(thtime-thini))

end
apply flux=10 hist=decay

radiation v1, v2

v1 is the temperature of the medium to which radiation occurs. (Tem-
perature units must be in ◦ K or ◦ R.)

v2 is the radiative heat transfer coefficient. (For black bodies, this is
the Stefan-Boltzmann constant, 5.668 × 10−8 w/m2 K4.) A history
(hist) can be applied to the temperature.∗

A radiation boundary condition is applied over the range of gridpoints
specified.†

* For a non-dynamic analysis, the history must be specified with a FISH function (see the FISH
function decay above).

† In axisymmetry mode (CONFIG axi), the thermal flux, convection or radiation boundary cannot be
specified directly at the axis of symmetry (x = 0) because an area must be associated with the flux.
For the condition to function, the location of this boundary condition must be greater than 0.005
times the adjacent zone size from x = 0.
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temperature v

temperature v, applied at the model boundary gridpoints. A history
(hist) can be applied to the temperature.*

For the convection, flux or radiation boundary condition, an area is required over
which the boundary condition is applied. The area is the distance between the
beginning (i1, j1) and ending (i2, j2) gridpoints of the APPLY command. This
boundary condition cannot be applied at a single gridpoint.

Removing Model Boundary Conditions

remove thermal range

The keywords remove thermal erase all boundary conditions within
a range. Note that a range must be specified when using the remove
keyword.

CONFIG thermal

This command specifies extra memory to be assigned to each zone
or gridpoint for a thermal analysis. CONFIG must be given before
the GRID command. CONFIG thermal can be combined with other
options, as described in Section 1.3 in the Command Reference.

FIX temperature <value> <mark> <i = i1, i2 j = j1, j2 >

The temperature is fixed at points in the gridpoint range. If a value is
given, the temperature is fixed at that value. If the mark keyword is
given, only marked gridpoints in the gridpoint range will be fixed.

FREE temperature <mark> <i = i1, i2 j = j1, j2>

The temperature at points in the gridpoint range is allowed to change.
If the mark keyword is given, only marked gridpoints in the gridpoint
range will be allowed to change temperature.

HISTORY <nstep = n> <i = i1 j = j1 > . . .

temp temperature of gridpoint i, j

thtime creates a history of real time for heat transfer problems.

* For a non-dynamic analysis, the history must be specified with a FISH function (see the FISH
function decay above).
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INITIAL keyword <keyword> value . . . <var vx vy> <mark> <i = i1,i2> <j = j1,j2>

or

keyword <keyword> value . . . <var vx vy> <region i, j>

temp The temperature is initialized to the given value at all gridpoints and
zones in the range or region specified.

INTERIOR keyword <value . . . > <var vx vy> <hist keyword> i = i1, i2 j =j1, j2

The INTERIOR command is used to apply thermal boundary conditions to any interior
zone of the model grid. (See the APPLY command to apply boundary conditions to
a model boundary.) The user must specify the keyword type to be applied (e.g.,
source), the numerical value (if required), and the zone range (i,j) over which the
variable is to be applied. If i1 = i2 and j1 = j2, then the range is a single zone.

Two optional keyword phases can be used with the INTERIOR command.

The phrase var vx, vy may define a linear variation in the quantity over the given
range. (See Section 1.1.3 in the Command Reference for an explanation of var.)

A history multiplier may be applied to the numerical value with the hist keyword.
The history can be applied by using the following keyword.

name The history multiplier is a FISH function, where name is the function
name.

The following keyword can be used:

source v

A heat-generated source, v, is applied as a volume source of the
specified strength (in watts/m3) in each zone in the specified range (v
is positive for heat generation). When a new source is applied to a
zone with the existing source, the new source strength replaces the
existing source strength.

Decay of the heat source can be represented by a FISH history using
the hist keyword. For example, the following FISH function performs
an exponential decay of the applied source:

def decay
thini=0.0
deconst=-1.0
decay=exp(deconst*(thtime-thini))

end
interior source=1 hist=decay
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Removing Interior Boundary Conditions

remove thermal range

The keywords remove thermal erase all thermal boundary conditions
within a range. Note that a range must be specified when using the
remove keyword. (See Section 1.1.3 in the Command Reference.)

MODEL keyword <region i, j> <i = i1, i2 j = j1, j2>

This command associates a thermal conduction model with a region or range of
zones.

Conduction Models

th anisotropic anisotropic heat conduction

th general isotropic heat conduction with thermal conductivity of the form:

k(T ) = k1 + k2 T
n

th isotropic isotropic heat conduction

th null Zone is null for thermal conduction. (Null zones model excavated
material and insulators.)

Advection Models

th ac isotropic advection/conduction model
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PLOT keyword <switch> <value . . . > <keyword . . . >

This command plots various thermal variables. The following keywords apply:

apply athermal

thermal boundary conditions applied to the model

con1 contours of general thermal conductivity parameter, k1

con2 contours of general thermal conductivity parameter, k2

conductivity contours of isotropic thermal conductivity, k

n cond contours of exponent for general thermal conductivity, n

spec heat contours of specific heat, Cp

temp contours of temperature

thexp contours of coefficient of linear thermal expansion, αt

xconductivity contours of thermal conductivity in x-direction

yconductivity contours of thermal conductivity in y-direction

PRINT keyword <keyword> . . .<region i, j> <i = i1, i2 j =j1, j2>

This command prints various thermal variables. The following keywords apply:

apply thermal boundary conditions applied to the model

con1 general thermal conductivity parameter, k1

con2 general thermal conductivity parameter, k2

conductivity isotropic thermal conductivity, k

n cond exponent for general thermal conductivity, n

spec heat specific heat, Cp

temp temperature

thexp coefficient of linear thermal expansion, αt

xconductivity thermal conductivity in x-direction

yconductivity thermal conductivity in y-direction
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PROPERTY keyword value <. . .> <region i, j> <var vx vy> <i = i1, i2 j = j1, j2>

This command assigns thermal properties for the thermal conduction and convection
models identified by the MODEL command. There are three types of thermal conduc-
tion models and one advection model. The required keywords to specify properties
for each model are listed below. Mass density, density, must also be specified for
each model. Units for thermal properties are listed in Section 1.6.

Conduction Models

Isotropic Heat Conduction

(1) conductivity isotropic thermal conductivity, k
(2) spec heat specific heat, Cp
(3) thexp coefficient of linear thermal expansion, αt

Anisotropic Heat Conduction

(1) spec heat specific heat, Cp
(2) thexp coefficient of linear thermal expansion, αt
(3) xconductivity thermal conductivity in the x-direction
(4) yconductivity thermal conductivity in the y-direction

General Isotropic Heat Conduction

(1) con1 general thermal conductivity parameter, k1

(2) con2 general thermal conductivity parameter, k2

(3) n cond exponent for general thermal conductivity, n
(4) spec heat specific heat, Cp
(5) thexp coefficient of linear thermal expansion, αt

If thermal-groundwater flow coupling is active (i.e., CONFIG thermal gw is specified)
then the following properties may also be given.

(1) f thexp coefficient of volumetric thermal expansion of the fluid, βf
(2) g thexp coefficient of volumetric thermal expansion of the grains, βg (βg = 3αt )
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Advection Model

Isotropic Advection-Conduction

(1) conductivity matrix thermal conductivity, kTs
(2) econduct effective conductivity, kT

(3) espec heat effective specific heat over matrix density, CT /ρ
(4) f thexp fluid volumetric thermal expansion coefficient, βf
(5) f qx x-component of specific discharge
(6) f qy y-component of specific discharge
(7) f t0 reference temperature, T0

(8) lconduct fluid thermal conductivity, kTw
(9) lspec heat fluid specific heat, Cw
(10) spec heat matrix specific heat, Cs
(11) thexp matrix linear thermal expansion coefficient, αt

The command WATER density is used to initialize the fluid reference density, ρ0. For
properties to be assigned by the user inside/outside the fluid configuration — see
Section 1.4.2.
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SET keyword <keyword value> . . .

This command is used to set thermal parameters in a FLAC model. The following
keywords apply:

implicit off
on

The implicit thermal calculation scheme is turned off or on. The
default is off.

nmech nstep

The number of mechanical steps to be performed at each mechanical-
thermal calculation step is selected. (The use of this command is
discussed in Section 1.4.3.)

nther nstep

The number of thermal steps to be performed during each thermal-
mechanical calculation step is selected. (The use of this command is
discussed in Section 1.4.3.)

thdt t

defines the thermal timestep. By default, FLAC calculates the thermal
timestep automatically for the explicit solution scheme. This keyword
allows the user to choose a different timestep. If FLAC determines
that the user-selected timestep is too large for numerical stability, the
timestep will be reduced to a suitable value when thermal steps are
taken. The calculation will not revert to the user-selected value until
another SET thdt command is issued.

thermal off
on

causes FLAC to do thermal calculation (SET thermal on) or suppress
thermal calculations (SET thermal off). The on option is the default
if CONFIG thermal is given. This command is normally used for
thermal calculations in conjunction with mechanical or groundwater
flow calculations.
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SOLVE keyword value <keyword value> . . .

The command controls the automatic timestepping for thermal-only and thermal-
mechanical calculations (CONFIG thermal mode). A calculation is performed until
the limiting conditions, as defined by the following keywords, are reached.

age t

the thermal “heating time” limit for the coupled thermal-
mechanical calculation

clock t

computer runtime limit, in minutes. A time limit of greater than 1440
minutes (24 hours) will not be accepted; for longer runtimes (e.g.,
over a weekend), several SOLVE clock commands can be given in
sequence. (Default is t = 1440 minutes.)

noage turns off the requested time limit previously set by the age keyword.

sratio value

ratio limit for the thermal calculation process. (By default, the limit
is 10−3.) The sratio is defined as the temperature change divided by
the temperature at a gridpoint.

step s

thermal step limit (The default is s = 100,000 steps.)

temperature t

The calculation will stop if the maximum temperature change in one
cycle is greater than t. The default is t = 20◦C. The temperature
change in one cycle can be reduced by changing the thermal timestep
with the command SET thdt.
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Automatic control over the solution can be obtained by using the following keyword
following the SOLVE command:

auto off
on

In CONFIG th gw mode, if auto = on, then FLAC will do mechanical
sub-cycles until either the mechanical step limit is reached (defined
by the SET nmech command), the unbalanced force limit is reached
(defined by the SET force command), or the out-of-balance force ratio
limit is reached (defined by the sratio keyword following the SOLVE
command). Note that for a thermal-mechanical analysis, the SET
flow off command must also be given. The number of mechanical
sub-steps and thermal steps are reported to the screen continuously
as cycling progresses.

NOTE: Once the limits have been defined (including default values), they remain
in effect until specifically reset in a subsequent SOLVE command, or when a NEW
command is used. The NEW command resets limits to their default values. If the
<Esc> key is pressed during execution, FLAC returns control to the user after the
current step is completed.

See Section 1.4.3 for information on enabling and disabling mechanical and/or ther-
mal steps.

1.5.2 FISH Variables

The following scalar variables are available in a FISH function to assist with thermal analysis:

thtdel timestep for the thermal calculation (as set by the SET thdt command)

thtime thermal time

The following FLAC grid variables can be accessed and modified by a FISH function:

temp temperature

tflow thermal energy sum at a gridpoint. At a fixed temperature gridpoint, a
positive energy sum denotes energy entering the grid, and a negative
sum denotes energy leaving the grid. A nonzero energy sum at a free
gridpoint indicates that the temperature is unsteady at the gridpoint,
and a zero (or close to zero) energy sum indicates steady conditions.

Also, thermal property values may be accessed (changed, as well as tested) in a FISH function. See
the PROPERTY command in Section 1.5.1 for a list of the thermal properties.
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1.6 Systems of Units for Thermal Analysis

All thermal quantities must be given in an equivalent set of units. No conversions are performed by
the program. Tables 1.1 and 1.2 present examples of consistent sets of units for thermal parameters.

Table 1.1 System of SI units for thermal problems

Length m m m cm

Density kg/m3 103 kg/m3 106 kg/m3 106 g/cm3

Stress Pa kPa MPa bar

Temperature K K K K

Time s s s s

Specific Heat J/(kg K) 10−3 J/(kg K) 10−6 J/(kg K) 10−6 cal/(g K)

Thermal Conductivity W/(mK) W/(mK) W/(mK) (cal/s)/cm2 K4

Convective Heat Transfer

Coefficient

W/(m2 K) (W/m2 K) W/(m2 K) (cal/s)/(cm2 K)

Radiative Heat Transfer

Coefficient

W/(m2 K4) W/(m2 K4) W/(m2 K4) (cal/s)/cm2 K4

Flux Strength W/m2 W/m2 W/m2 (cal/s)/cm2

Source Strength W/m3 W/m3 W/m3 (cal/s)/cm3

Decay Constant s−1 s−1 s−1 s−1

Stefan-Boltzmann Constant 5.67 × 10−8

W/m2 K4
5.67 × 10−8

W/m2 K4
5.67 × 10−8

W/m2 K4
1.356 × 10−12

cal/(cm2 s K4)
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Table 1.2 System of Imperial units for thermal problems

Length ft in

Density slugs/ft3 snails/in3

Stress lbf psi

Temperature R R

Time hr hr

Specific Heat (32.17)−1 Btu/(1b R) (32.17)−1 Btu/(1b R)

Thermal Conductivity (Btu/hr)/(ft R) (Btu/hr)/(in R)

Convective Heat Transfer Coefficient (Btu/hr)/(ft2 R) (Btu/hr)/(in2 R)

Radiative Heat Transfer Coefficient (Btu/hr)/(ft2 R4) (Btu/hr)/(in2 R4)

Flux Strength (Btu/hr)/ft2 (Btu/hr)/in2

Source Strength (Btu/hr)/ft3 (Btu/hr)/in3

Decay Constant hr−1 hr−1

Stefan-Boltzmann Constant 1.713 × 10−9 Btu/(ft2 hr

R4)

1.19 × 10−11 Btu/(in2 hr

R4)

where:1K = 1.8 R;

1J = 0.239 cal = 9.48 × 10−4 Btu;

1J/kg K = 2.39 × 10−4 btu/1b R;

1W = 1 J/s = 0.239 cal/s = 3.412 Btu/hr;

1W/m K = 0.578 Btu/(ft/hr R); and

1W/m2 K = 0.176 Btu/ft2 hr R.

Note that, unless radiation is being used, temperatures may be quoted in the more common units of
◦C (instead of K) or ◦F (instead of R), where:

Temp(◦C) = 5
9∗ (Temp(◦F) - 32);

Temp(◦F) = (1.8 Temp(◦C)) + 32;

Temp(◦C) = Temp(K) - 273; and

Temp(◦F) = Temp(R) - 460.
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1.7 Verification Problems

Several verification problems are presented to demonstrate the thermal model in FLAC. The data
files for these examples are contained in the “ITASCA\FLAC500\Options\1-Thermal” directory.

1.7.1 Thermal Conduction

1.7.1.1 Conduction through a Composite Wall

An infinite wall consisting of two distinct layers is exposed to an atmosphere at a high temperature
on one side and a low temperature on the other. The wall eventually reaches an equilibrium at a
constant heat flux and unchanging temperature distribution.

The two layers of the wall have the specifications presented in Table 1.3. Figure 1.1 shows the wall
geometry and boundary conditions.

The wall is of infinite height and thickness, and the temperatures of the atmosphere on either side are
constant. The two layers, individually, are homogeneous and isotropic, and the conductive contact
between them is perfect.

Table 1.3 Problem specifications

temperature of outside Ti = 3000◦C To = 25◦C
convection coefficient hi = 100 w/m2 ◦C ho = 15 w/m2 ◦C
thermal conductivity k1 = 1.6 w/m ◦C k2 = 0.2 w/m ◦C
thickness d1 = 25 cm d2 = 15 cm

h  = 100
T  = 3000 C

i
i

T1

k  = 1.6

T2

1
k  = 0.2

2

T3

h  = 15
T  = 25 Cd  = 25 cm d  = 15 cm

o
o

o
o

1 2

Figure 1.1 Composite wall

The analytical steady-state to this problem is quite simple and common. The total equilibrium heat
flux is
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q

A
= Ti − To

RT
(1.67)

where RT is the sum of the four thermal resistances:

R1 = 1/hi

R2 = d1/k1

R3 = d2/k2

R4 = 1/ho

This heat flux is constant across the three interfaces. Hence, after setting this flux equal to the
temperature difference divided by the interface resistance, and solving for the unknown, we arrive
at:

T1 = Ti − q

A
· 1

hi

T2 = T1 − q

A
· d1

k1
(1.68)

T3 = T2 − q

A
· d2

k2

The temperature will vary linearly among the three.

Example 1.1 contains the input commands necessary to solve this problem with FLAC.

Example 1.1 Conduction through a composite wall

;... STATE: CWALL1 ....
config thermal
g 16 2
mo e th_i
gen 0 0 0 .05 .4 .05 .4 0
pro dens 10000 spec 300
pro cond 1.6 i 1 10
pro cond .2 i 11 16
ini temp 2000
app conv 3000 100 i 1
app conv 25 15 i 17
set mech off
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solve
save cwall1.sav

;... STATE: CWALL2 ....
def constants

T_i = 3000.0
T_o = 25.0
h_i = 100.0
h_o = 15.0
k_1 = 1.6
k_2 = 0.2
d_1 = 0.25
d_2 = 0.15
R_1 = 1.0 / h_i
R_2 = d_1 / k_1
R_3 = d_2 / k_2
R_4 = 1.0 / h_o
R_t = R_1 + R_2 + R_3 + R_4
flux = (T_i - T_o) / R_t
T_1 = T_i - flux * R_1
T_2 = T_1 - flux * R_2
T_3 = T_2 - flux * R_3

end
constants
;
def compare

loop i (1,igp)
xtable(1,i) = x(i,1)
ytable(1,i) = temp(i,1)
if x(i,1) > 0.25 then

x_p = x(i,1) - 0.25
t_anal = -(T_2 - T_3) * x_p / 0.15 + T_2

else
t_anal = -(T_1 - T_2) * x(i,1) / 0.25 + T_1

endif
xtable(2,i) = x(i,1)
ytable(2,i) = t_anal

end_loop
end
compare
save cwall2.sav

;*** plot commands ****
;plot name: Steady-state temperature distribution
plot hold temperature fill int 250.0 bound
;plot name: Temperature vs distance comparison
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label table 1
FLAC
label table 2
analytical solution
plot hold table 2 line 1 cross label 1 red label 2 red
;plot name: Zone distribution
plot hold conductivity block grid

The wall is idealized by the geometry shown in Figure 1.2. Since the model is infinitely long in one
direction, the model is essentially one-dimensional, and horizontal boundaries may be represented
as adiabatic boundaries.

INTERFACE

Adiabatic Boundary

Convective Boundary

Figure 1.2 Idealization of the wall for the FLAC model

In the FLAC analysis, the wall is discretized into two rows of finite difference zones (Figure 1.3).
An adiabatic boundary condition (zero heat flux across boundary) is applied to the top and bottom
of this grid to simulate the infinite dimensions of the wall. The appropriate convective boundary
conditions are applied to the ends of the grid, and two different sets of thermal properties are applied
to model the composite material.
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   FLAC (Version 5.00)

LEGEND

    6-Apr-04  15:21
  step      5302
Thermal Time   4.8494E+05
 -2.222E-02 <x<  4.222E-01
 -1.972E-01 <y<  2.472E-01

conductivity
   2.000E-01
   1.600E+00

Grid plot

0   1E -1

-0.150

-0.100

-0.050

 0.000

 0.050

 0.100

 0.150

 0.200

 0.025  0.075  0.125  0.175  0.225  0.275  0.325  0.375

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.3 Zone distribution

Figure 1.4 shows a contour plot of the steady-state temperature distribution. Figure 1.5 compares
FLAC ’s temperature distribution with the analytical solution. Table 1.4 displays a more precise
comparison for five points along the wall, including the three interface points (“interface” refers to
thermal properties, not a mechanical interface).
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   FLAC (Version 5.00)

LEGEND

   21-Dec-04  16:30
  step      5302
Thermal Time   4.8494E+05
 -2.354E-02 <x<  4.235E-01
 -1.985E-01 <y<  2.485E-01

Temperature
        0.00E+00           
        5.00E+02           
        1.00E+03           
        1.50E+03           
        2.00E+03           
        2.50E+03           

Contour interval=  2.50E+02
Boundary plot
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Figure 1.4 Steady-state temperature distribution

   FLAC (Version 5.00)

LEGEND

    6-Apr-04  15:21
  step      5302
Thermal Time   4.8494E+05
 
Table Plot
analytical solution

FLAC
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Figure 1.5 Temperature vs distance comparison between FLAC (Table 1)
and analytical solution (Table 2)
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Table 1.4 Comparison of FLAC results and the analytical solution

Position Analytical (◦C) FLAC (◦C) % Error

T1 0 2970 2970 < 0.01%
0.125 2733 2733 < 0.01%

T2 0.250 2497 2497 < 0.01%
0.325 1362 1362 < 0.01%

T3 0.400 226.7 226.7 < 0.01%

The comparison between FLAC and the analytical solution shows that, for this simple one-
dimensional problem, FLAC produces excellent agreement. The errors on both the boundaries
and the interface are negligible (<0.1%). Note that the limiting ratio for the SOLVE sratio com-
mand is set to 10−4 to achieve this level of accuracy.

1.7.1.2 Steady-State Temperature Distribution along a Rectangular Fin

A rectangular fin exchanges heat between a wall of constant temperature and an infinite reservoir
of fluid. As equilibrium is reached, the heat flux through the fin and its temperature distribution
become constant.

As shown in Figure 1.6, the fin is 8.33 cm high, 33.33 cm wide, and infinitely long. It is attached
to a wall maintained at 1100 ◦C, and is immersed in a fluid maintained at 100 ◦C. The fin has a
thermal conductivity of 15 w/m ◦C, and a convection coefficient of 15 w/m2 ◦C.

FIXED TEMP. = 1100 C
o

100 C
o

Convection Boundary

33.33 cm

8.33 cm

Figure 1.6 Temperature distribution of a rectangular fin
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The fin is infinitely long in the direction perpendicular to the analyzed section, so that the problem
may be considered to be two-dimensional. The fin is isotropic, homogeneous and continuous, and
its thermal properties are temperature-independent. Both the wall and the fluid are assumed to be
infinite heat reservoirs.

The solution to the problem of a fin of finite width with a convection condition at the end is given
by Holman (1986):

T − T∞
To − T∞

= cosh [m(L− x)] + (h/mk) sinh [m(L− x)]
cosh (mL) + (h/mk) sinh (mL)

(1.69)

where: T∞ is the temperature of the fluid (100 ◦C);

To is the temperature of the wall (1100 ◦C);

L is the width of the fin (0.3333 m);

h is the convection coefficient (15 w/m2 ◦C);

k is the thermal conductivity (15 w/m ◦C); and

m is equal to (hP/kA)1/2, where

P is the fin cross-section perimeter exposed to convection (2.0 m), and

A is the cross-sectional area of the fin (0.0833 m2).

In the FLAC model, the fin is divided into a row of finite difference zones (Figure 1.7). A constant
temperature boundary condition is applied to the left side. Three temperature histories are recorded
at the locations shown in Figure 1.7. The problem is then thermally cycled to steady state.
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   FLAC (Version 5.00)

LEGEND

    6-Apr-04  15:30
  step       338
Thermal Time   2.8425E+03
 -2.663E-02 <x<  3.599E-01
 -1.516E-01 <y<  2.349E-01

Grid plot
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Figure 1.7 FLAC model showing history locations

The data file for this problem is given in Example 1.2.

Example 1.2 Steady-state temperature distribution along a rectangular fin

;... STATE: FIN1 ....
config thermal
g 9 1
mo e th_i
gen 0 0 0 .0833 .3333 .0833 .3333 0
pro dens 1000 spec 300 cond 15
ini temp 1100
fix t 1100 i 1
app conv 100 15 j 1
app conv 100 15 j 2
app conv 100 15 i 10
set mech off
hist temp i 2 j 1
hist temp i 4 j 1
hist temp i 6 j 1
hist thtime
solve
save fin1.sav
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;... STATE: FIN2 ....
;
def constants

T_inf = 100.0
T_o = 1100.0
L_fin = 0.3333
W_fin = 0.0833
P_fin = 1.0 + 1.0
A_fin = W_fin * 1.0
h_fin = 15.0
k_fin = 15.0
m_fin = sqrt((h_fin * P_fin) / (k_fin * A_fin))
cosh_ml = 0.5 * (exp(m_fin * L_fin) + exp(-(m_fin * L_fin)))
sinh_ml = 0.5 * (exp(m_fin * L_fin) - exp(-(m_fin * L_fin)))
hmk_fin = h_fin / (m_fin * k_fin)
tot_den = cosh_ml + (hmk_fin * sinh_ml)

end
constants
;
def fin_sol

loop i (1,igp)
xtable(1,i) = x(i,1)
ytable(1,i) = temp(i,1)

;
xx = m_fin * (L_fin - x(i,1))
sinh = 0.5 * (exp(xx) - exp(-xx))
cosh = 0.5 * (exp(xx) + exp(-xx))
T_anal = T_inf + (T_o - T_inf) * ((cosh + (hmk_fin * sinh)) / &

tot_den)
xtable(2,i) = x(i,1)
ytable(2,i) = T_anal

end_loop
end
fin_sol
label table 1
FLAC
label table 2
analytical
save fin2.sav

;*** plot commands ****
;plot name: FLAC model showing history locations
plot hold grid fix apply athermal history
;plot name: Temperature evolution
plot hold history 1 line 2 line 3 line vs 4
;plot name: Temperature distribution at steady state
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plot hold temperature fill int 75.0
;plot name: Flac and ana. temperature distributions at steady state
plot hold table 2 line 1 cross

Figure 1.8 shows the evolution of the temperature and that a steady state has been reached. Figure 1.9
shows the temperature distribution along the fin at steady state. These temperatures are compared
to the analytical solution in Figure 1.10; for all points, the error is within ± 0.25%.

   FLAC (Version 5.00)

LEGEND

    6-Apr-04  15:30
  step       338
Thermal Time   2.8425E+03
 
HISTORY PLOT
   Y-axis :
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Figure 1.8 Temperature evolution
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   FLAC (Version 5.00)

LEGEND

   22-Dec-04  10:35
  step       338
Thermal Time   2.8425E+03
 -1.852E-02 <x<  3.518E-01
 -1.435E-01 <y<  2.268E-01

Temperature
        3.75E+02           
        4.50E+02           
        5.25E+02           
        6.00E+02           
        6.75E+02           
        7.50E+02           
        8.25E+02           
        9.00E+02           
        9.75E+02           
        1.05E+03           

Contour interval=  7.50E+01
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Figure 1.9 Temperature distribution at steady state

   FLAC (Version 5.00)

LEGEND

    6-Apr-04  15:30
  step       338
Thermal Time   2.8425E+03
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Figure 1.10 FLAC (Table 1) and analytical (Table 2) temperature distributions
at steady state
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1.7.1.3 Thermal Response of a Heat-Generating Slab

An infinite plate of thickness, 2L = 1 m, internally generates heat. This problem determines the
transient temperature distribution after application of a constant temperature boundary condition.

The physical properties of the plate in question are:

density (ρ) 500 kg/m3

specific heat (Cp) 0.2 J/kg ◦C
thermal conductivity (k) 20 w/m ◦C

The plate is initially at a uniform temperature of 60 ◦C. The surface is then fixed at 32 ◦C, and the
plate itself has internal heat generation of 40 kW/m3 (as shown in Figure 1.11).

q = 40 kW/m3

32 C

1 m

32 C
o o

Figure 1.11 Heat-generating slab showing initial and boundary conditions

Assuming that the slab is infinitely long, and that the material is homogeneous, isotropic and con-
tinuous, with temperature-independent thermal properties, the governing equation for this problem
is

∂2T

∂x2
+ Q

k
= 1

κ
· ∂T
∂t

(1.70)

where: T = temperature;

x = distance from slab centerline;

Q = constant volumetric heat generation rate;

k = thermal conductivity;

t = time; and

κ = diffusivity = k
ρ·Cp .
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By symmetry, only half of the plate is modeled. The applied initial and boundary conditions are as
follows:

∂T

∂x
= 0 x = 0; t > 0

T = Ts x = L; t > 0

T = Ti t ≤ 0

where: Ti = initial uniform temperature;

Ts = constant temperature at the slab faces; and

L = slab half-width.

The integration of Eq. (1.70) is presented by Ozisik (1980):

T (x, t) = Ts + Q

2k
(L2 − x2)+ 2

L
(Ti − Ts)

∞∑
m=0

(−1)me−κβ2
mt

(
cos(βmx)

βm

)
(1.71)

−2Q

Lk

∞∑
m=0

(−1)me−κβ2
mt

(
cos(βm · x)

β3
m

)

where βm are the positive roots of the transcendental equation,

cos(βm · L) = 0 or βm = (2m+ 1)π

2L
,m = 0, 1, 2... (1.72)

For steady-state condition (t →∞), the two last terms of Eq. (1.71) tend to zero, so:

Tsteady(x) = Ts + Q

2k
(L2 − x2) (1.73)

The model used to analyze this problem is shown in Figure 1.12; the corresponding FLAC grid
is given in Figure 1.13. Because the plate is infinitely long, and because the heat generation is
uniform, symmetry conditions exist for any plane perpendicular to the long axis of the plate. These
are represented by adiabatic boundaries. Since equal temperatures exist on either side of the plate,
a symmetry line also exists down the center of the plate.
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0.5m

q = 40 kW/m
3 fixed temp.

32 C

adiabatic boundary

Figure 1.12 FLAC model of slab

   FLAC (Version 5.00)

LEGEND

    6-Apr-04  15:30
  step      5000
Thermal Time   5.0000E+00
 -2.778E-02 <x<  5.278E-01
 -2.278E-01 <y<  3.278E-01

Grid plot
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Figure 1.13 FLAC zone distribution and boundary conditions

The thermal timestep is set to 1 × 10−3 seconds, and stepped to a time of 0.1, 0.5 and 5 seconds.
The last time corresponds to a steady-state condition.

Example 1.3 contains the input commands necessary to solve this problem with FLAC.
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Example 1.3 Thermal response of a heat-generating slab

;... STATE: SLAB1 ....
config thermal
def ini_th

tabout = 1
rl = 0.5
ts = 32.
ti = 60.
k_th = conductivity(1,1)
q0 = 4.e4

end
;
def ana_temp
; input: c_x
; output: ana_temp

c_a = 2.*(ti-ts)/rl
c_b = 2.*q0/(rl*k_th)
nmax = 100
bs = pi/rl
c_th = k_th/(density(1,1)*spec_heat(1,1))
m1 = 1.
beta = 0.5*bs
beta2= beta*beta
xi2 = c_th*beta2*thtime
tsumn= 0.
tsumo= ts + q0*0.5*(rl*rl-c_x*c_x)/k_th
tsumo= tsumo + m1*exp(-xi2)*cos(beta*c_x)*(c_a-c_b/beta2)/beta
iisav= 0
loop ii (1,nmax)

m1 = -m1
beta = beta + bs
beta2 = beta*beta
xi2 = c_th*beta2*thtime
tsumn = tsumo + m1*exp(-xi2)*cos(beta*c_x)*(c_a-c_b/beta2)/beta
if tsumn = tsumo then

iisav = ii
ii = nmax

end_if
tsumo = tsumn

end_loop
if iisav = 0 then

toto = out(’ Warning: Maximum number of terms reached in c_temp’)
end_if
ana_temp = tsumo
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end
def check_temp

tabout1 = tabout+1
loop jj (1,igp)

c_x = x(jj,1)
xtable(tabout,jj) = c_x
ytable(tabout,jj) = ana_temp
xtable(tabout1,jj) = c_x
ytable(tabout1,jj) = temp(jj,1)

end_loop
tabout = tabout + 2

end
;
g 5 1
mo e th_i
gen 0 0 0 .1 .5 .1 .5 0 rat 0.8 1
pro dens 500 spec .2 cond 20
ini temp 60
interior source 4e4 i 1 5 j 1
fix t 32 i 6
set thdt 1e-3
hist temp i 1 j 1
hist thtime
set mech off
ini_th
; t = 0.1
solve age 0.1 sratio 0.0
check_temp
save slab1.sav

;... STATE: SLAB2 ....
; t = 0.5
solve age 0.5 sratio 0.0
check_temp
save slab2.sav

;... STATE: SLAB3 ....
; t = 5.0
solve age 5.0 sratio 0.0
check_temp
save slab3.sav

;*** plot commands ****
;plot name: Flac zone distribution and boundary conditions
plot hold grid fix history
;plot name: Temperature distributions for different times
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label table 1
analytical at t = 0.1
label table 2
FLAC at t = 0.1
label table 3
analytical at t = 0.5
label table 4
FLAC at t = 0.5
label table 5
analytical t = 5.0
label table 6
FLAC at t = 5.0
plot hold table 6 cross 5 line 4 cross 3 line 2 cross 1 line
;plot name: Temperature evolution in the center of the slab
plot hold history 1 line vs 2
;plot name: Temperature distribution at steady state
plot hold temperature fill int 25.0 bound

A FISH function, ana temp, provides the analytical values of temperature from Eq. (1.71). The
values are stored in tables for comparison to the FLAC values at different times (see FISH function
check temp). The temperature distributions for t = 0.1, 0.5 and 5 seconds are compared in
Figure 1.14. The agreement is excellent, with an error of less than 1%.

Figure 1.15 shows the evolution of temperature in the center of the slab (x = 0). Steady-state
conditions are reached at t = 5. Figure 1.16 shows the temperature distribution at steady state.
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Figure 1.14 Temperature distributions for different times
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Figure 1.15 Temperature evolution in the center of the slab
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Figure 1.16 Temperature distribution at steady state
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1.7.1.4 Transient Temperature Distribution in an Orthotropic Bar

A rectangular bar of infinite length, width 2L1, and depth 2L2 is initially at a uniform temperature,
Ti . At time zero, the four sides of the bar are exposed to a large mass of fluid of temperature, TF .

The problem geometry, material properties, and initial and boundary conditions are defined as
follows:

Geometry
bar width (2 L1) 4 m
bar depth (2 L2) 2 m

Material Properties

density (ρ) 2.760 kg/m3

specific heat (Cp) 725 J/kg ◦C
thermal conductivity in x-direction (kx) 2 W/m ◦C
thermal conductivity in y-direction (ky) 1 W/m ◦C

Initial/Boundary Conditions

convective heat transfer coefficient (h) 2 W/m2 ◦C
fluid temperature (TF ) 30 ◦C
initial bar temperature (Ti) 300 ◦C

The cross section of the bar is given in Figure 1.17.

2 L  = 2 m
T  = 300  C

2 L  = 4 m

T  = 30  C

y

x2
i

1

F

o

o

Figure 1.17 Problem geometry

It is assumed that the material properties are temperature independent, the convective heat transfer
coefficient is constant, and the bar is of infinite length.
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The solution to this problem is presented by Ozisik (1980):

T (x, y, t) = TF + (1.74)

∞∑
m=1

∞∑
n=1

e−αxγ 2
mn·t

N(βm) ·N(γn) cos(βm · x) cos(γny) · (Ti − TF ) · sin(βmL1) · sin(γnL2)

βm · γn

where: αx = kx
ky
· 1
ρCp

;

γ 2
mn = β2

m + ky
kx
· γ 2
n ;

1
N(βm)

= 2
β2
m+H 2

1
L1(β

2
m+H 2

1 )+H1
;

1
N(γn)

= 2
γ 2
n+H 2

2
L2(γ

2
n+H 2

2 )+H2
;

H1 = h
kx

;

H2 = h
ky

; and

βm and γn are the roots of the two following transcendental equations:

βm · tan(βmL1)−H1 = 0

γn · tan(γnL2)−H2 = 0

In the FLAC analysis, an area representing one-quarter of the bar is modeled. The internal sides are
kept at an adiabatic state representative of the symmetry conditions, while the external sides are given
convective boundary conditions (see Figure 1.18). The FLAC data file is shown in Example 1.4.
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Adiabatic Boundary

Convective Boundary

L = 1 m

L = 2 m

y

x

2

1

Figure 1.18 Model for FLAC analysis

Example 1.4 Transient temperature distribution in an orthotropic bar

;... STATE: BAR1 ....
config thermal
; beta roots in ytable 100 [x tan(2x)-1=0]
; gamma roots in ytable 101 [x tan( x)-2=0]
ca froot.fis
def ini_root

tabroot = 100
tabroot1 = tabroot + 1
nroot = 100
c_eps1 = 3.e-3
c_x = 1.
c_y = 0.
jpos = 1
tabout = 1
tabout1 = 2

end
ini_root
def func

func = tan(c_x0)-2./c_x0
end
def store_root

tol = 1.e-6
loop ii (1,nroot)

c_x1 = float(ii-1)*pi + c_eps1
c_x2 = float(ii-1)*pi + pi*0.5 - c_eps1
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xtable(tabroot,ii) = ii
xtable(tabroot1,ii) = ii
ytable(tabroot,ii) = froot/2.
ytable(tabroot1,ii) = froot

end_loop
end
store_root
;
def ini_th

l1 = 2.
l2 = 1.
c_h = 2.
k_x = 2.
k_y = 1.
ti = 300.
tf = 30.
h1 = c_h/k_x
h2 = c_h/k_y
h12 = h1*h1
h22 = h2*h2
alpha = k_x/k_y

end
ini_th
def on_gam

on_gam = 2.*(gam2+h22)/(l2*(gam2+h22)+h2)
end
def on_bet

on_bet = 2.*(bet2+h12)/(l1*(bet2+h12)+h1)
end
def gam_sum

gsumo = 0.
gsumn = 0.
jjsav = 0
tau = thtime/(density(1,1)*spec_heat(1,1))
loop jj (1,100)

gam = ytable(tabroot1,jj)
gam2 = gam*gam
gsumn = gsumo + exp(-gam2*tau)*on_gam *cos(gam*c_y)*sin(gam*l2)/gam
if gsumn = gsumo then

jjsav = jj
jj = 100

end_if
gsumo = gsumn

end_loop
if jjsav = 0 then

toto = out(’ Warning: Maximum number of terms reached in gam_sum’)
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end_if
gam_sum = gsumo

end
def bet_sum

bsumo = 0.
bsumn = 0.
jjsav = 0
tau = thtime/(density(1,1)*spec_heat(1,1))
loop jj (1,100)

bet = ytable(tabroot,jj)
bet2 = bet*bet
term1 = exp(-alpha*bet2*tau)*on_bet
bsumn = bsumo + term1 *cos(bet*c_x)*sin(bet*l1)/bet
if bsumn = bsumo then

jjsav = jj
jj = 100

end_if
bsumo = bsumn

end_loop
if jjsav = 0 then

toto = out(’ Warning: Maximum number of terms reached in bet_sum’)
end_if
bet_sum = bsumo

end
def ana_temp

ana_temp = tf + (ti-tf) * bet_sum * gam_sum
end
def check_temp

c_y = y(1,jpos)
loop kk (1,igp)

c_x = x(kk,jpos)
xtable(tabout,kk) = c_x
ytable(tabout,kk) = ana_temp
xtable(tabout1,kk) = c_x
ytable(tabout1,kk) = temp(kk,jpos)

end_loop
end
;
grid 12 6
mo e th_an
gen 0 0 0 1 2 1 2 0 rat .95 .9
pro dens 2760 spec 725 xcon 2 ycon 1
ini temp 300
app conv 30 2 i 13 j 1 7
app conv 30 2 i 1,13 j 7
set thdt 1800
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set mech off
solve age 1.8e6
set tabout=1 tabout1=2 jpos=1
check_temp
set tabout=3 tabout1=4 jpos=7
check_temp
save bar1.sav

;... STATE: BAR2 ....
solve age 3.6e6
set tabout=5 tabout1=6 jpos=1
check_temp
set tabout=7 tabout1=8 jpos=7
check_temp
save bar2.sav

;*** plot commands ****
;plot name: Temperature distribution comparison
label table 1
analytical solution at y = 0, t = 500 hrs
label table 2
FLAC solution at y = 0, t = 500 hrs
label table 3
analytical solution at y = 1, t = 500 hrs
label table 4
FLAC at y = 1, t = 500 hrs
label table 5
analytical solution at y = 0, t = 1000 hrs
label table 6
FLAC at y = 0, t = 1000 hrs
label table 7
analytical solution at y = 1, t = 1000 hrs
label table 8
FLAC at y = 0, t = 1000 hrs
plot hold table 8 cross 7 line 6 cross 5 line 4 cross 3 line 2 cross 1 line
;plot name: Temperature distribution after 500 hrs
plot hold bound temperature fill int 7.5
;plot name: Temperature distribution after 1000 hrs
plot hold bound temperature fill int 1.5

Figure 1.19 shows the FLAC grid used with a finer zoning towards the exposed corner of the bar.
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Figure 1.19 FLAC zone distribution

The analytical values for temperature from Eq. (1.74) are calculated in a series of FISH functions at
the beginning of Example 1.4. The FISH functionfroot, provided in “FROOT.FIS” (see Section 3
in the FISH volume), calculates the roots βm and γn. The temperature values are stored in tables
for comparison at the two times, t =500 hours and t =1000 hours. FLAC results are compared to
the analytical solution in Figure 1.20. The agreement is excellent, with an error of less than 1%.
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Figure 1.20 FLAC and analytical temperature distribution through the bar

Figures 1.21 and 1.22 show the temperature distribution in the bar for these two times.

   FLAC (Version 5.00)

LEGEND

    6-Apr-04  15:41
  step      1000
Thermal Time   1.8000E+06
 -1.710E-01 <x<  2.171E+00
 -6.710E-01 <y<  1.671E+00

Boundary plot

0   5E -1

Temperature
        4.50E+01           
        5.25E+01           
        6.00E+01           
        6.75E+01           
        7.50E+01           
        8.25E+01           
        9.00E+01           
        9.75E+01           
        1.05E+02           

Contour interval=  7.50E+00
-0.400

 0.000

 0.400

 0.800

 1.200

 1.600

 0.200  0.600  1.000  1.400  1.800

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.21 Temperature distribution after 500 hours
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Figure 1.22 Temperature distribution after 1000 hours

1.7.1.5 Spherical Cavity with Applied Heat Flux

The walls of a spherical cavity in an infinite medium are subjected to a constant heat flux. This prob-
lem tests the ability of FLAC to perform a transient thermal analysis under spherical axisymmetry
conditions.

The problem geometry, material properties and initial conditions are defined as follows:

Geometry
radius of sphere (R) 0.025 m

Material Properties

density (ρ) 2550 kg/m3

specific heat (Cp) 911.3 J/kg ◦C
thermal conductivity (k) 2.51 w/m ◦C

Initial Conditions
initial uniform temperature (To) 293◦K

Constant Flux in Sphere

flux (q) 5138.65 w/m2
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It is assumed that the material properties are temperature-independent and the flux is constant (no
decay).

The analytical solution for the transient temperature distribution is given by Carslaw and Jaeger
(1959, p. 248):

T (r, t) =R
2q

kr

[
erfc

(
r − R

2(κt)1/2

)

− exp

(
r − R

R
+ κt

R2

)
erfc

(
r − R

2(κt)1/2
+ (κt)1/2

R

)]
+ To (1.75)

where: t is the time;
r is the distance from the center of the sphere;

κ is the diffusivity = k
ρ·Cp ; and

erfc (y) is the complementary error function:

2√
π

∫∞
y
e−u2

du = 1− erf(y) = 1− 2√
π

∫ y
o
e−u2

du

The upper half of the sphere is modeled by the FLAC grid in axisymmetry mode. The FISH function
“HOLE.FIS,” from the FISH library (Section 3 in the FISH volume), is used to create the grid (see
Figure 1.23). The applied flux is also shown in this figure. The flux is represented as a series of
circles of different radius; the radius size is related to the axisymmetry. All other boundaries of the
grid are adiabatic. The adiabatic boundary is correct for the lines of symmetry at x = 0 and y =
0. The outer boundaries are located 0.25 m from the symmetry lines; the adiabatic condition there
does not influence the results for the selected heating duration (2500 seconds). The FLAC data file
for this problem is shown in Example 1.5.
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Figure 1.23 FLAC grid and applied flux

Example 1.5 Spherical cavity with applied heat flux

;... STATE: CAVITY1 ....
config ther axi
grid 20 20
mo el th_iso
ca hole.fis
set rmin 0.025 rmul 10 gratio 1.1
hole
pro den 2550
pro spe 911.3 cond 2.51
ini temp 293
apply flux 5138.64 from 1 1 to 1 21
set mech off
hist thtime
hist temp i 1 j 1
hist temp i 1 j 21
hist temp i 4 j 1
hist temp i 7 j 1
solve age 2500 sratio 0.0
save cavity1.sav
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;... STATE: CAVITY2 ....
his write 2 vs 1 table 1
his write 4 vs 1 table 2
his write 5 vs 1 table 3
ca erfc.fis
def ini_cons

q0 = 5138.64
R = 0.025
T0 = 293.
c_v = spec_heat(1,1)
c_th = conductivity(1,1)/(density(1,1)*c_v)
t_hat = q0/conductivity(1,1)
tabta = 1,2,3 ;temperature analytical
tabtn = 10,20,30 ; numerical
ntab = 335
tabnum = 10
rval = x(1,1)
loop ii (1,ntab)

xtable(10,ii) = xtable(1,ii)
xtable(20,ii) = xtable(1,ii)
xtable(30,ii) = xtable(1,ii)

end_loop
end
ini_cons
def temp_comp

R2 = R*R
const = t_hat*R2/rval
loop ii (1,ntab)

; temperature
tval = xtable(1,ii)
cons2 = c_th * tval
cons = sqrt(c_th * tval)
e_val = (rval-R)/(2.*cons)
tvalue = erfc
e_val = e_val + cons/R
tvalue = tvalue-erfc*exp((rval-R)/R + cons2/R2)
ytable(tabnum,ii) = const*tvalue+T0

end_loop
end
def ana_temp

rval = x(1,1)
tabnum = 10
temp_comp
rval = x(4,1)
tabnum = 20
temp_comp
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rval = x(7,1)
tabnum = 30
temp_comp

end
ana_temp
ret
save cavity2.sav

;... STATE: CAVITY3 ....
scline 1 (0.017682932,0.017682932) (0.091942504,0.09050523)
save cavity3.sav

;*** plot commands ****
;plot name: Flac grid and applied flux
plot hold grid apply athermal
;plot name: Temperature distribution at 2500 seconds
plot hold bound temperature
;plot name: Flac and analytical temperature histories at three locations
label table 10
analytical at r = 0.025
label table 1
FLAC at r = 0.025
label table 2
FLAC at r = 0.038
label table 3
FLAC at r = 0.055
label table 20
analytical at r = 0.038
label table 30
analytical at r = 0.055
plot hold table 30 line 1 cross 20 line 10 line 3 cross 2 cross skip 10

Figure 1.24 shows the temperature distribution after 2500 seconds. The temperature contours are
concentric, as expected for this symmetric analysis.

The temperature values are calculated from Eq. (1.75) in a FISH function, temp comp. The
complementary error function is calculated using “ERFC.FIS,” as described in Section 3 in the
FISH volume. Figure 1.25 compares the FLAC results to the analytical solution for transient
temperature histories at three points located at r = 0.025 m, 0.038 m and 0.055 m from the center
of the sphere. The temperatures agree within a difference of less than 1%.

FLAC Version 5.0



THERMAL OPTION 1 - 71

   FLAC (Version 5.00)

LEGEND

   22-Dec-04  10:57
  step      3357
Thermal Time   2.5007E+03
 -1.563E-02 <x<  2.656E-01
 -1.839E-02 <y<  2.628E-01

Boundary plot

0   5E -2

Temperature
Contour interval=  5.00E+00

HI
GF

E
D

C

B

 B:    2.950E+02
 I:    3.300E+02

 0.025

 0.075

 0.125

 0.175

 0.225

 0.025  0.075  0.125  0.175  0.225

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.24 Temperature distribution at 2500 seconds
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Figure 1.25 FLAC and analytical temperature histories at three locations
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1.7.2 Thermal Conduction — Mechanical

1.7.2.1 Semi-Infinite Slab with Applied Heat Flux

This problem concerns a semi-infinite elastic mass that has a constant heat flux suddenly applied to
its surface (Figure 1.26). Thermal expansion causes a stress change in the slab. Both the transient
heat transfer behavior and the stress state can be solved analytically.

q

Figure 1.26 Semi-infinite slab with applied heat flux

The slab is initially at a uniform temperature of 0◦C. A heat flux of 1 w/m2 is applied to the surface.
The elastic slab was modeled as having the following material properties:

Young’s modulus (E) 1 kPa
Poisson’s ratio (ν) 0.25
thermal diffusivity (κ) 1 m2/s
linear thermal expansion coefficient (∝) 3/◦C
thermal conductivity (k) 1 w/m◦C

The slab is a homogeneous, continuous and isotropic half-space. The material is perfectly elastic,
and its thermal properties are temperature-independent.

The analytical solution for the transient thermal response is given by Carslaw and Jaeger (1959, p.
75):

T (x, t) = 2q

k

[ (
κt

π

)1/2

e(−x2/4κt) − x

2
erfc

(
x

2(κt)1/2

) ]
(1.76)

where: q is the applied heat flux; and
erfc (y) is the complementary error function:

2√
π

∫∞
y
e−u2

du = 1− erf(y) = 1− 2√
π

∫ y
o
e−u2

du
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The solution for the thermally induced stress state is given by Timoshenko and Goodier (1970, p.
435):

σy = −∝ ET
1− ν (1.77)

The thermal problem is one-dimensional (Figure 1.27); the slab was simulated by two rows of zones
for contour plotting purposes (Figure 1.28). A constant heat flux was applied to the left boundary,
while the rest of the boundaries were kept adiabatic to represent thermal symmetry planes. The right
boundary was extended far enough to simulate an infinite depth. The upper and lower boundaries
were mechanically fixed in the vertical direction to represent shear-free symmetry planes. The
FLAC data file is listed in Example 1.6.

q

Adiabatic Boundary

Figure 1.27 FLAC conceptual model
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Figure 1.28 FLAC zone distribution and boundary conditions

Example 1.6 Semi-infinite slab with applied heat flux

;... STATE: SLABA ....
config thermal
ca erfc.fis
def ini_cons

q0 = 1.
c_v = spec_heat(1,1)
c_th = conductivity(1,1)/(density(1,1)*c_v)
t_hat = q0/conductivity(1,1)
rat = bulk_mod(1,1)/shear_mod(1,1)
nu = (3.*rat-2.)/(6.*rat+2.)
eta = 2.*thexp(1,1)*shear_mod(1,1)*(1.+nu)/(1.-nu)
cons1 = 1. / sqrt(pi)

end
def temp_comp

cons = 2.*sqrt(c_th * thtime)
const = t_hat*cons
loop ii (1,igp)

rval = x(ii,1)
; temperature

xi = rval/cons
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e_val = xi
tvalue = cons1*exp(-xi*xi)-xi*erfc
xtable(tabta,ii) = rval
ytable(tabta,ii) = const*tvalue
xtable(tabtn,ii) = rval
ytable(tabtn,ii) = temp(ii,1)

end_loop
end
def stress_comp

cons = 2.*sqrt(c_th * thtime)
const = t_hat*cons
loop ii (1,izones)

rval = 0.5*(x(ii,1)+x(ii+1,1))
; vertical stress

xi = rval/cons
e_val = xi
tvalue = cons1*exp(-xi*xi)-xi*erfc
xtable(tabsa,ii) = rval
ytable(tabsa,ii) = - eta*const*tvalue
xtable(tabsn,ii) = rval
ytable(tabsn,ii) = syy(ii,1)

end_loop
end
g 25 2
mo e th_i
gen 0 0 0 .4 5 .4 5 0
pro bulk .67 shear .4 dens 1 spec 1 cond 1 thexp 3
app flux 1 i 1
fix y j 1
fix y j 3
fix x y i 26
hist thtime
hist syy i 1 j 1
hist temp i 1 j 1
set thdt 8e-4
ini_cons
; t = 0.2 sec
set mech off th on
solve age 0.2 sratio 0.0
set mec on th off
set st_damp combine
solve sratio 0.1
set tabta = 1 tabtn = 2 tabsa = 3 tabsn = 4
temp_comp
stress_comp
save slaba.sav
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;... STATE: SLABB ....
; t = 1 sec
set mech off th on
solve age 1.0 sratio 0.0
set mec on th off
solve sratio 0.1
set tabta = 10 tabtn = 20 tabsa = 30 tabsn = 40
temp_comp
stress_comp
save slabb.sav

;*** plot commands ****
;plot name: Flac zone distribution and boundary conditions
plot hold grid fix
;plot name: Solution process by alternating thermal and mechanical logic
plot hold history 2 line 3 line
;plot name: Temperature distribution after 1 second
plot hold bound temperature fill int 0.2
;plot name: Flac and anal temperature distribution at 0.2 sec and 1 sec
label table 1
analytical at t = 0.2
label table 10
analytical at t = 1.0
label table 2
FLAC at t = 0.2
label table 20
FLAC at t = 1.0
plot hold table 20 cross 10 line 2 cross 1 line
;plot name: Flac and anal vertical stress distribution at 0.2 sec and 1 sec
label table 3
analytical at t = 0.2
label table 30
analytical at t = 1.0
label table 40
FLAC at t = 1.0
label table 4
FLAC at t = 0.2
plot hold table 40 cross 30 line 4 cross 3 line
;plot name: Vertical stress distribution after 1 second
plot hold syy fill int 0.5 bound

The thermal timestep is set to 8 × 10−4 seconds. First, the problem is solved thermally only (SET
mech off) to an age of 0.2 second (250 steps). Then, the thermal logic is set off, and the mechanical
logic on, in order to obtain the stress distribution at t = 0.2 second (700 steps with SET mech on
ther off). This two-phase process is then repeated until an age of t = 1 second is reached. Note, in
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Figure 1.29, how the temperature (dotted line) remains constant while the problem is being solved
mechanically.
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Figure 1.29 Solution process by alternately turning thermal and mechanical
logic on and off

For the mechanical calculation phase, we use combined damping (SET st damp combine). The
applied heat flux for this problem produces uniform motion in one direction. This case is better-
suited to combined damping than to local damping (see Section 1.3.4 in Theory and Background).

Figure 1.30 shows the temperature distribution after 1 second, as predicted by FLAC. The ana-
lytical temperature values are calculated from Eq. (1.76) in a FISH function, temp comp. The
complementary error function is calculated using “ERFC.FIS,” as described in Section 3 in the
FISH volume. Figure 1.31 compares FLAC ’s results with the analytical solution. The agreement
is very good, with an error of less than 1%.

Figure 1.32 shows the vertical stress distribution after 1 second, as predicted by FLAC. The
analytical vertical stress values are calculated from Eq. (1.77) in a FISH function, stress comp.
Figure 1.33 compares FLAC ’s results with the analytical solution. The agreement is very good, as
before.
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Figure 1.30 Temperature distribution after 1 second
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Figure 1.31 FLAC and analytical temperature distribution at 0.2 second and
1 second

FLAC Version 5.0



THERMAL OPTION 1 - 79

   FLAC (Version 5.00)

LEGEND

   22-Dec-04  11:02
  step      3322
Thermal Time   1.0000E+00
 -2.778E-01 <x<  5.278E+00
 -2.578E+00 <y<  2.978E+00

YY-stress contours
       -4.00E+00           
       -3.50E+00           
       -3.00E+00           
       -2.50E+00           
       -2.00E+00           
       -1.50E+00           
       -1.00E+00           
       -5.00E-01           
        0.00E+00           

Contour interval=  5.00E-01
Boundary plot

0   1E  0

-2.000

-1.000

 0.000

 1.000

 2.000

 0.500  1.500  2.500  3.500  4.500

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.32 Vertical stress distribution after 1 second
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Figure 1.33 FLAC and analytical vertical stress distribution at 0.2 second and
1 second
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1.7.2.2 Infinite Line Heat Source in an Infinite Medium

An infinite line heat source with a constant heat-generating rate is located in an infinite elastic
medium with constant thermal properties.

The material properties and initial and boundary conditions are defined as follows:

Material Properties

density (ρ) 2178.5 kg/m3

linear thermal expansion coefficient (αt ) 5.4 × 10−6/◦C
Poisson’s ratio (ν) 0.26
shear modulus (G) 27.77 GPa
specific heat (Cp) 879.23 J/kg ◦C
thermal conductivity (k) 4.21 w/m ◦C

Initial/Boundary Conditions
initial stress state no stresses
initial uniform temperature 0◦C

Line Heat Source
energy release per unit length (Q) 1442.3 w/m

It is assumed that the material properties are temperature-independent, the thermal output of the
source is constant (no decay), and the heat line source is of infinite length.

The analytical solution for this problem is given by Nowacki (1962):

T = −Q
4πκ

Ei
( −r2

4κ · t
)

(1.78)

σr = −Q ·G ·m
πr2

[
t · (1− e−r24κt

) − r2

4κ
· Ei

( −r2

4κ · t
)]κ
k

(1.79)

σt = −Q ·G ·m
πr2

[
t · (e−r24κt − 1

) − r2

4κ
· Ei

( −r2

4κ · t
)]κ
k

(1.80)

ur = Qm

2πr

[
t · (1− e−r24κt

) − r2

4κ
· Ei

(−r2

4κt

)]κ
k

(1.81)

where: T = temperature;

σr = radial stress;
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σt = tangential stress;

ur = radial displacement;

r = radial distance to the line source;

t = time;

κ = diffusivity = k
ρCp

;

m = ( 1+ν
1−ν )

α
t ; and

−Ei(−x) = exponential integral function =
∫∞
x

e−u
u
du.

An axisymmetric FLAC model is applied to this problem. The line of symmetry is aligned with the
line heat source. The heat source is assumed to have a fictitious radius of R = 0.01 m, so that the
applied flux will be

Flux = q = Q

2πR
= 22, 955 w/m2

The constant heat flux q is applied to the left boundary, while the rest of the boundaries are kept
adiabatic to represent thermal symmetry planes. The right boundary is extended far enough to
simulate infinity. The upper and lower sides are mechanically fixed in the vertical direction to
represent shear-free symmetry planes. Right and left boundaries are mechanically fixed in the
x-direction. Figure 1.34 shows this conceptual model. The FLAC data file is given in Example 1.7.

Figure 1.35 shows the zone distribution and boundary conditions actually used (note the window
distortion). Figure 1.36 shows a close-up of the right side of the model with no distortion.

The problem is solved by alternately taking one thermal step and then several mechanical sub-
steps to ensure mechanical equilibrium. The SOLVE auto on age = command is used to adjust the
mechanical sub-steps automatically, to keep the maximum unbalanced mechanical force ratio below
the default limit. Note that the CONFIG gw and SET flow off commands are given in order to use
this solving control. The process is followed to reach a heating age of one year, and then repeated
until an age of 5 years is reached.
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q

R

Axis of
Radial Symmetry

Adiabatic Boundary

Figure 1.34 FLAC’s conceptual axisymmetric model

Example 1.7 Infinite line heat source in an infinite medium

;... STATE: SOURCE_1YR ....
config ther axi gw
ca exp_int.fis
def ini_cons

q0 = 1442.3
c_v = spec_heat(1,1)
c_th = conductivity(1,1)/(density(1,1)*c_v)
t_hat = q0/conductivity(1,1)
rat = bulk_mod(1,1)/shear_mod(1,1)
nu = (3.*rat-2.)/(6.*rat+2.)
eta = thexp(1,1)*shear_mod(1,1)*(1.+nu)/(1.-nu)
s_hat = t_hat * eta
u_hat = s_hat / shear_mod(1,1)
cons1 = 1. / (4.*pi)

end
def temp_comp

cons = 1./(4.*c_th*thtime)
loop ii (1,igp)

rval = x(ii,1)
xi2 = rval*rval*cons
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e_val = xi2
E_xi2 = exp_int

; stresses
xtable(tabta,ii) = rval
ytable(tabta,ii) = t_hat*cons1*E_xi2
xtable(tabtn,ii) = rval
ytable(tabtn,ii) = temp(ii,1)
xtable(tabua,ii) = rval
ytable(tabua,ii) = u_hat*0.5*cons1*rval*(E_xi2 + (1.-exp(-xi2))/xi2)
xtable(tabun,ii) = rval
ytable(tabun,ii) = xdisp(ii,1)

end_loop
end
def stress_comp

cons = 1./(4.*c_th*thtime)
loop ii (1,izones)

rval = 0.5*(x(ii,1)+x(ii+1,1))
xi2 = rval*rval*cons
e_val = xi2
E_xi2 = exp_int
term = (1.-exp(-xi2))/xi2

; temperature
xtable(tabsra,ii) = rval
ytable(tabsra,ii) = -s_hat*cons1*(E_xi2 + term)
xtable(tabsrn,ii) = rval
ytable(tabsrn,ii) = sxx(ii,1)
xtable(tabsta,ii) = rval
ytable(tabsta,ii) = -s_hat*cons1*(E_xi2 - term)
xtable(tabstn,ii) = rval
ytable(tabstn,ii) = szz(ii,1)

end_loop
end
g 30 2
mo el th_iso
gen 0 0 0 1 500 1 500 0 rat 1.2 1
ini x .01 i 1
fix y j 1
fix y j 3
fix x i 31
fix x i 1
app flux 2.2955e4 i 1 j 1 3
pro den 2.1785e3 bulk 48.6e9 she 27.77e9
pro cond 4.21 sp 879.23 thexp 5.4e-6
hist thtime
hist unbal
hist szz i 10 j 1

FLAC Version 5.0



1 - 84 Optional Features

hist temp i 10 j 1
hist xd i 10 j 1
ini_cons
set nmech 5000
;
; 1 year
set mech on th on flow off
solve auto on age 3.1542e7
;
set tabta = 1 tabtn = 2 tabua = 3 tabun = 4
set tabsra = 5 tabsrn = 6 tabsta = 7 tabstn = 8
temp_comp
stress_comp
save source_1yr.sav

;... STATE: SOURCE_5YR ....
;
; 5 years
solve auto on age 1.5771e8
;
set tabta = 10 tabtn = 20 tabua = 30 tabun = 40
set tabsra = 50 tabsrn = 60 tabsta = 70 tabstn = 80
temp_comp
stress_comp
save source_5yr.sav

;*** plot commands ****
;plot name: Close-up view of Flac grid near source
plot hold grid fix
;plot name: Temperature distribution at 5 years
plot hold bound temperature fill int 10.0
;plot name: Temperature distribution at 1 and 5 years
label table 1
analytical at 1 year
label table 10
analytical at 10 year
label table 2
FLAC at 1 year
label table 20
FLAC at 5 year
plot hold table 20 cross 10 line 2 cross 1 line
;plot name: Radial displacement contours at 5 years
plot hold xdisp fill bound
;plot name: Radial displacements at 1 and 5 years
label table 4
FLAC at 1 year
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label table 40
FLAC at 5 year
label table 3
analytical at 1 year
label table 30
analytical at 5 year
plot hold table 40 cross 30 line 4 cross 3 line
;plot name: Radial stress contours at 5 years
plot hold sxx fill min -6.5E7 max -5000000.0 int 5000000.0 bound
;plot name: Radial stresses at 1 and 5 years
label table 60
FLAC at 5 year
label table 50
analytical1 at 5 year
label table 6
FLAC at 1 year
label table 5
analytical at 1 year
plot hold table 60 cross 50 line 6 cross 5 line
;plot name: Tangential stress contours at 5 years
plot hold szz fill min -7.0E7 max 0.0 int 2500000.0 bound
;plot name: Tangential stresses at 1 and 5 years
label table 8
FLAC at 1 year
label table 80
FLAC at 5 year
label table 70
analytical at 5 year
label table 7
analytical at 1 year
plot hold table 80 cross 70 line 8 cross 7 line
;plot name: grid
plot hold grid fix
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Figure 1.35 FLAC grid for infinite line heat source (note window distortion)
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Figure 1.36 Close-up view of FLAC grid near source
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The analytical solutions for temperature and displacement, Eqs. (1.78) and (1.81), are performed in
the FISH function temp comp, and for radial and tangential stresses, Eqs. (1.79) and (1.80), in the
FISH function stress comp. The results are stored in tables for comparison to FLAC ’s results.
The FISH function in “EXPINT.FIS” (see Section 3 in the FISH volume) provides the exponential
integral function.

The results of this analysis are summarized as follows:

Temperature Distribution

Figure 1.37 shows the temperature distribution after five years. (Note the partial window
0< x< 100 m; this window will be the same for the following contour plots.) Figure 1.38
compares FLAC ’s results to the analytical solution for t = 1 and 5 years. The agreement
is excellent.

Radial Displacement Distribution

Figure 1.39 shows the radial displacement distribution after five years. Figure 1.40
compares FLAC ’s results to the analytical solution for t = 1 and 5 years. The agreement
is fairly good for x < 50 m, but the effect of a fixed horizontal displacement at x = 500
makes FLAC underestimate displacements slightly.

Radial Stress Distribution

Figure 1.41 shows the radial stress distribution (sxx) after five years. Figure 1.42 com-
pares FLAC ’s results to the analytical solution for t = 1 and 5 years. The agreement is
very good, with a small overestimation of stresses for large values of x. This is, again,
due to the fixed displacement boundary.

Tangential Stress Distribution

Figure 1.43 shows the tangential stress distribution (szz) after five years. Figure 1.44
compares FLAC ’s results to the analytical solution for t = 1 and 5 years. The agreement
is very good, and stresses are, again, slightly overestimated for large values of x.
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Figure 1.37 Temperature distribution at 5 years
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Figure 1.38 FLAC and analytical temperature distribution at 1 and 5 years
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Figure 1.39 Radial displacement contours at 5 years
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Figure 1.40 FLAC and analytical radial displacements at 1 and 5 years
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   FLAC (Version 5.00)
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Figure 1.41 Radial stress contours at 5 years
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Figure 1.42 FLAC and analytical radial stresses at 1 and 5 years
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   FLAC (Version 5.00)

LEGEND

    6-Apr-04  16:42
  step     12000
Thermal Time   1.5771E+08
  0.000E+00 <x<  1.000E+02
 -5.000E-01 <y<  1.500E+00

ZZ-stress contours
       -7.00E+07           
       -6.00E+07           
       -5.00E+07           
       -4.00E+07           
       -3.00E+07           
       -2.00E+07           
       -1.00E+07           
        0.00E+00           
Contour interval=  2.50E+06
Boundary plot

0   2E  1

-0.400

-0.200

 0.000

 0.200

 0.400

 0.600

 0.800

 1.000

 1.200

 1.400

 0.100  0.300  0.500  0.700  0.900
(*10^2)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.43 Tangential stress contours at 5 years

   FLAC (Version 5.00)

LEGEND

   22-Dec-04  11:21
  step     12000
Thermal Time   1.5771E+08
 
Table Plot
analytical at 1 year

FLAC      at 1 year

analytical at 5 year

FLAC      at 5 year

 4   8  12  16  20  

(10        ) 01

-7.000

-6.000

-5.000

-4.000

-3.000

-2.000

-1.000

 0.000

(10        ) 07

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.44 FLAC and analytical tangential stresses at 1 and 5 years
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1.7.3 Thermal Conduction — Poro — Mechanical

1.7.3.1 Thermal-Pore Pressure Coupled Response

This verification problem provides an illustration of a coupled thermal-groundwater pore pressure-
mechanical stress response. The problem involves a single axisymmetric element that is unconfined,
saturated and undrained. The temperature in the element is increased by a thermal heat source. The
element expands and the pore pressure decreases. The total mean stress remains at zero because
the element boundaries are free.

The analytical solution for volumetric strain for this problem is

�εv = αMβ + 3K αt

K + α2M
�T (1.82)

and, for pore pressure change, is

�P = MK
β − 3ααt
K + α2M

�T (1.83)

where

β = nβf + (1− n)βg (1.84)

The parameters and their dimensionless values for this example are:

density (ρ) 1
bulk modulus (K) 0.67
shear modulus (G) 0.4
porosity (n) 0.5
Biot modulus (M) 4
Biot coefficient (α) 1
linear thermal expansion coefficient (αt ) 3
fluid volumetric thermal expansion coefficient (βf ) 1
grain volumetric thermal expansion coefficient (βg) 9
thermal conductivity (k) 1
specific heat (Cp) 1

For�T = 0.4, the analytical values for�εv (�εv = �ε11+�ε22+�ε33) and�P from Eqs. (1.82)
and (1.83) are 2.230 and -0.918, respectively. The results from FLAC agree with these values
(< 0.01% difference).
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Example 1.8 Thermal-pore pressure coupled response

new
tit
single zone thermal test: axisymmetric, undrained thermal expansivity
;
def setup

_bic = 1.
_bim = 4.
_betaf = 1.
_betag = 9.
_alt = _betag/3.
_por = 0.5
_bu = .67
_wb = _bim*_por

end
setup
;
config thermal gw axis
g 5 5
gen 0 0 0 1 1 1 1 0
mo e th_i
pro bulk=_bu shear .4 dens 1 spec 1 cond 1 thexp=_alt
pro f_thex=_betaf g_thex=_betag poros=_por
;
set biot on
prop biot_c=_bic
ini biot_m=_bim ftens -1e10
;water bulk=_wb tens 1e10
;
interior source 1
set flow off
hist thtime
hist sxx i 1 j 1
hist temp i 1 j 1
hist pp i 1 j 1
his xd i 1 j 1
his yd i 1 j 1
set thdt 8e-4
set gwdt 8e-4
;pause
set sratio 0 force 1e-15
def c_cycle

loop i (1,1)
command
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set mech off th on
step 500
set mech on th off
solve

end_command
end_loop

end
c_cycle
def anal_sol

delta_t = 0.4
_beta = _por*_betaf+(1.-_por)*_betag
num1 = _bic*_bim*_beta+3.*_alt*_bu
den = _bu+_bic*_bic*_bim
v_strain = (num1/den) * delta_t
num2 = _bim*_bu*(_beta-3.*_bic*_alt)
delta_p = (num2/den) * delta_t
err_vol = 100.0 * (3.0 * xdisp(igp,jgp) - v_strain) / v_strain
err_pp = 100.0 * (gpp(igp,jgp) - delta_p) / delta_p

end
anal_sol
print err_vol err_pp
ret
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1.7.3.2 Heating of a Half-Space

This example analyzes the coupled thermo-poro-elastic response of a saturated half-space to a
constant heat flux applied to the surface boundary. Initially, temperature, pore pressure and stress
fields are uniform (set to zero in this analysis). The boundary conditions correspond to a drained,
no-stress boundary (zero pore pressure and no normal restraint).

The material properties and heat flux magnitude are defined as follows:

Material Properties

dry material density (ρ) 2686.5 kg/m3

water density (ρf ) 1000 kg/m3

bulk modulus (K) 10 GPa
shear modulus (G) 14 GPa
water bulk modulus (Kw) 1.1 GPa
permeability (mobility coefficient) (kgw) 0.4 × 10−15 m2/(Pa s)
porosity (n) 0.05
thermal conductivity (kth) 3 w/(m ◦C)
fluid thermal expansivity (βf ) 1.2 × 10−3/◦C
solid thermal expansivity (βg) 2.4 × 10−5/◦C
specific heat capacity (Cv) 845 J/kg ◦C

Heat Flux
energy release per unit area (q0) 10 w/m2

It is assumed that the material properties are temperature-independent.

The input value for the linear thermal expansion coefficient αt [1/◦C] is one-third the value of the
solid thermal expansivity βg . Also, the input value for specific heat capacity is the measurement of
saturated volumetric heat capacity [J/(m2 ◦C)] divided by the dry density of the material.

The analytical solution for temperature, T , pore pressure, p, and total stresses, σyy and σzz, are
given by McTigue (1986). Also, see Detournay and Cheng (1993).

T = 2q0
√
ctht

kth

[ 1√
π
e−ξ2 − ξ erfc(ξ)

]
(1.85)

p = 2q0b
′√ctht

kth(1− ω2)

[ 1√
π
e−ξ2 − ξ erfc(ξ)− ( 1√

π
e−η2 − η erfc(η)

)]
(1.86)

σyy = σzz = −2λ1(p + λ0T ) (1.87)
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where t is time, cgw and cth are the hydraulic and thermal diffusivities, and erfc is the comple-
mentary error function, and:

ξ = x
2
√
ctht

;

η = x

2
√
cgwt

;

cgw = kgw
S

;

S = 1
M
+ α2

K+4G/3 ;

cth = kth
ρCv

;

ω = cgw
cth

;

b′ = 1
S

[
αβs + n(βf − βg)− αβgK

K+4G/3

]
;

λ0 = 1
α
βgK;

λ1 = αG
K+4G/3 ; and

erfc(x) = 1− 2√
π

∫ x
0 e
−u2

du.

For this example, α = 1 and M = Kw
n

. This is the default condition in FLAC.

The problem is one-dimensional. The length of the model is 10 m (a sufficiently large value
compared to max (2

√
cthtmax ,2

√
cgwtmax), where tmax is the maximum simulation time), and the

height is 0.1 m. The grid has 50 graded zones aligned in the x-direction. The constant heat flux, q0,
is applied at t = 0 at the left boundary, x = 0, for a total simulation time, tmax , of 100 minutes. The
temperature is fixed at the far boundary located at x = 10 m, while the other boundaries are kept
adiabatic. The pore pressure is fixed at the left and far boundaries to simulate drained conditions.
The upper and lower boundaries are “no-flow” boundaries that are also mechanically fixed in the
vertical direction. The far boundary is mechanically fixed in the x-direction. Figure 1.45 shows
the FLAC grid, and Figure 1.46 shows the boundary conditions near the source. The FLAC data
file is given in Example 1.9.

The diffusion calculation uses the explicit solution logic in FLAC. The thermal and fluid timesteps
are�tth = 22.05 sec and�tgw = 3.15 sec, respectively. These values are close to the critical values
(inversely proportional to the “uncoupled” thermal and hydraulic diffusivities, cth and kgwM)
calculated by FLAC in the explicit mode.

The simulation is carried out by taking seven fluid-flow sub-steps for each thermal sub-step, and
cycling to mechanical equilibrium after each sub-step. At the end of such a master step, thermal
and fluid-flow times correspond; the temperature, pore pressure and out-of-plane stress information
are then saved in tables for processing. A FISH function, master step, performs the stepping
until a specified age, master age, is reached, and then stores the temperatures, pore pressures
and stresses at selected locations.
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   FLAC (Version 5.00)
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Figure 1.45 FLAC grid for heating of a half-space
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Figure 1.46 Close-up view of FLAC grid near source
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Example 1.9 Heating of a half-space

;... STATE: HEAT1 ....
config gw th
grid 50 1
gen 0 0 0 0.1 10 0.1 10 0 ratio 1.1 1 i=1,51
; --- models ---
mo e
mo th_i
; --- properties ---
def prop_val

roc_dens = 2686.5
wat_dens = 1000.
roc_bulk = 10.e9
roc_shea = 14.e9
wat_bulk = 1.1e9
k_gw = 0.4e-15
roc_poro = 0.05
k_th = 3.
beta_f = 1.2e-3
beta_s = 2.4e-5
alpha_t = beta_s/3.
c_v = 845.
alpha = 1. ; Biot coefficient
q0 = 10.

end
prop_val
prop dens=roc_dens bu=roc_bulk sh=roc_shea
water dens=wat_dens bulk=wat_bulk tens=1e10
prop perm=k_gw por=roc_poro
prop cond=k_th spec=c_v thex=alpha_t
prop f_t=beta_f g_t=beta_s
; --- initial conditions ---
ini sat 1
ini pp 0
ini temp 0
; --- boundary conditions ---
fix y
fix x i=51
apply flux q0 i=1
fix pp i=1
fix pp i=51
fix temp i=51
; --- fish functions ---
ca erfc.fis
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def ini_param
pas_gw = 7
pas_th = 1
storativity = roc_poro/wat_bulk + 1./(roc_bulk + 4.*roc_shea/3.)
c_th = k_th/(roc_dens*c_v)
c_gw = k_gw/storativity
omega2 = c_gw/c_th
omega = sqrt(omega2)
betam = alpha*beta_s + roc_poro * (beta_f - beta_s)
beta0 = betam - alpha*beta_s*roc_bulk/(roc_bulk+4.*roc_shea/3.)
gamma = beta0 / storativity
lam0 = beta_s*roc_bulk/alpha
lam1 = alpha*roc_shea/(roc_bulk + 4.*roc_shea/3.)
aa = q0 / k_th
bb = 1./sqrt(pi)
bo_ii = 0

end
ini_param
def profile

cons = 2.*sqrt(c_th * thtime)
const = aa*cons
consp = aa*cons*gamma/(1.-omega2)
loop ii (1,igp)

; temperature
xi = x(ii,1)/cons
e_val = xi
tvalue = bb*exp(-xi*xi)-xi*erfc
xtable(tabat,ii) = x(ii,1)
ytable(tabat,ii) = const*tvalue
xtable(tabnt,ii) = x(ii,1)
ytable(tabnt,ii) = temp(ii,1)

; pore pressure
eta = xi / omega
e_val = eta
pvalue = bb*exp(-eta*eta)-eta*erfc
xtable(tabap,ii) = x(ii,1)
ytable(tabap,ii) = consp*(tvalue-pvalue)
xtable(tabnp,ii) = x(ii,1)
ytable(tabnp,ii) = gpp(ii,1)

end_loop
; stresses

loop ii (1,izones)
xzone = 0.5*( x(ii+1,1)+ x(ii,1))
xtable(tabsa,ii) = xzone
pzone = 0.5*( gpp(ii+1,1)+ gpp(ii,1))
tzone = 0.5*(temp(ii+1,1)+temp(ii,1))
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ytable(tabsa,ii) = -2.*lam1*(pzone+lam0*tzone)
xtable(tabsz,ii) = xzone
ytable(tabsz,ii) = szz(ii,1)
xtable(tabsy,ii) = xzone
ytable(tabsy,ii) = syy(ii,1)
xtable(tabsx,ii) = xzone
ytable(tabsx,ii) = sxx(ii,1)

end_loop
end
def anasol

loop tabin (1,7)
kk = (tabin-1)*5+1
xval = x(kk,1)
taboutp = tabin+100
taboutt = tabin+110
tabouts = tabin+120
loop ii (1,bo_ii)

timeval = xtable(tabin,ii)
cons = 2.*sqrt(c_th * timeval)
const = aa*cons
consp = aa*cons*gamma/(1.-omega2)

; temperature histories
xi = xval/cons
e_val = xi
tvalue = bb*exp(-xi*xi)-xi*erfc
xtable(taboutt,ii) = timeval
ytable(taboutt,ii) = const*tvalue

; pore pressure histories
eta = xi / omega
e_val = eta
pvalue = bb*exp(-eta*eta)-eta*erfc
xtable(taboutp,ii) = timeval
ytable(taboutp,ii) = consp*(tvalue-pvalue)

; zz-stress histories
xi = 0.5*(x(kk,1)+x(kk+1,1))/ cons
e_val = xi
tvalue = bb*exp(-xi*xi)-xi*erfc
eta = xi / omega
e_val = eta
pvalue = bb*exp(-eta*eta)-eta*erfc
tempval = const*tvalue
presval = consp*(tvalue-pvalue)
xtable(tabouts,ii) = timeval
ytable(tabouts,ii) = -2.*lam1*(presval+lam0*tempval)

end_loop
end_loop
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end
def master_step

loop while thtime < master_age
loop jt (1,pas_th)

command
set therm on flow off mech off
step 1
set therm off flow off mech on
solve auto on step 1

end_command
end_loop
loop jg (1,pas_gw)

command
set therm off flow on mech off
step 1
set therm off flow off mech on
solve auto on step 1

end_command
end_loop
bo_ii = bo_ii+1
ii = bo_ii
xtable(1,ii)=gwtime
ytable(1,ii)=gpp(1,1)
xtable(2,ii)=gwtime
ytable(2,ii)=gpp(6,1)
xtable(3,ii)=gwtime
ytable(3,ii)=gpp(11,1)
xtable(4,ii)=gwtime
ytable(4,ii)=gpp(16,1)
xtable(5,ii)=gwtime
ytable(5,ii)=gpp(21,1)
xtable(6,ii)=gwtime
ytable(6,ii)=gpp(26,1)
xtable(7,ii)=gwtime
ytable(7,ii)=gpp(31,1)
xtable(11,ii)=thtime
ytable(11,ii)=temp(1,1)
xtable(12,ii)=thtime
ytable(12,ii)=temp(6,1)
xtable(13,ii)=thtime
ytable(13,ii)=temp(11,1)
xtable(14,ii)=thtime
ytable(14,ii)=temp(16,1)
xtable(15,ii)=thtime
ytable(15,ii)=temp(21,1)
xtable(16,ii)=thtime
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ytable(16,ii)=temp(26,1)
xtable(17,ii)=thtime
ytable(17,ii)=temp(31,1)
xtable(21,ii)=gwtime
ytable(21,ii)=szz(1,1)
xtable(22,ii)=gwtime
ytable(22,ii)=szz(6,1)
xtable(23,ii)=gwtime
ytable(23,ii)=szz(11,1)
xtable(24,ii)=gwtime
ytable(24,ii)=szz(16,1)
xtable(25,ii)=gwtime
ytable(25,ii)=szz(21,1)
xtable(26,ii)=gwtime
ytable(26,ii)=szz(26,1)
xtable(27,ii)=gwtime
ytable(27,ii)=szz(31,1)

end_loop
end
; --- settings ---
set nmech=5000 force .01
set thdt=22.05 gwdt=3.15
set pas_th=1 pas_gw=7
; --- testing ---
set master_age = 3600 ; 1 min
master_step
set tabat = 200 tabnt = 201 tabap = 202 tabnp = 203
set tabsa = 204 tabsz = 205 tabsy = 206 tabsx = 207
profile
save heat1.sav

;... STATE: HEAT2 ....
;
set master_age = 36000 ; 10 min
master_step
set tabat = 300 tabnt = 301 tabap = 302 tabnp = 303
set tabsa = 304 tabsz = 305 tabsy = 306 tabsx = 307
profile
save heat2.sav

;... STATE: HEAT3 ....
anasol
save heat3.sav

;*** plot commands ****
;plot name: Grid
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plot hold grid
;plot name: Close-up view of FLAC grid
plot hold grid fix apply athermal
;plot name: Temperature profiles
label table 200
analytical at 1 min.
label table 201
FLAC at 1 min.
label table 300
analytical at 10 min.
label table 301
FLAC at 10 min.
plot hold table 200 line 201 cross 300 line 301 cross end 40
;plot name: Pore pressure profiles
label table 202
analytical at 1 min.
label table 302
analytical at 10 min.
label table 303
FLAC at 10 min.
label table 203
FLAC at 1 min.
plot hold table 202 line 203 cross 302 line 303 cross end 40
;plot name: Out-of-plane stress profiles
label table 304
analytical at 10 min.
label table 305
FLAC at 10 min.
label table 204
analytical at 1 min.
label table 205
FLAC at 1 min.
plot hold table 305 cross 304 line 205 cross 204 line end 40
;plot name: Temperature histories
label table 111
FLAC at at i = 1
label table 112
FLAC at at i = 6
label table 113
FLAC at at i = 11
label table 114
FLAC at at i = 16
label table 115
FLAC at at i = 21
label table 116
FLAC at at i = 26
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label table 117
FLAC at at i = 31
label table 11
Analytical at at i = 1
label table 12
Analytical at at i = 6
label table 13
Analytical at at i = 11
label table 14
Analytical at at i = 16
label table 15
Analytical at at i = 21
label table 16
Analytical at at i = 26
label table 17
Analytical at at i = 31
plot hold table 11 cross 12 cross 13 cross 14 cross 15 cross 16 cross 17 &
cross 111 112 line 113 line 114 line 115 line 116 line 117 line skip 50

;plot name: Pore pressure histories
label table 1
analytical at at i = 1
label table 2
analytical at at i = 6
label table 3
analytical at at i = 11
label table 4
analytical at at i = 16
label table 5
analytical at at i = 21
label table 6
analytical at at i = 26
label table 7
analytical at at i = 31
label table 101
FLAC at at i = 1
label table 102
FLAC at at i = 6
label table 103
FLAC at at i = 11
label table 104
FLAC at at i = 16
label table 105
FLAC at at i = 21
label table 106
FLAC at at i = 26
label table 107
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FLAC at at i = 31
plot hold table 107 line 7 cross 106 line 6 cross 105 line 5 &
cross 104 line 4 cross 103 line 3 cross 102 line 2 cross 101 &
line 1 cross skip 50

;plot name: Out-of-plane stress histories
label table 21
FLAC at i = 1
label table 22
FLAC at i = 6
label table 23
FLAC at i = 11
label table 24
FLAC at i = 16
label table 25
FLAC at i = 21
label table 26
FLAC at i = 26
label table 27
FLAC at i = 31
label table 121
analytical at i = 1
label table 122
analytical at i = 6
label table 123
analytical at i = 11
label table 124
analytical at i = 16
label table 125
analytical at i = 21
label table 126
analytical at i = 26
label table 127
analytical at i = 31
plot hold table 127 line 126 line 125 line 124 line 123 line 122 &
line 121 line 27 cross 26 cross 25 cross 24 cross 23 cross 22 &
cross 21 cross skip 50

The temperature, pore-pressure and out-of-plane stress profiles through the FLAC model are com-
pared to the analytical solutions, Eqs. (1.85), (1.86) and (1.87), via the FISH function profile.
Time histories of the analytical values for temperature, pore pressure and out-of-plane stress are
calculated at selected locations in the model via FISH function anasol for comparison to the
FLAC values. The complementary error function, erfc(x), is solved in the FISH function in
“ERFC.FIS,” described in the FISH Library in Section 3 in the FISH volume.
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The results of the numerical simulation are compared to the analytical solution in the following
figures:

Temperature Results

Figure 1.47 compares temperature profiles after 1 and 10 minutes. Figure 1.50 shows
numerical and analytical temperature histories at i = 1, 6, 11, 16, 21, 26, 31. The tem-
perature agreement is very good (a result to be expected in this problem where the thermal
process is driving).

Pore Pressure Results

Equivalent results for the pore pressure are presented in Figures 1.48 and 1.51. The
agreement is also good.

Stress Profiles

Figures 1.49 and 1.52 provide similar results for the out-of-plane stress. The agreement
is again good; the difference is greatest at gridpoint i = 1, as a result of the high stress
gradient near the inner boundary. This error can be reduced by increasing the number of
zones in this region.
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   FLAC (Version 5.00)

LEGEND

   23-Dec-04   0:01
  step     26128
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Figure 1.47 FLAC and analytical temperature profiles
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Figure 1.48 FLAC and analytical pore pressure profiles
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Figure 1.49 FLAC and analytical out-of-plane stress profiles
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Figure 1.50 FLAC and analytical temperature histories
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Figure 1.51 FLAC and analytical pore pressure histories
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Figure 1.52 FLAC and analytical out-of-plane stress histories
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1.7.4 Thermal Conduction-Advection

1.7.4.1 One-Dimensional Solution of Thermal Transport by Forced Convection and Conduction

Example 1.10 illustrates the effect of forward and backward forced convection on the temperature
profile, corresponding to forward conduction in a saturated plane sheet of thickness L. Natural
convection is not considered, and Darcy flux is constant throughout the simulation. The temperature
is fixed at the top and bottom of the sheet. The temperature, initially uniform and equal to T0, is
raised suddenly to T1 at the top. Its evolution is monitored in the sheet as time goes on.

At steady state, the one-dimensional form of the energy balance equation (Eqs. (1.14) — (1.17))
may be expressed as

∂2T̂

∂x̂2
− Pe ∂T̂

∂x̂
= 0 (1.88)

where T̂ = (T − T0)/T0, x̂ = x/L, the origin of the coordinate is at the bottom of the sheet, x is
pointing up, Pe = ρ0cwqwL/k

T , Pe is the Peclet number, and qw is the specific discharge in the
x-direction.

The solution, with boundary conditions T̂ = 0 at x̂ = 0, and T̂ = T̂1 at x̂ = 1, is

T̂ = T̂1
ePex̂ − 1

ePe − 1
(1.89)

The Peclet number for the simulation has magnitude 1.54. The numerical solution for convection-
conduction (solid line) is compared to the analytical solution for conduction (symbol) in Figures 1.53
and 1.54. On these plots, the effect of fluid flow is seen to displace the temperature curves in the
direction of the flow.

The FLAC temperature profile for convection-conduction is compared to the analytical solution at
steady state in Figures 1.55 and 1.56. As may be seen from these figures, the match is very good
for this particular simulation.

The numerical simulation can be conducted with or without the fluid configuration and with an
attached grid. These cases are also included (in Example 1.10).

The stability of the numerical algorithm implemented in FLAC can be appreciated by exercising the
files for various values of the grid Peclet and Courant numbers. For example, by varying grid density
and specific discharge, the values of grid Peclet and Courant numbers for which the algorithm is
stable may be derived. (See the discussion on numerical stability in Section 1.3.2.1.)
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Example 1.10 Forward and backward forced convection

;*** BRANCH: FLUID FLOW UP ****
;... STATE: CONV_UP ....
; coupled fluid and thermal
config gw thermal
g 1 25
gen 0 0 0 1 0.1 1 0.1 0
; --- thermal model ---
; (note: mechanical model must be assigned too)
model e th_ac
prop conduct 1.6 spec_heat 0.2
prop lconduct 2.0 lspec_heat 0.2
;prop econducti 2.6 espec_heat 0.201 f_qx 0 f_qy 2
prop density 1000
prop porosity=0.5 perm=2
water bulk=1e4 ten=1e10
; --- use these 2 lines for flow down ---
;ini pp 0 j=1
;ini pp 1 j=26
; --- ... and these 2, for flow up ---
ini pp 0 j=26
ini pp 1 j=1
;
fix pp j=1
fix pp j=26
water density 10
fix t 100 j=1
fix t 0 j=26
; --- fish constants ---
def cons

c_cond = 2.6 ; conductivity
c_dens = 1000. ; density
c_sph = 0.201 ; specific heat
length = 1. ; wall thickness
t1 = 100. ; wall temperature, face 1
tabn = -1
tabe = 0
overl = 1. / length
d = c_cond / (c_dens * c_sph)
dol2 = d * overl * overl
top = 2. / pi
pi2 = pi * pi
n_max = 100 ; max number of terms -exact solution
teps = 1.e-5 ; small value compared to 1
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end
def num_sol

tabn = tabn + 2
t_hat = thtime * dol2
tp2 = t_hat * pi2
loop j (1,jgp)

c_y = y(1,j) * overl
table(tabn,c_y) = temp(1,j) / t1

end_loop
end
def ana_sol

tabe = tabe + 2
t_hat = thtime * dol2
tp2 = t_hat * pi2
loop j (1,jgp)

c_y = y(1,j) * overl
n = 0
nit = 0
tsum = 0.0
tsumo = 0.0
converge = 0
loop while n < n_max

n = n + 1
fn = float(n)
term = sin(pi*c_y*fn) * exp(-tp2*fn*fn) / fn
tsum = tsumo + term
if tsum = tsumo then

nit = n
table(tabe,c_y) = 1. - c_y - top * tsum
converge = 1
n = n_max

else
tsumo = tsum

end_if
end_loop
if converge = 0 then

ii = out(’ not converged: x= ’ + string(c_x) + ’ t = ’ + string(thtime))
exit

end_if
end_loop

end
def ssac_sol
; steady state advection-conduction sol

tabn = 100
rhow = 10
my_a = f_qy(1,1)*lspec_heat(1,1)*rhow/econduct(1,1)
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val = exp(my_a)
loop j (1,jgp)

c_y = y(1,j)
sstemp = (exp(my_a*y(1,j))-val)/(1.-val)
table(tabn,c_y) = sstemp

end_loop
end
; --- settings ---
set mech off
set therm off flow on
step 1000
set flow off
set thermal on
; --- test ---
; (adv-cond plot is in solid line)
step 20
cons
num_sol
ana_sol
step 80
num_sol
ana_sol
step 900
num_sol
ana_sol
ssac_sol
save conv_up.sav

;*** BRANCH: FLUID FLOW DOWN ****
new
;... STATE: CONV_DOWN ....
; coupled fluid and thermal
config gw thermal
g 1 25
gen 0 0 0 1 0.1 1 0.1 0
; --- thermal model ---
; (note: mechanical model must be assigned too)
model e th_ac
prop conduct 1.6 spec_heat 0.2
prop lconduct 2.0 lspec_heat 0.2
;prop econducti 2.6 espec_heat 0.201 f_qx 0 f_qy 2
prop density 1000
prop porosity=0.5 perm=2
water bulk=1e4 ten=1e10
; --- use these 2 lines for flow down ---
ini pp 0 j=1
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ini pp 1 j=26
; --- ... and these 2, for flow up ---
;ini pp 0 j=26
;ini pp 1 j=1
;
fix pp j=1
fix pp j=26
water density 10
fix t 100 j=1
fix t 0 j=26
; --- fish constants ---
def cons

c_cond = 2.6 ; conductivity
c_dens = 1000. ; density
c_sph = 0.201 ; specific heat
length = 1. ; wall thickness
t1 = 100. ; wall temperature, face 1
tabn = -1
tabe = 0
overl = 1. / length
d = c_cond / (c_dens * c_sph)
dol2 = d * overl * overl
top = 2. / pi
pi2 = pi * pi
n_max = 100 ; max number of terms -exact solution
teps = 1.e-5 ; small value compared to 1

end
def num_sol

tabn = tabn + 2
t_hat = thtime * dol2
tp2 = t_hat * pi2
loop j (1,jgp)

c_y = y(1,j) * overl
table(tabn,c_y) = temp(1,j) / t1

end_loop
end
def ana_sol

tabe = tabe + 2
t_hat = thtime * dol2
tp2 = t_hat * pi2
loop j (1,jgp)

c_y = y(1,j) * overl
n = 0
nit = 0
tsum = 0.0
tsumo = 0.0
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converge = 0
loop while n < n_max

n = n + 1
fn = float(n)
term = sin(pi*c_y*fn) * exp(-tp2*fn*fn) / fn
tsum = tsumo + term
if tsum = tsumo then

nit = n
table(tabe,c_y) = 1. - c_y - top * tsum
converge = 1
n = n_max

else
tsumo = tsum

end_if
end_loop
if converge = 0 then

ii = out(’ not converged: x= ’ + string(c_x) + ’ t = ’ + string(thtime))
exit

end_if
end_loop

end
def ssac_sol
; steady state advection-conduction sol

tabn = 100
rhow = 10
my_a = f_qy(1,1)*lspec_heat(1,1)*rhow/econduct(1,1)
val = exp(my_a)
loop j (1,jgp)

c_y = y(1,j)
sstemp = (exp(my_a*y(1,j))-val)/(1.-val)
table(tabn,c_y) = sstemp

end_loop
end
; --- settings ---
set mech off
set therm off flow on
step 1000
set flow off
set thermal on
; --- test ---
; (adv-cond plot is in solid line)
step 20
cons
num_sol
ana_sol
step 80
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num_sol
ana_sol
step 900
num_sol
ana_sol
ssac_sol
save conv_down.sav

;*** BRANCH: WITHOUT CONVECTION ****
new
;... STATE: COND ....
config thermal
g 1 25
gen 0 0 0 1 0.1 1 0.1 0
; --- thermal model ---
; (note: mechanical model must be assigned too)
model e th_ac
prop conducti 1.6 spec_heat 0.2
prop lspec_heat 0.2
; --- use this for flow down ---
prop econducti 2.6 espec_heat 0.201 f_qx 0 f_qy -2
; --- ... and this for flow up ---
prop econducti 2.6 espec_heat 0.201 f_qx 0 f_qy 2
;
prop density 1000
water density 10
fix t 100 j=1
fix t 0 j=26
; --- fish constants ---
def cons

c_cond = 1.6 ; conductivity
c_dens = 1000. ; density
c_sph = 0.2 ; specific heat
length = 1. ; wall thickness
t1 = 100. ; wall temperature, face 1
tabn = -1
tabe = 0
overl = 1. / length
d = c_cond / (c_dens * c_sph)
dol2 = d * overl * overl
top = 2. / pi
pi2 = pi * pi
n_max = 100 ; max number of terms -exact solution
teps = 1.e-5 ; small value compared to 1

end
def num_sol
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tabn = tabn + 2
t_hat = thtime * dol2
tp2 = t_hat * pi2
loop j (1,jgp)

c_y = y(1,j) * overl
table(tabn,c_y) = temp(1,j) / t1

end_loop
end
def ana_sol

tabe = tabe + 2
t_hat = thtime * dol2
tp2 = t_hat * pi2
loop j (1,jgp)

c_y = y(1,j) * overl
n = 0
nit = 0
tsum = 0.0
tsumo = 0.0
converge = 0
loop while n < n_max

n = n + 1
fn = float(n)
term = sin(pi*c_y*fn) * exp(-tp2*fn*fn) / fn
tsum = tsumo + term
if tsum = tsumo then

nit = n
table(tabe,c_y) = 1. - c_y - top * tsum
converge = 1
n = n_max

else
tsumo = tsum

end_if
end_loop
if converge = 0 then

ii = out(’ not converged: x= ’ + string(c_x) + ’ t = ’ + string(thtime))
exit

end_if
end_loop

end
def ssac_sol
; steady state advection-conduction sol

tabn = 100
my_a = f_qy(1,1)*lspec_heat(1,1)/1.6 ;econductivity(1,1)
val = exp(my_a)
loop j (1,jgp)

c_y = y(1,j)
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sstemp = (exp(my_a*y(1,j))-val)/(1.-val)
table(tabn,c_y) = sstemp

end_loop
end
; --- settings ---
set mech off
set thermal on
; --- test ---
; (adv-cond plot is in solid line)
step 20
cons
num_sol
ana_sol
step 80
num_sol
ana_sol
step 900
num_sol
ana_sol
ssac_sol
save cond.sav

;*** BRANCH: ATTACHED GRID ****
new
;... STATE: COND_ATT ....
; attached grid, fluid density
config thermal
g 1 26
model e th_ac
model null j=11
gen 0 0 0 0.5 0.1 0.5 0.1 0 i=1,2 j=1,11
gen 0 0.5 0 1 0.1 1 0.1 0.5 i=1,2 j=12,27
attach aside from 1,11 to 2,11 bside from 1,12 to 2,12
; --- thermal model ---
; (note: mechanical model must be assigned too)
prop conducti 1.6 spec_heat 0.2
prop lspec_heat 0.2
prop econducti 2.6 espec_heat 0.201 f_qx 0 f_qy 2
prop density 1000
water density 10
fix t 100 j=1
fix t 0 j=27
; --- fish constants ---
def cons

c_cond = 1.6 ; conductivity
c_dens = 1000. ; density
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c_sph = 0.2 ; specific heat
length = 1. ; wall thickness
t1 = 100. ; wall temperature, face 1
tabn = -1
tabe = 0
overl = 1. / length
d = c_cond / (c_dens * c_sph)
dol2 = d * overl * overl
top = 2. / pi
pi2 = pi * pi
n_max = 100 ; max number of terms -exact solution
teps = 1.e-5 ; small value compared to 1

end
def num_sol

tabn = tabn + 2
t_hat = thtime * dol2
tp2 = t_hat * pi2
loop j (1,jgp)

c_y = y(1,j) * overl
table(tabn,c_y) = temp(1,j) / t1

end_loop
end
def ana_sol

tabe = tabe + 2
t_hat = thtime * dol2
tp2 = t_hat * pi2
loop j (1,jgp)

c_y = y(1,j) * overl
n = 0
nit = 0
tsum = 0.0
tsumo = 0.0
converge = 0
loop while n < n_max

n = n + 1
fn = float(n)
term = sin(pi*c_y*fn) * exp(-tp2*fn*fn) / fn
tsum = tsumo + term
if tsum = tsumo then

nit = n
table(tabe,c_y) = 1. - c_y - top * tsum
converge = 1
n = n_max

else
tsumo = tsum

end_if
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end_loop
if converge = 0 then

ii = out(’ not converged: x= ’ + string(c_x) + ’ t = ’ + string(thtime))
exit

end_if
end_loop

end
def ssac_sol
; steady state advection-conduction sol

tabn = 100
my_a = f_qy(1,1)*lspec_heat(1,1)/1.6 ;econductivity(1,1)
val = exp(my_a)
loop j (1,jgp)

c_y = y(1,j)
sstemp = (exp(my_a*y(1,j))-val)/(1.-val)
table(tabn,c_y) = sstemp

end_loop
end
; --- settings ---
set mech off
set thermal on
; --- test ---
; (adv-cond plot is in solid line)
step 20
cons
num_sol
ana_sol
step 80
num_sol
ana_sol
step 900
num_sol
ana_sol
ssac_sol
save cond_att.sav

;*** plot commands ****
;plot name: Temperature comparison between conduction and convection
plot hold table 6 cross 5 line 4 cross 3 line 2 cross 1 line
;plot name: Temperature comparison between analytical and numerical
plot hold table 100 line 5 cross
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   FLAC (Version 5.00)
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Figure 1.53 Comparison of temperature versus distance at three different
times for convection and conduction acting in the same direc-
tion (solid lines) and conduction alone (symbols)
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Figure 1.54 Comparison of temperature versus distance at three different
times for convection and conduction acting in opposite directions
(solid lines) and conduction alone (symbols)
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Figure 1.55 Comparison of numerical (symbols) and analytical (solid lines)
temperature versus distance profiles at steady state for convection
and conduction acting in the same direction
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Figure 1.56 Comparison of numerical (symbols) and analytical (solid lines)
temperature versus distance profiles at steady state for convection
and conduction acting in opposite directions
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1.7.4.2 Steady-State Convection in a Saturated Porous Medium Heated from above

Example 1.11 shows the effect of temperature-dependent density on the pore pressure distribution
for heating from above of a saturated porous layer of large lateral extent. The thickness of the layer
is b. The temperature is fixed at T1 at the base of the layer, and at T0 > T1 at the top. The boundaries
are impermeable to fluid flow; the problem is one-dimensional. For zero specific discharge, the
steady-state temperature solution is

T = T1 − T0

b
x + T0 (1.90)

where x is measured down, from the top of the layer. Assuming no fluid flow, we have:

dp

dx
= ρg (1.91)

Using ρ = ρ0[1−β(T −Tr)], where Tr is a reference temperature, and T is given by the temperature
solution (Eq. (1.90)), integration of this equation gives

p = ρ0gx − ρ0gβ[(T0 − Tr)x + T1 − T0

b

x2

2
]+ p0 (1.92)

where p0 is a reference pressure.

To simulate the problem with FLAC, we first establish the temperature field and cycle in flow
mode until the steady-state pore pressure solution is reached. For the case treated, the relative
pore-pressure error, calculated at the end of the simulation is negligible (less than 10−5% — see
Figure 1.57).

Example 1.11 Natural advection

; test for natural advection
config gw thermal
g 10 10
gen -5e3 -5e3 -5e3 5e3 5e3 5e3 5e3 -5e3
m e
def setup

_t0 = 220.
_t1 = 20.
_beta = 5e-3

;
_deltat = _t1-_t0
_h = y(1,jgp)-y(1,1)
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end
setup
; --- thermal model ---
; (note: mechanical model must be assigned too)
model th_ac
prop conduct 1.6 spec_heat 0.2
prop lconduct 2.0 lspec_heat 0.2
prop f_thexp=_beta f_t0=_t1 ;<- free advection
prop density 2000
; --- fluid properties ---
prop poros=0.5 perm=2.0
water bulk=2e5 ten=-1e10
water density 1000.0
; --- boundary conditions ---
fix temp _t1 j=1
fix temp _t0 j=11
; --- settings ---
set grav 10
set mech off
; --- fish functions ---
def check_it

c_e = 1000. * 10. ; water density times gravity
loop ii (1,jgp)

c_y = _h/2.-y(1,ii)
ana_p = c_e*c_y*(1.0-_beta*(_t0-_t1)*(1.-c_y/(2.*_h)))

; --- NOTE:
; instead of fixing pp at the top of the model,
; we subtract a constant from numerical pp value
; (to prove that no flow is generated) ---

table(1,c_y) = ana_p
table(2,c_y) = gpp(1,ii)-gpp(1,jgp)

endloop
end
; --- conduction solution ---
water dens 0
set flow off therm on
step 500
water dens 1000
set therm off flow on
step 500
check_it
save natdev.sav

;*** plot commands ****
;plot name: pore pressure distribution
label table 1
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analytical
label table 2
FLAC
plot hold table 2 cross 1 line

   FLAC (Version 5.00)

LEGEND

   26-Jul-04  12:52
  step      1000
Flow Time      1.2500E+02
Thermal Time   1.5385E+10
 
Table Plot
FLAC

analytical

 2   4   6   8  10  

(10        ) 03

 1.000

 2.000

 3.000

 4.000

 5.000

(10        ) 07

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.57 Comparison of numerical (symbols) and analytical (solid lines)
pore pressure profiles at steady state for a porous saturated layer
heated from above
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1.7.4.3 Steady-State Convection in a Saturated Porous Medium Heated from below

The problem of steady-state convection in a porous layer heated from below (the Horton-Rogers-
Lapwood Problem) is a classical convection application. We consider a saturated layer of finite
thickness and lateral extent. The temperature is fixed at the top and the base of the layer. The
boundaries are impermeable to fluid flow, and the lateral boundaries are adiabatic. The problem
solution depends on the value of the Rayleigh number, Ra, which is defined for this problem as

Ra = k

kT
(ρ0cw) · (ρ0gH)βf (T1 − T0) (1.93)

where H is the height of the layer, and T1,T0 are the temperatures at bottom and top (see, for
example, Lapwood, 1948). For Rayleigh numbers below the minimum critical value of 4π2, or
about 39.48, the problem has a trivial steady-state solution, which corresponds to zero specific
discharge (the conduction solution). For Rayleigh numbers above 4π2, non-trivial solutions may
also exist in the form of convection cells. A spectrum of different steady convection modes can be
realized physically; we consider various geometrical aspect ratios and Rayleigh numbers, and we
seek some of these solutions in this section.

Saturated Porous Square Medium

The first example concerns two-dimensional convection in a square section. With the properties
and dimensions adopted in the model (Example 1.12*), the Rayleigh number for this problem is
about 42. This quantity is larger than the critical value of 4π2. Therefore, non-trivial solutions can
be expected. We will illustrate one of these solutions: a two-dimensional roll, which we compare
to an analytic solution derived from a linear stability analysis. First, we start with an illustration of
the computational methodology.

We take, as initial conditions, the conduction solution (Eqs. (1.90) and (1.92)). In FLAC, the
transient equations are solved for the fluid, and a value for the bulk modulus of the fluid must be
provided. In the present algorithm, this value affects the magnitude of stable timestep adopted for
the simulation. We select a value of 2× 105 Pa, which means that, for the property values and zone
size adopted in the explicit simulation, the fluid timestep is one order of magnitude smaller than
the thermal timestep. We fix the thermal timestep at 5.5× 1010 seconds, and the fluid timestep at
5.5× 109 seconds. We design a “supersolve” command with the FISH language, which takes one
thermal step and 10 fluid-flow steps for each superstep in the calculation. In this way, the thermal
and fluid times are synchronized after execution of each superstep. The FLAC grid is shown in
Figure 1.58, together with the location of monitoring points. The initial pore pressure contours
and temperature contours corresponding to the conduction solution for a fluid with temperature
dependent density are plotted in Figures 1.59 and 1.60.

* CAUTION: When running this example in the GIIC, be sure to turn off the listing to the Console
pane using the File / Preference Settings menu item. Otherwise, the size of the save files will
become excessive.
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   FLAC (Version 5.00)

LEGEND

   29-Jul-04  15:59
  step      2750
Flow Time      1.7250E+13
Thermal Time   1.7250E+13
 -6.667E+03 <x<  6.667E+03
 -6.667E+03 <y<  6.667E+03

Grid plot
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Figure 1.58 FLAC grid and location of monitoring points

   FLAC (Version 5.00)

LEGEND

   29-Jul-04  15:59
  step      2750
Flow Time      1.7250E+13
Thermal Time   1.7250E+13
 -6.667E+03 <x<  6.667E+03
 -6.667E+03 <y<  6.667E+03

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
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Figure 1.59 Initial temperature contours — conduction solution
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   FLAC (Version 5.00)

LEGEND

   29-Jul-04  15:59
  step      2750
Flow Time      1.7250E+13
Thermal Time   1.7250E+13
 -6.667E+03 <x<  6.667E+03
 -6.667E+03 <y<  6.667E+03

Pore pressure contours
        0.00E+00           
        1.00E+07           
        2.00E+07           
        3.00E+07           
        4.00E+07           
        5.00E+07           
        6.00E+07           
        7.00E+07           
        8.00E+07           
        9.00E+07           

Contour interval=  1.00E+07
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Figure 1.60 Initial pore pressure contours — conduction solution

Starting with the conduction solution, we take a number of calculation supersteps. As may be seen
in Figure 1.61, after 17,000 supersteps, no change is seen in the temperature in the model. However,
a convection cell starts to form. This may be seen in Figure 1.62, where flow vectors are plotted on
a background of temperature contours, after 17,000 supersteps.

The steady-state solution has not been reached. As the simulation proceeds, the temperature be-
gins to evolve in the model, and the convection cells develop further into a two-dimensional roll.
Figures 1.63 and 1.64 show the temperature contours and evolution of temperature with time at the
control points after 27,000 supersteps.
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   FLAC (Version 5.00)

LEGEND

   29-Jul-04  16:06
  step    187000
Flow Time      1.1730E+15
Thermal Time   1.1730E+15
 
HISTORY PLOT
   Y-axis :
Temperature   (   4,   4)

Temperature   (   5,   5)

Temperature   (   7,   7)

Temperature   (   8,   8)

Temperature   (   9,   9)

   X-axis :
Number of steps
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Figure 1.61 Evolution of temperature with time at 5 monitoring points —
Ra = 42

   FLAC (Version 5.00)

LEGEND

   29-Jul-04  16:06
  step    187000
Flow Time      1.1730E+15
Thermal Time   1.1730E+15
 -6.667E+03 <x<  6.667E+03
 -6.667E+03 <y<  6.667E+03

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
Flow vectors
max vector =    3.879E-13
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Figure 1.62 Temperature contours and flow vectors after 17,000 supersteps
— Ra = 42
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   FLAC (Version 5.00)

LEGEND

   29-Jul-04  16:10
  step    297000
Flow Time      1.8630E+15
Thermal Time   1.8630E+15
 -6.667E+03 <x<  6.667E+03
 -6.667E+03 <y<  6.667E+03

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
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Figure 1.63 Temperature contours after 27,000 supersteps

   FLAC (Version 5.00)

LEGEND

   29-Jul-04  16:10
  step    297000
Flow Time      1.8630E+15
Thermal Time   1.8630E+15
 
HISTORY PLOT
   Y-axis :
Temperature   (   4,   4)

Temperature   (   5,   5)
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Figure 1.64 Evolution of temperature at 5 control points after 27,000 super-
steps
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The simulation is continued for another 50,000 supersteps. From the evolution of temperature (see
Figure 1.65), it appears that the system has reached a steady state. The temperature contours at the
end of the simulation are plotted in Figure 1.66. A contour plot of pore pressure at the end of the
simulation is sketched in Figure 1.67.

   FLAC (Version 5.00)

LEGEND

   29-Jul-04  16:32
  step    847000
Flow Time      5.3130E+15
Thermal Time   5.3130E+15
 
HISTORY PLOT
   Y-axis :
Temperature   (   4,   4)
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Figure 1.65 Evolution of temperature at 5 control points after 77,000 super-
steps
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   FLAC (Version 5.00)

LEGEND

   29-Jul-04  16:32
  step    847000
Flow Time      5.3130E+15
Thermal Time   5.3130E+15
 -6.667E+03 <x<  6.667E+03
 -6.667E+03 <y<  6.667E+03

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
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Figure 1.66 Temperature contours on a plane parallel to the x-axis after
77,000 supersteps

   FLAC (Version 5.00)

LEGEND

   29-Jul-04  16:32
  step    847000
Flow Time      5.3130E+15
Thermal Time   5.3130E+15
 -6.667E+03 <x<  6.667E+03
 -6.667E+03 <y<  6.667E+03

Pore pressure contours
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        1.00E+07           
        2.00E+07           
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Figure 1.67 Pore pressure contours and flow vectors after 77,000 supersteps
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The values of numerical steady-state temperature contours for a 2D roll in a square at a Rayleigh
number close to critical are shown in Figure 1.66. They may be compared to the two-dimensional
analytical temperature contour values for mode 1, derived from linear perturbation theory (see, for
example, Zhao et al., 1997) and plotted in Figure 1.68. The 2D analytical solution has the form

T − T0

T1 − T0
= C1cos

(
π
x∗

H

)
sin
(
π
y∗

H

)+ (1− z∗
H

)
(1.94)

where x∗ = x + H
2 , y∗ = y + H

2 , z∗ = z+ H
2 , and C1 is a constant, defined here by requiring that

numerical and analytical temperature values be equal at x∗ = 0, z∗/H = 0.5. (See the data file in
Example 1.12.)

   FLAC (Version 5.00)

LEGEND

   10-Aug-04  16:17
  step         0
 -6.667E+03 <x<  6.667E+03
 -6.667E+03 <y<  6.667E+03

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
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Figure 1.68 Temperature contours, analytical steady-state solution,
Rayleigh = 4π2
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Example 1.12 Convection in a porous square medium heated from below

;*** BRANCH: FLAC SOLUTION ****
new

;... STATE: HF ....
;Project Record Tree export
;... State: hf.sav ....
;m1.dat (from t.dat)
; convection in a porous layer
config gw thermal
def setup

_grav = 10.
_T0 = 20.
_T1 = 220.
_deltaT = _T1 - _T0
_H = 1e4

; --- fluid ---
_fdens = 1000. ; density [kg/mˆ3]
_fvisc = 1e-3 ; viscosity [Pa.sec]
_fthex = 1.543e-4 ;2.07e-4 ; vol. therm. exp. [1/deg.C]
_fspec = 4185.0 ; spec. heat [J/(kg deg.C)]
_fcond = 0.6 ; conductivity [W/(m deg.C)]

; --- porous medium ---
_poros = 0.1 ; porosity
_iperm = 1e-14 ; intrinsic perm [mˆ2]
_young = 1.78e9 ; Young modulus [Pa]
_poiss = 0.23 ; Poisson’s ratio
_condu = 3.35 ; conductivity [W/(m deg.C)]
_thexp = 7e-5 ; lin.th.exp.coe. [1/deg. C]
_mspec = 803.0 ; spec. heat [J/(kg deg.C)]

; --- derived quantities ---
_condu = _condu*(1.0-_poros)
_mobil = _iperm/_fvisc
_rdev = _fthex/100.0
_gthex = _thexp * 3.0
_bulk = _young/(3.0*(1.0-2.0*_poiss))
_shear = _young/(2.0*(1.0+_poiss))
ra1 = _fdens*_fspec
ra2 = _fdens*_grav
ra3 = _fthex*_deltaT
ra4 = _iperm*_H/_fvisc
ra5 = _condu+_poros*_fcond
rayleigh = ra1*ra2*ra3*ra4/ra5

end
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setup
; --- geometry ---
g 12 12
gen -5e3 -5e3 -5e3 5e3 5e3 5e3 5e3 -5e3
; --- thermal and mechanical models ---
model e th_ac
; --- properties ---
; (mechanical)
prop density=2000 bulk=_bulk shear=_shear
; (thermal)
prop conduct=_condu spec_heat=_mspec
prop lconduct=_fcond lspec_heat=_fspec
prop f_thexp=_fthex g_thexp=_gthex thexp=_thexp
prop f_t0=20.0
; (fluid)
prop porosity=_poros perm=_mobil
water bulk=2e5 ten=1e10
water density=_fdens
; --- initial conditions ---
ini pp 1e8 var 0 -1e8
ini syy -2.1e8 var 0 2.1e8
ini sxx -2.1e8 var 0 2.1e8
ini szz -2.1e8 var 0 2.1e8
; --- boundary conditions ---
fix x y j=1
fix x i=1
fix x i=13
fix t=220.0 j=1
fix t= 20.0 j=13
; --- settings ---
set grav=10.0
set gwdt=6.9e9 ;4e8
set thdt=6.9e10 ;4e9
set flow off therm on mech on
; --- histories ---
his gwtime
his pp i=4 j=4
his pp i=5 j=5
his pp i=7 j=7
his pp i=8 j=8
his pp i=9 j=9
his thtime
his temp i=4 j=4
his temp i=5 j=5
his temp i=7 j=7
his temp i=8 j=8
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his temp i=9 j=9
his ns 5000
; --- test ---
set mech off
fix x y
;
; --- conduction solution ---
;
ini temp 220 var 0 -200
def ini_pp

_b=1e4
_dT = 220.-20.
loop ii (1,igp)

loop jj (1,jgp)
xval = -y(ii,jj)+5e3
anap = _fdens*10.*xval*(1.0-_fthex*_dT*xval/(2.0*_b))
gpp(ii,jj) = anap

endloop
endloop

end
ini_pp
;
; --- convection ---
;
def supersolve

loop ii (1,nbigsteps)
command

set flow off therm on
step 1
set therm off flow on
step 10

end_command
end_loop

end
set nbigsteps=250
;
; --- no perturbation ---
prop lspec_heat=_fspec
;
set ncw 1000
; --- Note: reset to vertical in this run ---
supersolve
save hf.sav

;... STATE: H20 ....
set nbigsteps 16750
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supersolve
save h20.sav

;... STATE: H30 ....
set nbigsteps 10000
supersolve
save h30.sav

;... STATE: H40 ....
set nbigsteps 50000
supersolve
save h40.sav

;*** BRANCH: ANALYTICAL SOLUTION ****
new

;... STATE: ANA_SOL ....
config gw thermal
def setup

_T0 = 20.
_T1 = 220.
_deltaT = _T1 - _T0
_H = 1e4

end
setup
; --- geometry ---
g 12 12
gen -5e3 -5e3 -5e3 5e3 5e3 5e3 5e3 -5e3
; --- thermal and mechanical models ---
model e th_ac
; --------------------------------------------------------------------
; temperature from linear stability analysis:
; defined up to a constant c_1, see Zhao & al. [1997]
; here, c_1 is defined by requiring that the temperature
; at middle of left edge of model be equal to the numerical value
; --------------------------------------------------------------------
def clsa

tcl = 148.0 ; temperature, middle of left boundary
tstarcl = (tcl - _T0)/_deltaT
c1 = tstarcl - 0.5

end
clsa
def tstar

x1star = 0.5 + xval/_H
x2star = 0.5 + yval/_H
tstar = c1*cos(pi*x1star)*sin(pi*x2star) + 1.-x2star
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end
def lsatemp

loop ii (1,igp)
loop jj (1,jgp)

xval = x(ii,jj)
yval = y(ii,jj)
temp(ii,jj)=tstar*_deltaT+_T0

endloop
endloop

end
lsatemp
save ana_sol.sav

;*** plot commands ****
;plot name: Grid and monitoring points
plot hold grid history
;plot name: Temperature contours and flow
plot hold temperature fill flow bound
;plot name: Pore pressure contours
plot hold pp fill flow
;plot name: Temperature evolution
plot hold history 8 line 9 line 10 line 11 line 12 line
;plot name: Temperature contours
plot hold temperature fill bound
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Long Saturated Porous Box

The previous simulation is repeated, this time for a box with aspect ratio of 8× 1. The cell pattern
obtained at steady state is shown in Figures 1.69 and 1.70. The pattern corresponds to a series of
2D rolls. The data file is listed in Example 1.13*.

   FLAC (Version 5.00)

LEGEND

   14-Feb-05  20:02
  step   1067000
Flow Time      6.6930E+15
Thermal Time   6.6930E+15
 -4.444E+04 <x<  4.444E+04
 -4.444E+04 <y<  4.444E+04

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
Flow vectors
max vector =    2.136E-10

0   5E-10
-3.500

-2.500

-1.500

-0.500

 0.500

 1.500

 2.500

 3.500

(*10^4)

-3.500 -2.500 -1.500 -0.500  0.500  1.500  2.500  3.500
(*10^4)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
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Figure 1.69 Steady-state temperature contours and flow vectors for 8×1 box,
Ra = 42

* CAUTION: When running this example in the GIIC, be sure to turn off the listing to the Console
pane using the File / Preference Settings menu item. Otherwise, the size of the save files will
become excessive.
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   FLAC (Version 5.00)

LEGEND

   14-Feb-05  20:02
  step   1067000
Flow Time      6.6930E+15
Thermal Time   6.6930E+15
 -4.100E+04 <x< -1.900E+04
 -1.000E+04 <y<  1.200E+04

Flow vectors
max vector =    2.136E-10

0   5E-10

Boundary plot

0   5E  3

-0.800

-0.400

 0.000

 0.400

 0.800

(*10^4)

-3.800 -3.400 -3.000 -2.600 -2.200
(*10^4)
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Figure 1.70 Close-up view of flow vectors for 8× 1 box, Ra = 42

Example 1.13 Steady-state convection in a long porous box heated from below

; convection in a porous layer
config gw thermal
def setup

_grav = 10.
_T0 = 20.
_T1 = 220.
_deltaT = _T1 - _T0
_H = 1e4

; --- fluid ---
_fdens = 1000. ; density [kg/mˆ3]
_fvisc = 1e-3 ; viscosity [Pa.sec]
_fthex = 1.543e-4 ;2.07e-4 ; vol. therm. exp. [1/deg.C]
_fspec = 4185.0 ; spec. heat [J/(kg deg.C)]
_fcond = 0.6 ; conductivity [W/(m deg.C)]

; --- porous medium ---
_poros = 0.1 ; porosity
_iperm = 1e-14 ; intrinsic perm [mˆ2]
_young = 1.78e9 ; Young modulus [Pa]
_poiss = 0.23 ; Poisson’s ratio
_condu = 3.35 ; conductivity [W/(m deg.C)]
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_thexp = 7e-5 ; lin.th.exp.coe. [1/deg. C]
_mspec = 803.0 ; spec. heat [J/(kg deg.C)]

; --- derived quantities ---
_condu = _condu*(1.0-_poros)
_mobil = _iperm/_fvisc
_rdev = _fthex/100.0
_gthex = _thexp * 3.0
_bulk = _young/(3.0*(1.0-2.0*_poiss))
_shear = _young/(2.0*(1.0+_poiss))
ra1 = _fdens*_fspec
ra2 = _fdens*_grav
ra3 = _fthex*_deltaT
ra4 = _iperm*_H/_fvisc
ra5 = _condu+_poros*_fcond
rayleigh = ra1*ra2*ra3*ra4/ra5

end
setup
; --- geometry ---
g 96 12
gen -4e4 -5e3 -4e4 5e3 4e4 5e3 4e4 -5e3
; --- thermal and mechanical models ---
model e th_ac
; --- properties ---
; (mechanical)
prop density=2000 bulk=_bulk shear=_shear
; (thermal)
prop conduct=_condu spec_heat=_mspec
prop lconduct=_fcond lspec_heat=_fspec
prop f_thexp=_fthex g_thexp=_gthex thexp=_thexp
prop f_t0=20.0
; (fluid)
prop porosity=_poros perm=_mobil
water bulk=2e5 ten=1e10
water density=_fdens
; --- initial conditions ---
ini pp 1e8 var 0 -1e8
ini syy -2.1e8 var 0 2.1e8
ini sxx -2.1e8 var 0 2.1e8
ini szz -2.1e8 var 0 2.1e8
; --- boundary conditions ---
fix x y j=1
fix x i=1
fix x i=97
fix t=220.0 j=1
fix t= 20.0 j=13
; --- settings ---
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set grav=10.0 ;<---
set gwdt=6.9e9
set thdt=6.9e10
set flow off therm on mech on
; --- histories ---
his gwtime
his pp i=4 j=4
his pp i=5 j=5
his pp i=7 j=7
his pp i=8 j=8
his pp i=9 j=9
his thtime
his temp i=4 j=4
his temp i=5 j=5
his temp i=7 j=7
his temp i=8 j=8
his temp i=9 j=9
his ns 5000
; --- test ---
set mech off
fix x y
;
; --- conduction solution ---
;
ini temp 220 var 0 -200
def ini_pp

_b=1e4
_dT = 220.-20.
loop ii (1,igp)

loop jj (1,jgp)
xval = -y(ii,jj)+5e3
anap = _fdens*10.*xval*(1.0-_fthex*_dT*xval/(2.0*_b))
gpp(ii,jj) = anap

endloop
endloop

end
ini_pp
;pause
;
; --- convection ---
;
def supersolve

loop ii (1,nbigsteps)
command

set flow off therm on
step 1
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set therm off flow on
step 10

end_command
end_loop

end
set nbigsteps=97000
;
prop lspec_heat=_fspec
;
; --- simulation ---
;
set ncw 1000
save hlong1.sav
;
supersolve
save hlong2.sav

;*** plot commands ****
;plot name: Temperature contours and flow vectors
plot hold temperature fill flow bound
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Saturated Porous Square Section with a High Rayleigh Number

For this simulation, at high Rayleigh number, we use the same data file and properties as in Exam-
ple 1.12, except for a higher value of the fluid thermal expansion property. Also, a small perturbation
is made to the system, to ensure that the convection cell will form. In this case, the perturbation is
made by tilting the gravity vector slightly.

The resulting Rayleigh number for this model is approximately 508. The multiple two-dimensional
cells obtained at steady state are shown in Figure 1.71. The data file is listed in Example 1.14*.

   FLAC (Version 5.00)

LEGEND

   16-Feb-05  15:16
  step   3030000
Flow Time      6.0000E+12
Thermal Time   6.0000E+12
 -6.667E+03 <x<  6.667E+03
 -6.667E+03 <y<  6.667E+03

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
Flow vectors
max vector =    9.576E-09

0   2E -8

-5.000

-3.000

-1.000

 1.000

 3.000

 5.000

(*10^3)

-5.000 -3.000 -1.000  1.000  3.000  5.000
(*10^3)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.71 Steady-state temperature contours and flow vectors for a 1 × 1
box, Ra = 508

* CAUTION: When running this example in the GIIC, be sure to turn off the listing to the Console
pane using the File / Preference Settings menu item. Otherwise, the size of the save files will
become excessive.
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Example 1.14 Steady-state convection in a porous medium (Ra = 508)

config gw thermal
def setup
; --- fluid ---

_fdens = 1000. ; density [kg/mˆ3]
_fvisc = 1e-3 ; viscosity [Pa.sec]
_fthex = 2.07e-3 ; vol. therm. exp. [1/deg.C]
_fspec = 4185.0 ; spec. heat [J/(kg deg.C)]
_fcond = 0.6 ; conductivity [W/(m deg.C)]

; --- porous medium ---
_poros = 0.1 ; porosity
_iperm = 1e-14 ; intrinsic perm [mˆ2]
_young = 1.78e9 ; Young modulus [Pa]
_poiss = 0.23 ; Poisson’s ratio
_condu = 3.35 ; conductivity [W/(m deg.C)]
_thexp = 7e-5 ; lin.th.exp.coe. [1/deg. C]
_mspec = 803.0 ; spec. heat [J/(kg deg.C)]
_mobil = _iperm/_fvisc
_rdev = _fthex/100.0
_gthex = _thexp * 3.0
_bulk = _young/(3.0*(1.0-2.0*_poiss))
_shear = _young/(2.0*(1.0+_poiss))

end
setup
; --- geometry ---
g 48 48
gen 0 0 0 5e3 5e3 5e3 5e3 0 ratio 0.91 0.91 i=25,49 j=25,49
gen -5e3 0 -5e3 5e3 0 5e3 0 0 ratio 1.10 0.91 i= 1,25 j=25,49
gen -5e3 -5e3 -5e3 0 0 0 0 -5e3 ratio 1.10 1.10 i= 1,25 j= 1,25
gen 0 -5e3 0 0 5e3 0 5e3 -5e3 ratio 0.91 1.10 i=25,49 j= 1,25
; --- thermal and mechanical models ---
model e th_ac
; --- properties ---
; (mechanical)
prop density=2000 bulk=_bulk shear=_shear
; (thermal)
prop conduct=_condu spec_heat=_mspec
prop lconduct=_fcond lspec_heat=_fspec
prop f_thexp=_fthex g_thexp=_gthex thexp=_thexp
prop f_t0=20.0
; (fluid)
prop porosity=_poros perm=_mobil
water bulk=2e6 ten=1e10
water density=_fdens
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; --- initial conditions ---
ini pp 1e8 var 0 -1e8
ini syy -2.1e8 var 0 2.1e8
ini sxx -2.1e8 var 0 2.1e8
ini szz -2.1e8 var 0 2.1e8
; --- boundary conditions ---
fix x y j=1
fix x i=1
fix x i=49
fix t=220.0 j=1
fix t= 20.0 j=49
; --- settings ---
set grav=10.0 0.01
set gwdt=2e6
set thdt=2e8
set flow off therm on mech on
; --- histories ---
his gwtime
his pp i=15 j=15
his pp i=20 j=20
his pp i=25 j=25
his pp i=30 j=30
his pp i=35 j=35
his thtime
his temp i=15 j=15
his temp i=20 j=20
his temp i=25 j=25
his temp i=30 j=30
his temp i=35 j=35
; --- test ---
set mech off
fix x y
;
; --- conduction solution ---
;
ini temp 220 var 0 -200
def ini_pp

_b=1e4
_dT = 220.-20.
loop ii (1,igp)

loop jj (1,jgp)
xval = -y(ii,jj)+5e3
anap = _fdens*10.*xval*(1.0-_fthex*_dT*xval/(2.0*_b))
gpp(ii,jj) = anap

endloop
endloop
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end
ini_pp
;
; --- convection ---
;
def supersolve

loop ii (1,nbigsteps)
command

set flow off therm on
step 1
set therm off flow on
step 100

end_command
end_loop

end
set nbigsteps=30000
save tini.sav
;
supersolve
save tf.sav

;*** plot commands ****
;plot name: FLAC grid and location of monitoring points
plot hold grid history
;plot name: temperature contours
plot hold temperature fill
;plot name: pore pressure contours
plot hold pp fill
;plot name: temp histories
plot hold history 8 line 9 10 11 12 vs 7
;plot name: temp contours and flow vectors
plot hold temperature fill flow
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Grid Sensitivity Analysis

To test the influence of mesh density on the steady-state results, the convection simulation is repeated
for a porous box with aspect ratio 4× 1, at a Rayleigh number of 42, using three different regular
grid resolutions: coarse (24× 6 zones); medium (48× 12 zones); and fine (96× 24 zones). Two-
dimensional rolls are obtained for all three grid resolutions. The temperature contours and flow
vectors are shown in Figures 1.72 to 1.74 for coarse, medium and fine resolution, respectively. The
data file for the simulations is provided in Examples 1.15*.

   FLAC (Version 5.00)

LEGEND

   17-Feb-05  17:00
  step    638000
Flow Time      1.5660E+16
Thermal Time   1.5660E+16
 -2.222E+04 <x<  2.222E+04
 -2.222E+04 <y<  2.222E+04

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
Flow vectors
max vector =    1.033E-10

0   2E-10
-1.750

-1.250

-0.750

-0.250

 0.250

 0.750

 1.250

 1.750

(*10^4)

-1.750 -1.250 -0.750 -0.250  0.250  0.750  1.250  1.750
(*10^4)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.72 Steady-state temperature contours and flow vectors — coarse grid

* CAUTION: When running this example in the GIIC, be sure to turn off the listing to the Console
pane using the File / Preference Settings menu item. Otherwise, the size of the save files will
become excessive.
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   FLAC (Version 5.00)

LEGEND

   17-Feb-05   9:07
  step    515507
Flow Time      3.2336E+15
Thermal Time   3.2338E+15
 -2.222E+04 <x<  2.222E+04
 -2.222E+04 <y<  2.222E+04

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
Flow vectors
max vector =    2.136E-10

0   5E-10
-1.750

-1.250

-0.750

-0.250

 0.250

 0.750

 1.250

 1.750

(*10^4)

-1.750 -1.250 -0.750 -0.250  0.250  0.750  1.250  1.750
(*10^4)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.73 Steady-state temperature contours and flow vectors — medium
grid

   FLAC (Version 5.00)

LEGEND

   17-Feb-05  13:02
  step   1188000
Flow Time      1.8360E+15
Thermal Time   1.8360E+15
 -2.222E+04 <x<  2.222E+04
 -2.222E+04 <y<  2.222E+04

Temperature
        0.00E+00           
        2.50E+01           
        5.00E+01           
        7.50E+01           
        1.00E+02           
        1.25E+02           
        1.50E+02           
        1.75E+02           
        2.00E+02           

Contour interval=  2.50E+01
Flow vectors
max vector =    2.302E-10

0   5E-10
-1.750

-1.250

-0.750

-0.250

 0.250

 0.750

 1.250

 1.750

(*10^4)

-1.750 -1.250 -0.750 -0.250  0.250  0.750  1.250  1.750
(*10^4)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 1.74 Steady-state temperature contours and flow vectors — fine grid
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Example 1.15 Grid sensitivity analysis

;*** BRANCH: COARSE GRID ****
new
;... STATE: HG1_0 ....
; convection in a porous layer, course grid
config gw thermal
def setup

_grav = 10.
_T0 = 20.
_T1 = 220.
_deltaT = _T1 - _T0
_H = 1e4

; --- fluid ---
_fdens = 1000. ; density [kg/mˆ3]
_fvisc = 1e-3 ; viscosity [Pa.sec]
_fthex = 1.543e-4 ;1.470e-4 ;2.07e-4 ; vol. therm. exp. [1/deg.C]
_fspec = 4185.0 ; spec. heat [J/(kg deg.C)]
_fcond = 0.6 ; conductivity [W/(m deg.C)]

; --- porous medium ---
_poros = 0.1 ; porosity
_iperm = 1e-14 ; intrinsic perm [mˆ2]
_young = 1.78e9 ; Young modulus [Pa]
_poiss = 0.23 ; Poisson’s ratio
_condu = 3.35 ; conductivity [W/(m deg.C)]
_thexp = 7e-5 ; lin.th.exp.coe. [1/deg. C]
_mspec = 803.0 ; spec. heat [J/(kg deg.C)]

; --- derived quantities ---
_condu = _condu*(1.0-_poros)
_mobil = _iperm/_fvisc
_rdev = _fthex/100.0
_gthex = _thexp * 3.0
_bulk = _young/(3.0*(1.0-2.0*_poiss))
_shear = _young/(2.0*(1.0+_poiss))
ra1 = _fdens*_fspec
ra2 = _fdens*_grav
ra3 = _fthex*_deltaT
ra4 = _iperm*_H/_fvisc
ra5 = _condu+_poros*_fcond
rayleigh = ra1*ra2*ra3*ra4/ra5

end
setup
; --- geometry ---
grid 24 6
gen -2e4 -5e3 -2e4 5e3 2e4 5e3 2e4 -5e3
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; --- thermal and mechanical models ---
model e th_ac
; --- properties ---
; (mechanical)
prop density=2000 bulk=_bulk shear=_shear
; (thermal)
prop conduct=_condu spec_heat=_mspec
prop lconduct=_fcond lspec_heat=_fspec
prop f_thexp=_fthex g_thexp=_gthex thexp=_thexp
prop f_t0=20.0
; (fluid)
prop porosity=_poros perm=_mobil
water bulk=2e5 ten=1e10
water density=_fdens
; --- initial conditions ---
ini pp 1e8 var 0 -1e8
ini syy -2.1e8 var 0 2.1e8
ini sxx -2.1e8 var 0 2.1e8
ini szz -2.1e8 var 0 2.1e8
; --- boundary conditions ---
fix x y j=1
fix x i=1
fix x i=25
fix t=220.0 j=1
fix t= 20.0 j=7 ;49
; --- settings ---
set grav=10.0 ;<---
set gwdt=2.7e10 ;1.7e9 ;4e8
set thdt=2.7e11 ;1.7e10 ;4e9
set flow off therm on mech on
; --- histories ---
his gwtime
his pp i=2 j=2
his pp i=3 j=3
his pp i=4 j=4
his pp i=5 j=5
his pp i=6 j=6
his thtime
his temp i=2 j=2
his temp i=3 j=3
his temp i=4 j=4
his temp i=5 j=5
his temp i=6 j=6
his ns 5000
; --- test ---
set mech off
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fix x y
;
; --- conduction solution ---
;
ini temp 220 var 0 -200
def ini_pp

_b=1e4
_dT = 220.-20.
loop ii (1,igp)

loop jj (1,jgp)
xval = -y(ii,jj)+5e3
anap = _fdens*10.*xval*(1.0-_fthex*_dT*xval/(2.0*_b))
gpp(ii,jj) = anap

endloop
endloop

end
ini_pp
;
; --- convection ---
;
def supersolve

loop ii (1,nbigsteps)
command

set flow off therm on
step 1
set therm off flow on
step 10

end_command
end_loop

end
set nbigsteps=58000
;
set ncw 1000
; --- Note: reset to vertical in this run ---
save hg1_0.sav

;... STATE: HG1_1 ....
supersolve
save hg1_1.sav

;*** BRANCH: MEDIUM GRID ****
new
;... STATE: HG2_0 ....
; convection in a porous layer, medium grid
config gw thermal
def setup
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_grav = 10.
_T0 = 20.
_T1 = 220.
_deltaT = _T1 - _T0
_H = 1e4

; --- fluid ---
_fdens = 1000. ; density [kg/mˆ3]
_fvisc = 1e-3 ; viscosity [Pa.sec]
_fthex = 1.543e-4 ;2.07e-4 ; vol. therm. exp. [1/deg.C]
_fspec = 4185.0 ; spec. heat [J/(kg deg.C)]
_fcond = 0.6 ; conductivity [W/(m deg.C)]

; --- porous medium ---
_poros = 0.1 ; porosity
_iperm = 1e-14 ; intrinsic perm [mˆ2]
_young = 1.78e9 ; Young modulus [Pa]
_poiss = 0.23 ; Poisson’s ratio
_condu = 3.35 ; conductivity [W/(m deg.C)]
_thexp = 7e-5 ; lin.th.exp.coe. [1/deg. C]
_mspec = 803.0 ; spec. heat [J/(kg deg.C)]

; --- derived quantities ---
_condu = _condu*(1.0-_poros)
_mobil = _iperm/_fvisc
_rdev = _fthex/100.0
_gthex = _thexp * 3.0
_bulk = _young/(3.0*(1.0-2.0*_poiss))
_shear = _young/(2.0*(1.0+_poiss))
ra1 = _fdens*_fspec
ra2 = _fdens*_grav
ra3 = _fthex*_deltaT
ra4 = _iperm*_H/_fvisc
ra5 = _condu+_poros*_fcond
rayleigh = ra1*ra2*ra3*ra4/ra5

end
setup
; --- geometry ---
grid 48 12
gen -2e4 -5e3 -2e4 5e3 2e4 5e3 2e4 -5e3
; --- thermal and mechanical models ---
model e th_ac
; --- properties ---
; (mechanical)
prop density=2000 bulk=_bulk shear=_shear
; (thermal)
prop conduct=_condu spec_heat=_mspec
prop lconduct=_fcond lspec_heat=_fspec
prop f_thexp=_fthex g_thexp=_gthex thexp=_thexp
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prop f_t0=20.0
; (fluid)
prop porosity=_poros perm=_mobil
water bulk=2e5 ten=1e10
water density=_fdens
; --- initial conditions ---
ini pp 1e8 var 0 -1e8
ini syy -2.1e8 var 0 2.1e8
ini sxx -2.1e8 var 0 2.1e8
ini szz -2.1e8 var 0 2.1e8
; --- boundary conditions ---
fix x y j=1
fix x i=1
fix x i=49
fix t=220.0 j=1
fix t= 20.0 j=13 ;49
; --- settings ---
set grav=10.0
set gwdt=6.9e9 ;4e8
set thdt=6.9e10 ;4e9
set flow off therm on mech on
; --- histories ---
his gwtime
his pp i=4 j=4
his pp i=5 j=5
his pp i=7 j=7
his pp i=8 j=8
his pp i=9 j=9
his thtime
his temp i=4 j=4
his temp i=5 j=5
his temp i=7 j=7
his temp i=8 j=8
his temp i=9 j=9
his ns 5000
; --- test ---
set mech off
fix x y
;
; --- conduction solution ---
;
ini temp 220 var 0 -200
def ini_pp

_b=1e4
_dT = 220.-20.
loop ii (1,igp)
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loop jj (1,jgp)
xval = -y(ii,jj)+5e3
anap = _fdens*10.*xval*(1.0-_fthex*_dT*xval/(2.0*_b))
gpp(ii,jj) = anap

endloop
endloop

end
ini_pp
; --- convection ---
;
def supersolve

loop ii (1,nbigsteps)
command

set flow off therm on
step 1
set therm off flow on
step 10

end_command
end_loop

end
set nbigsteps=77000
;
set ncw 1000
; --- Note: reset to vertical in this run ---
save hg2_0.sav

;... STATE: HG2_1 ....
supersolve
save hg2_1.sav

;*** BRANCH: FINE GRID ****
new
;... STATE: HG3_0 ....
; convection in a porous layer, fine grid
config gw thermal
def setup

_grav = 10.
_T0 = 20.
_T1 = 220.
_deltaT = _T1 - _T0
_H = 1e4

; --- fluid ---
_fdens = 1000. ; density [kg/mˆ3]
_fvisc = 1e-3 ; viscosity [Pa.sec]
_fthex = 1.543e-4 ;2.07e-4 ; vol. therm. exp. [1/deg.C]
_fspec = 4185.0 ; spec. heat [J/(kg deg.C)]

FLAC Version 5.0



1 - 156 Optional Features

_fcond = 0.6 ; conductivity [W/(m deg.C)]
; --- porous medium ---

_poros = 0.1 ; porosity
_iperm = 1e-14 ; intrinsic perm [mˆ2]
_young = 1.78e9 ; Young modulus [Pa]
_poiss = 0.23 ; Poisson’s ratio
_condu = 3.35 ; conductivity [W/(m deg.C)]
_thexp = 7e-5 ; lin.th.exp.coe. [1/deg. C]
_mspec = 803.0 ; spec. heat [J/(kg deg.C)]

; --- derived quantities ---
_condu = _condu*(1.0-_poros)
_mobil = _iperm/_fvisc
_rdev = _fthex/100.0
_gthex = _thexp * 3.0
_bulk = _young/(3.0*(1.0-2.0*_poiss))
_shear = _young/(2.0*(1.0+_poiss))
ra1 = _fdens*_fspec
ra2 = _fdens*_grav
ra3 = _fthex*_deltaT
ra4 = _iperm*_H/_fvisc
ra5 = _condu+_poros*_fcond
rayleigh = ra1*ra2*ra3*ra4/ra5

end
setup
; --- geometry ---
grid 96 24
gen -2e4 -5e3 -2e4 5e3 2e4 5e3 2e4 -5e3
; --- thermal and mechanical models ---
model e th_ac
; --- properties ---
; (mechanical)
prop density=2000 bulk=_bulk shear=_shear
; (thermal)
prop conduct=_condu spec_heat=_mspec
prop lconduct=_fcond lspec_heat=_fspec
prop f_thexp=_fthex g_thexp=_gthex thexp=_thexp
prop f_t0=20.0
; (fluid)
prop porosity=_poros perm=_mobil
water bulk=2e5 ten=1e10
water density=_fdens
; --- initial conditions ---
ini pp 1e8 var 0 -1e8
ini syy -2.1e8 var 0 2.1e8
ini sxx -2.1e8 var 0 2.1e8
ini szz -2.1e8 var 0 2.1e8
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; --- boundary conditions ---
fix x y j=1
fix x i=1
fix x i=97
fix t=220.0 j=1
fix t= 20.0 j=25 ;49
; --- settings ---
set grav=10.0
set gwdt=1.7e9 ;4e8
set thdt=1.7e10 ;4e9
set flow off therm on mech on
; --- histories ---
his gwtime
his pp i=8 j=8
his pp i=10 j=10
his pp i=13 j=13
his pp i=15 j=15
his pp i=18 j=18
his thtime
his temp i=8 j=8
his temp i=10 j=10
his temp i=13 j=13
his temp i=15 j=15
his temp i=18 j=18
his ns 5000
; --- test ---
set mech off
fix x y
;
; --- conduction solution ---
;
ini temp 220 var 0 -200
def ini_pp

_b=1e4
_dT = 220.-20.
loop ii (1,igp)

loop jj (1,jgp)
xval = -y(ii,jj)+5e3
anap = _fdens*10.*xval*(1.0-_fthex*_dT*xval/(2.0*_b))
gpp(ii,jj) = anap

endloop
endloop

end
ini_pp
;pause
;

FLAC Version 5.0



1 - 158 Optional Features

; --- convection ---
;
def supersolve

loop ii (1,nbigsteps)
command

set flow off therm on
step 1
set therm off flow on
step 10

end_command
end_loop

end
set nbigsteps=108000
;
set ncw 1000
save hg3_0.sav

;... STATE: HG3_1 ....
;
supersolve
save hg3_1.sav

;*** plot commands ****
;plot name: temp - flow
plot hold temperature fill flow bound
;plot name: Plot 2
plot hold history 8 line 9 line 10 line 11 line 12 line vs 7
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2 CREEP MATERIAL MODELS

2.1 Introduction

This FLAC option can be used to simulate the behavior of materials that exhibit creep — i.e.,
time-dependent material behavior. Six creep models have been implemented inFLAC. These are:

(1) a classical viscoelastic model;

(2) a two-component power law;

(3) a reference creep formulation (the WIPP model) for nuclear-waste isolation
studies;

(4) a Burger-creep viscoplastic model combining the Burger’s creep model and
the Mohr-Coulomb model;

(5) a WIPP-creep viscoplastic model combining the WIPP model and the Drucker-
Prager model; and

(6) a crushed-salt constitutive model.

The first model is the classical formulation known as the Maxwell substance. The second model can
be used for mining applications (e.g., salt or potash mining), and the third model is commonly used
in thermomechanical analyses associated with studies for the underground isolation of nuclear waste
in salt. The fourth model expands on the first model and also includes a Kelvin and a Mohr-Coulomb
component. The fifth model is a variation of the third model and includes a Drucker-Prager plasticity
component. The sixth model is also a variation of the third and includes volumetric and deviatoric
compaction behavior. Descriptions of these models and their implementations are provided in this
section.*

In addition, it is possible for users to write their own creep constitutive models usingFISH. An
exampleFISH function which represents a Burger’s creep model is included. TheFISH version of
the Burger-creep viscoplastic model is also provided.

* The data files in this chapter are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\Options\2-Creep” with the extension “.DAT.” A project file is also provided
for each example. In order to run an example and compare the results to plots in this chapter, open a
project file in theGIIC by clicking on theFile / Open Project menu item and selecting the project
file name (with extension “.PRJ”). Click on theProject Options icon at the top of theProject Tree
Record, selectRebuild unsaved states and the example data file will be run and plots created.

FLAC Version 5.0



2 - 2 Optional Features

2.2 Description of Creep Constitutive Models

2.2.1 Classical Viscoelasticity (Maxwell Substance)

The classical notion of Newtonian viscosity is that the rate of strain is proportional to stress. Stress-
strain relations can be developed for viscous flow in a way similar to the way relationships are
developed for elastic deformation. The derivation of the equations in three dimensions can be
found, for example, in Jaeger (1969).

Viscoelastic materials exhibit both viscous and elastic behaviors. One such material is the Maxwell
material, which can be represented in one dimension by a spring (with elastic constantk) in series
with dashpot (of viscous constantη). The incremental force/displacement law for this material can
be written as

u̇ = Ḟ

k
+ F
η

(2.1)

whereu̇ is the velocity, andF is the force. Denoting the new value of force byF ′, and the old value
by F ◦, over a timestep of�t , we can rewriteEq. (2.1)as

�u

�t
= F ′ − F ◦

k�t
+ F

′ + F ◦
2η

(2.2)

This is a central difference equation, since the velocity is calculated at the midpoint between the
instance whenF ′ andF ◦ are defined. Solving forF ′:

F ′ = (F ◦C1+ k�u)C2 (2.3)

where:

C1 = 1− k�t
2η

C2 = 1

1+ k�t
2η
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An equation identical toEq. (2.3)can be written for the relation between deviatoric stresses and
strain increments:

σdij = (σ d
◦

ij C1+ 2G �εdij ) C2 (2.4)

where:

�εdij = �εij −
1

3
�εij δij

σ d
◦

ij = σ ◦ij −
1

3
σ ◦ij δij

C1 = 1− G�t
2η

C2 = 1

1+ G�t
2η

Here,�εij are the components of the “input” strain-increment tensor,σ ◦ij are the components of
the previous stress tensor, andG is the shear modulus. For the volumetric component of stress and
strain, we assume that there are no viscous effects — elastic relations apply, as follows:

σ iso = 1

3
σ ◦kk +K�εkk (2.5)

whereK is the bulk modulus. The final stress tensor is given by the sum of the deviatoric and
isotropic parts:

σij = σdij + σ isoδij (2.6)

The material properties required for this model are shear and bulk moduli (for the elastic behavior)
and the viscosity. Under an applied shear stress, the material flows continuously, but it behaves
elastically under an applied isotropic stress.
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2.2.2 The Two-Component Power Law

The Norton power law (Norton 1929) is commonly used to model the creep behavior of salt. The
standard form of this law is:

ε̇cr = A σ̄n (2.7)

whereε̇cr is the creep rate andA andn are material properties,̄σ =
(3

2

)1/2 (
σdij σ

d
ij

)1/2, with σdij
being the deviatoric part ofσij .

The deviatoric stress increments are given by

�σdij = 2G(ε̇dij − ε̇cij )�t (2.8)

whereG is the shear modulus, andε̇dij is the deviatoric part of the strain rate tensor.

The creep strain-rate tensor is calculated as

ε̇cij =
(

3

2

)
ε̇cr

(
σdij

σ̄

)
(2.9)

with ε̇cr andσ̄ defined as above.

The volumetric behavior is assumed elastic. The isotropic stress increment is given by

�σkk = 3K�εv (2.10)

whereK is the bulk modulus, and�εv = �ε11+�ε22+�ε33.

Usually, the amount of data available does not justify adding any more parameters to the creep law.
There are cases, however, in which it is justifiable to use a law based on multiple creep mechanisms.
FLAC, therefore, includes an option to use a two-component law of the form

ε̇cr = ε̇1+ ε̇2 (2.11)
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where:

ε̇1 =


A1 σ̄

n1 σ̄ ≥ σ ref1

0 σ̄ < σ
ref

1

ε̇2 =


A2 σ̄

n2 σ̄ ≤ σ ref2

0 σ̄ > σ
ref

2

With these two terms, several options (described below) are possible.

1. The Default Option

σ
ref

1 = σ ref2 = 0

σ̄ is always positive, so this is the one-component law with

ε̇cr = A1 σ̄
n1 σ̄ ≥ σ ref1

2. Both Components Active

σ
ref

1 = 0

σ
ref

2 = “large”

ε̇cr = A1 σ̄
n1 + A2 σ̄

n2 σ
ref

1 < σ̄ < σ
ref

2

3. Different Law for Different Stress Regimes

(a) σ ref1 = σ ref2 = σ ref > 0

ε̇cr =
{
A2 σ̄

n2 σ̄ < σ ref

A1 σ̄
n1 σ̄ > σ ref
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(b) σ ref1 < σ
ref

2

ε̇cr =



A2 σ̄

n2 σ̄ < σ
ref

1

A1 σ̄
n1 + A2 σ

n2 σ
ref

1 < σ̄ < σ
ref

2

A1 σ̄
n1 σ̄ > σ

ref

2

(c) σ ref1 > σ
ref

2

NOTE: Donot use option (c). It implies that creep occurs forσ̄ < σ
ref

2 and

for σ̄ > σ̄
ref

1 , but not forσ ref2 < σ̄ < σ
ref

1 .

The two-component power law is implemented inFLAC by the following procedure.

Letσ (t)ij be the stress tensor at timet , and letε̇ij = ε̇eij + ε̇cij be the strain-rate tensor, which consists
of an elastic component (ε̇eij ) and a creep component (ε̇cij ).

The stressσ (t+�t)ij at timet +�t , is calculated in the following way.

Volumetric Component —

σ
(t+�t)
kk = σ (t)kk + 3Kε̇kk �t (2.12)

Deviatoric Component —

σ
d(t+�t)
ij = σd(t)ij + 2G(ε̇ij − ε̇cij ) �t (2.13)

whereε̇cij is given byEq. (2.9), andK andG are the elastic bulk and shear moduli.

In FLAC, velocities and strain rates are evaluated at mid-step. Therefore, the deviatoric stresses in
Eq. (2.9)can be calculated as the average:

σ
d(t+�t2 )
ij = 1

2

[
σ
d(t)
ij + σd(t+�t)ij

]
(2.14)

An iteration is performed betweenEqs. (2.9)and(2.14)to obtain a better approximation.
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2.2.3 A Reference Creep Law for Nuclear-Waste Isolation Studies

An empirical creep law, known as the WIPP-reference creep law, has been developed to describe the
time- and temperature-dependent creep of natural rock salt, specifically for nuclear waste isolation
studies. The model is described by Herrmann et al. (1980a and b); a different expression of the
same creep law is also given by Senseny (1985).

The WIPP reference creep law, as implemented inFLAC, partitions the deviatoric strain-rate tensor,
ε̇dij , into elastic and viscous parts (ε̇deij andε̇dvij , respectively):

ε̇dij = ε̇deij + ε̇dvij (2.15)

where the deviatoric strain-rate is obtained as follows:

ε̇dij = ε̇ij −
ε̇kkδij

3
(2.16)

The elastic part is related to the deviatoric stress-rate:

ε̇deij =
σ̇ dij

2G
(2.17)

whereG is the elastic shear modulus, and

σ̇ dij = σ̇ij −
σ̇kkδij

3
(2.18)

The viscous part of the deviatoric strain-rate is coaxial with the deviatoric stress tensor (normalized
by its magnitude,̄σ , defined inEq. (2.23)), and is given by

ε̇dvij =
3

2

{σdij
σ̄

}
ε̇ (2.19)

where the scalar strain-rate,ε̇, is composed of two parts,ε̇p andε̇s , corresponding to primary and
secondary creep, respectively:

ε̇ = ε̇p + ε̇s (2.20)

FLAC Version 5.0



2 - 8 Optional Features

The formulation for the primary creep rate depends on the magnitude of the secondary creep rate:

ε̇p =


(A− Bεp)ε̇s , if ε̇s ≥ ε̇∗ss
{A− B(ε̇∗ss/ε̇s)εp}ε̇s , if ε̇s < ε̇∗ss

(2.21)

The secondary creep rate is

ε̇s = D σ̄ne(−Q/RT ) (2.22)

whereD, n,A,B andε̇∗ss are material constants,R is the universal gas constant,Q is the activation
energy,T is the temperature in degrees Kelvin, andσ̄ is the following stress magnitude:

σ̄ =
√

3σdij σ
d
ij

2
(2.23)

The volumetric response of the model is purely elastic, and is given by

ε̇kk = σ̇kk

3K
(2.24)

whereK is the bulk modulus.

An iterative approach is used to apply the above equations, because the constitutive models inFLAC
take the components of strain rate as independent variables. A model must supply the new stress
tensor, on the assumption of constant strain increments. On the first iteration, the stress components,
σdij , are taken to be the current ones; creep strain-rates are computed according toEq. (2.19). New

deviatoric stress components,σd
′

ij , are then computed on the basis ofEqs. (2.15), (2.17)and(2.19),
as follows:

σd
′

ij = σd
◦

ij + 2G�t(ε̇dij − ε̇dvij ) (2.25)

whereσd
◦

ij are the stress components that exist on entry to the constitutive model, and�t is the
creep timestep.
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On the next and subsequent iterations, the averages of the new and old stress components are used
in the creep equations — that is:

σdij = (σ d
◦

ij + σd
′

ij )/2 (2.26)

Further, the mean primary creep strain,εp, is determined as follows during every iteration:

εp = ε◦p + ε̇p�t/2 (2.27)

and used inEq. (2.21). The quantityε◦p is the primary creep strain on entry to the constitutive
model; it is updated on exit, as follows:

ε◦p := ε◦p + ε̇p�t (2.28)

The WIPP-model notation is summarized, and typical values are listed, inTable 2.1.

Table 2.1 Notation for the WIPP formulation

WIPP notation Units Typical Value

A — 4.56
B — 127
D Pa−n s−1 5.79× 10−36

n — 4.9

Q cal/mol 12,000
R cal/mol K 1.987
ε̇∗ss s−1 5.39× 10−8
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2.2.4 The Burger-Creep Viscoplastic Model

A Burger-creep viscoplastic model inFLAC is characterized by a visco-elasto-plastic deviatoric
behavior and an elasto-plastic volumetric behavior. The visco-elastic and plastic strain-rate compo-
nents are assumed to act in series. The visco-elastic constitutive law corresponds to a Burger model
(Kelvin cell in series with a Maxwell component), and the plastic constitutive law corresponds to
a Mohr-Coulomb model.

As a notation convention in this section, we use the symbolsSij andeij to denote deviatoric stress
and strain components — i.e.,

Sij = σij − σ0δij (2.29)

eij = εij − evol
3
δij (2.30)

where

σ0 = σkk

3
(2.31)

and

evol = εkk (2.32)

Also, Kelvin, Maxwell and plastic contributions to stresses and strains are labeled using the super-
scripts .K , .M and .p, respectively. With those conventions, the model deviatoric behavior may be
described by the relations:

Strain rate partitioning:

ėij = ėKij + ėMij + ėpij (2.33)

Kelvin:

Sij = 2ηKėKij + 2GKeKij (2.34)
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Maxwell:

ėMij =
Ṡij

2GM
+ Sij

2ηM
(2.35)

Mohr-Coulomb:

ė
p
ij = λ∗

∂g

∂σij
− 1

3
ė
p
volδij

ė
p
vol = λ∗

[
∂g

∂σ11
+ ∂g

∂σ22
+ ∂g

∂σ33

]
(2.36)

In turn, the volumetric behavior is given by

σ̇0 = K(ėvol − ėpvol) (2.37)

In those formulas, the propertiesK andG are the bulk and shear moduli, andη is the dynamic vis-
cosity (kinematic viscosity times mass density). The Mohr-Coulomb yield envelope is a composite
of shear and tensile criteria. The yield criterion isf = 0, and in the principal axes formulation we
have:

Shear yielding:

f = σ1− σ3Nφ + 2C
√
Nφ (2.38)

Tension yielding:

f = σ t − σ3 (2.39)

whereC is the material cohesion,φ is the friction,Nφ = (1+ sinφ)/(1− sinφ), σ t is the tensile
strength, andσ1 andσ3 are the minimum and maximum principal stresses (compression negative).
The potential functiong has the form:

Shear failure:

g = σ1− σ3Nψ (2.40)
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Tension failure:

g = −σ3 (2.41)

whereψ is the material dilation, andNψ = (1+ sinψ)/(1− sinψ). Finally, λ∗ is a parameter
that is nonzero during plastic flow only, which is determined by application of the plastic yield
conditionf = 0.

The model implementation closely follows the procedures described in theFLAC manual for the
Burger creep and Mohr-Coulomb models. The principle is to writeEqs. (2.33)to (2.37)in the form
of finite increments:

�eij = �eKij +�eMij +�epij (2.42)

Sij�t = 2ηK�eKij + 2GKeij
K�t (2.43)

�eMij =
�Sij

2GM
+ Sij

2ηM
�t (2.44)

�σ0 = K(�evol −�epvol) (2.45)

where the overbar indicates mean value over the timestep�t :

Sij =
SNij + SOij

2
(2.46)

eij =
eNij + eOij

2
(2.47)

and the superscripts .N and .O denote new and old values.

After substitution ofEqs. (2.46)and(2.47)in Eq. (2.43), and solving foreK,Nij , the Kelvin strain
contribution may be expressed in the form:

e
K,N
ij = 1

A

[
Be

K,O
ij + �t

4ηK

(
SNij + SOij

)]
(2.48)
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where:

A = 1+ G
K�t

2ηK

B = 1− G
K�t

2ηK
(2.49)

After substitution ofEqs. (2.44)and(2.48)in Eq. (2.42), and solving for the new deviatoric stress
component, we find (using the mean value definitionsEqs. (2.46)and(2.47)):

SNij =
1

a

[
�eij −�epij + bSOij − (

B

A
− 1)eK,Oij

]
(2.50)

where:

a = 1

2GM
+ �t

4

(
1

ηM
+ 1

AηK

)

b = 1

2GM
− �t

4

(
1

ηM
+ 1

AηK

)
(2.51)

andEq. (2.48)is used as an evolution law to evaluateeK,Oij in Eq. (2.50). For completeness,Eq. (2.45)
is written in the form:

σN0 = σO0 +K(�evol −�epvol) (2.52)

In the model implementation inFLAC, new trial stress componentŝSNij andσ̂ N0 are computed from
Eqs. (2.50)and(2.52), assuming visco-elastic increments. Trial principal stress components are
calculated and sorted, and the yield function is computed. As long asf ≥ 0, the trial stresses are
taken for new stresses. Iff < 0, plastic flow is taking place, and the trial stresses must be corrected
by a component due to incremental plastic strain before their value is assigned to the new stresses
and the evolution law is updated. ExpressingEqs. (2.50)and(2.52)in principal axes, we may then
write, by definition of trial stresses:

SNi = ŜNi −
1

a
�e

p
i

σN0 = σ̂ N0 −K�epvol (2.53)
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or, using the definition for deviatoric components:

σN1 = σ̂ N1 −
[
α1�ε

p

1 + α2(�ε
p

2 +�εp3 )
]

σN2 = σ̂ N2 −
[
α1�ε

p

2 + α2(�ε
p

1 +�εp3 )
]

σN3 = σ̂ N3 −
[
α1�ε

p

3 + α2(�ε
p

1 +�εp2 )
]

(2.54)

where:

α1 = K + 2

3a

α2 = K − 1

3a
(2.55)

Except for the definitions ofα1 andα2, these formulas are similar to those obtained in the Mohr-
Coulomb model derivation (seeSection 2.4.2.3in Theory and Background). The plasticity for-
mulation may proceed along similar lines. In doing so, we obtain, for shear yielding:

σN1 = σ̂ N1 − λ(α1− α2Nψ)

σN2 = σ̂ N2 − λα2(1−Nψ)
σN3 = σ̂ N3 − λ(α2− α1Nψ) (2.56)

with

λ = σ̂ N1 − σ̂ N3 Nφ + 2C
√
Nφ(

α1− α2Nψ
)− ( alpha2− α1Nψ

)
Nφ

(2.57)

and, for tensile yielding:

σN1 = σ̂ N1 + λα2

σN2 = σ̂ N2 + λα2

σN3 = σ̂ N3 + λα1 (2.58)
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with

λ = σ t − σ̂ N3
α1

(2.59)

Finally, new global stress components are calculated, assuming that the principal directions have
not been affected by the occurrence of plastic flow.

The square root of the second invariant and the modulus of the first invariant of incremental plastic
strain tensor are used as incremental contributions to measure the amount of plastic strain associated
with shear and tensile failure, respectively (seeSection 2.4.4in Theory and Background).

By default, both Maxwell and Kelvin viscosity properties,ηM andηK , are infinite (although stored
as zero inFLAC ’s property arrays). Note that if the default value forηK is adopted, then the model
assumes thatGK = 0, even if a different value has been assigned to that property. The default value
for GK is zero and the default value forGM is 10−20, irrespective of the system of units adopted.

The default value for the timestep is zero, in which case the program treats the material as elasto-
plastic with only the elastic part of the Maxwell cell active.

If stresses are changed in aFLAC model with theINITIAL command, the internal Kelvin strains,eKij ,
will not be compatible with them, and movement will occur until the strains adjust. To avoid this
incompatibility, the internal strains may be set to reflect the current values of stresses. The internal
Kelvin strains,eKij , are available for user inspection and modification, asPROPERTY variables:
k exx, k eyy, k ezz andk exy. An exampleFISH function to perform this step is given below, in
Example 2.1. This function should be invoked immediately following initialization of stresses.

The Burger-creep viscoplastic model is also implemented as aFISH constitutive function (see
Section 2.2.7).
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Example 2.1 Function to set Kelvin strains according to stresses

def setKstrains
loop i (1,izones)

loop j (1,jzones)
if model(i,j) = 15 ; (Burger-creep model)

kg2 = 2.0 * k_shear_mod(i,j)
if kg2 > 0.0

sig0 = (sxx(i,j) + syy(i,j) + szz(i,j)) / 3.0
k_exx(i,j) = (sxx(i,j) - sig0) / kg2 ; (deviatoric stresses)
k_eyy(i,j) = (syy(i,j) - sig0) / kg2
k_ezz(i,j) = (szz(i,j) - sig0) / kg2
k_exy(i,j) = sxy(i,j) / kg2

endif
endif

endLoop
endLoop

end

2.2.5 The WIPP-Creep Viscoplastic Model

Viscoplasticity is also modeled inFLAC by combining the viscoelastic WIPP model with the
Drucker-Prager plasticity model. Of the plasticity models currently embodied inFLAC, the Drucker-
Prager model is the most compatible with the WIPP-reference creep law, because both models are
formulated in terms of the second invariant of the deviatoric stress tensor. Viewed in the pi-
plane, both models exhibit responses that depend only on radial distance from the isotropic-stress
locus. The response of the Mohr-Coulomb model, on the other hand, is not isotropic because the
intermediate principal stress does not enter into its formulation.

The following development is slightly different from that presented inSection 2in Theory and
Background, and is provided to demonstrate the compatibility of the Drucker-Prager formulation
with the creep formulation given inSection 2.2.3.

The shear yield function for the Drucker-Prager model is (seeEq. (2.17)in theCommand Refer-
ence)

f s = τ + qφσ◦ − kφ (2.60)

wheref s = 0 at yield,σ◦ = σkk/3, andτ = √J2, whereJ2 is the second invariant of the deviatoric
stress tensor. Parametersqφ andkφ are material properties.
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Because

J2 = σdij σ dij /2 (2.61)

(e.g., see Malvern (1969), p. 93),τ may be related to the stress magnitude,σ̄ , given inEq. (2.23):

σ̄ = √3τ (2.62)

The plastic potential function in shear,gs , is similar to the yield function, with the substitution of
qψ for qφ as a material property that controls dilation (seeEq. (2.60)):

gs = τ + qψσ◦ (2.63)

If the yield condition (f s = 0) is met, the following flow rules apply:

ε̇
dp
ij = λ

∂gs

∂σ dij

(2.64)

ε̇p◦ = λ
∂gs

∂σ◦
(2.65)

whereλ is a multiplier (not a material property) to be determined from the requirement that the
final stress tensor must satisfy the yield condition. Superscriptp denotes “plastic,” andd denotes
“deviatoric.” By differentiatingEqs. (2.18), (2.61)and(2.65), we obtain:

ε̇
dp
ij = λ

σdij

2τ
(2.66)

ε̇p◦ = λqψ (2.67)

In FLAC ’s elastic/plastic formulation, these equations are solved simultaneously with the condition
f s = 0, and the condition that the sum of elastic and plastic strain-rates must equal the applied
strain-rate.

FLAC Version 5.0



2 - 18 Optional Features

FLAC ’s Drucker-Prager model also contains a tensile yield surface, with a composite decision
function used near the intersection of the shear and tensile yield functions. The tensile yield surface
is

f t = σ◦ − σ t (2.68)

whereσ t is the tensile yield strength. The associated plastic potential function is

gt = σ◦ (2.69)

Using a approach similar to that used for shear yield, the strain rates for tensile yield are:

ε̇
dp
ij = 0 (2.70)

ε̇p◦ = λ (2.71)

whereλ is determined from the condition thatf t = 0. Note that the tensile strength cannot be
greater than the value of mean stress at whichf s becomes zero (i.e.,σ t < kφ/qφ).

When both creep and plastic flow occur, we assume that the associated strain rates act “in series”
— i.e.,

ε̇dij = ε̇deij + ε̇dvij + ε̇dpij (2.72)

where the terms represent elastic, viscous and plastic strain-rates, respectively. We first treat the
case of shear yield,f s > 0. CombiningEqs. (2.17), (2.19)and(2.66):

ε̇dij =
σ̇ dij

2G
+ σ

d
ij

2σ̄

{
3ε̇ +√3λ

}
(2.73)

In contrast to the creep-only model, the volumetric response of the viscoplastic model is not un-
coupled from the deviatoric behavior unlessqψ = 0. CombiningEqs. (2.24)and(2.65):

ε̇kk = 3ε̇◦ = σ̇kk

3K
+ λqψ (2.74)
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The iteration procedure embodied in the creep solution scheme can be extended to include plastic
strain increments.Eq. (2.25)becomes

σd
′

ij = σd
◦

ij + 2G�t
{
ε̇dij −

σdij

2σ̄

(
3ε̇ +√3λ

)}
(2.75)

And Eq. (2.74)becomes

σ ′◦ = σ ◦◦ + (ε̇kk − λqψ)K�t (2.76)

The value ofλ can be adjusted in each iteration so that the solution converges tof s = 0. Using
Newton’s method for roots:

λ′ = λ◦ − f s

(
∂f s

∂λ
)

(2.77)

Note thatf s is evaluated with “new” stress components,σd
′

ij . The derivative inEq. (2.77)can be
evaluated as follows:

∂f s

∂λ
= ∂f s

∂σ d
′

ij

∂σ d
′

ij

∂λ
+ ∂f

s

∂σ ′◦
∂σ ′◦
∂λ

(2.78)

Hence,

∂f s

∂λ
= −G�t −Kqφqψ�t (2.79)

assuming that the mean stress components (σdij andσ̄ ) are constant.

For tensile yield,σ◦ > σt . Further, if the shear stress is nonzero, the following function is used to
decide if shear or tensile yield is occurring:

h = τ − τp − αp(σ◦ − σ t ) (2.80)

where:

τp = kφ − qφσ t (2.81)
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αp =
√

1+ qφ2− qφ (2.82)

Tensile yield is declared ifh < 0; otherwise shear yield occurs. In the former case, the last (plastic)
term ofEq. (2.72)is zero, and the value ofλ is such thatEq. (2.76)reduces to

σ ′◦ = σ t (2.83)

In order to include softening behavior, an accumulated plastic strain,εdp, is computed, based on
the second invariant of the deviatoric strain-increment tensor, as follows:

εdp := εdp +�t
√
ε̇
dp
ij ε̇

dp
ij /2 (2.84)

There is no built-in support for softening tables, but aFISH function that scans the grid every few
steps, and recomputes properties based on the current value ofεdp, may be written; seeExample 2.5
for an illustration of this technique.

2.2.6 A Crushed-Salt Constitutive Model

A crushed-salt constitutive model is implemented inFLAC to simulate volumetric and deviatoric
creep compaction behaviors. The model is a variation of the WIPP-reference creep law and is based
on the model described by Sjaardema and Krieg (1987), with an added deviatoric component as
proposed by Callahan and DeVries (1991).

2.2.6.1 Definitions

In the crushed-salt constitutive model, the material density,ρ, is a variable that evolves as a function
of compressive volumetric strain,εv, from the initial crushed-salt emplacement value,ρi , to the
ultimate intact salt density,ρf . The relation between rate of change of volumetric strain and density
for use in theFLAC incremental Lagrangian formulation may be outlined as follows. (Remember
that, as a convention, stresses and strains are negative in compression.)

Consider a given material domain of mass,m, which at time,t , has volume,V◦, and density,ρ◦,
and let the volumetric strain increment,�εv, correspond to a change in volume,�V , and in density
from ρ◦ to ρ during the time interval,�t . By virtue of mass conservation, we have

ρ◦V◦ = ρ(V◦ +�V ) (2.85)

and, by definition of volumetric strain, we obtain

ρ = ρ◦
1+�εv (2.86)
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Also, from a continuum approach, we may write

ρ = m

V
(2.87)

and the rate-of-change of density of the given mass is

ρ̇ = − m
V 2
V̇ (2.88)

Using ε̇v = V̇ /V together with definitionEq. (2.87), we obtain, after some manipulation:

ε̇v = − ρ̇
ρ

(2.89)

A measure of the crushed-salt compaction is given by the fractional densityFd , defined as the ratio
between actual and ultimate salt densities:

Fd = ρ

ρf
(2.90)

In the model implementation, it is assumed that the creep-compaction mechanism is irreversible
(the density can only increase and cannot decrease) and bounded (no further compaction occurs
after the intact salt value has been reached).

2.2.6.2 Constitutive Equations

In the crushed-salt model, elastic stress- and strain-rates are related by means of the incremental
expression of Hooke’s law:

σ̇ij = 2G

[
ε̇eij −

ε̇ekk

3
δij

]
+Kε̇ekkδij (2.91)

whereδij is the Kronecker delta.

In this expression, the bulk modulus,K, and shear modulus,G, are related to the density by a
nonlinear empirical law of the form:

K = Kf eK1(ρ−ρf ) (2.92)
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G = Gf eG1(ρ−ρf ) (2.93)

whereρf , Kf andGf are properties of the intact salt, andK1, G1 are two constants determined
from the condition that bulk and shear must take their initial values at the initial value of the density.

It is assumed that, for density values below that of the intact salt, the total strain rate,ε̇ij , can be
expressed as the sum of three contributions: nonlinear elastic,ε̇eij ; viscous compaction,̇εcij ; and
viscous shear,̇εvij . The elastic strain-rate takes the form

ε̇eij = ε̇ij − ε̇cij − ε̇vij (2.94)

The viscous compaction term affects both volumetric and shear behavior. It is based on an experi-
mental compaction-rate law of the form

ρ̇c = −B0

[
1− e−B1σ

]
eB2ρ (2.95)

whereσ = σkk/3 is the mean stress, andB0, B1, B2 are constants determined experimentally from
results of isotropic compaction tests.

The volumetric compaction strain-ratėεcv may be derived after substitution of the expression
Eq. (2.95)for ρ̇ in Eq. (2.89):

ε̇cv =
1

ρ
B0

[
1− e−B1σ

]
eB2ρ (2.96)

In theFLAC implementation, it is assumed that volumetric compaction can only take place if the
mean stress is compressive. Furthermore, a cap is assumed for the above expression so that no
further compaction arises once the intact salt density has been reached.

2.2.6.3 Viscous Compaction

The total compaction strain rate has the expression:

ε̇cij = ε̇cv
[
δij

3
− β σ

d
ikδkj

σ̄

]
(2.97)

whereσdij is the deviatoric stress tensor,σ̄ = √3J2, andJ2 = σdij σ dij /2 (seeEq. (2.61)). In this
formula, the parameterβ is a constant set equal to one, so that in a uniaxial compression test, the
lateral compaction strain-rate components vanish.
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2.2.6.4 Viscous Shear

The viscous shear strain-rate corresponds to that of the WIPP-reference creep law (seeEq. (2.19)).
The primary creep strain-rate is the same as that given inEq. (2.21), but the secondary creep strain-
rate (Eq. (2.22)) has the deviatoric stress magnitude,σ̄ , divided by the fractional density (Eq. (2.90)).
It has the form

ε̇s = D
(
σ̄

Fd

)n
e(−Q/RT ) (2.98)

where the parameters are as defined previously.

As the material approaches full compaction, the fractional density approaches one. Because a cap
is introduced to eliminate further creep compaction when the intact salt density is reached, the
viscous shear behavior evolves toward that of the intact salt. Note that in the framework of the
WIPP model, the intact salt creep behavior is triggered by deviatoric stresses, while the volumetric
behavior is elastic.

2.2.6.5 Implementation

In the FLAC implementation of the crushed-salt model, the total stresses and the strain rates are
decomposed into volumetric and deviatoric components. The incremental equations governing the
volumetric behavior are linearized and solved explicitly for the mean stress increment. The creep
compaction strain-rate is then derived and used in the expression for the deviatoric behavior whose
implementation otherwise closely follows that adopted for the WIPP model. Finally, total stresses
for the step are evaluated from the updated volumetric and deviatoric components.

2.2.7 FISH Creep Models

This section describes the creation of creep models usingFISH. For details on creatingFISH
constitutive models, seeSection 2.2.2in theFISH volume. TwoFISH creep models are presented:
a Burger’s creep model and a Burger-creep viscoplastic model.

Burger’s Model — The Burger’s model is composed of a Kelvin model and a Maxwell model
connected in series — seeFigure 2.1for symbol definitions. The equations for the Kelvin sub-
model are:

u̇k = Fd

η1
(2.99)

Fd = F − k1uk (2.100)
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CombiningEqs. (2.99)and(2.100)in finite-difference form:

u′k = u◦k +
(
F̄ − k1ūk

)�t
η1

(2.101)

whereF̄ andūk correspond to mean values ofF anduk over the timestep, and the superscripts′
and◦ denote new and old values, respectively. Hence:

u′k = u◦k +
{
F ′ + F ◦ − k1(u

′
k + u◦k)

} �t
2η1

(2.102)

The equation for the Maxwell sub-model is

u̇m = Ḟ

k2
+ F̄

η2
(2.103)

which becomes

u′m = u◦m +
F ′ − F ◦
k2

+
{F ′ + F ◦

2η2

}
�t (2.104)

when expressed in finite-difference form. Finally, the Kelvin and Maxwell displacement increments
combine to give the applied displacement increment,

u′ − u◦ = u′m − u◦m + u′k − u◦k (2.105)

The unknowns inEqs. (2.102), (2.104)and(2.105)areu′k, u′m andF ′, and the known values are
u◦k andF ◦. The response of Burger’s model is dependent on past history; the state variable that
records history information isuk, which has an evolution equation derived fromEq. (2.102):

u′k =
1

A

{
Bu◦k +

(
F ′ + F ◦

) �t
2η1

}
(2.106)

where:

A = 1+ k1�t

2η1
(2.107)
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B = 1− k1�t

2η1
(2.108)

By combiningEqs. (2.104)and(2.105), and substitutingu′k from Eq. (2.106), we obtain:

F ′ = 1

X

{
u′ − u◦ + YF ◦ −

(B
A
− 1

)
u◦k
}

(2.109)

where:

X = 1

k2
+ �t

2η2
+ �t

2Aη1
(2.110)

Y = 1

k2
− �t

2η2
− �t

2Aη1
(2.111)

u

F

uK uM

η1

η2k2

Fd

k1

Kelvin
section

Maxwell
section

forcespring

dashpot

displacements

A A

Figure 2.1 Schematic of Burger’s model, with definition of variables
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Eqs. (2.106)and(2.109)refer to scalar forces and displacements. Using the approach explained
in Section 2.2.1, the equations are implemented in tensor form into theFISH constitutive func-
tion m burgers stored on file “BURG.FIS” (seeExample 2.2). The properties needed for this
constitutive model are:

m k bulk modulus (elastic volumetric response — no creep)

m k1 Kelvin shear modulus

m vis1 Kelvin viscosity

m k2 Maxwell shear modulus

m vis2 Maxwell viscosity

The user must choose an appropriate timestep for the creep calculation when using the Burger’s
model, since there is no check on solution stability. Either shear modulus may be set to relatively
high values, but the mechanical convergence will be slow if values aretoo high. The example in
Section 2.5.11illustrates an appropriate choice of modulus to render the Maxwell section “rigid.”

Example 2.2 Burger’s creep model FISH function (“BURG.FIS”)

;--- Burger’s creep model ---
set echo off
def m_burgers

constitutive_model
f_prop m_k m_k1 m_k2 m_vis1 m_vis2
f_prop m_e11kd m_e22kd m_e33kd m_e12k
float $dev $dev3 $ev $ev3 $de11d $de22d $de33d $s0 $s11d $s22d $s33d
float $a_con $b_con $x_con $y_con $z_con $ba $ba1
float $c1d3 $c4d3
float $e11kd $e22kd $e33kd $e12k
float $s11old $s22old $s33old $s12old
float $temp

;
case_of mode

;
; ----------------------
; Initialization section
; ----------------------

case 1
if m_vis1 <= 0.0 then

m_vis1 = 0.0
end_if
if m_vis2 <= 0.0 then

m_vis2 = 1e-20
end_if
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if m_k2 <= 0.0 then
m_k2 = 1e-20

end_if
if m_k1 <= 0.0 then

m_k1 = 0.0
end_if

; ---------------
; Running section
; ---------------

case 2
$temp = m_k1 * crtdel / (2.0 * m_vis1)
$a_con = 1.0 + $temp
$b_con = 1.0 - $temp
$ba = $b_con / $a_con
$ba1 = $ba - 1.0
$temp = (1.0 / m_vis2 + 1.0 / ($a_con * m_vis1)) * crtdel / 4.0
$x_con = 1.0 / (2.0 * m_k2) + $temp
$y_con = 1.0 / (2.0 * m_k2) - $temp
$z_con = crtdel / (4.0 * $a_con * m_vis1)
$c1d3 = 0.333333333

;--- partition strains ---
$dev = zde11 + zde22 + zde33
$dev3 = $c1d3 * $dev

$de11d = zde11 - $dev3
$de22d = zde22 - $dev3
$de33d = zde33 - $dev3

;--- partition stresses ---
$s0 = $c1d3 * (zs11 + zs22 + zs33)
$s11d = zs11 - $s0
$s22d = zs22 - $s0
$s33d = zs33 - $s0

;--- remember old stresses ---
$s11old = $s11d
$s22old = $s22d
$s33old = $s33d
$s12old = zs12

;--- new deviator stresses ---
$s11d = ($s11d * $y_con + $de11d - m_e11kd * $ba1) / $x_con
$s22d = ($s22d * $y_con + $de22d - m_e22kd * $ba1) / $x_con
$s33d = ($s33d * $y_con + $de33d - m_e33kd * $ba1) / $x_con
zs12 = ( zs12 * $y_con + zde12 - m_e12k * $ba1) / $x_con

;--- sub-zone contribution to Kelvin-strains ---
$e11kd = $e11kd + m_e11kd * $ba + ($s11d + $s11old) * $z_con
$e22kd = $e22kd + m_e22kd * $ba + ($s22d + $s22old) * $z_con
$e33kd = $e33kd + m_e33kd * $ba + ($s33d + $s33old) * $z_con
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$e12k = $e12k + m_e12k * $ba + (zs12 + $s12old) * $z_con
;--- isotropic stress is elastic ---

$s0 = $s0 + m_k * $dev
;--- convert back to xy-components ---

zs11 = $s11d + $s0
zs22 = $s22d + $s0
zs33 = $s33d + $s0

;--- update stored Kelvin-strains ---
if zsub > 0.0 then

m_e11kd = $e11kd / zsub
m_e22kd = $e22kd / zsub
m_e33kd = $e33kd / zsub
m_e12k = $e12k / zsub
$e11kd = 0.0
$e22kd = 0.0
$e33kd = 0.0
$e12k = 0.0

end_if
; ----------------------
; Return maximum modulus
; ----------------------

case 3
$c4d3 = 1.3333333
cm_max = m_k + $c4d3*max(m_k1, m_k2)

; ---------------------
; Add thermal stresses
; ---------------------

case 4
ztsa = ztea*m_k
ztsb = zteb*m_k
ztsc = ztec*m_k
ztsd = zted*m_k

end_case
end
opt m_burgers
set echo on
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Burger-Creep Viscoplastic Model — The Burger-creep viscoplastic model described inSection 2.2.4
is provided as aFISH function in file “CVISC.FIS” and listed below, inExample 2.3.

The properties needed for this constitutive model are:

m k bulk modulus

m gk Kelvin shear modulus

m visk Kelvin viscosity

m gm Maxwell shear modulus

m vism Maxwell viscosity

m coh cohesion

m fric internal angle of friction (degrees)

m dil dilation angle (degrees)

m ten tension limit

Additional variables available for plotting and printing are:

m ind plastic state

m epdev accumulated plastic shear strain

m epten accumulated plastic tensile strain

TheFISH functionm cvisc may serve as a base for the user to experiment with the model and
introduce custom made changes as appropriate.

Example 2.3 Burger-creep viscoplastic model FISH function (“CVISC.FIS”)

; ------------------------------------------
; Burger-creep viscoplastic model
; ------------------------------------------
set echo off
def m_cvisc

constitutive_model
f_prop m_k m_gk m_gm m_visk m_vism
f_prop m_e11kd m_e22kd m_e33kd m_e12k
f_prop m_coh m_fric m_dil m_ten
f_prop m_ind m_epdev m_epten
f_prop m_csnp m_nphi m_npsi

float $dev $dev3 $de11d $de22d $de33d
float $s0 $s11d $s22d $s33d
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float $a_con $b_con $x_con $y_con $z_con $ba $bal
float $c1d3 $c2d3 $c4d3 $c1dxc
float $e11kd $e22kd $e33kd $e12k $e1 $e2 $x1
float $s11old $s22old $s33old $s12old
float $temp $tempk $tempm $temp1

; $ $ $ $ $ $ $ $
float $sphi $spsi $s11i $s22i $s12i $s33i $sdif
float $rad $s1 $s2 $s3
float $si $sii $psdif $fs $alams $ft $alamt
float $cs2 $si2 $dc2 $dss
float $apex $de1ps $de3ps $depm $eps $ept
float $bisc $pdiv $anphi $anpsi $amc $tco
int $icase $m_err $iplas

;
case_of mode

;
; ----------------------
; Initialization section
; ----------------------

case 1
if m_gm <= 0.0 then

m_gm = 1e-20
end_if
if m_gk <= 0.0 then

m_gk = 0.0
end_if
if m_visk <= 0.0 then

m_gk = 0.0
end_if
$m_err = 0
if m_fric > 89.0 then

$m_err = 1
end_if
if abs(m_dil) > 89.0 then

$m_err = 2
end_if
if m_coh < 0.0 then

$m_err = 3
end_if
if m_ten < 0.0 then

$m_err = 4
end_if
if $m_err # 0 then

nerr = 126
error = 1
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end_if
$sphi = sin (m_fric * degrad)
$spsi = sin (m_dil * degrad)
m_nphi = (1.0 + $sphi) / (1.0 - $sphi)
m_npsi = (1.0 + $spsi) / (1.0 - $spsi)
m_csnp = 2.0 * m_coh * sqrt(m_nphi)

; --- set tension to prism apex if larger than apex ---
$apex = m_ten
if m_fric # 0.0 then

$apex = m_coh / tan(m_fric * degrad)
end_if
m_ten = min($apex,m_ten)

; ---------------
; Running section
; ---------------

case 2
zvisc = 1.0
$iplas = 0
if m_ind # 0.0 then

m_ind = 2.0
end_if
if m_visk <= 0.0 then

$tempk = 0.0
else

$tempk = 1.0 / m_visk
end_if
if m_vism <= 0.0 then

$tempm = 0.0
else

$tempm = 1.0 / m_vism
end_if
$temp = m_gk * crtdel * 0.5 * $tempk
$a_con = 1.0 + $temp
$b_con = 1.0 - $temp
$ba = $b_con / $a_con
$bal = $ba - 1.0
$temp = ($tempm + $tempk / $a_con) * crtdel * 0.25
$temp1 = 1.0 / (2.0 * m_gm)
$x_con = $temp1 + $temp
$y_con = $temp1 - $temp
$z_con = crtdel * $tempk / (4.0 * $a_con)
$c1dxc = 1.0 / $x_con
$c1d3 = 0.3333333
$c2d3 = 0.6666666

; --- define constants locally ---
$anphi = m_nphi
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$anpsi = m_npsi
$amc = m_csnp

;--- partition strains ---
$dev = zde11 + zde22 + zde33
$dev3 = $c1d3 * $dev
$de11d = zde11 - $dev3
$de22d = zde22 - $dev3
$de33d = zde33 - $dev3

;--- partition stresses---
$s0 = $c1d3 * (zs11 + zs22 + zs33)
$s11d = zs11 - $s0
$s22d = zs22 - $s0
$s33d = zs33 - $s0

;--- remember old stresses ---
$s11old = $s11d
$s22old = $s22d
$s33old = $s33d
$s12old = zs12

;--- new trial deviator stresses assuming viscoelastic increments ---
$s11d = ($de11d + $s11d * $y_con - m_e11kd * $bal) * $c1dxc
$s22d = ($de22d + $s22d * $y_con - m_e22kd * $bal) * $c1dxc
$s33d = ($de33d + $s33d * $y_con - m_e33kd * $bal) * $c1dxc
$s12i = (zde12 + zs12 * $y_con - m_e12k * $bal) * $c1dxc

;--- new trial isotropic stress assuming elastic increment ---
$s0 = $s0 + m_k * $dev

;--- convert back to xy-components ---
$s11i = $s11d + $s0
$s22i = $s22d + $s0
$s33i = $s33d + $s0

; --- principal stresses ---
$sdif = $s11i - $s22i
$s0 = 0.5 * ($s11i + $s22i)
$rad = 0.5 * sqrt ($sdif*$sdif + 4.0 * $s12i*$s12i)
$si = $s0 - $rad
$sii = $s0 + $rad
$psdif = $si - $sii

; --- determine case ---
section

if $s33i > $sii then
; --- s33 is major p.s. ---

$icase = 3
$s1 = $si
$s2 = $sii
$s3 = $s33i
exit section

end_if
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if $s33i < $si then
; --- s33 is minor p.s. ---

$icase = 2
$s1 = $s33i
$s2 = $si
$s3 = $sii
exit section

end_if
; --- s33 is intermediate ---

$icase = 1
$s1 = $si
$s2 = $s33i
$s3 = $sii

end_section
;

section
; --- shear yield criterion ---

$fs = $s1 - $s3 * $anphi + $amc
$alams = 0.0

; --- tensile yield criterion ---
$ft = m_ten - $s3
$alamt = 0.0

; --- tests for failure ---
if $ft < 0.0 then

$bisc = sqrt(1.0 + $anphi * $anphi) + $anphi
$pdiv = -$ft + ($s1 - $anphi * m_ten + $amc) * $bisc
if $pdiv < 0.0 then

; --- shear failure ---
$e1 = m_k + $c2d3 * $c1dxc
$e2 = m_k - $c1d3 * $c1dxc
$x1 = $e1 - $e2 * $anpsi - ($e2 - $e1 * $anpsi) * $anphi
if abs($x1) < 1e-6 * (abs($e1) + abs($e2)) then

$m_err = 5
nerr = 126
error = 1

end_if
$alams = $fs / $x1
$s1 = $s1 - $alams * ($e1 - $e2 * $anpsi)
$s2 = $s2 - $alams * $e2 * (1.0 - $anpsi)
$s3 = $s3 - $alams * ($e2 - $e1 * $anpsi)
m_ind = 1.0
$iplas = 1

else
; --- tension failure ---

$e1 = m_k + $c2d3 * $c1dxc
$e2 = m_k - $c1d3 * $c1dxc
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$alamt = $ft / $e1
$tco= $alamt * $e2
$s1 = $s1 + $tco
$s2 = $s2 + $tco
$s3 = m_ten
m_ind = 3.0
$iplas = 2

end_if
else

if $fs < 0.0 then
; --- shear failure ---

$e1 = m_k + $c2d3 * $c1dxc
$e2 = m_k - $c1d3 * $c1dxc
$x1 = $e1 - $e2 * $anpsi - ($e2 - $e1 * $anpsi) * $anphi
if abs($x1) < 1e-6 * (abs($e1) + abs($e2)) then

$m_err = 5
nerr = 126
error = 1

end_if
$alams = $fs / $x1
$s1 = $s1 - $alams * ($e1 - $e2 * $anpsi)
$s2 = $s2 - $alams * $e2 * (1.0 - $anpsi)
$s3 = $s3 - $alams * ($e2 - $e1 * $anpsi)
m_ind = 1.0
$iplas = 1

else
; --- no failure ---

zs11 = $s11i
zs22 = $s22i
zs33 = $s33i
zs12 = $s12i
exit section

end_if
end_if

; --- direction cosines ---
if $psdif = 0.0 then

$cs2 = 1.0
$si2 = 0.0

else
$cs2 = $sdif / $psdif
$si2 = 2.0 * $s12i / $psdif

end_if
; --- resolve back to global axes ---

case_of $icase
case 1

$dc2 = ($s1 - $s3) * $cs2
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$dss = $s1 + $s3
zs11 = 0.5 * ($dss + $dc2)
zs22 = 0.5 * ($dss - $dc2)
zs12 = 0.5 * ($s1 - $s3) * $si2
zs33 = $s2

case 2
$dc2 = ($s2 - $s3) * $cs2
$dss = $s2 + $s3
zs11 = 0.5 * ($dss + $dc2)
zs22 = 0.5 * ($dss - $dc2)
zs12 = 0.5 * ($s2 - $s3) * $si2
zs33 = $s1

case 3
$dc2 = ($s1 - $s2) *$cs2
$dss = $s1 + $s2
zs11 = 0.5 * ($dss + $dc2)
zs22 = 0.5 * ($dss - $dc2)
zs12 = 0.5 * ($s1 - $s2) * $si2
zs33 = $s3

end_case
zvisc = 0.0

; --- accumulate hardening parameter increments ---
if $iplas = 1 then

$de1ps = $alams
$de3ps = -$alams * $anpsi
$depm = $c1d3 * ($de1ps + $de3ps)
$de1ps = $de1ps - $depm
$de3ps = $de3ps - $depm
$eps = $eps+sqrt(0.5*($de1ps*$de1ps+$depm*$depm+$de3ps*$de3ps))

end_if
if $iplas = 2 then

$ept = $ept - $alamt
end_if

end_section
;--- sub-zone contribution to Kelvin-strains ---

$s0 = $c1d3 * (zs11 + zs22 + zs33)
$e11kd = $e11kd + m_e11kd * $ba + (zs11 - $s0 + $s11old) * $z_con
$e22kd = $e22kd + m_e22kd * $ba + (zs22 - $s0 + $s22old) * $z_con
$e33kd = $e33kd + m_e33kd * $ba + (zs33 - $s0 + $s33old) * $z_con
$e12k = $e12k + m_e12k * $ba + (zs12 + $s12old) * $z_con

;--- update stored Kelvin-strains and plastic strain ---
if zsub > 0.0 then

m_e11kd = $e11kd / zsub
m_e22kd = $e22kd / zsub
m_e33kd = $e33kd / zsub
m_e12k = $e12k / zsub
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$e11kd = 0.0
$e22kd = 0.0
$e33kd = 0.0
$e12k = 0.0
m_epdev = m_epdev + $eps / zsub
m_epten = m_epten + $ept / zsub
$eps = 0.0
$ept = 0.0

end_if
; ----------------------
; return maximum modulus
; ----------------------

case 3
$c4d3 = 1.3333333
cm_max = m_k + $c4d3*max(m_gk, m_gm)

; ----------------------
; add thermal stresses
; ---------------------

case 4
ztsa = ztea*m_k
ztsb = zteb*m_k
ztsc = ztec*m_k
ztsd = zted*m_k

;
end_case

end
opt m_cvisc
set echo on
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2.3 Solving Creep Problems with FLAC

2.3.1 Introduction

The major difference between creep and other constitutive models inFLAC is the concept of problem
time in the simulation. For creep runs, the problem time and timestep represent real time, while for
static analyses, in the other constitutive models, the timestep is an artificial quantity, used only as
a means of stepping to a steady-state condition.

This also has an effect on the velocities — velocities inFLAC are actually measured in units of
distanceper step rather than distance per time. The creep models introduce an exception to this rule.
Although, internally,FLAC continues to calculate distance per step, when velocities are printed,
plotted, or initialized, or histories are taken, they are calculated as distance/time, unless the timestep
is zero — in which case, units of distance/step are used, as in the standard models. The timestep,
and how to control it inFLAC, are described below.

2.3.2 Creep Timestep in FLAC

For time-dependent phenomena such as creep,FLAC allows the user to define a timestep. The
default for this timestep is zero — in which case, the program treats the material as linearly elastic
(viscoelastic models) or elasto-plastic (viscoplastic models), as appropriate.

This can be used to attain equilibrium before starting a creep simulation. The constitutive laws for
creep make use of the timestep in their equations, so timestep may affect the response.

Although the user may set the timestep, it is not arbitrary. If a system is desired to always be in
mechanical equilibrium (as in a creep simulation), the time-dependent stress changes produced by
the constitutive law must not be large compared to the strain-dependent stress changes. Otherwise,
out-of-balance forces will be large, and inertial effects (which are theoretically absent) may affect
the solution.

The creep processes are governed by the deviatoric stress state. An estimate for the maximum creep
timestep for numerical accuracy can be expressed as the ratio of the material viscosity to the shear
modulus:

�tcrmax =
η

G
(2.112)

For the power law, the viscosity may be estimated as the ratio of the stress magnitude,σ̄ , to the
creep rate,̇εcr . UsingEq. (2.7), the maximum creep timestep is

�tcrmax =
σ̄ 1−n

AG
(2.113)
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For the WIPP model, the viscosity may be estimated as the ratio ofσ̄ to the secondary creep rate,
ε̇s and, usingEq. (2.22), the maximum creep timestep is

�tcrmax =
eQ/RT

G D σ̄n−1
(2.114)

For the Burger-creep viscoplastic model,Eq. (2.112)must be interpreted as

�tcrmax= min

(
ηK

GK
,
ηM

GM

)
(2.115)

where the superscripts.K and.M refer to Kelvin and Maxwell properties, respectively.

The timestep limitation for creep compaction involves the volumetric response of the system, and
is estimated as the ratio of viscosity to bulk modulus. This viscosity may be expressed as the ratio
of σ̄ to the volumetric creep compaction rate,ε̇cv . UsingEq. (2.96), the maximum creep timestep
for creep compaction is

�tcrmax =
|σ |ρ

KB0
[
eB1|σ | − 1

]
eB2ρ

(2.116)

It is recommended that a creep analysis withFLAC begin with an initial creep timestep approx-
imately two to three orders of magnitude smaller than�tcrmax , as calculated from the appropriate
formula above. By invokingSET crdt auto, use can then be made of the automatic timestep adjust-
ment, as described inSection 2.3.3. As a rule, the maximum value for the timestep (SET maxdt)
should not exceed the value derived for�tcrmax . SeeSection 2.5for example applications.

The stress magnitude,̄σ , used in the calculation for�tcrmax , can be determined from the initial
stress state before the creep process begins.σ̄ , also known as the Von Mises stress invariant, can
be calculated from theFISH function given inExample 2.4. The maximumσ̄ in theFLAC model
should be used to calculate�tcrmax .

Example 2.4 von Mises stress invariant (“MISES.FIS”)

config extra 1
def mises
; --- calculate and store Von Mises stress in extra variable 1 ---

max_mises = 0.0
loop i (1,izones)

loop j (1,jzones)
mstr = (sxx(i,j) + syy(i,j) + szz(i,j)) / 3.
dsxx = sxx(i,j) - mstr
dsyy = syy(i,j) - mstr
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dszz = szz(i,j) - mstr
dsxy = sxy(i,j)
vmstr2 = 1.5 * (dsxx*dsxx + dsyy*dsyy + dszz*dszz)
vmstr2 = vmstr2 + 3. * (dsxy*dsxy)
if vmstr2 > 0.0 then

ex_1(i,j) = sqrt(vmstr2)
else

ex_1(i,j) = 0.0
endif
max_mises = max(max_mises,ex_1(i,j))

endloop
endloop

end
mises
plot hold ex_1 zone fill alias ’Von Mises Stress’
print max_mises

2.3.3 Automatic Adjustment of the Creep Timestep

The timestep may be set by the user to a constant value, or controlled byFLAC to change auto-
matically. If the timestep is changed automatically, it can be decreased whenever the maximum
unbalanced force exceeds some threshold, and increased whenever it goes below some other level.

Typical out-of-balance force criteria for the problem being solved can be determined by observing
the out-of-balance force that occurs near equilibrium in the initial stage of the problem when only
elastic effects are present. In many cases, a good performance can be obtained by using a gradual
increase or decrease of timestep (e.g., with the default ratioslmul = 2.0 andumul = 0.5).

In some cases, it may be preferable to avoid a continuous adjustment of the timestep which may
create “noise.” For this purpose, after a timestep change has occurred, there is a user-defined
“latency period” (e.g., 100 steps) during which no further adjustments are made, allowing the
system to settle. Normally, the timestep will start at a small value, to accommodate transients such
as excavation, and then increase as the simulation proceeds. If a new transient is introduced, it may
be desirable to reduce the timestep manually and then let it increase again automatically.

The SET command is used to set the timestep and the parameters required to allow timestep to
change automatically. The keywords are listed inSection 2.4.
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2.3.4 Temperature Dependency

The creep rate is temperature-dependent for the WIPP model, the WIPP-creep viscoplastic model
and the crushed-salt model. Temperatures may be supplied for these models in one of two ways:
they may be specified as a property of the model; or they may be calculated using the thermal
option of the code. With the first approach, temperatures are assigned with thePROPERTY temp
command and do not change during the calculation. A temperature gradient may be specified
with the var keyword. In the second approach, theCONFIG thermal command must be specified
at the start of the data file. If temperatures do not change for the analysis, then temperatures are
assigned with theINITIAL temp command, and the commandSET thermal off is given to disable the
thermal calculation. If temperatures are expected to change during cycling, the thermal calculation
should be performed as discussed inSection 1.3.1.2. The code doesnot check that the timesteps
used for creep and thermal steps are consistent — this is the user’s responsibility. Note that if the
mechanical and thermal calculations are both active (i.e.,SET mech on thermal on), and theSOLVE
age command is issued, the calculation will stop when either the thermal time or the creep time
exceeds the limit specified byage. A temperature gradient may also be specified with the second
approach.

2.3.5 Modified Damping Formulation

In the regular damping formulation ofFLAC (seeSection 1.3.4in Theory and Background), the
damping force,Fd , is

Fd = −α|F |sgn(u̇) (2.117)

and the equation of motion of a gridpoint, in simplified form, is

�u̇ = F(1± α)�t
m

(2.118)

whereF is the unbalanced force,m is the gridpoint mass andα is the damping factor. The sign
of α depends on the sign of velocity and the sign ofF . The term(1± α) thus acts as a variable
multiplier onm, such that mass is removed at the maximum velocity and added when the velocity
passes through zero. In this way, a fraction of the kinetic energy is removed twice per cycle of
oscillation.

The scheme described above is efficient at removing kinetic energy when the velocity components
of most gridpoints pass through zero periodically, since the mass-adjustment process depends on
velocity sign-changes. In creep simulations, it is common for the steady-state solution to involve
motion of all gridpoints. The damping effect on the system is zero in these cases, due to the lack of
sign-changes in velocity components. The effect can be demonstrated even in an elastic example,
when the final state is one of uniform motion of the whole body — seeExample 2.5, which models
a block under gravity. However, the lower boundary is constrained to move upwards at constant
velocity, and all gridpoints are fixed in the horizontal direction. The final “equilibrium” state should
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be one in which gravity-induced stresses act in the body but, in addition, all gridpoints should move
upwards at the same velocity. As seen from the velocity history inFigure 2.2, the body continues
to oscillate indefinitely and does not reach the predicted steady state.

Example 2.5 Elastic block with gravity and imposed velocity at lower boundary

grid 5 5
mod elas
prop d 1 s 1 b 2
set grav 10
fix x y j=1
fix x
ini yvel 1
his nstep 5 yvel i 3 j 6
cyc 1000
plo pen his 1

   FLAC (Version 5.00)

LEGEND

   13-Apr-04  13:53
  step      1000
 
HISTORY PLOT
   Y-axis :
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   X-axis :
Number of steps
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JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 2.2 y-velocity history at top of block — regular damping

In order to develop a damping formulation that is insensitive to rigid-body motion, consider periodic
motion superimposed on steady motion:
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u̇ = V sin(ωt)+ u̇◦ (2.119)

whereV is the maximum periodic velocity,ω is the angular frequency, andu̇◦ is the superimposed
steady velocity. Differentiating twice, and noting thatmü = F :

Ḟ = −mVω2 sin(ωt) (2.120)

In Eq. (2.120), Ḟ is proportional to the periodic part ofu̇, without the constanṫu◦. We may substitute
−sgn(Ḟ ) in Eq. (2.117)to obtain the same damping force, if the motion is periodic:

Fd = α|F |sgn(Ḟ ) (2.121)

This equation is insensitive to a constant offset in velocity, sinceḞ does not involvėu◦. In practice,
Eq. (2.121)is not so efficient asEq. (2.117)if the motion is not strictly periodic. For the creep
option ofFLAC, it is found that the combination of both formulas in equal proportions gives good
results:

Fd = α|F |
(
sgn(Ḟ )− sgn(u̇)

)
/2 (2.122)

If we run Example 2.5in creep mode (insertingCONFIG creep before the data set), the system
then converges to the steady state in which all velocities are equal to the imposed velocity (see
Figure 2.3, for the velocity history of one top-surface gridpoint), and the internal stresses exhibit
the same gravitational gradient as the static case.
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   FLAC (Version 5.00)

LEGEND

   13-Apr-04  13:54
  step      1000
 
HISTORY PLOT
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Figure 2.3 y-velocity history at top of block — combined damping

This form of damping is termedcombined damping, and is also available when creep is not active,
using theSET st damp combined or INITIAL st damp combined command.

Different forms of damping can be used in creep simulations by using theSET st damp command.
On the choice of damping for a creep calculation, the following recommendations are made.

1. Local damping is more appropriate when creep or plastic flow is localized to
a small portion of the model (which is usually the case for plasticity for which
local damping is the default setting).

2. Combined damping is more effective in most creep runs in which creep flow
can affect large portions of the model.

3. When in doubt, it is recommended that displacement histories be monitored
in the region of interest to ensure that a monotonic path is followed.
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2.3.6 Creep and Dynamic Calculations

TheFLAC grid can be configured for both creep and dynamic calculations in the same run. However,
both modes cannot be active simultaneously because of the widely different timesteps. If the
following command is given, for example:

set dyn=off crdt=100

then creep (if suitable models are present) will be active, and the accumulated creep time will be
incremented by 100 at each step. If the following command:

set dyn=on crdt=0

is given at a later stage, thenFLAC will perform a fully dynamic analysis, and the accumulated
dynamic time will be incremented by the computed dynamic timestep. If neither creep nor dynamic
options are active,FLAC will step to equilibrium and time will not be incremented. Although it is
possible to switch repeatedly between the two modes, normally a creep run will be done first (to
establish a stress state), and then a dynamic run will be done (to compute the effects of an incident
wave, for example).

Note that velocities should be set to zero when switching between creep and dynamic modes, since
the magnitudes of the velocities are likely to be quite different in the two modes. Velocities are
automatically set to zero when the commandSET crdt = 0 is given; if the velocities are needed for
a subsequent creep segment of the run, then they may be saved and restored via theFISH extra
arrays.

At present, the compatibility of the free-field arrays and creep calculations is not assured; avoid
using a creep model in the free field.

Example 2.6is provided to demonstrate the coupling of creep and dynamic options. This example
models a tunnel created in a 3-layered system — elastic, viscous and strain-softening (although the
plastic parameters are taken to be constant here).

The following 3 stages are modeled.

1. “Instantaneous” adjustment when the tunnel is created; the normal static mode is used to
get to equilibrium.

2. Creep movement, due to the viscous layer in the tunnel overburden. We model a large
period of time, related to the time constant given by the shear modulus and the viscosity.

3. Dynamic response to a surface load pulse. There is no creep during this event.

Example 2.6 Test of creep and dynamic calculations

; - 3-layer system... ---------
; elastic
; ---------
; viscous
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; ---------
; tunnel excavated here ---> strain/softening
; ---------
; symmetry line ---ˆ
conf creep dyn extra=5
grid 15 15
mod ss j=1,9
mod vis j=10,12
mod elas j=13,15
fix y j=1
fix x i=1
fix x i=16
gen s s 25 15 25 0 rat 1.1,1 i=6,16
prop dens 2000 bulk 2e9 shear 1e9
prop tens 1e10 fric 20 coh 0.5e5 j=1,9
prop vis 1e13 j=10,12
set grav 10
ini syy -3e5 var 0 3e5
ini sxx -1.5e5 var 0 1.5e5
ini szz -1.5e5 var 0 1.5e5
mod null i 1,4 j 4,6
his ydis i 1 j 7
set crdt=0 dyn=off
step 1000 ;---"instantaneous" movement
save cd1.sav ; when tunnel created
ini xv 0 yv 0 xd 0 yd 0
set crdt=200
his crtime
step 1000 ;--- now allow creep to take place
save cd2.sav
set crdt=0 dyn=on dy_damp=rayl 0.05,12
his yvel i 1 j 7
his dytime
apply pres=1e5 i=1,4 j=16
cyc 400 ;--- dynamic pressure pulse on surface
apply remove i=1,4 j=16
ini xv 0 yv 0
cyc 1000
save cd3.sav

Figure 2.4shows the displacements around the tunnel following passage of the surface load pulse.
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   FLAC (Version 5.00)

LEGEND

   13-Apr-04  13:58
  step      3400
Creep Time     2.0000E+05
Dynamic Time   1.6241E-01
 -1.532E+00 <x<  2.627E+01
 -6.386E+00 <y<  2.141E+01

Material model
ss
viscous
elastic

Displacement vectors
max vector =    5.544E-03
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JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 2.4 Displacements around a tunnel in a three-layer system
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2.4 Input Instructions for Creep Modeling

2.4.1 FLAC Commands

All commands have the same structure as those in the standard version ofFLAC. No new commands
are required, but additional keywords are used with existing commands. The new keywords for
each command are described below.

CONFIG creep

This commandmust be used to assign extra memory required for a creep analysis.

HISTORY crtime

The keywordcrtime allows a history of accumulated creep time to be taken. Histories
may then be plotted versus creep time by means of thevs keyword described in the
command summary (Section 1in theCommand Reference) underPLOT history.

MODEL keyword <region i, j> <i = i1, i2 j = j1, j2>

This command associates a constitutive model with an area of the grid corresponding
to a range of zones (i1 to i2 andj1 to j2 and/or to aregion in which zonei, j lies). See
Section 1.1.3in theCommand Reference for an explanation of these keywords.

During the calculation, zones will behave according to a creep model corresponding
to one of the keywords given below:

cvisc Burger-creep viscoplastic model

cwipp crushed-salt model

power two-component creep power law

pwipp WIPP-creep viscoplastic model

viscous classical viscosity

wipp WIPP reference creep formulation
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PRINT keyword <keyword> . . .<region i, j> <i = i1, i2 j = j1, j2>

Printed output is produced according to the keywords below. Output can be produced
for a range of gridpoints or zones identified by the gridpoint/zone range or the zone
region range (seeSection 1.1.3in the Command Reference). If neither range is
given, the entire grid is printed.

The grid variables will not print until a material model is defined.

creep information parameters for creep model

Property Keywords

Material properties assigned to zones can be printed by specifying the creep property
keyword as given with thePROPERTY command (see below).

PROPERTY keyword value<var vx vy> <. . .> <region i, j> <i = i1, i2 j = j1, j2>

This command assigns properties for a creep model identified by theMODEL com-
mand.

Classical Viscoelastic (Maxwell substance)

(1) bulk mod elastic bulk modulus,K
(2) density mass density,ρ
(3) shear mod elastic shear modulus,G
(4) viscosity dynamic viscosity,η

(dynamic viscosity = kinematic viscosity * density)

Power Law

(1) a 1 power law constant,A1

(2) a 2 power law constant,A2

(3) bulk mod elastic bulk modulus,K
(4) density mass density,ρ
(5) n 1 power law exponent,n1

(6) n 2 power law exponent,n2

(7) rs1 reference stress,σ ref1

(8) rs2 reference stress,σ ref2

(9) shear mod elastic shear modulus,G
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WIPP Model

(1) a wipp WIPP model constant,A
(2) act energy activation energy,Q
(3) b wipp WIPP model constant,B
(4) bulk mod elastic bulk modulus,K
(5) d wipp WIPP model constant,D
(6) density mass density,ρ
(7) e dot star critical steady-state creep rate,ε̇∗ss
(8) gas c gas constant,R
(9) n wipp WIPP model exponent,n

(10) shear mod elastic shear modulus,G

(11) temp zone temperature,T

Burger-Creep Viscoplastic Model

(1) bulk mod elastic bulk modulus,K
(2) cohesion cohesion,c
(3) density mass density,ρ
(4) dilation dilation angle,ψ
(5) friction angle of internal friction,φ

(6) k shear mod Kelvin shear modulus,GK

(7) k viscosity Kelvin viscosity,ηK

(8) shear mod elastic shear modulus,GM

(9) tension tension limit,σ t

(10) viscosity Maxwell viscosity,ηM

The following calculated properties can be printed, plotted, or accessed viaFISH.

(11) e plastic accumulated plastic shear strain

(12) et plastic accumulated plastic tensile strain

(13) k exx Kelvin strain,eKxx

(14) k exy Kelvin strain,eKxy

(15) k eyy Kelvin strain,eKyy

(16) k ezz Kelvin strain,eKzz

(17) state plastic state
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WIPP-Creep Viscoplastic Model

(1) a wipp WIPP model constant,A
(2) act energy activation energy,Q
(3) b wipp WIPP model constant,B
(4) bulk mod elastic bulk modulus,K
(5) d wipp WIPP model constant,D
(6) density mass density,ρ
(7) e dot star critical steady-state creep rate,ε̇∗ss
(8) gas c gas constant,R
(9) kshear material parameter,kφ
(10) n wipp WIPP model exponent,n

(11) qdil material parameter,qk
(12) qvol material parameter,qφ
(13) shear mod elastic shear modulus,G
(14) temp zone temperature,T
(15) tension tension limit,σ t

The following calculated property can be printed, plotted, or accessed viaFISH:

(16) e plastic accumulated plastic shear strain
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Crushed-Salt Model

(1) a wipp WIPP model constant,A
(2) act energy activation energy,Q
(3) b f final, intact salt, bulk modulus,Kf
(4) b wipp WIPP model constant,B
(5) b0 creep compaction parameter,B0

(6) b1 creep compaction parameter,B1

(7) b2 creep compaction parameter,B2

(8) bulk mod elastic bulk modulus,K
(9) d f final, intact salt, density,ρf
(10) d wipp WIPP model constant,D
(11) density mass density,ρ
(12) e dot star critical steady-state creep rate,ε̇∗ss
(13) gas c gas constant,R
(14) n wipp WIPP model exponent,n

(15) rho density (initial value),ρ
(16) s f final, intact salt, shear modulus,Gf
(17) shear mod elastic shear modulus,G
(18) temp zone temperature,T

The following calculated properties can be printed or plotted:

(19) frac d current fractional density,Fd

(20) s g1 creep compaction parameter,G1

(21) s k1 creep compaction parameter,K1

FLAC Version 5.0



2 - 52 Optional Features

SET keyword <keyword value> . . .

This command is used to set many parameters, most of which control either timestep-
ping or plotting. The creep keywords for this command are as follows.

crdt t

or

crdt auto

defines the creep timestep. The timestep may be set manually tot.
Whenever the timestep is changed, the velocities are changed to ac-
commodate the fact thatFLAC velocities are defined as displacement
per timestep. The default ist = 0. (If t = 0, no creep calculation is
performed.)

By using the optional keywordauto, the timestep will be calculated
automatically. The automatic timestep calculation is controlled by
theSET keywords:maxdt, mindt, fobl, fobu, lmul, umul andlatency.
The starting creep timestep is given bySET mindt.

creeptime t

Creep time is initialized. This is useful if creep is to be started at a
time other than zero. The default ist = 0.

fobl value

The creep timestep will be increased if the maximum unbalanced
force falls below thisvalue. The default isvalue= 10,000.

fobu value

The creep timestep will be decreased if the maximum unbalanced
force exceeds thisvalue. The default isvalue= 100,000.

latency value

value is the minimum number of creep timesteps which must elapse
before the timestep is changed. The default isvalue= 100.

lmul value

The creep timestep will be multiplied byvalueif the unbalanced force
falls belowfobl. lmul must be greater than 1. The default isvalue=
2.0.

FLAC Version 5.0



CREEP MATERIAL MODELS 2 - 53

maxdt value

The maximum creep timestep allowed is set tovalue. The default is
value= 10,000.

mindt value

The minimum creep timestep allowed is set tovalue. The default is
value= 100.

umul value

The creep timestep will be multiplied byvalueif the unbalanced force
exceedsfobu. umul must be equal to or less than 1. The default is
value= 0.5.

NOTE: For cases of monotonic creep, it may be appropriate to set
umul = 1, so that the timestep can only increase and never decrease.
In this case,fobu is never used.

SOLVE keyword value<keyword value> . . .

This command controls the automatic timestepping for creep calculations. A calcu-
lation is performed until the limiting condition, as defined by the following keywords,
is reached.

age t

In CONFIG creep mode,t is the “creep time” limit for the mechanical
creep calculation.

noage turns off the requested time limit previously set by theage keyword.

2.4.2 FISH Variables

The following scalar variables are available in aFISH function to assist with creep analysis.

crtdel timestep for creep calculation (as set by theSET crdt command).

crtime creep time

Note that velocities inFLAC are scaled by the current value of the creep timestep, as
explained inSection 2.3.1. A user-writtenFISH function must do the same scaling.
For example, if a velocity is assigned, it must be multiplied by the creep timestep
before being applied to the grid. An internal grid velocity must be divided by the
timestep on printing or plotting.
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2.5 Verification and Example Problems

Several examples are presented to validate and demonstrate the creep models inFLAC. The data
files for these examples are contained in the “Options\2-Creep” directory.

2.5.1 Parallel-Plate Viscometer — Classical Model

Suppose that a material with viscosityη is steadily squeezed between two parallel plates that are
moving at a constant velocityV0. The two plates have length 2 l and are a distance 2h apart. The
material is prevented from slipping at the plates. The approximate analytical solution, given by
Jaeger (1969), is:

Vx = 3Vox (h2− y2)

2h3
(2.123)

Vy = Voy(y
2− 3h2)

2h3
(2.124)

σxx = 3ηVo

[
3(h2− y2)+ x2− l2

2h3

]
(2.125)

σyy = 3ηVo

[
y2− h2+ x2− l2

2h3

]
(2.126)

σxy = −3

[
Vo η x y

h3

]
(2.127)

The problem is illustrated inFigure 2.5.
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Figure 2.5 Parallel-plate viscometer showing velocity streamlines (Jaeger
1969)

To solve the problem withFLAC, advantage can be taken of the symmetry about thex- andy-axes.
Only the top-right quadrant needs to be modeled. For compatibility with the approximations of the
analytical solution, artificial forces have to be applied at the “free” right-hand edge, and small-strain
logic is used.

The material properties are:

density 1 kg/m3

shear modulus 5× 108 Pa

bulk modulus 1.5×109 Pa

viscosity 1×1010 kg/ms

The input is given inExample 2.7.

The viscous model component may also be tested with the viscoplastic model (MODEL cvisc) for the
viscometer test. The values of cohesion and tensile strength are set high to prevent plastic failure in
the viscoplastic model. The additional commands for these models are contained inExample 2.7
as comments. Upon execution of the data file with thecvisc model activated, results identical to
those produced with the classical viscoelastic model are obtained.
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Example 2.7 Parallel plate test — classical viscosity

; classical viscosity - parallel plate test
;
config creep ex=5
grid 10 5
mod vis
; mod cvisc
title
PARALLEL-PLATE VISCOMETER (CLASSICAL VISCOSITY)
fix x i 1
fix y j 1
fix x y j 6
ini yv -1e-4 j 6
app xf 4.5e5 i 11 j 1
app xf 8.64e5 yf -2.4e5 i 11 j 2

app xf 7.56e5 yf -4.8e5 i 11 j 3
app xf 5.76e5 yf -7.2e5 i 11 j 4
app xf 3.24e5 yf -9.6e5 i 11 j 5
prop d 1 sh 0.5e9 bu 1.5e9 visc 1e10
; prop coh 1e10 ten 1e10 ; cvisc model properties
set crdt 1
hist crtime
hist xv yv sx sy sxy sz i 4 j 4
step 500
save cr_1.sav
;
; Parallel Plate Viscometer Analytical Solution
; EX_1 = X-Velocities
; EX_2 = Y-Velocities
; EX_3 = XX Stresses
; EX_4 = YY Stresses
; EX_5 = XY Stresses
;
def anal

loop i (1,igp)
loop j (1,jgp)

ex_1(i,j) = -(3*vel*x(i,j)*((heightˆ2)-(y(i,j)ˆ2)))/(2*(heightˆ3))
ex_2(i,j) = -(vel*y(i,j)*((y(i,j)ˆ2)-3*(heightˆ2)))/(2*(heightˆ3))

end_loop
end_loop
loop i (1,izones)

loop j (1,jzones)
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xp = 0.25*(x(i,j)+x(i+1,j)+x(i,j+1)+x(i+1,j+1))
yp = 0.25*(y(i,j)+y(i+1,j)+y(i,j+1)+y(i+1,j+1))
;
ex_3(i,j) = 3*((heightˆ2)-(ypˆ2))
ex_3(i,j) = (ex_3(i,j) + ((xpˆ2)-(lengthˆ2)))/(2*(heightˆ3))
ex_3(i,j) = -ex_3(i,j)*3*visc*vel
;
ex_4(i,j) = (ypˆ2)-(heightˆ2)+(xpˆ2)-(lengthˆ2)
ex_4(i,j) = ex_4(i,j)/(2*(heightˆ3))
ex_4(i,j) = -ex_4(i,j)*3*visc*vel
;
ex_5(i,j) = (3*vel*visc*xp*yp)/(heightˆ3)

end_loop
end_loop

end
;
set vel -1e-4 height 5 length 10 visc 1e10
anal
;
save anal1.sav
sclin 1 0 2 10 2
plot b lmag sxx int 1e5 ex_3 zone int 1e5

Figure 2.6is a plot ofFLAC ’s resultingσxx contours, compared against contours ofσxx from the
analytical solution, as generated byFISH. Other variables can be plotted and compared with the
analytical solutions.
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Figure 2.6 σxx-contours for parallel-plate viscometer

2.5.2 Parallel-Plate Viscometer — WIPP Model

The parallel-plate viscometer test inSection 2.5.1is repeated to test the WIPP creep model. The
analytical solution for the parallel-plate test assumes that the viscosity is constant. In the WIPP
model, the viscosity is dependent on the deviatoric stress, so a direct comparison cannot be made.

Example 2.8contains the commands necessary to run this problem. Note that it is essential to have
the temperatures in the grid available, because they are used by the WIPP creep law. In this case,
the INI temp command is used to input a uniform temperature of 300 K.

The WIPP-model component is also tested in the viscoplastic model (MODEL pwipp) and the crushed-
salt model (MODEL cwipp) for the viscometer test. The values of shear and tensile strength are set
high to prevent plastic failure in the viscoplastic model, and the values of initial and final density
are set equal to prevent viscous compaction in the crushed-salt model. The additional commands
for these models are contained inExample 2.8as comments. Upon execution of the data file with
each model activated, identical results are obtained to that produced with the WIPP model.

The contours ofx-velocity using the WIPP model are shown inFigure 2.7. The same results are
produced with the PWIPP and CWIPP models.
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Example 2.8 Parallel plate test — WIPP model

; WIPP model - parallel plate test
;
config creep thermal
g 10 5
m wipp
; m pwipp
; m cwipp
title
PARALLEL-PLATE VISCOMETER WITH WIPP MODEL
fix x i 1
fix y j 1
fix x y j 6
ini yv -1e-5 j 6
ini tem 300
appl xf 4.5e5 i 11 j 1
appl xf 8.64e5 yf -2.4e5 i 11 j 2
appl xf 7.56e5 yf -4.8e5 i 11 j 3
appl xf 5.76e5 yf -7.2e5 i 11 j 4
appl xf 3.24e5 yf -9.6e5 i 11 j 5
prop d 2600 sh 12.4e9 bu 20.7e9
prop gas 1.987 act 12e3 n_wipp 4.9 D_wipp 5.79e-36
prop a_wip 4.56 b_wip 127 e_dot 5.39e-8
;
; prop qvol 0.0 qdil 0.0 kshear 1e10 tension 1e10 ; PWIPP properties
; prop b0 0.0 b1 0.0 b2 0.0 b_f 20.7e9 s_f 12.4e9 ; CWIPP properties
;
; prop rho 2600 d_f 2600 ; CWIPP properties
set crdt 1e4
hist crtime
hist xv yv sx sy sxy sz i 4 j 4
wind -1 15 -4 8
ste 900
save wipp.sav
; save pwipp.sav
; save cwipp.sav
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Figure 2.7 Contours of x-velocity from the FLAC WIPP model

2.5.3 Cylindrical Cavity — Power Law

The power law inFLAC is used to solve the problem of an infinitely long thick-walled cylinder. A
comparison is made with an analytical solution.

Problem Statement — A cylinder is subject to a pressure on the outer surface. The creep behavior
of the material is defined by a single component power law — i.e.,

ε̇cr = A σ̄n (2.128)

For this problem,A = 1× 10−7 MPa−3 yr−1 (or 1× 10−25 Pa−3 yr−1), andn = 3. The elastic
properties of the material areE = 820 MPa andν = 0.3636.
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An analytical steady-state solution to this problem has been provided by van Sambeek (1986) and
is reproduced below:

σr = −Pb + Pb
[
(b/r)2/n − 1

(b/a)2/n − 1

]
(2.129)

σθ = −Pb − Pb
[

[(2− n)/n] (b/r)2/n + 1

(b/a)2/n − 1

]
(2.130)

σz = −Pb − Pb
[

[(1− n)/n] (b/r)2/n + 1

(b/a)2/n − 1

]
(2.131)

u̇r = −A (3/4)(n+1)/2
[
Pb

2/n

(b/a)2/n − 1

]n
b2/r (2.132)

where:σr , σθ are radial and tangential stress components;

σz is the out-of-plane stress component;

Pb is the applied boundary stress;

u̇r is the radial displacement rate;

a, b are the inner and outer radii of the cylinder, respectively; and

r is the radius to point of calculation.

FLAC Solution — One-quarter of the cylinder was modeled withFLAC, as shown inFigure 2.8. The
outer radius of the cylinder(b) = 20 times the hole radius(a). A pressure of 100 MPa was applied
at the outer boundary, the bottom was restrained in the vertical direction, and the left boundary
was restrained in the horizontal direction. The last two conditions are required to represent the
symmetry correctly.

The initial stresses, corresponding to an elastic cylinder in plane strain without a hole, were:

σxx = σyy = σzz = −Pb = −100 MPa

The cylinder was allowed to come to elastic equilibrium by setting the creep timestep to zero. Then,
the creep timestep was set to its initial value (defined bySET mindt) and allowed to increase auto-
matically until steady state was reached. The maximum allowable timestep (maxdt) was determined
by the procedure described inSection 2.3.2, and using “MISES.FIS” to determine�tcrmax .
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Figure 2.8 FLAC grid for cylindrical cavity test

The data file for this problem is given inExample 2.9. The analytical solution is included in this
data file as theFISH functionpowcyl.

Example 2.9 Cylindrical cavity — power law

; power law - cylindrical cavity
;
config creep
gr 30,10
m power
;
; use FISH to generate a quarter-symmetry donut-shaped mesh
ca qdonut.fis
set rmin=1.0 rmul=20.0 ratio=1.1
qdonut
;
; properties and stresses in Pascal units (not MPa)
prop a_1=1e-25 n_1=3 bulk=1e9 shear=3e8 dens=2000
;
; boundary and initial conditions
fix x j=11
fix y j=1

FLAC Version 5.0



CREEP MATERIAL MODELS 2 - 63

apply press 100e6 i=31
ini sxx -100e6 syy -100e6 szz -100e6
;
; keep some histories
hist unbal
hist xvel i=1 j=1
;
; come to elastic equilibrium
set crdt = 0
solve
save cr_el.sav
def crstep

crstep = crtdel
end
hist reset
hist n=100
hist unbal
hist crtime
hist crstep
hist xvel i 1 j 1
;
; set creep parameters
; creep parameters based on elastic out-of-balance forces
; timestep will double when fob less than 5e3, until dt=1.0
set fobl=5e3 max=1.0 min=1e-4
set crdt=auto
step 5000
;
; --- infinitely long thick-walled cylinder
; --- analytical solution (van Sambeek 1986) ---
;
def powcyl
;
; ra ... inner radius
; rb ... outer radius
; pa ... inner pressure (at r=ra)
; pb ... outer pressure (at r=rb)
;
; ca ... factor A
; cn ... exponent n
;
; rr ... radius
;

section
if ra <= 0.0 then

s = ’ ra = 0.0 ’
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ss = out(s)
exit section

endif
if rr <= 0.0 then

s = ’ rr = 0.0 ’
ss = out(s)
exit section

endif
if cn <= 0.0 then

s = ’ cn = 0.0 ’
ss = out(s)
exit section

endif
;

c2dn = 2.0 / cn
d1 = (rb/ra)ˆc2dn - 1.0

;
if d1 = 0.0 then

s = ’ d1 = 0.0 ’
ss = out(s)
exit section

endif
;

c1 = (rb/rr)ˆc2dn
pd = pb-pa
sr = -pb + pd * (c1 - 1.0) / d1
st = -pb - pd * ( (c2dn-1.0) * c1 + 1.0 ) / d1
sz = -pb - pd * ( (1.0/cn-1.0) * c1 + 1.0 ) / d1
c2 = (0.75)ˆ(0.5*(cn+1.0))
c3 = pd * c2dn / d1
vr = -ca * c2 * (c3ˆcn) * ((rb/rr)ˆ2) * rr

;
s = ’ Cylindrical cavity solution ’
ss = out(s)
s = ’ ra = ’ + string(ra)
ss = out(s)
s = ’ rb = ’ + string(rb)
ss = out(s)
s = ’ A = ’ + string(ca)
ss = out(s)
s = ’ n = ’ + string(cn)
ss = out(s)
s = ’ r = ’ + string(rr)
ss = out(s)
s = ’ sr = ’ + string(sr)
ss = out(s)
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s = ’ st = ’ + string(st)
ss = out(s)
s = ’ sz = ’ + string(sz)
ss = out(s)
s = ’ vr = ’ + string(vr)
ss = out(s)

;
end_section

end
;
def ini_powcyl

ra = 1.0
rb = 20.0
pa = 0.0
pb = 100.0e6
ca = 1.0e-25
cn = 3.0
rr = 1.0

end
;
; store FLAC results in tables 1 - 4
; store analytical solution in tables 11 - 14
;
def compsol

;
ini_powcyl

;
; --- gp velocities ---
; --- WARNING! : gp velocities are based on FLAC
; timestep = 1 and must be scaled by
; crtdel to get creep velocities
;

loop i (1,igp)
xx = x(i,1)
table(1,xx) = xvel(i,1) / crtdel
rr = xx
powcyl
table(11,xx) = vr

endloop
;
; --- stresses ---
;

loop i (1,izones)
xx = (x(i,1) + x(i+1,1)) / 2.0
table(2,xx) = sxx(i,1)
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table(3,xx) = syy(i,1)
table(4,xx) = szz(i,1)

;
rr = xx
powcyl
table(12,xx) = sr
table(13,xx) = st
table(14,xx) = sz

;
endloop

end
;
compsol
;
save cr_ss.sav
;
label tab 11
analytical
label table 1
FLAC
label tab 12
analytical
label table 2
FLAC
label tab 13
analytical
label table 3
FLAC
label tab 14
analytical
label table 4
FLAC
; plot hold tab 11 line 1 ; radial velocity vs dist.
; plot hold tab 12 line 2 ; radial stress vs dist.
; plot hold tab 13 line 3 ; hoop stress vs dist.
; plot hold tab 14 line 4 ; out-of-plane stress vs dist.
;

The results for this case are summarized inFigures 2.9through2.14. Figure 2.9 shows the
radial velocity (i.e.,u̇r ) history of a point on the circumference of the hole.Figure 2.10 shows
the evolution of the creep timestep, from its initial value of 10−4 to the maximum value of 1.
Some oscillation occurs initially in the velocity, but the steady-state solution is quickly reached.
The initial high value is to be expected because the pre-creep stress state at the hole edge has a
high deviatoric component. The final steady-state velocity is slightly (1.9%) below the analytical
solution.Figure 2.11compares theFLAC results with the analytical solution for the radial velocity
at the steady-state condition. The stress components obtained fromFLAC are compared with the
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analytical solution inFigures 2.12through2.14. It is obvious from these figures that theFLAC
results are virtually identical to the analytical solution.
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Figure 2.9 Radial velocity at hole edge vs time
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Figure 2.10 History of creep timestep for cylindrical cavity test
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Figure 2.11 Steady-state radial velocity (u̇r ) vs distance from hole
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Figure 2.12 Steady-state radial stress (σr ) vs distance from hole
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Figure 2.13 Steady-state hoop stress (σθ ) vs distance from hole
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Figure 2.14 Steady-state out-of-plane stress (σz) vs distance from hole
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2.5.4 Cylindrical Cavity — WIPP Model

The WIPP-reference creep model inFLAC is used to solve the problem of radial creep of an
infinitely long thick-walled cylinder subjected to a pressure on its outer surface. The analytical
solution, assuming that creep is defined by a single-component power law, is provided inEqs. (2.129)
through(2.132). The WIPP model can be converted to a power law formulation by using only the
secondary creep strain component. This is achieved by setting the WIPP propertiesa wipp and
b wipp to zero. The WIPP model is then reduced to the form:

ε̇cr = Aσ̄n (2.133)

whereA =D exp(−Q/RT ).

For this problem,Q = 12,000 cal/mol,R = 1.987 cal/mol K,T = 300◦ K, D = 5.5299× 10−17 (or
A = 1× 10−25 Pa−3 yr−1), andn = 3. The elastic properties of the material areE = 820 MPa, and
ν = 0.3636.

The model uses the sameFLAC grid as that shown inFigure 2.8, and the same boundary conditions
as those described inSection 2.5.3. The data file for this problem is given inExample 2.10. The
analytical solution is included in this data file as theFISH functionpowcyl.

Example 2.10 Cylindrical cavity — WIPP model

; WIPP model - cylindrical cavity
;
config creep thermal extra 1
gr 30,10
m wipp
;
; use FISH to generate a quarter-symmetry donut-shaped mesh
ca qdonut.fis
set rmin=1.0 rmul=20.0 ratio=1.1
qdonut
;
; properties and stresses in Pascal units (not MPa)
prop bulk=1e9 shear=3e8 dens=2000
prop gas 1.987 act 12e3 n_wipp 3 D_wipp 5.5299e-17
prop a_wip 0 b_wip 0 e_dot 5.39e-8
;
; boundary and initial conditions
fix x j=11
fix y j=1
apply press 100e6 i=31
ini sxx -100e6 syy -100e6 szz -100e6
ini temp 300
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;
; keep some histories
hist unbal
hist xvel i=1 j=1
;
; come to elastic equilibrium
set crdt = 0
solve
save wcr_el.sav
def crstep

crstep = crtdel
end
hist reset
hist n=1
hist unbal
hist crtime
hist crstep
hist xvel i 1 j 1
;
; set creep parameters
; creep parameters based on elastic out-of-balance forces
; timestep will double when fob less than 5e3, until dt=1.0
set fobl=5e3 max=1.0 min=1e-4
set crdt=auto
step 5000
;
; --- infinitely long thick-walled cylinder
; --- analytical solution (van Sambeek 1986) ---
;
def powcyl
;
; ra ... inner radius
; rb ... outer radius
; pa ... inner pressure (at r=ra)
; pb ... outer pressure (at r=rb)
;
; ca ... factor A
; cn ... exponent n
;
; rr ... radius
;

section
if ra <= 0.0 then

s = ’ ra = 0.0 ’
ss = out(s)
exit section
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end_if
if rr <= 0.0 then

s = ’ rr = 0.0 ’
ss = out(s)
exit section

end_if
if cn <= 0.0 then

s = ’ cn = 0.0 ’
ss = out(s)
exit section

end_if
;

c2dn = 2.0 / cn
d1 = (rb/ra)ˆc2dn - 1.0

;
if d1 = 0.0 then

s = ’ d1 = 0.0 ’
ss = out(s)
exit section

end_if
;

c1 = (rb/rr)ˆc2dn
pd = pb-pa
sr = -pb + pd * (c1 - 1.0) / d1
st = -pb - pd * ( (c2dn-1.0) * c1 + 1.0 ) / d1
sz = -pb - pd * ( (1.0/cn-1.0) * c1 + 1.0 ) / d1
c2 = (0.75)ˆ(0.5*(cn+1.0))
c3 = pd * c2dn / d1
vr = -ca * c2 * (c3ˆcn) * ((rb/rr)ˆ2) * rr

;
s = ’ Cylindrical cavity solution ’
ss = out(s)
s = ’ ra = ’ + string(ra)
ss = out(s)
s = ’ rb = ’ + string(rb)
ss = out(s)
s = ’ A = ’ + string(ca)
ss = out(s)
s = ’ n = ’ + string(cn)
ss = out(s)
s = ’ r = ’ + string(rr)
ss = out(s)
s = ’ sr = ’ + string(sr)
ss = out(s)
s = ’ st = ’ + string(st)
ss = out(s)
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s = ’ sz = ’ + string(sz)
ss = out(s)
s = ’ vr = ’ + string(vr)
ss = out(s)

;
end_section

end
;
def ini_powcyl

ra = 1.0
rb = 20.0
pa = 0.0
pb = 100.0e6
ca = 1.0e-25
cn = 3.0
rr = 1.0

end
;
; store FLAC results in tables 1 - 5
; store analytical solution in tables 11 - 15
;
def compsol
;

ini_powcyl
;
; --- gp velocities ---
; --- WARNING! : gp velocities are based on timestep = 1 and
; must be divided by crtdel to be converted to
; creep velocities
;

loop i (1,igp)
xx = x(i,1)
table(1,xx) = xvel(i,1) / crtdel
rr = xx
powcyl
table(11,xx) = vr

end_loop
;
; --- stresses ---
;

loop i (1,izones)
xx = (x(i,1) + x(i+1,1)) / 2.0
table(2,xx) = sxx(i,1)
table(3,xx) = syy(i,1)
table(4,xx) = szz(i,1)

;
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rr = xx
powcyl
table(12,xx) = sr
table(13,xx) = st
table(14,xx) = sz

;
end_loop

end
;
compsol
;
save wcr_ss.sav
;
plot tab 11 line 1 ; radial velocity vs dist.
plot tab 12 line 2 13 line 3 14 line 4
; radial, hoop and out-of-plane stress vs dist.

The results of this example are identical to those for the power-law test inSection 2.5.3. Figure 2.15
compares the analytical solution for radial velocity to theFLAC results, andFigure 2.16compares
the analytical solution for radial, hoop and out-of-plane stresses to theFLAC results.
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Figure 2.15 Comparison of radial velocity at steady state
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Figure 2.16 Comparison of radial, hoop and out-of-plane stress at steady state

2.5.5 Viscoelastic Response of the Burger-Creep Viscoplastic Model

The Maxwell and Kelvin viscoelastic behavior of the viscoplastic model (MODEL cvisc) are com-
pared to the analytical solution for an oedometer test in the two following examples. InExam-
ple 2.11, since no value is assigned to the propertyk viscosity, the Kelvin cell logic is not taken
into account by the model. The cohesion property is set to a high value to prevent triggering of
the plasticity logic. The initial timestep is set to a small value (�t = 10−3) compared to the ratio
of viscosity over shear modulus (ηM/GM = 2.0). With the choice of automatic creep timestep
parameter settings used in the example, the timestep doubles when the out-of-balance force is less
than 10−8, until�t = 0.1. A state of hydrostatic stress is reached at the end of the test.

Example 2.12is the equivalent ofExample 2.11, in which the Kelvin cell and elastic behavior of
the Maxwell cell are active. Since no value is assigned to the propertyviscosity, the model ignores
the viscous component of the Maxwell cell. The cohesion property is again set to a high value. The
timestep is set to a constant value (10−3) — small compared to the ratioηM/GM = 1.0. At the end
of the simulation, the Kelvin and Maxwell shear moduli are acting in series (long-term behavior).
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Example 2.11 Oedometer test on a Maxwell material: comparison with the analytic solution

title
Oedometer test on a ’Maxwell’ material

config creep
; --- constants ---
def ini_cons

c_bu = 1.
c_sh = 1.
c_vi = 2.
c_pr = 1.

;
a1 = c_bu + 4. * c_sh / 3.
c_a = 2. * c_sh / a1
c_b = c_a * c_bu / (2. * c_vi)
c_c = c_a * 2. / 3.
c_d = c_pr / c_bu

end
ini_cons
; --- model ---
grid 1 1
mo cvisc
prop density 1
prop bu c_bu sh c_sh viscosity c_vi
prop coh 1e20 tension 1e20
fix x
fix y j=1
apply pressure c_pr j=2
; --- fish functions ---
def ana_eyy

ana_eyy = -c_d * (1. - c_c * exp(-c_b * crtime))
ana_sxx = -c_pr * (1. - c_a * exp(-c_b * crtime))
ana_syy = -c_pr

end
; --- elastic equilibrium ---
step 1000
; --- histories ---
his sxx i=1 j=1
his ana_sxx
his syy i=1 j=1
his ana_syy
his ydis i=1 j=2
his ana_eyy
his crtime
; --- viscous behavior ---
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set dt=1.e-3
step 1000
set sratio 0.0
set fobl=1.e-8 lmul=2 umul=1 max=0.1 min=1.e-3
set crdt=auto
solve age=25.
plot hold his 1 cross 2 3 cross 4 vs 7 skip 20
plot hold his 5 cross 6 cross vs 7 skip 20
ret

Example 2.12 Oedometer test on a Kelvin material: comparison with the analytic solution

title
Oedometer test on a ’Kelvin + spring’ material

config creep
; --- constants ---
def ini_cons

c_bu = 2.
c_sh = 2.
c_ksh = 1.
c_kvi = 1.
c_pr = 1.

;
a = 3. * (c_bu + 4. * c_sh / 3.) / (2. * c_sh)
al = c_ksh + 3. * c_bu / (2. * a)
c_a = al / c_kvi
c_b = -3. * c_pr / (a * a * al)
c_c = - c_pr / (c_bu + 4. * c_sh / 3.)
c_d = 3. * c_bu

end
ini_cons
; --- model ---
grid 1 1
mo cvisc
prop density 1
prop bu c_bu sh c_sh k_sh c_ksh k_vis c_kvi
prop coh 1e20 tension 1e20
fix x
fix y j=1
apply pressure c_pr j=2
; --- fish functions ---
def ana_eyy

val = c_b * (1. - exp(-c_a * crtime)) + c_c
ana_eyy = val
ana_sxx = 0.5 * (c_d * val + c_pr)

FLAC Version 5.0



2 - 78 Optional Features

ana_syy = - c_pr
end
; --- elastic equilibrium ---
step 1000
; --- histories ---
his sxx i=1 j=1
his ana_sxx
his syy i=1 j=1
his ana_syy
his ydis i=1 j=2
his ana_eyy
his crtime
; --- viscous behavior ---
set dt=1.e-3
step 3000
plot hold his 1 cross 2 3 cross 4 vs 7 skip 10
plot hold his 5 cross 6 cross vs 7 skip 10
ret

Figures 2.17to 2.20show the agreement between analytical solutions and numerical predictions
for stresses and strains.
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Figure 2.17 Comparison between analytical and numerical stress values —
Maxwell cell
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Figure 2.18 Comparison between analytical and numerical strain values —
Maxwell cell
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Figure 2.19 Comparison between analytical and numerical stress values —
Kelvin cell
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Figure 2.20 Comparison between analytical and numerical strain values —
Kelvin cell

2.5.6 Viscoplastic Response of the Burger-Creep Viscoplastic Model

The responses of the modelscvisc andmohr are compared in an unconfined compression test. The
viscous component of the Maxwell cell incvisc is not activated inExample 2.13.

In the first part of the test, a horizontal compressive velocity of magnitude 10−7 (measured in units
of distance per step) is applied on both sides of the model for a total of 1500 steps. The timestep is
set to 10−3, a small value compared to the ratioηK/GK of 10.

The Mohr-Coulomb model predicts that shear yielding will take place when the horizontal stress
reaches the value of−2C

√
Nφ (� −1.281× 106). In the framework of this model, and up to

incipient failure, we have:

σxx = α1[1− α2
2/α1

2]εxx

with α1 = K + 4/3G, α2 = K − 2/3G, and from the boundary conditions:

εxx = −2 v n/L
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wherev is the applied velocity magnitude,n is the number of steps elapsed to incipient failure,
andL is the horizontal length of the sample. With the parameter values adopted in the simulation,
failure will thus occur in themohr sample after 746 simulation steps.

The numerical results are presented inFigure 2.21. Note that thecvisc sample fails at the same
stress level but later in time, thus reflecting the effect of creep (at incipient failure, the time scale is
about 0.75, a value that is not small compared to the characteristic timeηK/GK = 1.0 of the creep
process). When the loading rate is increased, and the simulation is repeated for the same applied
velocity and same number of steps but smaller creep timesteps, the responses of the two models
become more similar. For a timestep of 10−5, the effect of creep cannot be detected on the plot —
seeFigure 2.22(at incipient failure, the creep time scale is now about 0.75× 10−2).

In the second part of the test, the compressive velocity is set to zero and the models are cycled for
1500 steps. While themohr sample stays at yield, thecvisc sample unloads as creep develops (see
Figure 2.23). The interaction between creep and plastic flow may be appreciated by comparing the
viscoplastic behavior inFigures 2.23and2.24: in the latest plot, more plastic flow (measured by
e plastic) is allowed to take place before the compressive velocity is set to zero and, subsequently,
the magnitude of maximum creep unloading is reduced.

In the third part of the test, the samples are “reloaded” by application of aFLAC velocity of 10−5

for a total of 500 steps. At the end of the test, both samples are yielding at the same stress level
(seeFigure 2.25).

Note that no dimension is specified for the values quoted above; they may be interpreted in any
consistent system of units, but are probably not representative, and are given only for illustration
purposes.

Example 2.13 Comparison of the Burger-creep viscoplastic model and the Mohr-Coulomb
model

title
Compression test on Burger-creep viscoplastic and Mohr material

config creep
grid 3 1
gen 0 0 0 1 9 1 9 0
mo cvisc i=1
mo null i=2
mo mo i=3
pro den 2500 bu 1.19e10 she 1.1e10
pro coh 2.72e5 fric 44 ten 2e5
pro k_she=1.1e10 k_visc=1.1e10 i=1
; --- fish function ---
def squez

svp = squez_vel
svm = -svp
command

ini xv svp i=1
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ini xv svm i=2
ini xv svp i=3
ini xv svm i=4

end_command
end
set squez_vel=1.e-7
squez
fix x
;
hist xd i=1 j=1
hist sxx i=1 j=1
hist sxx i=3 j=1
hist crtime
hist e_plastic i=1
save bc_m.sav
; --- settings ---
; a) experiment 1
set dt=1.e-3
step 1500
plot hold hist -2 -3 vs 4
pause
; b) experiment 2
rest bc_m.sav
set dt=1.e-5
step 1500
plot hold hist -2 -3 vs 4
pause
; c) experiment 3
rest bc_m.sav
set dt=1.e-3
step 1500
set squez_vel=0.
squez
step 1500
plot hold hist -2 -3 vs 4
pause
; d) experiment 4
rest bc_m.sav
set dt=1.e-3
step 3000
set squez_vel=0.
squez
step 1500
plot hold hist -2 -3 vs 4
pause
; c) experiment 5
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rest bc_m.sav
set dt=1.e-3
step 1500
;
set squez_vel=0.
squez
step 1500
;
set squez_vel=1.e-5
squez
step 2000
;
set squez_vel=0.
squez
step 1500
;
plot hold hist -2 -3 vs 4
ret
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Figure 2.21 Experiment 1: Horizontal stress versus time for slow compression
test
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Figure 2.22 Experiment 2: Horizontal stress versus time for rapid compres-
sion test
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Figure 2.23 Experiment 3: Creep unloading after less plastic flow
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Figure 2.24 Experiment 4: Creep unloading after more plastic flow
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Figure 2.25 Experiment 5: Horizontal stress versus time for several loading
excursions
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2.5.7 Plastic Response of the WIPP-Creep Viscoplastic Model

The viscoplastic model (MODEL pwipp) is compared to the Drucker-Prager model (MODEL drucker).
If creep is inhibited in the viscoplastic model, the same behavior is exhibited in both models.
Example 2.14exercises modelspwipp anddrucker by applying a complex strain history to both,
and comparing corresponding histories of all stress components. The maximum error (normalized
to the maximum recorded stress component) is printed at the end. It is found that the maximum
normalized error is 0.006%, which is within the bounds of machine accuracy. Note that creep is
active throughout the simulation, but the effects of creep are small because the timestep is set to 0.1
second. If the simulation is continued, the mean stress becomes tensile. In this case, the apparent
error increases to 0.1%, but this is simply due to the fact that the two models are alternating between
shear and tensile yield at different points in time.

If Example 2.14is repeated with timesteps of 10 and 20 seconds, the effects of creep will be
increasingly more significant in comparison with plasticity effects. There is a general decay of
stress components, relative to the Drucker-Prager model stress components, when creep is active.

Example 2.14 Comparison of the viscoplastic model and the Drucker-Prager model

config creep
g 2 1
m pwipp i=1
m druck i=2
fix x y
ini sxx 100 syy 100 szz 100
;---> common properties
prop d 2600 sh 12.4e9 bu 20.7e9
prop tension 1e15 qvol=0.5 qdil=0.3 kshear=1e4 temp 300
;---> WIPP-specific properties
prop gas 1.987 act 12e3 n_wipp 4.9 D_wipp 5.79e-36 i=1
prop a_wip 4.56 b_wip 127 e_dot 5.39e-8 i=1
def sig_0_wipp

sig_0_wipp = (sxx(1,1)+syy(1,1)+szz(1,1))/3.0
sig_0_dp = (sxx(2,1)+syy(2,1)+szz(2,1))/3.0

end
def w_error ; determine normalized error between PWIPP and D-P

s_level = max(s_level,abs(sxx(2,1)))
s_level = max(s_level,abs(syy(2,1)))
s_level = max(s_level,abs(szz(2,1)))
s_level = max(s_level,abs(sxy(2,1)))
er1 = abs(sxx(1,1)-sxx(2,1))
er2 = abs(syy(1,1)-syy(2,1))
er3 = abs(szz(1,1)-szz(2,1))
er4 = abs(sxy(1,1)-sxy(2,1))
w_temp = max(er1,er2)
w_temp = max(w_temp,er3)
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n_error = max(w_temp,er4) / s_level ; normalize
w_error = n_error
max_error = max(max_error,n_error)

end
set s_level=0.0, max_error=0.0
set therm=off, ncw=50, crdt=0.1 ; (small dt for no creep)
hist crtime
hist sxx syy szz sxy i 1 j 1
hist sxx syy szz sxy i 2 j 1
hist sig_0_wipp
hist sig_0_dp
hist w_error
hist s_level
def qqq

oo = out(’ Please wait ...’)
end
;---> Execute a weird strain history ...
ini yvel -1e-7 j=2
ini xvel 0 var 2e-7 0
ini xvel 0 var 0 1e-7
qqq
cyc 500
ini xvel 0 var 0 1e-7
cyc 400
ini xvel 0 var 0 -1e-7
cyc 400
ini xvel 0
ini yvel 1e-7 j=2
cyc 200
ini yvel 0 var 1e-7 0
ini xvel 0 var .2e-7 0
cyc 400
ini xvel 0 var -.2e-7 0
cyc 400
ini xvel 0 var 1e-7 0
ini yvel 0 var 0 0.5e-7
cyc 1500
def show ; show the max error

oo = out(’Max normalized error = ’+string(max_error*100.0)+’ percent’)
end
show
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2.5.8 Compression Test with the WIPP-Creep Viscoplastic Model

A compression test is performed with the viscoplastic model (MODEL pwipp) to demonstrate that
the model is capable of simulating localization, given an appropriate loading rate.Example 2.15
causesFLAC to perform an unconfined compression test on a sample in which one of the material
strength-parameters (kshear) reduces with increasing plastic strain. Under a low strain rate, the
response is monotonic, and the sample deforms in a uniform manner.Figure 2.26shows contours
of maximum shear strain for a test performed over a period of 500,000 seconds. If a similar test
is performed at a rate ten times faster (i.e., over 50,000 seconds), localization occurs, even though
the same boundary displacement is applied.Figure 2.27shows that shear bands have formed in
the rapid-loading case. Although the maximum load is nearly the same for the two loading-rate
tests, the latter test exhibits global softening behavior.Example 2.15is modified in two places, as
indicated — the timestep is changed to 10, and the applied velocities are increased by a factor of
ten.

Example 2.15 Compression test using the WIPP-creep viscoplastic model

config creep
def soften ; strain-softening law

while_stepping
soft_rep = soft_rep + 1
if soft_rep >= 10

soft_rep = 0
loop i (1,izones)

loop j (1,jzones)
eplas = e_plastic(i,j)
if eplas # 0.0

rat_fac = 1.0 - eplas / 2e-4
if rat_fac > 0.0

kshear(i,j) = max_strength * rat_fac
else

kshear(i,j) = 0.0
endif

endif
endLoop

endLoop
endif

end
def load ; save load & disp. for histories

sum = 0.0
loop i (1,igp)

sum = sum - yforce(i,1)
sum = sum + yforce(i,jgp)

endLoop
load = sum / 2.0
displacement = ydisp(1,1) - ydisp(1,jgp)
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end
set max_strength = 3.5e6, soft_rep=0
grid 20 60
model pwipp
fix x y j=1
fix x y j=61
prop d 2600 sh 12.4e9 bu 20.7e9
prop tension 1e15 qvol=0.75 qdil=0.0 kshear=max_strength
prop gas 1.987 act 12e3 n_wipp 4.9 D_wipp 5.79e-36
prop a_wip 4.56 b_wip 127 e_dot 5.39e-8 temp=300
; set crdt=10 ; Fast test
set crdt=100 ; Alternative for slow test
hist crtime ; -------------------------
hist load
hist displacement
;ini yvel 7.5e-7 var 0 -15e-7 ; Fast test
ini yvel 7.5e-8 var 0 -15e-8 ; Alternative for slow test
step 5000 ; -------------------------
; save fast.sav
save slow.sav
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Figure 2.26 Contours of maximum shear strain increment for slow compres-
sion test
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Figure 2.27 Contours of maximum shear strain increment for rapid compres-
sion test

2.5.9 Creep Response of a Bedded Salt Formation

A series of rooms are excavated in bedded salt at a depth of 646 m. A layer of anhydrite is
located below the excavations, and clay seams are located above and below the excavations. The
stratigraphy is shown inFigure 2.28, and is based upon stratigraphic information from Morgan et
al. (1981). The stratigraphy and excavations reflect that of the Waste Isolation Pilot Plant near
Carlsbad, New Mexico.

The objective of theFLAC analysis is to investigate the time-dependent response of the bedded salt
as the rooms are excavated (i.e., room closure). This response will be affected by the presence of
the clay layers and the anhydrite layer below the excavation floor.

Different room sizes can be investigated with theFLAC model. In this example, the rooms are 10 m
(33 ft) wide, 4 m (13 ft) high and 6 m (20 ft) apart. This corresponds to an extraction ratio of 0.25.
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Figure 2.28 Model stratigraphy

Three bedded salt deposits are defined: halite; argillaceous-halite; and a composite of 10% poly-
halite and 90% halite. Both viscoelastic and viscoplastic behaviors are assumed to characterize the
time-dependent response of the different salt layers. Non-salt anhydrite and polyhalite layers are
also present and are assumed to behave as Mohr-Coulomb materials. The clay layers are considered
weakness planes with a Coulomb shear strength limit.Tables 2.2and2.3summarize the material
parameters.

The in-situ stress is lithostatic, with the vertical stress equal to the weight of the overburden material.
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Table 2.2 Elastic, strength and creep properties of salt materials

HALITE ARGILLACEOUS-HALITE 10% POLYHALITE-

90% HALITE

bulk modulus,K 20.7 GPa 20.7 GPa 22.1 GPa

shear modulus,G 12.4 GPa 12.4 GPa 13.2 GPa

WIPP constant,A 4.56 4.56 4.56

WIPP constant,B 127. 127. 127.

WIPP constant,D 5.79 10−36 Pa−n s−1 1.74−35 Pa−n s−1 5.21 10−36 Pa−n s−1

WIPP exponent,n 4.90 4.90 4.90

activation energy,Q 12,000 cal/mol 12,000 cal/mol 12,000 cal/mol

crit. s-s creep rate,̇ε∗ss 5.39 10−8 s−1 5.39 10−8 s−1 5.39 10−8 s−1

D-P parameter,kφ 5.0 MPa

D-P parameter,qφ 0.5

D-P parameter,qψ 0.0

Table 2.3 Elastic and strength properties of non-salt materials

ANHYDRITE POLYHALITE CLAY SEAMS

bulk modulus,K 83.4 GPa 65.8 GPa

shear modulus,G 27.8 GPa 20.3 GPa

interface normal stiffness,kn 1000 GPa/m

interface shear stiffness,ks 50 GPa/m

friction coefficient,φ 29◦ 46.5◦ 5◦
cohesion,c 27 MPa 17.2 MPa 0.0

TheFLAC grid is formed by adjusting thei,j grid lines to correspond to the boundaries of the various
salt and non-salt materials, clay seams and room boundaries.Figure 2.29shows theFLAC grid for
this example. The regular geometry of the excavations and stratigraphy affords planes of symmetry
vertically through the pillar center (i.e., pillar between adjacent rooms) and the center of a room.
The geometry also allows plane-strain conditions to be considered.
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Figure 2.29 FLAC grid for bedded salt formation

Planes of symmetry are always planes of zero shear stress. Therefore, the symmetry planes are
given roller boundaries. It is important that the upper and lower horizontal boundaries are far
enough removed from the excavation to minimize boundary effects of the predicted results. The
lower horizontal boundary, while not a plane of symmetry, is assigned roller boundaries. If far
enough removed, the effects of fixed or rollered conditions for this boundary will be similar. The
upper horizontal boundary is specified as a stress boundary, with a vertical stress equivalent to the
weight of the material above this boundary.

The WIPP-reference creep model (MODEL wipp) is assigned to all salt materials except for the halite
in the vicinity of the drift. The viscoplastic model (MODEL pwipp) is assigned to the halite in the
region immediately surrounding the drift, in rows 60 through 102. The material strength in this
region reduces with increasing plastic strain. The Drucker-Prager parameter,kshear, is adjusted as
a function of the plastic strain, within aFISH function,soften. Four interfaces are created in the
model to represent the bedding planes, identified as clay E, clay G, clay H and clay I, inFigure 2.28.
The material models and interfaces are shown inFigure 2.30.
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Figure 2.30 Material models and interfaces around the drift region

The analysis is done in three stages. In Stage (1) (i.e., prior to room excavation) the model is run to
initial equilibrium. This only requires one calculational step because the applied initial stress state
produces an equilibrium system. In Stage (2), the excavation takes place. This is done instantly,
and the model is subsequently run to equilibrium without creep. Since, in reality, the excavation
process is relatively fast, this is a reasonable approach. Only a minimal amount of creep can occur
during the short excavation period. In Stage (3), the effect of creep is invoked, and the model
run for a period of one year. The vertical displacements in the roof and floor, and the horizontal
displacement at the springline, are monitored during the one year period.

In the initial adjustment step (not involving creep), some plastic flow and softening occurs, but the
movement stabilizes and there is no evidence of shear band formation. SeeFigure 2.31, which
shows contours of the softening strength parameterkshear. After one year of creep, localization
has occurred, as seen inFigure 2.32. The “shear fracture” in the roof of the drift appears to be
actively failing. It may also be possible to simulate the case of astable crack (that creeps after
formation, rather than fails) by making the softening function reduce in slope as the plastic strain
occurs. Alternatively, the softening may be arranged to depend on creep strain as well as plastic
strain.
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Figure 2.31 Contours of strength parameterkshear after initial non-creep
adjustment
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Figure 2.32 Contours of strength parameterkshear after one year of creep —
note localized band in roof
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The room closure is indicated by the convergence history plots inFigure 2.33. The slopes of these
plots suggest that the localization initiates at approximately 0.2 year.

The exact form of the localization, and the time when it occurs, are sensitive to the initial strength
parameters, the softening parameter (4.3× 10−3 in this example), and the form of the softening
relation. Input from laboratory tests and back-analysis of field observations of fractures are nec-
essary before plausible simulations of localization can be done. Further, it should be recognized
that the numerical simulation of localization is mesh-dependent, unless a length scale is built into
the model. Before using the softening model, the material parameters should be calibrated with a
sample having the same zone sizes as those in the boundary-value simulation, to minimize mesh-
dependence. The grid shown inFigure 2.29should be made finer in the area adjacent to the drift,
in order to improve the resolution of the shear band.
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Figure 2.33 Room closure histories: vertical convergence at two locations
(vclo andvcloq); and horizontal convergence (hclo) at the
room mid-height (x-axis units are years, and y-axis units are
inches)

TheFLAC data file is listed inExample 2.16. The viscoplastic softening behavior for the halite is
described by the data file contained inExample 2.17. TheFLAC model contains 4433 zones and
requires approximately 1.6 MB RAM. The complete simulation takes roughly 16.5 hours to run on
a 300 MHz Pentium-Pro computer.
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Example 2.16 Creep response of a bedded salt formation

conf creep ther extra 6
grid 31 143
;(33’ wide room, 25% er)
m wipp
m th_iso
;
; Coordinates for gridpoint columns
ini x 0.000 i= 1 ; Room centerline
ini x 0.442 i= 2
ini x 0.884 i= 3
ini x 1.326 i= 4
ini x 1.768 i= 5
ini x 2.210 i= 6
ini x 2.629 i= 7
ini x 3.048 i= 8
ini x 3.429 i= 9
ini x 3.810 i= 10
ini x 4.260 i= 11
ini x 4.645 i= 12
ini x 5.029 i= 13 ; Rib of 33’ wide room
ini x 5.443 i= 14
ini x 5.887 i= 15
ini x 6.365 i= 16
ini x 6.879 i= 17
ini x 7.431 i= 18
ini x 8.024 i= 19
ini x 8.662 i= 20
ini x 9.348 i= 21
ini x 10.086 i= 22
ini x 10.878 i= 23
ini x 11.730 i= 24
ini x 12.646 i= 25
ini x 13.631 i= 26
ini x 14.732 i= 27
ini x 15.838 i= 28
ini x 16.950 i= 29
ini x 18.068 i= 30
ini x 19.191 i= 31
ini x 20.320 i= 32
; Coordinates for gridpoint rows ;
ini y 73.8 j= 144 ;Top of model (566.24 meters below surface)
ini y 72.3 j= 143
ini y 70.8 j= 142
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ini y 69.3 j= 141
ini y 67.8 j= 140
ini y 66.3 j= 139
ini y 64.8 j= 138
ini y 63.3 j= 137
ini y 61.8 j= 136
ini y 60.3 j= 135
ini y 58.8 j= 134
ini y 57.3 j= 133
ini y 55.8 j= 132
ini y 54.3 j= 131 ;halite above - anhydrite below
ini y 52.8 j= 130
ini y 51.3 j= 129
ini y 49.8 j= 128 ;anhydrite above - arghalite below
ini y 48.28 j= 127
ini y 46.76 j= 126
ini y 45.25 j= 125
ini y 43.73 j= 124
ini y 42.21 j= 123
ini y 40.69 j= 122
ini y 39.17 j= 121
ini y 37.65 j= 120
ini y 36.14 j= 119
ini y 34.62 j= 118
ini y 33.1 j= 117 ;arghalite above - anhydrite below
ini y 31.6 j= 116
ini y 30.1 j= 115
ini y 28.6 j= 114 ;anhydrite above - halite below
ini y 27.0 j= 113
ini y 25.45 j= 112
ini y 23.94 j= 111
ini y 22.46 j= 110
ini y 21.01 j= 109
ini y 19.6 j= 108 ;halite above - arghalite below
ini y 18.56 j= 107
ini y 17.18 j= 106
ini y 15.88 j= 105
ini y 14.66 j= 104
ini y 13.5 j= 103 ;arghalite above - halite below
ini y 12.39 j= 102
ini y 11.32 j= 101
ini y 10.29 j= 100
ini y 9.3 j= 99
ini y 8.35 j= 98
ini y 7.44 j= 97
ini y 6.57 j= 96
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ini y 5.74 j= 95
ini y 4.94 j= 94 ;clay I
ini y 4.94 j= 93 ;clay I
ini y 4.28 j= 92
ini y 3.67 j= 91
ini y 3.09 j= 90
ini y 2.55 j= 89
ini y 2.04 j= 88 ;clay H
ini y 2.04 j= 87 ;clay H
ini y 1.53 j= 86
ini y 1.02 j= 85
ini y 0.51 j= 84
ini y 0.0 j= 83 ;clay G
ini y 0.0 j= 82 ;clay G
ini y -0.31008 j= 81
ini y -0.62016 j= 80
ini y -0.93024 j= 79
ini y -1.24032 j= 78
ini y -1.5504 j= 77
ini y -1.8552 j= 76
ini y -2.16 j= 75 ;Roof of 13’ high room
ini y -2.55189 j= 74
ini y -2.94377 j= 73
ini y -3.33566 j= 72
ini y -3.72754 j= 71
ini y -4.11943 j= 70
ini y -4.51131 j= 69
ini y -4.9032 j= 68
ini y -5.208 j= 67
ini y -5.5128 j= 66
ini y -5.8176 j= 65
ini y -6.1224 j= 64 ; Floor of 13’ high room
ini y -6.4443 j= 63
ini y -6.7662 j= 62
ini y -7.0881 j= 61
ini y -7.41 j= 60
ini y -7.73 j= 59
ini y -8.05 j= 58
ini y -8.37 j= 57 ;clay E
ini y -8.37 j= 56 ;clay E
ini y -8.77 j= 55
ini y -9.2 j= 54
ini y -9.65 j= 53
ini y -10.13 j= 52
ini y -10.64 j= 51
ini y -11.19 j= 50
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ini y -11.76 j= 49
ini y -12.38 j= 48
ini y -13.04 j= 47
ini y -13.73 j= 46
ini y -14.47 j= 45
ini y -15.26 j= 44
ini y -16.1 j= 43 ;10/90 above - halite below
ini y -17.07 j= 42
ini y -17.93 j= 41
ini y -18.84 j= 40
ini y -19.8 j= 39
ini y -20.8 j= 38
ini y -21.86 j= 37
ini y -22.97 j= 36
ini y -24.13 j= 35
ini y -25.36 j= 34
ini y -26.6 j= 33 ;halite above - anhydrite below
ini y -27.99 j= 32
ini y -29.3 j= 31 ;anhydrite above - halite below
ini y -30.7 j= 30
ini y -32.1 j= 29
ini y -33.51 j= 28
ini y -34.92 j= 27
ini y -36.33 j= 26
ini y -37.74 j= 25
ini y -39.16 j= 24
ini y -40.58 j= 23
ini y -42.0 j= 22
ini y -43.43 j= 21
ini y -44.85 j= 20
ini y -46.29 j= 19
ini y -47.72 j= 18
ini y -49.16 j= 17
ini y -50.6 j= 16 ;halite above - polyhalite below
ini y -52.15 j= 15
ini y -53.7 j= 14 ;polyhalite above - halite below
ini y -55.23 j= 13
ini y -56.76 j= 12
ini y -58.29 j= 11
ini y -59.82 j= 10
ini y -61.35 j= 9
ini y -62.88 j= 8
ini y -64.41 j= 7
ini y -65.94 j= 6
ini y -67.47 j= 5
ini y -69.0 j= 4
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ini y -70.53 j= 3
ini y -72.06 j= 2
ini y -73.62 j= 1
;
;initialize batch variables
define dumdef

ilo=0
ihi=0
jlo=0
jhi=0
cnum=0
cbot=0
ctop=0

end
; Assign material properties to zones
; --- Halite material properties ---
set ilo=1
set ihi=31 ; (33’ wide room, 25% er)
set jlo=1
set jhi=13
prop b=20.7e9 s=12.4e9 d=2300 act=12000 i=ilo,ihi j=jlo,jhi
prop a_w=4.56 b_w=127 e_dot=5.39e-8 gas=1.987 i=ilo,ihi j=jlo,jhi
prop n_w=4.9 d_w=5.79e-36 i=ilo,ihi j=jlo,jhi
;
; --- Polyhalite material properties --- ;
set jlo=14
set jhi=15
m m i=ilo,ihi j=jlo,jhi
prop b=65.8e9 s=20.3e9 d=2300 fric=46.5 coh=17.2e6 i=ilo,ihi j=jlo,jhi
;
; --- Halite material properties ---
set jlo=16
set jhi=30
prop b=20.7e9 s=12.4e9 d=2300 act=12000 i=ilo,ihi j=jlo,jhi
prop a_w=4.56 b_w=127 e_dot=5.39e-8 gas=1.987 i=ilo,ihi j=jlo,jhi
prop n_w=4.9 d_w=5.79e-36 i=ilo,ihi j=jlo,jhi
;
; --- Anhydrite material properties ---
set jlo=31
set jhi=32
m m i=ilo,ihi j=jlo,jhi
prop b=83.4e9 s=27.8e9 d=2300 fric=29 coh=27e6 i=ilo,ihi j=jlo,jhi
;
; --- Halite material properties ---
set jlo=33
set jhi=42
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prop b=20.7e9 s=12.4e9 d=2300 act=12000 i=ilo,ihi j=jlo,jhi
prop a_w=4.56 b_w=127 e_dot=5.39e-8 gas=1.987 i=ilo,ihi j=jlo,jhi
prop n_w=4.9 d_w=5.79e-36 i=ilo,ihi j=jlo,jhi
;
; --- 10% Polyhalite 90% Halite material properties ---
set jlo=43
set jhi=55
prop b=22.1e9 s=13.2e9 d=2300 act=12000 i=ilo,ihi j=jlo,jhi
prop a_w=4.56 b_w=127 e_dot=5.39e-8 gas=1.987 i=ilo,ihi j=jlo,jhi
prop n_w=4.9 d_w=5.21e-36 i=ilo,ihi j=jlo,jhi
;
; --- Anhydrite material properties ---
set jlo=57
set jhi=59
m m i=ilo,ihi j=jlo,jhi
prop b=83.4e9 s=27.8e9 d=2300 fric=29 coh=27e6 i=ilo,ihi j=jlo,jhi
;
; --- Halite material properties ---
set jlo=60
set jhi=102
call vp.dat ; viscoplastic model
;
; --- Argillaceous Halite material properties ---
set jlo=103
set jhi=107
prop b=20.7e9 s=12.4e9 d=2300 act=12000 i=ilo,ihi j=jlo,jhi
prop a_w=4.56 b_w=127 e_dot=5.39e-8 gas=1.987 i=ilo,ihi j=jlo,jhi
prop n_w=4.9 d_w=1.74e-35 i=ilo,ihi j=jlo,jhi
;
; --- Halite material properties ---
set jlo=108
set jhi=113
prop b=20.7e9 s=12.4e9 d=2300 act=12000 i=ilo,ihi j=jlo,jhi
prop a_w=4.56 b_w=127 e_dot=5.39e-8 gas=1.987 i=ilo,ihi j=jlo,jhi
prop n_w=4.9 d_w=5.79e-36 i=ilo,ihi j=jlo,jhi
;
; --- Anhydrite material properties ---
set jlo=114
set jhi=116
m m i=ilo,ihi j=jlo,jhi
prop b=83.4e9 s=27.8e9 d=2300 fric=29 coh=27e6 i=ilo,ihi j=jlo,jhi
;
; --- Argillaceous Halite material properties ---
set jlo=117
set jhi=127
prop b=20.7e9 s=12.4e9 d=2300 act=12000 i=ilo,ihi j=jlo,jhi
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prop a_w=4.56 b_w=127 e_dot=5.39e-8 gas=1.987 i=ilo,ihi j=jlo,jhi
prop n_w=4.9 d_w=1.74e-35 i=ilo,ihi j=jlo,jhi
;
; --- Anhydrite material properties ---
set jlo=128
set jhi=130
m m i=ilo,ihi j=jlo,jhi
prop b=83.4e9 s=27.8e9 d=2300 fric=29 coh=27e6 i=ilo,ihi j=jlo,jhi
;
; --- Halite material properties ---
set jlo=131
set jhi=143
prop b=20.7e9 s=12.4e9 d=2300 act=12000 i=ilo,ihi j=jlo,jhi
prop a_w=4.56 b_w=127 e_dot=5.39e-8 gas=1.987 i=ilo,ihi j=jlo,jhi
prop n_w=4.9 d_w=5.79e-36 i=ilo,ihi j=jlo,jhi
;
; --- Null zones for interfaces ---
m n j=93 ;clay I
m th_null j=93 ;clay I
m n j=87 ;clay H
m th_null j=87 ;clay H
m n j=82 ;clay G
m th_nul j=82 ;clay G
m n j=56 ;clay E
m th_null j=56 ;clay E
;
; --- Define interfaces ---
set ihi=32
set cnum=1 ;clay I
set cbot=93
set ctop=94
int cnum aside from ilo,cbot to ihi,cbot bside from ilo,ctop to ihi,ctop
int cnum kn=1e12 ks=5e10 fric=5 coh=0
;
set cnum=2 ;clay H
set cbot=87
set ctop=88
int cnum aside from ilo,cbot to ihi,cbot bside from ilo,ctop to ihi,ctop
int cnum kn=1e12 ks=5e10 fric=5 coh=0
;
set cnum=3 ;clay G
set cbot=82
set ctop=83
int cnum aside from ilo,cbot to ihi,cbot bside from ilo,ctop to ihi,ctop
int cnum kn=1e12 ks=5e10 fric=5 coh=0
;
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set cnum=4 ;clay E
set cbot=56
set ctop=57
int cnum aside from ilo,cbot to ihi,cbot bside from ilo,ctop to ihi,ctop
int cnum kn=1e12 ks=5e10 fric=5 coh=0
;
; --- Set initial stresses ---
; (-713.66 m)(2300kg/m3)(9.81 m/s2)=-16.102311e6Pa
; (-566.24 m)(2300kg/m3)(9.81 m/s2)=-12.776073e6Pa
; (-12.77179e6Pa)-(-16.10592e6Pa)=3.326237e6Pa
ini syy=-16.102311e6 var 0,3.326237e6
ini sxx=-16.102311e6 var 0,3.326237e6
ini szz=-16.102311e6 var 0,3.326237e6
;
; --- Apply boundary conditions ---
apply sxx=-12.776073e6 syy=-12.776073e6 j=144 ;top pressure boundary
;
fix x i=1 ; constrained displacements
fix x i=32 ; (33’ wide room, 25% er)
fix y j=1
;
; --- Set parameters ---
set grav 9.81 ;gravitational acceleration = 9.81 m/s2
ini temp 300 ;background temperature 300 degrees Kelvin
set thermal off ;disables thermal calculations
set large ;enable large-strain calculations
set clock 999999 ;set clock and step limits high to prevent
set step 999999 ; premature solution
;
his unbal
;
; --- check initial equilibrium ---
solve
save bed1.sav ; Save initial elastic analysis

; --- Second elastic analysis (room excavated) ---
; --- Excavate the room (13’x33’) ---
m n i=1,12 j=64,74
m th_null i=1,12 j=64,74
;
; --- Step to elastic solution ---
solve
save bed2.sav ; Save 2nd elastic analysis
;
; --- Set creep parameters ---
set force 1 sratio 0.0 ;prevent premature solution
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set thdt 0 ;thermal timestep zero
set fobl 1e4 ;lower unbalanced force limit 10kN
set fobu 1e6 ;upper unbalanced force limit 10kN
set maxdt 21600 ;maximum timestep 21600 sec (6 hr)
set mindt 108 ;minimum timestep 108 seconds
set lmul 1.2 ;low unbalanced force multiplier
set umul 0.5 ;high unbalanced force multiplier
set crdt auto ;enable automatic timestep control
;
; FISH function to define displacement variables
; vclo, vcloq, and hclo are vertical and horizontal convergence
def vclo

vclo=(ydisp(1,64)-ydisp(1,75))*39.37
vcloq=(ydisp(7,64)-ydisp(7,75))*39.37
hclo=(-2.0*xdisp(13,70))*39.37
years=crtime/(3600*24*365.25)

end
;
; assign history variables
hist reset
hist nstep 100
his unbal
his vclo
his vcloq
his hclo
his crtime
his years
;
; --- Start creeping ---
title
5 Days After Initial Excavation
solve age 4.32e5 ; Solve to 5 days
save bedc01.sav
title
10 Days After Initial Excavation
solve age 8.64e5 ; Solve to 10 days
save bedc02.sav
title
50 Days After Initial Excavation
solve age 4.32e6 ; Solve to 50 days
save bedc03.sav
title
100 Days After Initial Excavation
solve age 8.64e6 ; Solve to 100 days
save bedc04.sav
title
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200 Days After Initial Excavation
solve age 1.728e7 ; Solve to 200 days
save bedc05.sav
title
1 Year After Initial Excavation
solve age 3.15576e7 ; Solve to 1 year
save bedc06.sav

Example 2.17 Viscoplastic halite material properties (“VP.DAT”)

def aaaa
max_strength=0.5e7

end
aaaa
model pwipp i=ilo,ihi j=jlo,jhi
prop b=20.7e9 s=12.4e9 d=2300 act=12000 i=ilo,ihi j=jlo,jhi
prop a_w=4.56 b_w=127 e_dot=5.39e-8 gas=1.987 i=ilo,ihi j=jlo,jhi
prop n_w=4.9 d_w=5.79e-36 i=ilo,ihi j=jlo,jhi
prop kshear=max_strength qdil=0 qvol=0.5 tension=1e10
ini ex_6=6 i=ilo,ihi j=jlo,jhi
def soften ; strain-softening law

while_stepping
soft_rep = soft_rep + 1
if soft_rep >= 10

soft_rep = 0
loop i (1,izones)

loop j (1,jzones)
if model(i,j) = 14 ; (pwipp model)

eplas = e_plastic(i,j)
if eplas # 0.0

rat_fac = 1.0 - eplas / 4.3e-3
if rat_fac > 0.0

kshear(i,j) = max_strength * rat_fac
else

kshear(i,j) = 0.0
endif

endif
endif

endLoop
endLoop

endif
end
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2.5.10 Compression Tests with the Crushed-Salt Model

Results of hydrostatic and shear compression tests are presented to validate the crushed-salt model
in FLAC. Both tests involve one zone at an initially elastic state of equilibrium. The zone is allowed
to creep for a period of 23 days, during which time the fractional density is monitored and compared
to the analytical calculation.

2.5.10.1 Hydrostatic Compression

In the hydrostatic compression test, the confining pressure is held constant. From the incremental
volumetric stress-strain law,�σ = K�εev , andEqs. (2.19), (2.94)and(2.97), it follows that total
and creep compaction rates must also be equivalent, and we may write (usingEqs. (2.89)and
(2.95)):

ρ̇ = B0

[
e−B1σ − 1

]
eB2ρ (2.134)

Note thatB0
[
e−B1σ − 1

]
is constant for this problem.

UsingEq. (2.90)for the fractional density, and given thatρ = ρ◦ att = 0, integration ofEq. (2.134)
yields

Fd = − 1

B2ρf
ln

[
−B2B0

[
e−B1σ − 1

]
t + e−B2ρ◦

]
(2.135)

whereρf is the density of intact salt.

Also, integratingEq. (2.89), we obtain, for zero initial strain:

εv = −ln ρ
ρ◦

(2.136)

The data file for this test is listed inExample 2.18. The parameters used for the automatic adjustment
of the creep timestep were selected to produce the best fit within a reasonable computation time.

Numerical results for fractional density versus creep time are compared to the analytical calculations
in Figure 2.34for the four stress levels. The initial density is 1350 kg/m3, and the final density is
2300 kg/m3. The error on fractional density is less than 0.1% for these cases.
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Figure 2.34 Numerical and analytical predictions for fractional density

Figure 2.34is created by writing the analytical andFLAC histories to tables and saving the tables in
separate files for each stress level case. TheFISH functionlog it creates the files usingFISH I/O
routines (seeSection 2.6in theFISH volume). The table files are then input and plotted collectively
in the figure.

Example 2.18 Hydrostatic compression test using the crushed-salt model

config axis creep
title

Hydrostatic consolidation test on crushed salt
; --- geometry ---
def c_cons

ngp = 1
k = ngp + 1

end
c_cons
grid ngp ngp
gen 0 0 0 5 5 5 5 0
; --- constants ---
def cons

valb0 = 1.3e8
valb1 = 0.82e-6
valb2 = -1.72e-2
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valrho = 1350.
valrhof= 2300.
valbf = 58.6383e9
valsf = 35.3163e9
valcons = exp(-valb2*valrho)
timeo = 0.0

end
cons
def log_it

array p_val (1500)
narr = 0
n_num = table_size(tabin)
loop ii (1,n_num)
narr = narr + 1
tabi = tabin
xval = xtable(tabi,ii)
yval = ytable(tabi,ii)
if xval > 0.0 then
p_val(narr) = ’table ’+string(tabi)+’ ’+string(xval)+’ ’+string(yval)
endif

endloop
stat = open(filename,1,1)
stat = write(p_val,narr)
stat = close

end
; --- constitutive model ---
mo cwipp
pro bulk 0.1186e9 she 0.0714e9 act 12000 a_w 4.56 b_w 127 d_w 5.79e-36
pro e_dot 5.39e-8 n_wip 4.9 temp 300 gas 1.987
pro b_f valbf s_f valsf d_f valrhof
pro b0_sk valb0 b1_sk valb1 b2_sk valb2 rho valrho
; --- fish function ---
def c_frd

c_frd = frac_d(1,1)
c_rbulk = bulk_mod(1,1)/valbf

; in large-strain:
c_ev = ln((5.+xdisp(k,k))*(5.+xdisp(k,k))*(5.+ydisp(k,k))/125.)

; in small-strain:
; c_ev = 2.*xdisp(k,k)/5.+ydisp(k,k)/5.
end
def c_frdsol

val = - ln(-valb2 * valterm * crtime + valcons) / valb2
c_err = 100. * (val - rho(1,1))/valrhof
c_frdsol = val/valrhof
c_evsol = ln(valrho/val)

end
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def c_dt
while_stepping
c_dt = crtime - timeo
timeo = crtime

end
; --- boundary conditions ---
fix x i=1
fix y j=1
; --- histories ---
hist nstep 250
hist crtime
hist c_dt
hist c_frd
hist c_frdsol
hist c_err
hist c_ev
hist c_evsol
hist c_rbulk
hist xdisp i k j 1
hist xdisp i k j k
hist ydisp i 1 j k
hist ydisp i k j k
; --- test ---
set large
set force 0.0 sratio 0.0
set mindt 5.e-5 maxdt 5e4 fobl 4000 fobu 5000
set crdt auto
;
save base.sav
; ------------ case 1 -----------------------
def val_sig

valsig = -8.94e6
valterm = valb0 * (exp(-valb1*valsig)-1.)

end
val_sig
;
apply sxx valsig i k
apply syy valsig j k
; --- initial conditions ---
prop density valrhof
ini sxx valsig
ini syy valsig
ini szz valsig
;
solve age 2e6
;
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set filename ’case1_3.log’
hist write 3 vs 1 table 13
set tabin 13
log_it
set filename ’case1_4.log’
hist write 4 vs 1 table 14
set tabin 14
log_it
save case1.sav
;
rest base.sav
; ------------ case 2 -----------------------
def val_sig

valsig = -3.44e6
valterm = valb0 * (exp(-valb1*valsig)-1.)

end
val_sig
;
apply sxx valsig i k
apply syy valsig j k
; --- initial conditions ---
prop density valrhof
ini sxx valsig
ini syy valsig
ini szz valsig
;
solve age 2e6
;
set filename ’case2_3.log’
hist write 3 vs 1 table 23
set tabin 23
log_it
set filename ’case2_4.log’
hist write 4 vs 1 table 24
set tabin 24
log_it
save case2.sav
;
rest base.sav
; ------------ case 3 -----------------------
def val_sig

valsig = -1.72e6
valterm = valb0 * (exp(-valb1*valsig)-1.)

end
val_sig
;
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apply sxx valsig i k
apply syy valsig j k
; --- initial conditions ---
prop density valrhof
ini sxx valsig
ini syy valsig
ini szz valsig
;
solve age 2e6
;
set filename ’case3_3.log’
hist write 3 vs 1 table 33
set tabin 33
log_it
set filename ’case3_4.log’
hist write 4 vs 1 table 34
set tabin 34
log_it
save case3.sav
;
rest base.sav
; ------------ case 4 -----------------------
def val_sig

valsig = -0.69e6
valterm = valb0 * (exp(-valb1*valsig)-1.)

end
val_sig
;
apply sxx valsig i k
apply syy valsig j k
; --- initial conditions ---
prop density valrhof
ini sxx valsig
ini syy valsig
ini szz valsig
;
solve age 2e6
;
set filename ’case4_3.log’
hist write 3 vs 1 table 43
set tabin 43
log_it
set filename ’case4_4.log’
hist write 4 vs 1 table 44
set tabin 44
log_it
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save case4.sav
pause
;
; -------- plot four cases ----------------
new
call case1_3.log
call case1_4.log
;
call case2_3.log
call case2_4.log
;
call case3_3.log
call case3_4.log
;
call case4_3.log
call case4_4.log
;
label table 13
FLAC 8.94 MPa conf. pres.
label table 14
anal. 8.94 MPa conf. pres.
label table 23
FLAC 3.44 MPa conf. pres.
label table 24
anal. 3.44 MPa conf. pres.
label table 33
FLAC 1.72 MPa conf. pres.
label table 34
anal. 1.72 MPa conf. pres.
label table 43
FLAC 0.69 MPa conf. pres.
label table 44
anal. 0.69 MPa conf. pres.
;
plot hold tab 14 lin 24 lin 34 lin 44 lin 13 23 33 43 min 0 max 1

2.5.10.2 Shear Compression

In the shear compression test, both axial and confining stresses are kept constant. Using a notation
convention in whichσ1 refers to the most negative (major) compressive stress, andσ3 refers to
the least negative (minor) compressive stress, which is also the confining stress, then the stress
invariants are:

σ = 1

3
(σ1+ 2σ3) (2.137)
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and

σ̄ = σ3− σ1 (2.138)

because

σdzz = −
2

3
(σ3− σ1) (2.139)

and

σdxx = σdyy =
1

3
(σ3− σ1) (2.140)

(seeEq. (2.62)).

For constant applied stresses and, neglecting the creep component, the total strain rate equals the
compaction strain rate, and we may write, usingβ = 1 in Eq. (2.97):

ε̇ij = ε̇cv
[
δij

3
− σ

d
ij

σ̄

]
(2.141)

whereε̇cv is given byEq. (2.96).

Substitution ofEqs. (2.137)to (2.140)in Eq. (2.141)yields:

˙εzz = ε̇dv (2.142)

˙εxx = ˙εyy = 0 (2.143)

and no lateral compaction is predicted in this test for the constraints of the model.

The analytical expression for the fractional density is similar to that obtained for the hydrostatic
compression test — i.e.,Eq. (2.135).

Two tests are performed: an unconfined compression test and a biaxial compression test. In both
tests,σ1 = -8.97 MPa. σ3 = 0.0 in the unconfined compression test, andσ3 = -6.90 MPa in the
biaxial compression test. Initial and final density, and shear and bulk moduli, are identical to those
adopted in the hydrostatic compression test.Example 2.19contains the data file for these tests.
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Example 2.19 Unconfined and biaxial compression tests using the crushed-salt model

config axis creep
title

Shear compression test on crushed salt
; --- geometry ---
grid 1 1
gen 0 0 0 5 5 5 5 0
; --- constants ---
def cons

valsig1 = -8.97e6
; valsig3 = 0.0 ; uniaxial consolidation

valsig3 = -6.90e6 ; shear consolidation
valsig = (valsig1 + 2.0 * valsig3) / 3.0
valb0 = 1.3e8
valb1 = 0.82e-6
valb2 = -1.72e-2
valrho = 1350.
valrhof= 2300.
valbf = 58.6383e9
valsf = 35.3163e9
valterm = valb0 * (exp(-valb1*valsig)-1.)
valcons = exp(-valb2*valrho)
timeo = 0.0

end
cons
; --- constitutive model ---
mo cwipp
pro bulk 0.1186e9 she 0.0714e9 act 12000 a_w 4.56 b_w 127 d_w 5.79e-36
pro e_dot 5.39e-8 n_wip 4.9 temp 300 gas 1.987
pro b_f valbf s_f valsf d_f valrhof
pro b0_sk valb0 b1_sk valb1 b2_sk valb2 rho valrho
; --- boundary conditions ---
fix x i=1
fix y j=1
apply sxx valsig3 i 2
apply syy valsig1 j 2
; --- initial conditions ---
prop density valrho
ini sxx valsig3
ini syy valsig1
ini szz valsig3
; --- fish function ---
def c_frd

c_frd = frac_d(1,1)
c_bulkr= bulk_mod(1,1)/valbf

; large-strain:
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c_ev = ln((5.+xdisp(2,2))*(5.+xdisp(2,2))*(5.+ydisp(2,2))/125.)
; small-strain:
; c_ev = 2.*xdisp(2,2)/5.+ydisp(2,2)/5.
end
def c_frdsol

val = - ln(-valb2 * valterm * crtime + valcons) / valb2
c_err = 100. * (val - rho(1,1))/valrhof
c_frdsol = val/valrhof
c_evsol = ln(valrho/val)

end
def c_dt

while_stepping
c_dt = crtime - timeo
timeo = crtime

end
; --- histories ---
hist nstep 250
hist crtime
hist c_dt
hist c_frd
hist c_frdsol
hist c_err
hist c_ev
hist c_evsol
hist c_bulkr
hist xdisp i 2 j 1
hist xdisp i 2 j 2
hist ydisp i 1 j 2
hist ydisp i 2 j 2
; --- test ---
set large
set force 0.0 sratio 0.0
set mindt 5.e-6 maxdt 5e4 fobl 4000 fobu 5000
set latency 1 lmul 1.01 umul 0.99
set crdt auto
solve age 2e6
; save uniax.sav
save shear.sav

Numerical values of fractional density are compared to analytical values versus creep time for the
unconfined compression test inFigure 2.35, and for the biaxial compression test inFigure 2.36.
The error in fractional density is less than 0.1%. The histories of axial and lateral displacements
for the unconfined compression test are shown inFigure 2.37, and for the biaxial compression test
in Figure 2.38. As expected, no lateral displacement is calculated in these tests.
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Figure 2.35 Numerical and analytical predictions for fractional density for
uniaxial compression
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Figure 2.36 Numerical and analytical predictions for fractional density for
biaxial compression
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Figure 2.37 Histories of axial and lateral displacement for uniaxial compres-
sion
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Figure 2.38 Histories of axial and lateral displacement for biaxial compres-
sion
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2.5.11 Loaded Block — Burger’s Model

Example 2.20corresponds to a square block of material loaded at the top surface with a constant
stress. The block is composed of material that obeys Burger’s model, in which all elements are
“active” (i.e., both moduli have similar values and both viscosities have similar values). In this
case, we expect both Kelvin and Maxwell components to influence the response.

The test was performed with theFISH functions for the Burger’s viscoelastic model (m burgers)
and for the Burger-creep viscoplastic model (m cvisc). (SeeSection 2.2.7.) The results presented
here are form burgers; the results form cvisc are identical.

Figure 2.39shows the displacement response of the top of the block versus creep time. There is an
instantaneous elastic response caused by the Maxwell spring, followed by continuous creep in the
long-term caused by the Maxwell viscosity. The curvature in the short-term is due to the relaxation
of the Kelvin component.

Example 2.20 Loaded block composed of Burger’s model material

; test of Burger’s model
config creep
call burg.fis
; call cvisc.fis
gr 5 5
model m_burgers
; model m_cvisc
fix y j=1
apply syy -.1 j=6
his ydisp i 3 j 6
his crtime
; ----------------------------------------------------
; test of Burger viscoelastic model
prop dens 1 m_k 2 m_k1 1 m_k2 1 m_vis1 1 m_vis2 3
; test of Burger’s model .. simulate Maxwell model
; prop dens 1 m_k 2 m_k1 1 m_k2 1 m_vis1 1000 m_vis2 3
; test of Burger’s model .. simulate Kelvin model
; prop dens 1 m_k 2 m_k1 1 m_k2 50 m_vis1 1 m_vis2 1e10
;
; ----------------------------------------------------
; test of Burger-creep viscoplastic model
; prop m_coh 1e10 m_ten 1e10
; prop dens 1 m_k 2 m_gk 1 m_gm 1 m_visk 1 m_vism 3
; test of viscoplastic model .. simulate Maxwell model
; prop dens 1 m_k 2 m_gk 1 m_gm 1 m_visk 1000 m_vism 3
; test of viscoplastic model .. simulate Kelvin model
; prop dens 1 m_k 2 m_gk 1 m_gm 50 m_visk 1 m_vism 1e10
;
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; ----------------------------------------------------
set ncw=50
step 500 ; initial "instantaneous" equilibrium
ini xv 0 yv 0
set crdt=0.001 ; minimize shock to start
step 200
set crdt=0.005 ; now go to large time
step 800
plot hold his -1 vs 2

If the PROPERTY command inExample 2.20is replaced by the following line:

prop dens 1 m k 2 m k1 1 m k2 1 m vis1 1000 m vis2 3

the response resembles that of a Maxwell model alone, since the Kelvin section of the Burger’s
model is made almost rigid by the use of a large viscosity (compared to the Maxwell viscosity).
Figure 2.40shows the response. This is similar to the response that would be obtained withFLAC ’s
built-in viscous model,viscous, using similar properties — a shear modulus of 1 unit and a viscosity
of 3 units.

If the PROPERTY command inExample 2.20is replaced by the following line:

prop dens 1 m k 2 m k1 1 m k2 50 m vis1 1 m vis2 1e10

the response resembles that of a Kelvin model alone, since the Maxwell section of the Burger’s
model is made almost rigid by the use of a large viscosity and a large modulus; however, the modulus
m k2 is not made arbitrarily large because the “static” convergence would be poor.

Figure 2.41shows the response: the displacement history exhibits almost no initial jump (since
the elastic modulus of the Maxwell section is high), and there is no long-term creep, which is
characteristic of the Kelvin model.
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Figure 2.39 Vertical displacement versus time, for Burger’s model
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Figure 2.40 Vertical displacement versus time, for Maxwell section only active
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Figure 2.41 Vertical displacement versus time, for Kelvin section only active
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3 DYNAMIC ANALYSIS

3.1 Overview

The dynamic analysis option permits two-dimensional, plane-strain or axisymmetric, fully dynamic
analysis with FLAC. The calculation is based on the explicit finite difference scheme (as discussed
in Section 1.1.2 in Theory and Background) to solve the full equations of motion, using lumped
gridpoint masses derived from the real density of surrounding zones (rather than fictitious masses
used for static solution). This formulation can be coupled to the structural element model, thus
permitting analysis of soil-structure interaction brought about by ground shaking. The dynamic
feature can also be coupled to the groundwater flow model. This allows, for example, analyses
involving time-dependent pore pressure change associated with liquefaction (see Section 3.5.2).
The dynamic model can likewise be coupled to the optional thermal model in order to calculate the
combined effect of thermal and dynamic loading. The dynamic option expands FLAC ’s analysis
capability to a wide range of dynamic problems in disciplines such as earthquake engineering,
seismology and mine rockbursts.

This section discusses the various features associated with the dynamic option in FLAC. Vali-
dation and example problems illustrating the application of the dynamic model are provided in
Section 3.6*. The user is strongly encouraged to become familiar with the operation of FLAC for
simple mechanical, static problems before attempting to solve problems involving dynamic load-
ing. Dynamic analysis is often very complicated and requires a considerable amount of insight to
interpret correctly.

* The data files in this chapter are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\Options\3-Dynamic” with the extension “.DAT.” A project file is also pro-
vided for each example. In order to run an example and compare the results to plots in this chapter,
open a project file in the GIIC by clicking on the File / Open Project menu item and selecting
the project file name (with extension “.PRJ”). Click on the Project Options icon at the top of the
Project Tree Record, select Rebuild unsaved states and the example data file will be run and plots
created.
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3.2 Relation to Equivalent-Linear Methods

The “equivalent-linear” method is common in earthquake engineering for modeling wave transmis-
sion in layered sites and dynamic soil-structure interaction. Since this method is widely used, and
the fully nonlinear method embodied in FLAC is not, it is worth pointing out some of the differences
between the two methods.

In the equivalent-linear method (Seed and Idriss 1969), a linear analysis is performed, with some
initial values assumed for damping ratio and shear modulus in the various regions of the model.
The maximum cyclic shear strain is recorded for each element and used to determine new values for
damping and modulus, by reference to laboratory-derived curves that relate damping ratio and secant
modulus to amplitude of cycling shear strain. Some empirical scaling factor is usually used when
relating laboratory strains to model strains. The new values of damping ratio and shear modulus are
then used in a new numerical analysis of the model. The whole process is repeated several times,
until there is no further change in properties. At this point, it is said that “strain-compatible” values
of damping and modulus have been found, and the simulation using these values is representative
of the response of the real site.

In contrast, only one run is done with a fully nonlinear method (apart from parameter studies, which
are done with both methods), since nonlinearity in the stress-strain law is followed directly by each
element as the solution marches on in time. Provided that an appropriate nonlinear law is used, the
dependence of damping and apparent modulus on strain level are automatically modeled.

Both methods have their strengths and weaknesses. The equivalent-linear method takes drastic
liberties with physics but is user-friendly and accepts laboratory results from cyclic tests directly.
The fully nonlinear method correctly represents the physics but demands more user involvement and
needs a comprehensive stress-strain model in order to reproduce some of the more subtle dynamic
phenomena. Important characteristics of the two methods are examined in Sections 3.2.1 and 3.2.2.

FLAC contains an optional form of damping, hysteretic damping, that incorporates strain-dependent
damping ratio and secant modulus functions, allowing direct comparisons between the equivalent-
linear method and the fully nonlinear method. This form of damping is described in Section 3.4.2.8.

There is a comparison between FLAC and SHAKE (a one-dimensional equivalent-linear program
— Schnabel, Lysmer and Seed 1972) in Section 3.6.2, for the case of a linear, layered system, and
in Section 3.6.6, for the case of a nonlinear, layered system.

3.2.1 Characteristics of the Equivalent-Linear Method

The equivalent-linear method is distinguished by the following characteristics.

1. The method uses linear properties for each element that remain constant
throughout the history of shaking and are estimated from the mean level of
dynamic motion. During quiet periods in the excitation history, elements will
be over-damped and too soft; during strong shaking, elements will be under-
damped and too stiff. However, there is a spatial variation in properties that
corresponds to different levels of motion at different locations.
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2. The interference and mixing phenomena that occur between different fre-
quency components in a nonlinear material are missing from an equivalent-
linear analysis.

3. The method does not directly provide information on irreversible displace-
ments and the permanent changes that accompany liquefaction, because only
oscillatory motion is modeled. These effects may be estimated empirically,
however.

4. It is commonly accepted that, during plastic flow, the strain-increment tensor
is related to some function of the stress tensor, giving rise to the “flow rule” in
plasticity theory. However, elasticity theory (as used by the equivalent-linear
method) relates the strain tensor (not increments) to the stress tensor. Plastic
yielding, therefore, is modeled somewhat inappropriately.

5. The material constitutive model is built into the method: it consists of a stress-
strain curve in the shape of an ellipse (see Cundall 1976). Although this
pre-choice relieves the user of the need to make any decisions, the flexibility
to substitute alternative shapes is removed. However, the effects of a different
shape to the curve are partially allowed for by the iteration procedure used in the
method. It should be pointed out that a frequency-independent hysteresis curve
in the form of an ellipse is physically impossible, since the continuous change
in slope prior to reversal implies pre-knowledge (and rate information is not
available to the model because the model is defined as being rate-independent).

6. In the case where both shear and compressional waves are propagated through a
site, the equivalent-linear method typically treats these motions independently.
Therefore, no interaction is allowed between the two components of motion.

3.2.2 Characteristics of the Fully Nonlinear Method

The following characteristics of the fully nonlinear method should be compared to the corresponding
points listed in Section 3.2.1.

1. The method follows any prescribed nonlinear constitutive relation. If a hyst-
eretic-type model is used and no extra damping is specified, then the damping
and tangent moduli are appropriate to the level of excitation at each point in
time and space, since these parameters are embodied in the constitutive model.
If Rayleigh or local damping are used, the associated damping coefficients
remain constant throughout shaking. Consult Section 3.4.2 for more details
on damping.

2. Using a nonlinear material law, interference and mixing of different frequency
components occur naturally.

3. Irreversible displacements and other permanent changes are modeled automat-
ically.
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4. A proper plasticity formulation is used in all the built-in models whereby
plastic strain increments are related to stresses.

5. The effects of using different constitutive models may be studied easily.

6. Both shear and compressional waves are propagated together in a single sim-
ulation, and the material responds to the combined effect of both components.
For strong motion, the coupling effect can be very important. For example,
normal stress may be reduced dynamically, thus causing the shearing strength
to be reduced, in a frictional material.

Although the method follows any stress-strain relation in a realistic way, it turns out that the
results are quite sensitive to seemingly small details in the assumed constitutive model (see Cundall
(1976) and Dames and Moore and SAI (1978)). The various nonlinear models built into FLAC
are intended primarily for use in quasi-static loading, or in dynamic situations where the response
is mainly monotonic (e.g., extensive plastic flow caused by seismic excitation). A good model
for dynamic soil/structure interaction would capture the hysteresis curves and energy-absorbing
characteristics of real soil. In particular, energy should be absorbed from each component of a
complex waveform composed of many component frequencies. (In many models, high frequencies
remain undamped in the presence of a low frequency.) Such a model may not yet exist, but the
user is free to experiment with candidate models, either using FISH to incorporate the new model
into FLAC (see Section 2.8 in the FISH volume), or writing a model in C++ and loading as a DLL
(dynamic link library) file (see Section 4). It is possible to simulate cyclic laboratory tests on the
new model, and derive modulus and damping curves that may be compared with those from a real
target material. The model parameters may then be adjusted until the two sets of curves match.
Even standard elastic/plastic models (e.g., Mohr-Coulomb) can produce such curves. Consider an
elastic/plastic model with a constant shear modulus, G◦, and a constant yield stress, τm, subject to
cyclic shear strain of amplitude γ . Below yield, the secant shear modulusG is simply equal toG◦.
For cyclic excitation that involves yield, the secant modulus is

G = τm/γ (3.1)

The maximum stored energy, W , during the cycle (assuming G represents an elastic modulus) is

W = τmγ /2 (3.2)

and the dissipated energy (corresponding to the area of the loop) is

�W = 4τm(γ − γm) (3.3)

where γm = τm/G◦.
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Hence,

�W

W
= 8(γ − γm)

γ
(3.4)

Denoting the damping ratio by D and noting that 4πD ≈ �W/W (Kolsky 1963), for small D:

D = 2(γ − γm)
πγ

(3.5)

We plot normalized modulus (G/G◦) from Eq. (3.1), and dampingD from Eq. (3.5) against normal-
ized cyclic strain γ /γm, in Figure 3.1. It can be seen that even a simple model (where “simple” is
taken in the context of dynamics) exhibits an evolution of modulus and damping that can be matched
to experimental results over limited ranges of cyclic strain. Note that further damping specified in
a simulation (see Section 3.4.2) will be added to that provided by the constitutive formulation.

Figure 3.1 Modulus and damping ratio versus cyclic strain for elastic/plastic
model
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3.3 Dynamic Formulation

The finite difference formulation is similar to that described in Section 1.3 in Theory and Back-
ground except that “real” masses are used at gridpoints rather than the fictitious masses used to
improve convergence speed when a static solution is required. Each triangular sub-zone contributes
one-third of its mass (computed from zone density and area) to each of the three associated grid-
points. The final gridpoint mass is then divided by two in the case of a quadrilateral zone that
contains two overlays. In finite-element terminology, FLAC uses lumped masses and a diagonal
mass matrix.

The calculation of critical timestep involves contributions of stiffness and mass at each degree of
freedom, so that the effects of non-uniform grids, structural members, interfaces and fluid can
be accommodated. For each triangular sub-zone, the following stiffness contribution (in units of
force/distance) is made from each of the three gridpoints of the sub-zone:

k = (K + 4

3
G)

{
(Lmax)2

6A�

}
T (3.6)

where Lmax is the maximum edge-length of the triangle, A� is the area of the triangle and T is the
out-of-plane dimension, equal to 1.0 for a plane-strain analysis. Thus for the full quadrilateral zone,
the total contribution to each of the four gridpoints is the summation of those for the three triangles
meeting at the gridpoint. For example, for the northwest gridpoint (assuming two overlays, with
notation as illustrated in Figure 1.3 in Theory and Background):

knw = (K + 4
3G)

6

{
(Lmax

a )2

Aa
+ (L

max
c )2

Ac
+ (L

max
d )2

Ad

}
T (3.7)

where An is the area of triangle n, and Lmax
n is the maximum edge-length of triangle n. For a

complete rectangular zone, comprising four triangular sub-zones, the stiffness term reduces to

kz = (K + 4

3
G)
L2

d

Az
T (3.8)

where Az is the area of the rectangular zone, and Ld the length of its diagonal. Note that Eq. (3.8)
only applies in the specific case of a rectangular full-zone, and is provided for interest only; the
general form of the stiffness contribution is given by expressions similar to Eq. (3.7).

Masses are also accumulated at zone gridpoints from each triangular sub-zone. As an example, for
the northwest gridpoint (assuming two overlays):

Mnw = ma +mc +md

6
(3.9)
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wherema,mc andmd are the masses of triangles a, c and d, respectively. For the case of a rectangular
full-zone (containing four triangular sub-zones), the mass contributed to each gridpoint is

Mgp = mz/4 (3.10)

where mz is the mass of each triangle.

The stiffness and mass contributions from all zones surrounding each gridpoint are made, according
to equations of the form Eqs. (3.7) and (3.9), and summed, giving a total stiffness term of k and
total mass term of M , respectively. The critical timestep is then calculated as the minimum (over
all gridpoints) of the following expression, which is the critical timestep for a single mass-spring
system.

�tcrit = 2

√
M

k
(3.11)

For the case of a rectangular zone, we can substitute stiffness and mass values from Eqs. (3.8) and
(3.10):

�tcrit = 2

√
mzAz

4(K + 4
3G)L

2
dT

(3.12)

Substituting mz = AzρT :

�tcrit = Az

Ld

√
ρ

K + 4
3G
= Az

LdCp
(3.13)

whereCp is the speed of longitudinal waves. This expression is identical to that given in Section 1.3.5
in Theory and Background. However, the more general form, based on Eq. (3.11), is used in
deriving the dynamic timestep, �td , using a safety factor of 0.5 (to allow for the fact that the
calculation of timestep is an estimate only). Thus:

�td = min

{√
�M

�k

}
· 1

2
(3.14)

where the min() function is taken over all gridpoints and structural degrees of freedom, and � is a
summation over all contributions to the gridpoint or structural degree-of-freedom. For a simple grid
consisting of only rectangular zones, the computed timestep may be verified using Eq. (3.13), noting
that �td = �tcrit/2. However, a more complicated model will contain unequal zones, different

FLAC Version 5.0



3 - 8 Optional Features

materials connected to common gridpoints, structural elements, interfaces and the added stiffness
of coupled fluid. Each of these objects or conditions will contribute to the summations of Eq. (3.14),
so that the final timestep will be a combined function of all items. Note that stiff or small zones
may control the timestep chosen by FLAC, due to the min() function and the division by stiffness.
The above derivation is for plane strain; related expressions are obtained for axisymmetric analysis,
accounting for the effects of the varying “out-of-plane” thickness on masses and stiffnesses. For
zones containing only one overlay, the contribution from two sub-zones (instead of four) is summed
as above, but a divisor of 3 instead of 6 is used in Eqs. (3.6), (3.7) and (3.9).

If stiffness-proportional damping is used (see Section 3.4.2.1), the timestep must be reduced, for
stability. Belytschko (1983) provides a formula for critical timestep, �tβ , that includes the effect
of stiffness-proportional damping:

�tβ =
{ 2

ωmax

}(√
1+ λ2 − λ) (3.15)

where ωmax is the highest eigenfrequency of the system, and λ is the fraction of critical damping
at this frequency. Both ωmax and λ are estimated in FLAC, since an eigenvalue solution is not
performed. The estimates are:

ωmax = 2

�td
(3.16)

λ = 0.4β

�td
(3.17)

given:

β = ξmin /ωmin (3.18)

where ξmin andωmin are the damping fraction and angular frequency specified for Rayleigh damping
— see Section 3.4.2.1. The resulting value of �tβ is used as the dynamic timestep if stiffness-
proportional damping is in operation.
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3.3.1 Dynamic Multi-stepping

The maximum stable timestep for dynamic analysis is determined by the largest material stiffness
and smallest zone in the model (see Eq. (3.6)). Often, the stiffness and zone size can vary widely
in a model (e.g., in the case of a finely zoned concrete structure located in a soft soil). A few zones
will then determine the critical timestep for a dynamic analysis, even though the major portion of
the model can be run at a significantly larger timestep.

A procedure known as dynamic multi-stepping is available in FLAC to reduce the computation time
required for a dynamic calculation. In this procedure, zones and gridpoints in a model are ordered
into classes of similar maximum timesteps. Each class is then run at its timestep and information
is transferred between zones at the appropriate time.

Dynamic multi-stepping uses a local timestep for each individual gridpoint and zone. At the start of
an analysis, the grid is scanned and the local stable timestep for each gridpoint,�tgp, is determined
and stored. The value of�tgp depends on the size, stiffness and mass of the neighboring sub-zones
(as shown in Eq. (3.6)), attached structural elements and interfaces. The global timestep, �tG, is
determined as the minimum of all �tgp, as in the standard formulation.

Integer multipliers, Mgp, to the global timestep are then determined for each gridpoint according
to the algorithm illustrated by the flow chart in Figure 3.2. This algorithm ensures that multipliers
are powers of 2. In the current implementation, Mgp is set to 1 for nodes that are assigned a null
material model, connected to structural elements, attached to other gridpoints, or part of a quiet
boundary. All zones are then scanned, and an integer multiplier, Mz, is calculated for each zone as
the minimum of the multipliers for the four surrounding gridpoints.

Null,
attached, structure,

quiet boundary
n=0

n

n

n

y

y

y

n=n+1 n<5

M =1gp
M =2gp

n
M =32gp

2 <= t / t <2
n n+1� Ggp �

Figure 3.2 Flow chart for determination of gridpoint multiplier,Mgp

Calculations for a zone (i.e., derivation of new stresses from surrounding gridpoint velocities and ac-
cumulation of gridpoint force sums from stress components) are only performed everyMz timesteps.
In all expressions involving a timestep, the global timestep is replaced by �tG Mz.
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Calculations for a gridpoint (i.e., derivation of new velocities and displacements from gridpoint
force sums) are only performed every Mgp timesteps; otherwise, the force sums are reset to zero,
which is normally done after every motion calculation. In all expressions involving a timestep, the
global timestep is replaced by �tG Mgp.

The effect of the prescriptions described above is to skip calculation of selected gridpoints and
zones, thereby speeding up the overall calculation. The use of gridpoint and zone multipliers (Mgp

and Mz, respectively) ensures the following characteristics.

1. The force sum at each gridpoint is composed of component forces from each
connected zone that exist at the same point in time. The simultaneous nature
of the component forces is guaranteed by the fact that multipliers are powers
of two. Arbitrary integral multipliers would not have this characteristic.

2. Velocities seen by a zone (at the four surrounding gridpoints) are not updated
between zone updates. This is guaranteed by the fact that the zone multiplier is
the minimum of the surrounding gridpoint multipliers. Since stress increments
are derived from strain and displacement increments, the displacement contri-
bution of a gridpoint is felt by a zone at each update, even though the gridpoint
is updated less frequently than the zone. In essence, the total displacement
increment of the gridpoint is divided into Mgp/Mz equal parts.

This scheme is accurate for dynamic simulations that represent waves with frequencies well below
the natural frequencies of individual elements. The condition is usually guaranteed by the wave-
length criterion described by Eq. (3.60). For higher frequencies, it is believed that inaccuracies
arise from the fact that velocities used in computing strain increments are not defined (in time) at
the center of the time interval, �t , for the case of a zone multiplier being unequal to the gridpoint
multiplier. This represents a departure from the second order accuracy of the central difference
scheme used in FLAC. However, it is always possible to assess the accuracy of the scheme for
any part of the simulation by running a short period of the simulation with and without dynamic
multi-stepping. The results may be directly compared.

Dynamic multi-stepping is invoked with the command SET multi on. The effect of dynamic multi-
stepping on calculation speed is model dependent — i.e., the more zones that have a high multiplier,
the greater the increase in speed. Although multi-stepping is not implemented within structural
elements, substantial savings can still be obtained by using multi-stepping for a system in which stiff
structures are connected to soft continuum elements. In a typical system, only a small proportion
of computer time is spent in structural calculations, so there is only a small penalty in performing
these calculations at every timestep, compared to the savings obtained by performing infrequent
grid calculations.

Example 3.1 illustrates the effect of dynamic multi-stepping. The model consists of a “wall” of
material with a modulus 20 times greater than the surrounding soil material. A shear wave is
applied at the base of the model for a 1 second time period. With SET multi on, the wall zones have
a multiplier of 1 and the soil zones have a multiplier of 4. (The gridpoint and zone multipliers are
stored in separate FISH extra variables for monitoring.) The calculation is 2.9 times faster with
dynamic multi-stepping. Velocity histories monitored at the base of the model and top of the wall
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are identical with and without multi-stepping. Figure 3.3 plots the histories for the multi-stepping
run.

There is no direct printout of the multi-stepping multipliers, but FISH intrinsics zmsmul and gmsmul
(see Section 2.5.3 in the FISH volume) may be used to determine the multipliers used during cycling.

Dynamic multi-stepping can be used with structural elements. The grid timestep multipliers are
set to 1 for all gridpoints connected to structural nodes. Multipliers are not used in structures; their
natural timestep is used. This timestep may be small, but if the grid not attached to the structure does
have a large natural timestep, these gridpoints will have large multipliers, thus saving execution
time.

A user-defined integer multiplier can be specified with the optional max keyword.

For additional information and example applications of dynamic multi-stepping, see Unterberger,
Cundall and Zettler (1997). The application of dynamic multi-stepping in numerical predictions
of vibrations caused by rail traffic in tunnels is presented in Unterberger, Hochgatterer and Poisel
(1996) and Daller, Unterberger and Hochgatterer (1996).

Example 3.1 Shear wave applied to a stiff wall in a soft soil — with dynamic multi-stepping

;-- Test multistepping option --
; ... model has a stiff retaining wall
conf dyn ext=5
grid 40 20
mod elas
prop dens 2000 bulk 2e8 shea 1e8
model null i=1,10 j=11,20
prop bulk 4e9 shear 2e9 i=11,12 j=11,20 ; 20 times stiffness
fix y i=1
fix y i=41
def setup

freq = 1.0
omega = 2.0 * pi * freq

end
setup
def wave

wave = sin(omega*dytime)
end
apply xvel=1 hist=wave j=1
apply yvel=0 j=1
hist xvel i 11 j 21
hist yvel i 11 j 21
hist xvel i 11 j 1
hist dytime
set ncw=50
set multi=on ; Comment out this line, and compare times & histories
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def tim
tim = 0.01 * (clock -- old_time)

end
cyc 1
def qqq ; Save multipliers in ex_1 and ex_2 -- for interest

loop i (1,izones)
loop j (1,jzones)

ex_1(i,j) = zmsmul(i,j)
endLoop

endLoop
loop i (1,igp)

loop j (1,jgp)
ex_2(i,j) = gmsmul(i,j)

endLoop
endLoop
old_time = clock

end
qqq
solve dytime 1.0
print tim
; plot his 1,2,3 vs 4 ; (compare with & without multistepping)
; pri ex_1 zon ; (look at multipliers)
; pri ex_2
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Figure 3.3 Velocities at model base (i = 11, j = 1), and top of wall (i = 11, j =
21)

FLAC Version 5.0



DYNAMIC ANALYSIS 3 - 13

3.4 Dynamic Modeling Considerations

There are three aspects that the user should consider when preparing a FLAC model for a dynamic
analysis. These are: (1) dynamic loading and boundary conditions; (2) mechanical damping; and
(3) wave transmission through the model. This section provides guidance on addressing each aspect
when preparing a FLAC data file for dynamic analysis. Section 3.5 illustrates the use of most of
the features discussed here.

3.4.1 Dynamic Loading and Boundary Conditions

FLAC models a region of material subjected to external and/or internal dynamic loading by applying
a dynamic input boundary condition at either the model boundary or at internal gridpoints. Wave
reflections at model boundaries are minimized by specifying either quiet (viscous), free-field or
three-dimensional radiation-damping boundary conditions. The types of dynamic loading and
boundary conditions are shown schematically in Figure 3.4; each condition is discussed in the
following sections.

3.4.1.1 Application of Dynamic Input

In FLAC, the dynamic input can be applied in one of the following ways:

(a) an acceleration history;

(b) a velocity history;

(c) a stress (or pressure) history; or

(d) a force history.

Dynamic input is usually applied to the model boundaries with the APPLY command. Accelerations,
velocities and forces can also be applied to interior gridpoints by using the INTERIOR command.
Note that the free-field boundary, shown in Figure 3.4, is not required if the only dynamic source
is within the model (see Section 3.4.1.4).

The history function for the input is treated as a multiplier on the value specified with the APPLY or
INTERIOR command. The history multiplier is assigned with the hist keyword and can be in one of
three forms:

(1) a table defined by the TABLE command;

(2) a history defined by the HISTORY command; or

(3) a FISH function.

With TABLE input, the multiplier values and corresponding time values are entered as individual
pairs of numbers in the specified table; the first number of each pair is assumed to be a value of
dynamic time. The time intervals between successive table entries need not be the same for all
entries. Note that the use of tables to provide dynamic multipliers can be quite inefficient compared

FLAC Version 5.0



3 - 14 Optional Features

to the other two options. When using the HISTORY command to derive the history multiplier, the
values stored in the specified history are assumed to be spaced at constant intervals of dynamic
time. The interval is contained in the data file that is input with the HISTORY read command and
associated with a particular history number. If a FISH function is used to provide the multiplier,
the function must access dynamic time within the function, using the FLAC scalar variable dytime,
and compute a multiplier value that corresponds to this time. Example 3.12 provides an example
of dynamic loading derived from a FISH function.

Dynamic input can be applied either in the x- or y-directions corresponding to the xy-axes for the
model, or in the normal and shear directions to the model boundary. Certain boundary conditions
cannot be mixed at the same boundary segment (see Table 1.3 in the Command Referencefor a
summary of the compatibility of boundary conditions).

One restriction when applying velocity or acceleration input to model boundaries is that these
boundary conditions cannot be applied along the same boundary as a quiet (viscous) boundary
condition (compare Figure 3.4(a) to Figure 3.4(b)), because the effect of the quiet boundary would
be nullified. See Section 3.4.1.3 for a description of quiet boundaries. To input seismic motion at
a quiet boundary, a stress boundary condition is used (i.e., a velocity record is transformed into a
stress record and applied to a quiet boundary).

A velocity wave may be converted to a stress wave using the formula

σn = 2(ρ Cp) vn (3.19)

or

σs = 2(ρ Cs) vs (3.20)

where: σn = applied normal stress;

σs = applied shear stress;

ρ = mass density;

Cp = speed of p-wave propagation through medium;

Cs = speed of s-wave propagation through medium;

vn = input normal particle velocity; and

vs = input shear particle velocity.
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Figure 3.4 Types of dynamic loading boundary conditions available in FLAC
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Cp is given by

Cp =
√
K + 4G/3

ρ
(3.21)

and Cs is given by

Cs =
√
G/ρ (3.22)

The formulae assume plane-wave conditions. The factor of two in Eqs. (3.19) and (3.20) accounts
for the fact that the applied stress must be double that observed in an infinite medium, since half the
input energy is absorbed by the viscous boundary. The formulation is similar to that of Joyner and
Chen (1975). To illustrate wave input at a quiet boundary, consider Example 3.2, in which a pulse is
applied as a stress history to the bottom of a vertical, 50 m high column. The bottom of the column
is declared “quiet” in both horizontal directions, and the top is free. The properties are chosen such
that the shear wave speed is 100 m/sec, and the product, ρCs , is 105. The amplitude of the stress
pulse is set, therefore, to 2× 105, according to Eq. (3.19), in order to generate a velocity amplitude
of 1 m/sec in the column. Figure 3.5 shows time histories of x-velocity at the base, middle and top
of the column; the amplitude of the outgoing wave is seen to be 1 m/sec, as expected. The first three
pulses in Figure 3.5 correspond, in order, to the outgoing waves at base, middle and top. The first
two pulses correspond to waves reflected from the free surface, measured at the middle and base,
respectively. The velocity-doubling effect of a free surface, as well as the lack of waves after a time
of about 1.3 seconds, can be seen, which confirms that the quiet base is working correctly. The
doubling effect associated with a free surface is described in texts on elastodynamics (e.g., Graff
1991).

Example 3.2 Shear wave propagation in a vertical column

config dyn
grid 1,50
model elas
prop dens 1000 shear 1e7 bulk 2e7
def wave

if dytime > 1.0/freq
wave = 0.0

else
wave = 0.5 * (1.0 - cos(2.0*pi*freq * dytime))

endif
end
set freq=4.0
fix y
apply xquiet j=1
apply sxy -2e5 hist wave j=1
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hist xvel i=1 j=1
hist xvel i=1 j=26
hist xvel i=1 j=51
hist dytime
solve dytime 1.8
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Figure 3.5 Primary and reflected waves in a bar: stress input through a quiet
boundary

3.4.1.2 Baseline Correction

If a “raw” acceleration or velocity record from a site is used as a time history, the FLAC model may
exhibit continuing velocity or residual displacements after the motion has finished. This arises from
the fact that the integral of the complete time history may not be zero. For example, the idealized
velocity waveform in Figure 3.6(a) may produce the displacement waveform in Figure 3.6(b) when
integrated. The process of “baseline correction” should be performed, although the physics of the
FLAC simulation usually will not be affected if it is not done. It is possible to determine a low
frequency wave (for example, Figure 3.6(c)) which, when added to the original history, produces a
final displacement which is zero (Figure 3.6(d)). The low frequency wave in Figure 3.6(c) can be a
polynomial or periodic function, with free parameters that are adjusted to give the desired results.

Baseline correction usually applies only to complex waveforms derived, for example, from field
measurements. When using a simple, synthetic waveform, it is easy to arrange the process of
generating the synthetic waveform to ensure that the final displacement is zero. Normally, in
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seismic analysis, the input wave is an acceleration record. A baseline-correction procedure can
be used to force both the final velocity and displacement to be zero. Earthquake engineering texts
should be consulted for standard baseline correction procedures.

displacement

velocity

(c) low frequency velocity wave

(d) resultant displacement history

time

time

velocity

(a) velocity history

time

(b) displacement history
time

displacement

Figure 3.6 The baseline correction process

An alternative to baseline correction of the input record is to apply a displacement shift at the end
of the calculation, if there is a residual displacement of the entire model. This can be done by
applying a fixed velocity to the mesh to reduce the residual displacement to zero. This action will
not affect the mechanics of the deformation of the model. Computer codes to perform baseline
corrections are available from several Internet sites: e.g., http://nsmp.wr.usgs.gov/processing.html
provides such a code.
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3.4.1.3 Quiet Boundaries

The modeling of geomechanics problems involves media which, at the scale of the analysis, are
better represented as unbounded. Deep underground excavations are normally assumed to be
surrounded by an infinite medium, while surface and near-surface structures are assumed to lie on
a half-space. Numerical methods relying on the discretization of a finite region of space require
that appropriate conditions be enforced at the artificial numerical boundaries. In static analyses,
fixed or elastic boundaries (e.g., represented by boundary-element techniques) can be realistically
placed at some distance from the region of interest. In dynamic problems, however, such boundary
conditions cause the reflection of outward propagating waves back into the model and do not allow
the necessary energy radiation. The use of a larger model can minimize the problem, since material
damping will absorb most of the energy in the waves reflected from distant boundaries. However,
this solution leads to a large computational burden. The alternative is to use quiet (or absorbing)
boundaries. Several formulations have been proposed. The viscous boundary developed by Lysmer
and Kuhlemeyer (1969) is used in FLAC. It is based on the use of independent dashpots in the
normal and shear directions at the model boundaries. The method is almost completely effective
at absorbing body waves approaching the boundary at angles of incidence greater than 30◦. For
lower angles of incidence, or for surface waves, there is still energy absorption, but it is not perfect.
However, the scheme has the advantage that it operates in the time domain. Its effectiveness has
been demonstrated in both finite-element and finite-difference models (Kunar et al., 1977). A
variation of the technique proposed by White et al. (1977) is also widely used.

More efficient energy absorption (particularly in the case of Rayleigh waves) requires the use of
frequency-dependent elements, which can only be used in frequency-domain analyses (e.g., Lysmer
and Waas 1972). These are usually termed “consistent boundaries,” and involve the calculation
of dynamic stiffness matrices coupling all the boundary degrees-of-freedom. Boundary element
methods may be used to derive these matrices (e.g., Wolf 1985). A comparative study of the
performance of different types of elementary, viscous and consistent boundaries was documented
by Roesset and Ettouney (1977).

The quiet-boundary scheme proposed by Lysmer and Kuhlemeyer (1969) involves dashpots attached
independently to the boundary in the normal and shear directions. The dashpots provide viscous
normal and shear tractions given by:

tn = −ρ Cp vn (3.23)

ts = −ρ Cs vs
where:vn and vs are the normal and shear components of the velocity at the boundary;

ρ is the mass density; and
Cp and Cs are the p- and s-wave velocities.

These viscous terms can be introduced directly into the equations of motion of the gridpoints lying
on the boundary. A different approach, however, was implemented in FLAC, whereby the tractions
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tn and ts are calculated and applied at every timestep in the same way that boundary loads are applied.
This is more convenient than the former approach, and tests have shown that the implementation
is equally effective. The only potential problem concerns numerical stability, because the viscous
forces are calculated from velocities lagging by half a timestep. In practical analyses to date, no
reduction of timestep has been required by the use of the non-reflecting boundaries. Timestep
restrictions demanded by small zones are usually more important.

Dynamic analysis starts from some in-situ condition. If a velocity boundary is used to provide
the static stress state, this boundary condition can be replaced by a quiet boundary; the boundary
reaction forces will be automatically calculated and maintained throughout the dynamic loading
phase. Note that the boundaries must not be freed before applying the quiet boundary condition,
otherwise the reaction forces will be lost.

Care should be taken to avoid changes in static loading during the dynamic phase. For example, if
a tunnel is excavated after quiet boundaries have been specified on the bottom boundary, the whole
model will start to move upward. This is because the total gravity force no longer balances the
total reaction force at the bottom that was calculated when the boundary was changed to a quiet
one. If a stress boundary condition is applied for the static solution, a stress boundary condition of
opposite sign must also be applied over the same boundary when the quiet boundary is applied for
the dynamic phase. This will allow the correct reaction forces to be in place at the boundary for the
dynamic calculation.

Quiet boundary conditions can be applied in the x- and y-directions, or along inclined boundaries,
in the normal and shear directions, using the APPLY command with appropriate keywords (xquiet,
yquiet, nquiet or squiet). When applying quiet boundary conditions in the normal and shear di-
rections, nquiet and squiet should always be specified together. These conditions individually do
not account for the coupling between x- and y-directions for inclined boundaries. When using
the APPLY command to install a quiet boundary condition, it must be appreciated that the material
properties used in Eq. (3.23) are obtained from the zones immediately adjacent to the boundary.
Thus, appropriate material properties for boundary zones must be in place at the time the APPLY
command is given in order for the correct properties of the quiet boundary to be stored.

Quiet boundaries are best-suited when the dynamic source is within a grid. Quiet boundaries should
not be used alongside boundaries of a grid when the dynamic source is applied as a boundary
condition at the top or base, because the wave energy will “leak out” of the sides. In this situation,
free-field boundaries, described below, should be applied to the sides.

3.4.1.4 Free-Field Boundaries

Numerical analysis of the seismic response of surface structures such as dams requires the dis-
cretization of a region of the material adjacent to the foundation. The seismic input is normally
represented by plane waves propagating upward through the underlying material. The boundary
conditions at the sides of the model must account for the free-field motion which would exist in
the absence of the structure. In some cases, elementary lateral boundaries may be sufficient. For
example, if only a shear wave were applied on the horizontal boundary, AC, shown in Figure 3.7, it
would be possible to fix the boundary along AB and CD in the vertical direction only (see the exam-
ple in Section 3.6.3). These boundaries should be placed at sufficient distances to minimize wave

FLAC Version 5.0



DYNAMIC ANALYSIS 3 - 21

reflections and achieve free-field conditions. For soils with high material damping, this condition
can be obtained with a relatively small distance (Seed et al., 1975). However, when the material
damping is low, the required distance may lead to an impractical model. An alternative procedure
is to “enforce” the free-field motion in such a way that boundaries retain their non-reflecting prop-
erties — i.e., outward waves originating from the structure are properly absorbed. This approach
was used in the continuum finite-difference code NESSI (Cundall et al., 1980). A technique of this
type was developed for FLAC, involving the execution of a one-dimensional free-field calculation
in parallel with the main-grid analysis.
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Figure 3.7 Model for seismic analysis of surface structures and free-field
mesh

The lateral boundaries of the main grid are coupled to the free-field grid by viscous dashpots to
simulate a quiet boundary (see Figure 3.7), and the unbalanced forces from the free-field grid are
applied to the main-grid boundary. Both conditions are expressed in Eqs. (3.24) and (3.25), which
apply to the left-hand boundary. Similar expressions may be written for the right-hand boundary:

Fx = −[ρCp(v
m
x − vff

x )− σ ff
xx]�Sy (3.24)

Fy = −[ρCs(v
m
y − vff

y )− σ ff
xy]�Sy (3.25)
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where: ρ = density of material along vertical model boundary;

Cp = p-wave speed at the left-hand boundary;

Cs = s-wave speed at the left-hand boundary;

�Sy = mean vertical zone size at boundary gridpoint;

vmx = x-velocity of gridpoint in main grid at left boundary;

vmy = y-velocity of gridpoint in main grid at left boundary;

vff
x = x-velocity of gridpoint in left free field;

vff
y = y-velocity of gridpoint in left free field;

σ ff
xx = mean horizontal free-field stress at gridpoint; and

σ ff
xy = mean free-field shear stress at gridpoint.

In this way, plane waves propagating upward suffer no distortion at the boundary because the free-
field grid supplies conditions that are identical to those in an infinite model. If the main grid is
uniform, and there is no surface structure, the lateral dashpots are not exercised because the free-
field grid executes the same motion as the main grid. However, if the main-grid motion differs
from that of the free field (due, say, to a surface structure that radiates secondary waves), then the
dashpots act to absorb energy in a manner similar to the action of quiet boundaries.

The free-field model consists of a one-dimensional “column” of unit width, simulating the behavior
of the extended medium. An explicit finite-difference method was selected for the model. The
height of the free field equals the length of the lateral boundaries. It is discretized into n elements
corresponding to the zones along the lateral boundaries of the FLAC mesh. Element masses are
lumped at the n+1 gridpoints. A linear variation of the displacement field is assumed within each
element; the elements are, therefore, in a state of uniform strain (and stress).

The following conditions are required in order to apply the free-field boundary condition.

1. The lateral boundaries of the grid must be vertical and straight.

2. The free field boundaries may be applied to the whole grid or to a sub-grid,
starting at (1,1), with the left-hand boundary being i = 1. The right-hand
boundary corresponds to the last-encountered non-null zone, scanning along
j = 1 with increasing i numbers. Any other disconnected sub-grids are not
considered when the free-field boundaries are created. Therefore, if sub-grids
are used in a simulation that requires free-field boundaries to the main grid,
this grid must be the “first” one — i.e., its left and bottom sides must be lines i
= 1 and j = 1, respectively. The optional keyword ilimits forces the free field to
be applied on the outer i limits of the grid (as specified in the GRID command).
This keyword should be used if null zones exist on the j = 1 row of zones. It is
advisable to perform PLOT apply to verify that the free field is applied to the
correct boundary before starting a dynamic simulation.
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3. The bottom zones (j = 1) at i = 1 and i = imax must not be null.

4. The model should be in static equilibrium before the free-field boundary is
applied.

5. The free-field condition must be applied before changing other boundary con-
ditions for the dynamic stage of an analysis.

6. The free-field condition can only be applied for a plane-strain or plane-stress
analysis. It is not applicable for axisymmetric geometry.

7. Both lateral boundaries of the grid must be included in the free field because
the free field is automatically applied to both boundaries when the APPLY ff
command is given.

8. The free field can be specified for a groundwater flow analysis (CONFIG gw).
A one-dimensional fluid flow model will also be created when APPLY ff is
issued, and pore pressures will be calculated in the free field.

9. Interfaces and attach-lines do not get transferred to the free-field grid. Thus, an
INTERFACE or ATTACH condition should not extend to the free-field boundary.
The effect of an interface can be reproduced with a layer of zones having the
same properties of the interface.

10. The use of 3D damping when the free field is derived from the sides of a sub-
grid may not work correctly. 3D damping should only be used when the ff is
applied to the whole grid.

The static equilibrium conditions prior to the dynamic analysis are transferred to the free field
automatically when the command APPLY ff is invoked. All zone data (including model types and
current state variables) in the first and last columns of model zones are copied to the free-field
region. Free-field information can be viewed by specifying the PRINT command with the range
imax + 1for the left-hand-side free field, and imax + 2for the right-hand-side free field, where imax
is the highest gridpoint index in the i-direction. Note that stresses are referred to by the name of the
first sub-zone — e.g., σ ff

xx is printed with the command PRINT asxx, for the range corresponding to
free-field zones. Free-field loads, applied velocities and quiet boundaries are updated automatically
using the current values of the first and last columns of the grid.

Any model or nonlinear behavior, as well as fluid coupling and vertical flow, may exist in the
free field. However, the free field performs a small-strain calculation, even if the main grid is
executing in large-strain mode. In this case, the results will be approximately correct, provided the
deformations near the free field boundaries are relatively small (e.g., compared to grid dimensions).

The application of the free-field boundary is illustrated in Example 3.3. A shear stress wave is
applied to the base of the model. Figure 3.8 shows the resulting x-velocity at the top of the model
at different locations in the free field and the main grid.
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Example 3.3 Shear wave loading of a model with free-field boundaries

; -- Free-field test --
config dyn
def wave

wave = 0.5 * (1.0 - cos(2*pi*dytime/period))
end
set period 0.015
grid 16 10
mod elas
gen line 6 10 8 6
gen line 8 6 10 10
mod null reg 7 10
prop bulk 66667 shear 40000 den 0.0025
set grav 10
fix x i=1
fix x i=17
fix y j=1
;
set dyn off
hist unbal
hist ydis i 5 j 5
hist ydis i 5 j 11
solve
save ff0.sav
;
set dyn on
;
apply ff
;
apply xquiet j=1
apply yquiet j=1
apply sxy -1.0 hist wave j 1
;
set dytime 0
hist reset
hist dytime
hist xvel i 5 j 11
hist xvel i 18 j 11
hist xvel i 19 j 11
;
solve dytime 0.02
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Figure 3.8 x-velocity histories at top of model with free-field boundaries

3.4.1.5 Three-Dimensional Radiation Damping

A vibrating structure located on the surface of the modeled region creates a disturbance both in
the plane of analysis and in the out-of-plane direction. The energy radiated in-plane is reasonably
absorbed by the quiet boundary condition. However, in a three-dimensional system, energy would be
radiated in the out-of-plane direction. To represent this effect approximately, dashpots are connected
from all gridpoints in the main grid to corresponding gridpoints in the free field (although the force is
not applied to the free-field grid). This mechanism is termed three-dimensional radiation damping
and is invoked by the SET 3d damp command. The 3D damper acts on the difference between the
actual particle velocity under the structure and the free field velocity around the model region. The
scheme is identical to that described by Lysmer et al. (1975). The dashpot constant, c, has the
value:

c = 2 ρ Cff
s

W
(3.26)

where:c = coefficient of 3D damping;

Cff
s = free-field shear wave velocity; and

W = out-of-plane width of structure.

The free-field boundaries (i.e., APPLY ff) must be specified when using 3D damping. The dashpot
can be connected to either the left-hand side or the right-hand side of the free field (see Figure 3.4).
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3.4.2 Mechanical Damping

Natural dynamic systems contain some degree of damping of the vibration energy within the system;
otherwise, the system would oscillate indefinitely when subjected to driving forces. Damping is
due, in part, to energy loss as a result of internal friction in the intact material and slippage along
interfaces, if these are present.

FLAC uses a dynamic algorithm for solution of two general classes of mechanical problems: quasi-
static and dynamic. Damping is used in the solution of both classes of problems, but quasi-static
problems require more damping for rapid convergence to equilibrium. The damping for static
solutions is discussed in Section 1.3.4 in Theory and Background.

For a dynamic analysis, the damping in the numerical simulation should reproduce in magnitude
and form the energy losses in the natural system when subjected to a dynamic loading. In soil
and rock, natural damping is mainly hysteretic — i.e., independent of frequency (see Gemant and
Jackson (1937) and Wegel and Walther (1935)). It is difficult to reproduce this type of damping
numerically because of at least two problems (see Cundall 1976, and comments in Section 3.2.2).
First, many simple hysteretic functions do not damp all components equally when several waveforms
are superimposed. Second, hysteretic functions lead to path-dependence, which makes results
difficult to interpret. However, if a constitutive model that contains an adequate representation
of the hysteresis that occurs in a real material is found, then no additional damping would be
necessary. This comment is addressed to users who program their own constitutive models in the
FISH language or in C++; the built-in models are not considered to model dynamic hysteresis well
enough to omit additional damping completely.

For several reasons, it is impractical to use the “real” stress/strain response of the material in
numerical simulations. For example: (a) there are no laws that describe the complete material
response; and (b) existing laws that capture many important aspects have many material parameters,
requiring extensive calibration.

In time-domain programs, Rayleigh damping is commonly used to provide damping that is approx-
imately frequency-independent over a restricted range of frequencies. Although Rayleigh damping
embodies two viscous elements (in which the absorbed energy is dependent on frequency), the
frequency-dependent effects are arranged to cancel out at the frequencies of interest. Alternatively,
the local damping embodied in FLAC ’s static solution scheme may be used dynamically, but with
a damping coefficient appropriate to wave propagation. Local damping in dynamic problems is
useful as an approximate way to include hysteretic damping. However, it becomes increasingly
unrealistic as the complexity of the waveforms increases (i.e., as the number of frequency compo-
nents increases). Both Rayleigh damping and local damping are described in more detail in the
following sections.

A third form of damping, artificial viscosity, is also provided in FLAC. This damping may be used
for analyses involving sharp dynamic fronts — it is described in Section 3.4.2.7.

Finally, a new damping algorithm, hysteretic damping, is described in Section 3.4.2.8. This form of
damping allows strain-dependent modulus and damping functions to be incorporated directly into
the FLAC simulation. This makes it possible to make direct comparisons between calculations made
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with the equivalent-linear method and a fully nonlinear method, without making any compromises
in the choice of constitutive model.

For routine engineering design, we must use an approximate representation of cyclic energy dissi-
pation. In FLAC, the choice is between Rayleigh damping and hysteretic damping. Here, we make
some general comparisons between the two approaches, to enable a choice to be made. In general,
hysteretic damping is the more realistic of the two, and it entails no reduction in timestep.

For low levels of cyclic strain, and fairly uniform conditions, Rayleigh damping and hysteretic
damping give similar results, provided that the levels of damping set for both are consistent with
the levels of cyclic strain experienced. The results will differ in the following two circumstances.

1. When the system is non-uniform (e.g., layers of quite different properties), then cyclic
strain levels may be different in different locations and at different times. Using hysteretic
damping, these different strain levels produce realistically different damping levels in time
and space, while constant and uniform Rayleigh damping parameters can only reproduce
the average response. It would be possible to adjust the Rayleigh damping parameters to
account for spatial variations in damping, using an iterative (strain-compatible) scheme,
as used in the equivalent linear method (see Section 3.2.1). It may also be possible
to adjust the Rayleigh damping parameters in time as well, although some practical
difficulties may be encountered.

2. As yield is approached, both Rayleigh damping and hysteretic damping do not account for
the energy dissipation of extensive yielding. Thus, irreversible strain occurs externally to
both schemes, and dissipation is represented by the yield model (e.g., Mohr-Coulomb).
Under this condition, the mass-proportional term of Rayleigh damping may inhibit yield-
ing because rigid-body motions that occur during failure modes are erroneously resisted.
Hysteretic damping may give rise to larger permanent strains in such a situation, but
this condition is usually believed to be more realistic compared to that using Rayleigh
damping.

We note that hysteretic damping provides almost no energy dissipation at very low cyclic strain
levels, which may be unrealistic. To avoid low-level oscillation, it is recommended to add a small
amount (e.g., 0.5%) of stiffness-proportional Rayleigh damping when hysteretic damping is used
in a dynamic simulation.
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3.4.2.1 Rayleigh Damping

Rayleigh damping was originally used in the analysis of structures and elastic continua, to damp
the natural oscillation modes of the system. The equations, therefore, are expressed in matrix form.

A damping matrix, C, is used, with components proportional to the mass (M) and stiffness (K)
matrices:

C = α M + β K (3.27)

where:α = the mass-proportional damping constant; and

β = the stiffness-proportional damping constant.

For a multiple degree-of-freedom system, the critical damping ratio, ξi , at any angular frequency
of the system, ωi , can be found from (Bathe and Wilson 1976):

α + β ω2
i = 2 ωi ξi (3.28)

or

ξi = 1

2

( α
ωi
+ β ωi

)
(3.29)

The critical damping ratio, ξi , is also known as the fraction of critical damping for mode i with
angular frequency ωi .

Figure 3.9 shows the variation of the normalized critical damping ratio with angular frequency, ωi .
Three curves are given: mass and stiffness components only; and the sum of both components. As
shown, mass-proportional damping is dominant at lower angular-frequency ranges, while stiffness-
proportional damping dominates at higher angular frequencies. The curve representing the sum of
both components reaches a minimum at:

ξmin = (α β)1/2
(3.30)

ωmin = (α / β)1/2

or:
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α = ξmin ωmin

(3.31)

β = ξmin /ωmin

The center frequency is then defined as

fmin = ωmin / 2π (3.32)

It may be noted that at frequency ωmin (or fmin) (and only at that frequency), mass damping and
stiffness damping each supply half of the total damping force.
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Figure 3.9 Variation of normalized critical damping ratio with angular fre-
quency

Rayleigh damping is specified in FLAC with the parameters fmin in Hertz (cycles per second) and
ξmin, both specified with the command SET dy damp rayleigh.

Stiffness-proportional damping causes a reduction in the critical timestep for the explicit solution
scheme (see Belytschko 1983). In FLAC, the internal timestep calculation takes account of stiffness-
proportional damping, but it is still possible for instability to occur if the large-strain calculation
is in effect (SET large) and very large mesh deformation occurs. If this happens, it is necessary to
reduce the timestep manually (via the SET dydt command).
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For the case shown in Figure 3.9, ωmin = 10 radians per second. It is evident that the damping
ratio is almost constant over at least a 3:1 frequency range (e.g., from 5 to 15). Since damping
in geologic media is commonly independent of frequency, as discussed in Section 3.4.2, ωmin is
usually chosen to lie in the center of the range of frequencies present in the numerical simulation
— either natural frequencies of the model or predominant input frequencies. Hysteretic damping
is thereby simulated in an approximate fashion.

3.4.2.2 Example Application of Rayleigh Damping

In order to demonstrate how Rayleigh damping works in FLAC, the results of the following four
damping cases can be compared; the example consists of a square grid in which gravity is suddenly
applied. The conditions are:

(a) undamped;

(b) Rayleigh damping (both mass and stiffness damping);

(c) mass damping only; and

(d) stiffness damping only.

Example 3.4 provides data corresponding to each case in turn. The Rayleigh parameters are adjusted
to give critical damping in cases (b), (c), and (d).

Example 3.4 Block under gravity — undamped and 3 critically damped cases

conf dy
gr 3 3
m e
prop den 1000 bu 1e8 sh .3e8
fix y j=1
set grav 10.0
hist n 1
hist ydisp i=3 j=4
hist dytime
save damp.sav
step 200
title
vertical displacement versus time (undamped)
plot pen his 1 vs 2
;
rest damp.sav
set dy_damp=rayl 1 25.0
step 445
title
vertical displacement versus time (mass & stiffness damped; damp 1 25)
plot pen his 1 vs 2

FLAC Version 5.0



DYNAMIC ANALYSIS 3 - 31

;
rest damp.sav
set dy_damp=rayl 2 25.0 mass
step 80
title
vertical displacement versus time(mass damped;damp 2 25 mass)
plot pen his 1 vs 2
;
rest damp.sav
set dy_damp=rayl 2 25.0 stiff
step 870
title
vertical displacement versus time(stiffness damped;damp 2 25 stiff)
plot pen his 1 vs 2
ret

In the first case, with no damping, a natural frequency of oscillation of approximately 25 Hertz is
observed (see Figure 3.10). The problem should be critically damped if: (1) a fraction of critical
damping, ξmin, of 1 is specified; (2) the natural frequency of oscillation, fmin, of 25 Hertz is
specified; and (3) both mass and stiffness damping are used.

The results in Figure 3.11 show that the problem is critically damped. If only mass or stiffness
damping is used, then ξmin must be doubled to obtain critical damping (since each component
contributes one-half to the overall damping). Figures 3.12 and 3.13 again show that the system is
critically damped.

Note that the timestep is different for the three damped simulations. This is a result of the influence
of stiffness-proportional damping, as discussed above.
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Figure 3.10 Plot of vertical displacement versus time, for gravity suddenly
applied to a square grid (no damping)
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Figure 3.11 Plot of vertical displacement versus time, for gravity suddenly
applied to a square grid (mass and stiffness damping)
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Figure 3.12 Plot of vertical displacement versus time, for gravity suddenly
applied to a square grid (mass damping only)
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Figure 3.13 Plot of vertical displacement versus time, for gravity suddenly
applied to a square grid (stiffness damping only)
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3.4.2.3 Guidelines for Selecting Rayleigh Damping Parameters

What is normally attempted in a dynamic analysis is the reproduction of the frequency-independent
damping of materials at the correct level. For geological materials, damping commonly falls in the
range of 2 to 5% of critical; for structural systems, 2 to 10% is representative (Biggs 1964). In
analyses that use one of the plasticity constitutive models (e.g., Mohr-Coulomb), a considerable
amount of energy dissipation can occur during plastic flow. Thus, for many dynamic analyses that
involve large-strain, only a minimal percentage of damping (e.g., 0.5%) may be required. Further,
dissipation will increase with amplitude for stress/strain cycles that involve plastic flow.

Rayleigh damping is frequency-dependent but has a “flat” region that spans about a 3:1 frequency
range, as shown in Figure 3.9. For any particular problem, a spectral analysis of typical velocity
records might produce a response such as the one shown in Figure 3.14.*

Velocity
Spectrum

Frequency

Range of Predominant
Frequencies

Figure 3.14 Plot of velocity spectrum versus frequency

If the highest predominant frequency is three times greater than the lowest predominant frequency,
then there is a 3:1 span or range that contains most of the dynamic energy in the spectrum. The idea
in dynamic analysis is to adjust fmin of the Rayleigh damping so that its 3:1 range coincides with
the range of predominant frequencies in the problem. ξmin is adjusted to coincide with the correct
physical damping ratio. The “predominant frequencies” are neither the input frequencies nor the
natural modes of the system, but a combination of both. The idea is to try to get the right damping
for the important frequencies in the problem.

* A spectral analysis based on a Fast Fourier Transform is supplied as a FISH function in the FISH
library in Section 3 in the FISH volume — see “FFT.FIS.”
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For many problems, the important frequencies are related to the natural mode of oscillation of the
system. Examples of this type of problem include seismic analysis of surface structures, such as
dams or dynamic analysis of underground excavations. The fundamental frequency, f , associated
with the natural mode of oscillation of a system, is

f = C

λ
(3.33)

where:C = speed of propagation associated with the mode of oscillation; and

λ = longest wavelength associated with the mode of oscillation.

For a continuous, elastic system (e.g., a one-dimensional elastic bar), the speed of propagation, Cp,
for p-waves is given by Eq. (3.21), and for s-waves by Eq. (3.22). If shear motion of the bar gives
rise to the lowest natural mode, then Cs is used in the above equation; otherwise, Cp is used if
motion parallel to the axis of the bar gives rise to the lowest natural mode.

The longest wavelength (or characteristic length or fundamental wavelength) depends on boundary
conditions. Consider a solid bar of unit length with boundary conditions as shown in Figure 3.15(a).
The fundamental mode shapes for cases (1), (2) and (3) are as shown in Figure 3.15(b). If a
wavelength for the fundamental mode of a particular system cannot be estimated in this way, then a
preliminary run may be made with zero damping (for example, see Figure 3.10). A representative
natural period may be estimated from time histories of velocity or displacement. Section 3.6.1
contains another example in which natural periods are estimated by undamped simulations.

Structural damping operates in similar way to damping in the grid. However, if a structural node is
rigidly attached to a gridpoint, the gridpoint damping value is used, rather than the structural node
damping value. For the special case of a structural node attached to a null gridpoint (one surrounded
by null zones), the damping for that gridpoint/node is zero.
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(1) one end fixed

(2) both ends fixed

(3) both ends free
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(b) characteristic lengths or fundamental wavelengths

Figure 3.15 Comparison of fundamental wavelengths for bars with varying
end conditions

3.4.2.4 Local Damping for Dynamic Simulations

Local damping (see Section 1.3.4 in Theory and Background) was originally designed as a means
to equilibrate static simulations. However, it has some characteristics that make it attractive for
dynamic simulations. It operates by adding or subtracting mass from a gridpoint or structural
node at certain times during a cycle of oscillation; there is overall conservation of mass, because
the amount added is equal to the amount subtracted. Mass is added when the velocity changes
sign, and subtracted when it passes a maximum or minimum point. Hence, increments of kinetic
energy are removed twice per oscillation cycle (at the velocity extremes). The amount of energy
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removed, �W , is proportional to the maximum, transient strain energy, W , and the ratio �W/W
is independent of rate and frequency. Since�W/W may be related to fraction of critical damping,
D (Kolsky 1963), we obtain the expression:

αL = πD (3.34)

where αL is the local damping coefficient. Thus, the use of local damping is simpler than Rayleigh
damping, because we do not need to specify a frequency. To compare the two types of damping,
we repeat Example 3.4 with 5% damping, which is a typical value used for dynamic analyses.
Example 3.5 provides the data file; we also set fmin to 24.1, which is a more accurate estimate of
the natural frequency of the block. A similar run is done with local damping, with the coefficient set
to 0.1571 (= 0.05π ) — see Example 3.6. In both runs, we specify the timestep at 5×10−4, so that
we can execute the same number of steps in each to obtain the same elapsed time. Displacement
histories from the two runs are given in Figures 3.16 and 3.17, respectively. The results are quite
similar.

Example 3.5 Continuation ofExample 3.4with 5% Rayleigh damping

rest damp.sav
set dydt=5e-4
set dy_damp=rayleigh 0.05 24.1
step 1000
plot pen his 1 vs 2

Example 3.6 Continuation ofExample 3.4with 5% local damping

rest damp.sav
set dydt=5e-4
set dy_damp=local 0.1571 ; = pi * 0.05
step 1000
plot pen his 1 vs 2

A modified form of local damping — combined damping — may also be used in dynamic mode,
but its performance is unknown. The formulation for combined damping is given in Section 1.3.4
in Theory and Background, and the command to invoke it is SET dy damp combined value.
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Figure 3.16 Displacement history — 5% Rayleigh damping

   FLAC (Version 5.00)

LEGEND

   18-May-04   9:22
  step      1000
Dynamic Time   5.0000E-01
 
HISTORY PLOT
   Y-axis :
Y displacement(   3,   4)
   X-axis :
Dynamic time

 5  10  15  20  25  30  35  40  45  50  

(10        )-02

-9.000

-8.000

-7.000

-6.000

-5.000

-4.000

-3.000

-2.000

-1.000

(10        )-04

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 3.17 Displacement history — 5% local damping
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CAUTION: Local damping appears to give good results for a simple case because it is frequency-
independent and needs no estimate of the natural frequency of the system being modeled. However,
this type of damping should be treated with caution, and the results compared to those with Rayleigh
damping for each application. There is some evidence to suggest that, for complicated waveforms,
local damping underdamps the high frequency components, and may introduce high frequency
“noise.”

3.4.2.5 Spatial Variation in Damping

Rayleigh damping and local damping are both assigned as global parameters by the SET command in
FLAC. A spatial variation in the damping parameters (and the damping type) can also be prescribed
via the INITIAL dy damp command. For example, if different materials are known to have different
fractions of critical damping, a different value for ξmin can be assigned to each material. This can
be demonstrated by modifying the example of a wave propagating in a column (Example 3.2). In
Example 3.7, two separate identical grids are constructed, to enable a direct comparison to be made.
Both grids contain two layers — a stiff layer in the lower half, and a soft layer in the upper half. The
left-hand grid has uniform Rayleigh stiffness damping, while the right-hand grid has two values
for the damping coefficient, corresponding to the two materials, although the average damping
coefficient is the same as that of the left-hand grid. The velocity histories at the free surface are
plotted in Figure 3.18 for both grids. Differences in response can be observed particularly in the
second pulse (reflected from the material discontinuity).

Example 3.7 Spatial variation in damping

config dyn ext=5
grid 3,50
mod elas i=1 ; Create 2 grids, for comparison
mod elas i=3
prop dens 2500 bulk 2e7 shear 1e7 j=1,25 ; Two layers in
prop dens 2000 bulk 0.5e7 shear 0.25e7 j=26,50 ; each grid
def wave

if dytime > 1.0/freq
wave = 0.0

else
wave = (1.0 - cos(2.0*pi*freq*dytime)) / 2.0

endif
end
set freq=2.0 ncw=50
ini dy_damp=rayl .1 freq stiff i=1,2 ; Uniform .. l.h. grid
ini dy_damp=rayl .02 freq stiff i=3,4 j=1,26 ; Nonuniform ..
ini dy_damp=rayl .18 freq stiff i=3,4 j=27,51 ; r.h. grid
fix y
apply xquiet j=1 i=1,2
apply xquiet j=1 i=3,4
apply sxy=-2e5 hist wave j=1 i=1,2
apply sxy=-2e5 hist wave j=1 i=3,4
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hist xvel i=1 j=1 ; l.h. grid
hist xvel i=1 j=51
hist xvel i=3 j=1 ; r.h. grid
hist xvel i=3 j=51
hist dytime
solve dytime=3.5
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Figure 3.18 Velocity histories at a free surface for spatial variation in damping

The specification of nonuniform damping with the INITIAL command follows the syntax of both
the SET dy damp command and the INITIAL command. For example, variations, additions and
multipliers can be prescribed for all parameters. In its simplest form, the INITIAL dy damp command
resembles that of the SET dy damp command (e.g., the following two commands produce identical
results):

set dy damp rayl 0.05 25.0

ini dy damp rayl 0.05 25.0

Note that a SET dy damp command implicitly sets damping for all grid elements (and overrides
any previous INITIAL dy damp specifications). By using range parameters, several INITIAL dy damp
commands can be used to install different damping values (and even different damping types) in
various locations. The var keyword can also be used. For example, we can modify the previous
example of uniform damping:

ini dy damp rayl 0.05 var 0.1,0.2 25.0 var -5,0
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In this case, there are spatial variations in both the damping coefficient and the center frequency. The
syntax follows the general rule for the INITIAL command in that any parameter value may be followed
by the keywords var, add or mul, with appropriate parameters for those keywords. Note that all
damping parameters pertain to gridpoints. In particular, the Rayleigh stiffness-proportional term,
which acts on zone strain rates, is derived by averaging, from values specified at the neighboring
gridpoints.

The command PRINT dy damp produces a normal grid printout, consisting of two or more blocks
of data: the first block denotes the damping type (L, C or R, for local, combined or Rayleigh,
respectively, with modifiers m and s for mass and stiffness), and the second block records the
damping coefficient. In the case of Rayleigh damping, there is a third block of output that records
the center frequency.

There is no direct plot of damping information, but the FISH grid intrinsic damp can be used to
transfer appropriate data to the extra arrays for plotting. See Section 2 in the FISH volume, for a
description of the intrinsic damp.

If damping parameters are modified with the FISH intrinsic damp, the change will not necessarily
take effect immediately, because the code uses derived coefficients. In small-strain mode, derived
coefficients are computed from user-given parameters when a CYCLE or STEP command is given;
in large-strain mode, the derivation is done every 10 steps. A user-written FISH function may force
the derived coefficients to be computed by executing the intrinsic do update. Note that the timestep
may change as a result (if the Rayleigh stiffness term is changed).

3.4.2.6 Structural Element Damping

Rayleigh, local or combined damping can also be specified independently for structural elements
by giving the struct keyword immediately following SET dy damp. Damping is then applied specif-
ically for all structural elements in the model. See, for example, Example 3.15.

Note that stiffness damping is included by default for pile coupling springs. This damping can be
turned off by using the SET dy damp pile sd off command.

3.4.2.7 Artificial Viscosity

Von Neumann and Landshoff artificial viscosity terms are implemented in FLAC to control damping
involving sharp fronts in dynamic analysis. These viscous damping terms are a generalization of the
one-dimensional equations (1) and (3) in Wilkins (1980), and correspond to the original viscosity
formulation of von Neumann and Richtmyer (see Wilkins 1980).

The artificial viscosity method was initially developed for numerical calculation of shock propa-
gation in fluid dynamics. The method may not apply to elastic or plastic waves when shear stress
components are significant when compared to mean pressure, because shear waves are not damped
by the method. The purpose of the quadratic von Neumann term q1 is to spread the shock over
a number of grid spacings, and damp the oscillations behind the front. The effect of the linear
Landshoff term q2 is to diffuse the shock front over an increased number of zones as the shock
progresses.
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In the FLAC implementation, a linear combination, q, of the scalar viscosity terms q1 and q2 is
used on a zone basis:

q = anq1 + alq2 (3.35)

where an and al are two constants. The viscous terms have the form:

q1 = b c0
2 ρ L2 ε̇2 (3.36)

q2 = b c1 ρ L a ε̇ (3.37)

where:L is a characteristic zone dimension (square root of the zone area);
ε̇ is the zone volumetric rate;
ρ is the zone density;

a is the material p-wave speed: a =

√
(K+ 4

3G)

ρ

where K and G are bulk and shear moduli for the zone;
c0 is a constant set = 2; and
c1 is a constant set = 1.

and, to accommodate both compressive and dilatant shocks, we specify

b = −sgn(ε̇)

The isotropic viscous stress contribution is added to the out-of-balance force for the nodes before
resolution of the equations of motion.

The following command is provided to activate artificial damping for a FLAC model:

SET dy damp avisc an al

where an and al are the two constants defined above, which should, in most instances, be assigned
the value of 1.

Note that the presence of damping terms results in a slightly more stringent stability condition that
has not been taken into consideration in the implementation. Hence, in some cases, it may be
necessary to reduce the timestep to achieve satisfactory stability.

The data file in Example 3.8 corresponds to a model with a sharp velocity wave, of the form shown
in Figure 3.19, applied to the left boundary. The data file is run in both plane-strain and axisymmetry
mode using the artificial viscosity model. (Replace the CONFIG dyn command with CONFIG dyn
axi for the axisymmetry analysis.) The effect on wave transmission through the grid is illustrated
by the x-velocity plots in Figure 3.20 for the plane-strain model without artificial viscosity (SET
dy damp avisc command removed), compared to Figure 3.21 for the model with artificial viscosity.
Figure 3.22 shows the results for the axisymmetry model with artificial viscosity.
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Example 3.8 Velocity wave with sharp front — artificial viscosity

config dyn
; config dyn axi
grid 150 300
model e
gen 0 0 0 20 0.019 20 0.019 0 i=1,2 j=1,301
gen 0.019 0 0.019 20 10 20 10 0 i=2,151 j=1,301
model null i=1 ; P-wave boundary
prop d 2.8 b 58.5e6 sh 34.3e6
apply nq i=151
apply sq i=151
fix y j=1
;-- do dynamic analysis --
def wave

wave = exp(-0.1842e06*(dytime-430.e-06))
if dytime<430.e-06 then

wave = 1.0
end_if
if dytime<1.0e-6 then

wave = 1.0e-6 * dytime
end_if

end
apply xvel=1.0, hist=wave i=2
hist dytime
hist wave
hist xvel i=2,j=150
hist xvel i=10,j=150
hist xvel i=20,j=150
hist xvel i=30,j=150
hist xvel i=50,j=150
hist xvel i=2,j=50
hist xvel i=10,j=50
hist xvel i=20,j=50
hist xvel i=30,j=50
hist xvel i=50,j=50
set large
set dy_damp avisc 1 1
solve dytime 10.0e-4
save avisc_ps.sav
; save avisc_ax.sav
ret
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Figure 3.19 Velocity wave with sharp front
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Figure 3.20 x-velocity histories for plane-strain model without artificial vis-
cosity
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Figure 3.21 x-velocity histories for plane-strain model with artificial viscosity
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Figure 3.22 x-velocity histories for axisymmetry model with artificial viscosity
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3.4.2.8 Hysteretic Damping

Background

The equivalent-linear method (see Section 3.2) has been in use for many years to calculate the
wave propagation (and response spectra) in soil and rock, at sites subjected to seismic excitation.
The method does not capture directly any nonlinear effects because it assumes linearity during
the solution process; strain-dependent modulus and damping functions are only taken into account
in an average sense, in order to approximate some effects of nonlinearity (damping and material
softening). Although fully nonlinear codes such as FLAC are capable — in principle — of modeling
the correct physics, it has been difficult to convince designers and licensing authorities to accept
fully nonlinear simulations. One reason is that the constitutive models available to FLAC are either
too simple (e.g., an elastic/plastic model, which does not reproduce the continuous yielding seen in
soils), or too complicated (e.g., the Wang model [Wang et al. 2001], which needs many parameters
and a lengthy calibration process). Further, there is a need to accept directly the same degradation
curves used by equivalent-linear methods (see Figure 3.23 for an example), to allow engineers to
move easily from using these methods to using fully nonlinear methods.

Figure 3.23 Modulus reduction curve for sand (Seed & Idriss 1970 — “upper
range”). The data set was taken from the input file supplied with
the SHAKE91 code download. (See
http://nisee.berkeley.edu/software/shake91/ )

A further motivation for incorporating such cyclic data into a hysteretic damping model for FLAC
and FLAC3D is that the need for additional damping, such as Rayleigh damping, would be eliminated.
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Rayleigh damping is unpopular with code users because it often involves a drastic reduction in
timestep, and a consequent increase in solution time.

Optional hysteretic damping is described here; it may be used on its own, or in conjunction with the
other damping schemes, such as Rayleigh damping or local damping. (It may also be used with any
of the built-in constitutive models, except for the transversely isotropic elastic, modified Cam-clay,
and creep material models.)

Formulation

Modulus degradation curves, as illustrated in Figure 3.23, imply a nonlinear stress/strain curve. If
we assume an ideal soil, in which the stress depends only on the strain (not on the number of cycles,
or time), we can derive an incremental constitutive relation from the degradation curve, described
by τ̄ /γ = Ms , where τ̄ is the normalized shear stress, γ the shear strain and Ms the normalized
secant modulus.

τ̄ = Msγ (3.38)

Mt = dτ̄

dγ
= Ms + γ dMs

dγ
(3.39)

where Mt is the normalized tangent modulus. The incremental shear modulus in a nonlinear
simulation is then given by GMt , where G is the small-strain shear modulus of the material.

In order to handle two- and three-dimensional strain paths, a similar approach to that described for
the “Finn model” (e.g., see Section 3.4.4.1) is used, whereby the shear strain is decomposed into
components in strain space, and strain reversals are detected by changes in signs of the dot product
of the current increment and the previous mean path. Following the formulation of the Finn model
(replacing ε with γ ; otherwise using the same notation):

γ1 := γ1 +�e11 −�e22 (3.40)

γ2 := γ2 + 2�e12 (3.41)

υi = γ oi − γ ooi (3.42)

z = √υiυi (3.43)

noi =
υi

z
(3.44)
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d = (γi − γ oi )ni (3.45)

A reversal is detected when |d| passes through a maximum, and the previous-reversal strain values
are updated as given by Eqs. (3.46) and (3.47). Note that there is no “latency” period, as used in the
Finn model (see Section 3.4.4.1); there is no minimum number of timesteps that must occur before
a reversal is detected.

γ ooi = γ oi (3.46)

γ oi = γi (3.47)

Between reversals, the shear modulus is multiplied by Mt , using γ = |d| in Eq. (3.39). The
multiplier is applied to the shear modulus used in all built-in constitutive models, except for the
transversely isotropic elastic, modified Cam-clay, and creep material models. Note that the Masing
rule is used when applying the formulation presented above. For the first loading cycle, both stress
and strain axes are scaled by one half compared to those for subsequent cycles.

Implementation

The formulation described above is implemented in FLAC, by modifying the strain-rate calculation,
so that the mean strain-rate tensor (averaged over all sub-zones) is calculated before any calls are
made to constitutive model functions. At this stage, the hysteretic logic is invoked, returning
a modulus multiplier, which is passed to any called constitutive model. The model then uses the
multiplierMt to adjust the apparent value of tangent shear modulus of the full zone being processed.

The hysteretic logic also contains push-down FILO* stacks that record all state information (e.g., d,
ni and γ oi ) at the point of reversal, for both positive- and negative-going strain directions. If the strain
level returns to — and exceeds — a previous value recorded in the stack (of the appropriate sign),
the state information is popped from the stack, so that the behavior (and, hence, tangent multiplier)
reverts back to that which applied at the time before the reversal. For example, Figure 3.24 shows
the stress/strain response of a one-zone sample loaded in shear at constant strain rate. After 1000
steps, the strain rate is reversed for 250 steps, and then reversed again for 500 steps. The “mini-
loop” exhibits a high average stiffness, but the slope reverts back to the virgin loading curve when
the strain reaches the level at which the first reversal occurred. In this case, both the positive and
negative stacks are popped upon closure of the mini-loop (i.e., the entire loop is forgotten), but
only the information from the positive stack is used to restore state information; the negative-stack
information is discarded.

The degradation curves used in earthquake engineering are usually given as tables of values, with
cyclic strains spaced logarithmically. Since the derivative of the modulus-reduction curve is required
here (i.e., for Eq. (3.39)), the coarse spacing (e.g., 11 points in the curve shown in Figure 3.23) leads

* First In, Last Out
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to unacceptable errors if numerical derivatives are calculated. Thus, the implemented hysteretic
model uses only continuous functions to represent the modulus-reduction curve, so that analytical
derivatives may be calculated. The various implemented functions are described in the following
section. If degradation curves are available only in table form, they must be fitted to one of the
built-in functional forms before simulations can be performed.
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Figure 3.24 Shear stress vs shear strain, with one reversal to show the effect
of memory (Example 3.9)

Example 3.9 One-zone sample loaded in shear with strain rate reversal

conf dyn ext 5
grid 1 1
model elas
prop dens 1000 shear 5e8 bulk 10e8
fix x y
set dydt 1e-4
ini dy_damp hyst default -3.5 1.3
his sxy i 1 j 1
his xdis i 1 j 2
his nstep 1
ini xvel 1e-2 j=2
cyc 1000
ini xvel mul -1
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cyc 250
ini xvel mul -1
cyc 500

The hysteretic damping feature is invoked with the command

initial dy damp hyst name <v1 v2 v3 …> <range>

Where name is the name of the fitting function (chosen from the list: default, sig3, sig4 and hardin
— see below), and v1, v2, v3 . . . are numerical values for function parameters. The optional range
may be any acceptable range phrase for zones. Hysteretic damping may be removed from any range
of zones with the command

initial dy damp hyst off <range>

Note that the INITIAL dy damp hyst command only applies where the CONFIG dyn mode of operation
has been selected, and when SET dyn=on applies. Hysteretic damping operates independent of
all other forms of damping, which may be also specified to operate “in parallel” with hysteretic
damping.

Tangent-Modulus Functions

Various built-in functions are available to represent the variation of G/Gmax with cyclic strain
(given in percent), according to the keyword specified on the INITIAL dy damp hyst command.

Default model — default

The default hysteresis model is developed by noting that the S-shaped curve of modulus versus
logarithm of cyclic strain can be represented by a cubic equation, with zero slope at both low strain
and high strain. Thus, the secant modulus, Ms , is

Ms = s2(3− 2s) (3.48)

where

s = L2 − L
L2 − L1

(3.49)

and L is the logarithmic strain,

L = log10(γ ) (3.50)

The parameters L1 and L2 are the extreme values of logarithmic strain — i.e., the values at which
the tangent slope becomes zero. Thus, giving L1 = −3 and L2 = 1 means that the S-shaped curve
will extend from a lower cyclic strain of 0.001% (10−3) to an upper cyclic strain of 10% (101).
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Since the slopes are zero at these limits, it is not meaningful to operate the damping model with
strains outside the limits. (Note that Eq. (3.48) is only assumed to apply for 0 ≤ s ≤ 1, and that
the tangent modulus will be set to zero otherwise). The tangent modulus is given by

Mt = Ms + γ dMs

dγ
(3.51)

Using the chain rule,

dMs

dγ
= dMs

ds
· ds
dL
· dL
dγ

(3.52)

we obtain

Mt = s2(3− 2s)− 6s(1− s)
L2 − L1

log10e (3.53)

There is a further limit, s > smin, such that the tangent modulus is always positive (no strain
softening). Thus,

s2
min(3− 2smin) = 6smin(1− smin)

L2 − L1
log10e (3.54)

or

2s2
min − smin(A+ 3)+ A = 0 (3.55)

where A = 6log10e/(L2 − L1). The lowest positive root is

smin = A+ 3−√(A+ 3)2 − 8A

4
(3.56)

In applying the model, Mt = 0 if s < smin.

The numerical fit of the default model to the curve of Figure 3.23 is listed in Table 3.1.
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Sigmoidal models — sig3, sig4

Sigmoidal curves are monotonic within the defined range, and have the appropriate asymptotic
behavior. Thus the functions are well-suited for the purpose of representing modulus degradation
curves. The two types of sigmoidal model (3 and 4 parameters, respectively) are defined as follows.

sig3 model:

Ms = a

1+ exp(−(L− xo)/b) (3.57)

sig4 model:

Ms = yo + a

1+ exp(−(L− xo)/b) (3.58)

The command line for invoking these models requires that 3 symbols, a, b and xo, are defined by the
parameters v1, v2, and v3, respectively, for model sig3 (Eq. (3.57)). For model sig4, the 4 symbols,
a, b, xo and yo, are entered by means of the parameters v1, v2, v3 and v4, respectively. Numerical
fits for the two models to the curve of Figure 3.23 are provided in Table 3.1.

Table 3.1 Numerical fits to Seed & Idriss data

Data set Default Sig3 Sig4 Hardin

Sand — L1 = -3.325 a = 1.014 a = 0.9762 γref = 0.06

upper range L2 = 0.823 b = -0.4792 b = -0.4393

(Seed & xo = -1.249 xo = -1.285

Idriss, 1970) yo = 0.03154
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Hardin/Drnevich model — hardin

The following function was suggested by Hardin and Drnevich (1972):

Ms = 1

1+ γ /γref
(3.59)

It has the useful property that the modulus reduction factor is 0.5 when γ = γref , so that the sole
parameter, γref , may be determined — by inspection — from the strain at which the modulus-
reduction curve crosses the G/Gmax = 0.5 line. Choosing a value of γref = 0.06 produces a
match to the curve of Figure 3.23 that is similar to that shown in Figure 3.25, below, although the
high-strain damping is higher.

Results of Matching

Using the sig3 model fit mentioned above, the data file Example 3.10 was used to exercise a one-zone
FLAC model at several cyclic strain levels. The following command was used to invoke hysteretic
damping.

ini dy damp hyst sig3 1.014 -0.4792 -1.249

The results are summarized in Figure 3.25, which presents the tangent modulus results from FLAC
together with the Seed & Idriss results. Although the modulus results match the target data well
over five orders of magnitude, the measured damping does not conform well with the published
damping curves for the same material. Figure 3.26 compares the FLAC results with the Seed &
Idriss data.

Example 3.10 One-zone sample exercised at several cyclic strain levels

conf dy
def setup

givenShear = 1e8
CycStrain = 0.1 ; (percent cyclic strain)

;---- derived ..
setVel = 0.01 * min(1.0,CycStrain/0.1)
givenBulk = 2.0 * givenShear
timestep = min(1e-4,1e-5 / CycStrain)
nstep1 = int(0.5 + 1.0 / (timestep * 10.0))
nstep2 = nstep1 * 2
nstep3 = nstep1 + nstep2
nstep5 = nstep1 + 2 * nstep2

end
setup
;
grid 1 1
m e
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prop den 1000 sh givenShear bu givenBulk
fix x y
ini xvel setVel j=2
set dydt 1e-4
ini dy_damp hyst sig3 1.014 -0.4792 -1.249
his sxy i 1 j 1
his xdis i 1 j 2
his nstep 1
cyc nstep1
ini xv mul -1
cyc nstep2
ini xv mul -1
cyc nstep2
his write 1 vs 2 tab 1
def HLoop

emax = 0.0
emin = 0.0
tmax = 0.0
tmin = 0.0
loop n (1,nstep5)

emax = max(xtable(1,n),emax)
emin = min(xtable(1,n),emin)
tmax = max(ytable(1,n),tmax)
tmin = min(ytable(1,n),tmin)

endLoop
slope = ((tmax - tmin) / (emax - emin)) / givenShear
oo = out(’ strain = ’+string(emax*100.0)+’% G/Gmax = ’+string(slope))
Tbase = ytable(1,nstep3)
Lsum = 0.0
loop n (nstep1,nstep3-1)

meanT = (ytable(1,n) + ytable(1,n+1)) / 2.0
Lsum = Lsum + (xtable(1,n)-xtable(1,n+1)) * (meanT - Tbase)

endLoop
Usum = 0.0
loop n (nstep3,nstep5-1)

meanT = (ytable(1,n) + ytable(1,n+1)) / 2.0
Usum = Usum + (xtable(1,n+1)-xtable(1,n)) * (meanT - Tbase)

endLoop
Wdiff = Usum - Lsum
Senergy = 0.5 * xtable(1,nstep1) * yTable(1,nstep1)
Drat = Wdiff / (Senergy * 4.0 * pi)
oo = out(’ damping ratio = ’+string(Drat*100.0)+’%’)

end
HLoop
save cyclic.sav
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Figure 3.25 Results of several cyclic FLAC simulations forsig3 model —
secant modulus values versus cyclic shear strain in %. Seed &
Idriss data also shown.

Figure 3.26 Results of several cyclic FLAC simulations forsig3 model —
damping values versus cyclic shear strain in %. Seed & Idriss
data also shown.
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Clearly, the published data for modulus and damping are inconsistent with a conceptual model of
strain- and time-independent material response. It is unclear whether the two sets of published data
came from different tests, or if the nature of the test led to the inconsistencies. For example, the
steady-state response (after many cycles of applied strain) may be different from the initial — single
cycle — response. If this is true, then it is not evident that the steady-state response (presumably
encompassed by the published results) is a better representation in typical earthquake simulations
than the single-cycle response, because many earthquakes contain only one or two large-amplitude
cycles. Thus, the single-cycle response may more correctly represent material behavior under
earthquake loading. In this case, the damping and modulus curves are consistent.

In the absence of consistent laboratory data, it is suggested that a compromise approach is taken,
in which both the damping and modulus curves are fitted over a reasonable range of strains (cor-
responding to the strains being modeled). As an example of this strategy, the default model is
used (with data file Example 3.11), giving the FLAC results shown in Figures 3.27 and 3.28. The
hysteretic damping in this case was invoked with the following command:

ini dy damp hyst default -3.325 0.823

The results show that — over a middle range of strain (say, 0.001% to 0.3% strain) — there is an
approximate fit to both the modulus and damping curves of Seed & Idriss.

Example 3.11 One-zone sample exercised at several cyclic strain levels with approximate fit
over selected strain range

conf dy
def setup

givenShear = 1e8
end
setup
gri 1 1
m e
prop den 1000 sh givenShear bu 2e8
fix x y
ini xvel 1e-2 j=2
set dydt 1e-4
ini dy_damp hyst default -3.325 0.823
his sxy i 1 j 1
his xdis i 1 j 2
his nstep 1
cyc 1000
ini xv mul -1
cyc 2000
ini xv mul -1
cyc 2000
his write 1 vs 2 tab 1
def HLoop

emax = 0.0
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emin = 0.0
tmax = 0.0
tmin = 0.0
loop n (1,5000)

emax = max(xtable(1,n),emax)
emin = min(xtable(1,n),emin)
tmax = max(ytable(1,n),tmax)
tmin = min(ytable(1,n),tmin)

endLoop
slope = ((tmax - tmin) / (emax - emin)) / givenShear
oo = out(’ strain = ’+string(emax*100.0)+’% G/Gmax = ’+string(slope))
Tbase = ytable(1,3000)
Lsum = 0.0
loop n (1000,2999)

meanT = (ytable(1,n) + ytable(1,n+1)) / 2.0
Lsum = Lsum + (xtable(1,n)-xtable(1,n+1)) * (meanT - Tbase)

endLoop
Usum = 0.0
loop n (3000,4999)

meanT = (ytable(1,n) + ytable(1,n+1)) / 2.0
Usum = Usum + (xtable(1,n+1)-xtable(1,n)) * (meanT - Tbase)

endLoop
Wdiff = Usum - Lsum
Senergy = 0.5 * xtable(1,1000) * yTable(1,1000)
Drat = Wdiff / (Senergy * 4.0 * pi)
oo = out(’ damping ratio = ’+string(Drat*100.0)+’%’)

end
HLoop
save cyclefit.sav
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Figure 3.27 Results of several cyclic FLAC simulations fordefault model —
secant modulus values versus cyclic shear strain in %. Seed &
Idriss data also shown.

Figure 3.28 Results of several cyclic FLAC simulations fordefault model —
damping values versus cyclic shear strain in %. Seed & Idriss
data also shown.
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An example of a 20m layer excited by a digitized earthquake is provided to show that plausible
behavior occurs for a case involving wave propagation, multiple and nested loops, and reasonably
large cyclic strain. The data file Example 3.12 is listed below.

Example 3.12 One-dimensional earthquake excitation of uniform layer

conf dyn ext 5
grid 1 20
model elas
prop dens 1000 shear 5e8 bulk 10e8
fix y
his read 100 gilroy1.acc
apply xacc -0.02 his 100 yvel 0 j=1
def strain1

strain1 = xdisp(1,2) - xdisp(1,1)
strain10 = xdisp(1,11) - xdisp(1,10)

end
his dytime
his sxy i 1 j 1
his strain1
his sxy i 1 j 10
his strain10
his xacc i=1 j=1
his xacc i 1 j 11
his xacc i 1 j 21
ini dy_damp hyst default -3.325 0.823
solve dytime 25
save mdac.sav

The digitized earthquake record is described as “LOMA PRIETA GILROY.” The stress/strain loops
for the bottom and middle of the layer are shown in Figures 3.29 and 3.30, respectively, and the
acceleration histories for 3 positions are shown in Figure 3.31. The simulation is in one dimension,
for excitation in the shear directly only.

The hysteretic model seems to handle multiple nested loops in a reasonable manner. There is clearly
more energy dissipation at the base of the model than at the middle. The maximum cyclic strain is
about 0.15%. The magnitude of timestep is unaffected by the hysteretic damping.
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Figure 3.29 Shear stress vs shear strain for base of the layer; default FLAC
hysteretic model
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Figure 3.30 Shear stress vs shear strain for middle of the layer; default FLAC
hysteretic model
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Figure 3.31 Acceleration history for base of layer vs time (sec)
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Figure 3.32 Acceleration history for middle of layer vs time (sec)
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Figure 3.33 Acceleration history for surface of layer vs time (sec)

Observations

A method has been developed to use cyclic modulus-degradation data directly in a FLAC simulation.
The resulting model is able to reproduce the results of constant-amplitude cyclic tests, but it is also
able to accommodate strain paths that are arbitrary in strain space and time. Thus, it should be
possible to make direct comparisons between calculations made with an equivalent-linear method
and a fully nonlinear method, without making any compromises in the choice of constitutive model.
The developed method is not designed to be a plausible soil model; rather, its purpose is to allow
current users of equivalent-linear methods a painless way to upgrade to a fully nonlinear method.
Further, the hysteretic damping of the new formulation will enable users to avoid the use of Rayleigh
damping and its unpopular timestep penalties. A comparison of a layered model between SHAKE
and FLAC with hysteretic damping is provided in Section 3.6.6. Other than the examples presented
here, little application of the model to realistic two-dimensional systems has been made. The
hysteretic damping should be used with caution until more experience is built up.
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3.4.3 Wave Transmission

Numerical distortion of the propagating wave can occur in a dynamic analysis as a function of
the modeling conditions. Both the frequency content of the input wave and the wave-speed char-
acteristics of the system will affect the numerical accuracy of wave transmission. Kuhlemeyer
and Lysmer (1973) show that for accurate representation of wave transmission through a model,
the spatial element size, �l, must be smaller than approximately one-tenth to one-eighth of the
wavelength associated with the highest frequency component of the input wave — i.e.,

�l ≤ λ

10
(3.60)

whereλ is the wavelength associated with the highest frequency component that contains appreciable
energy.

For dynamic input with a high peak velocity and short rise-time, the Kuhlemeyer and Lysmer
requirement may necessitate a very fine spatial mesh and a corresponding small timestep. The
consequence is that reasonable analyses may be prohibitively time- and memory-consuming. In
such cases, it may be possible to adjust the input by recognizing that most of the power for the input
history is contained in lower frequency components (e.g., use “FFT.FIS” in Section 3 in the FISH
volume). By filtering the history and removing high frequency components, a coarser mesh may
be used without significantly affecting the results.

The filtering procedure can be accomplished with a low-pass filter routine such as the Fast Fourier
Transform technique (see, e.g., “FILTER.FIS” in Section 3 in the FISH volume). The unfiltered
velocity record shown in Figure 3.34 represents a typical waveform containing a very high frequency
spike. The highest frequency of this input exceeds 50 Hz but, as shown by the power spectral density
plot of Fourier amplitude versus frequency (Figure 3.35), most of the power (approximately 99%) is
made up of components of frequency 15 Hz or lower. It can be inferred, therefore, that by filtering
this velocity history with a 15 Hz low-pass filter, less than 1% of the power is lost. The input
filtered at 15 Hz is shown in Figure 3.36, and the Fourier amplitudes are plotted in Figure 3.37. The
difference in power between unfiltered and filtered input is less than 1%, while the peak velocity is
reduced 38%, and the rise time is shifted from 0.035 to 0.09 seconds. Analyses should be performed
with input at different levels of filtering to evaluate the influence of the filter on model results.

If a simulation is run with an input history that violates Eq. (3.60), the output will contain spurious
“ringing” (superimposed oscillations) that are nonphysical. The input spectrum must be filtered
before being applied to a FLAC grid. This limitation applies to all numerical models in which a
continuum is discretized; it is not just a characteristic of FLAC. Any discretized medium has an
upper limit to the frequencies that it can transmit, and this limit must be respected if the results
are to be meaningful. Users of FLAC commonly apply sharp pulses or step waveforms to a FLAC
grid; this is not acceptable under most circumstances because these waveforms have spectra that
extend to infinity. It is a simple matter to apply, instead, a smooth pulse that has a limited spectrum,
as discussed above. Alternatively, artificial viscosity may be used to spread sharp wave-fronts
over several zones (see Section 3.4.2.7), but this method strictly only applies to isotropic strain
components.
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Figure 3.34 Unfiltered velocity history
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Figure 3.35 Unfiltered power spectral density plot
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Figure 3.36 Filtered velocity history at 15 Hz
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Figure 3.37 Results of filtering at 15 Hz
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3.4.4 Dynamic Pore Pressure Generation

Coupled dynamic-groundwater flow calculations can be performed with FLAC. By default, the
pore fluid simply responds to changes in pore volume caused by the mechanical dynamic loading;
the average pore pressure remains essentially constant in the analysis.

It is known that pore pressures may build up considerably in some sands during cyclic shear loading.
Eventually, this process may lead to liquefaction when the effective stress approaches zero. There
are many different models that attempt to account for pore pressure build-up, but they often do it
in an ill-defined manner, because they refer to specific laboratory tests. In a computer simulation,
there will be arbitrary stress and strain paths. Consequently, an adequate model must be robust
and general, with a formulation that is not couched in terms that apply only to specific tests. We
propose here a model that is simple, but that accounts for the basic physical process.

3.4.4.1 Finn and Byrne Models

In reality, pore pressure build-up is a secondary effect, although many people seem to think it is the
primary response to cyclic loading. The primary effect is the irrecoverable volume contraction of
the matrix of grains, when a material is taken through a complete strain cycle when the confining
stress is held constant. Since it is grain rearrangement rather than grain volume change that takes
place, the volume of the void space decreases under constant confining stress. If the voids are filled
with fluid, then the pressure of the fluid increases and the effective stress acting on the grain matrix
decreases. Note that pore pressures would not increase if the test were done at constant volume; it
is the transfer of externally applied pressure from grains to fluid that accounts for the fluid-pressure
increase.

This mechanism is well-described by Martin et al. (1975), who also note that the relation between
irrecoverable volume-strain and cyclic shear-strain amplitude is independent of confining stress.
They supply the following empirical equation that relates the increment of volume decrease,�εvd ,
to the cyclic shear-strain amplitude, γ , where γ is presumed to be the “engineering” shear strain:

�εvd = C1 (γ − C2 εvd)+ C3 ε
2
vd

γ + C4 εvd
(3.61)

where C1, C2, C3 and C4 are constants.

Note that the equation involves the accumulated irrecoverable volume strain, εvd , in such a way
that the increment in volume strain decreases as volume strain is accumulated. Presumably, �εvd
should be zero if γ is zero; this implies that the constants are related as follows: C1 C2 C4 = C3.
Martin et al. (1975) then go on to compute the change in pore pressure, by assuming certain moduli
and boundary conditions (which are not clearly defined). We do not need to do this. Provided we
correctly account for the irreversible volume change in the constitutive law, FLAC will take care of
the other effects.
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An alternative, and simpler, formula is proposed by Byrne (1991):

�εvd

γ
= C1exp(−C2(

εvd

γ
)) (3.62)

where C1 and C2 are constants with different interpretations from those of Eq. (3.61). In many
cases, C2 = 0.4

C1
, so Eq. (3.62) involves only one independent constant; however, both C1 and C2

have been retained for generality. In addition, a third parameter, C3, sets the threshold shear strain
(i.e., the limiting shear strain amplitude below which volumetric strain is not produced).

FLAC contains a built-in constitutive model (named the “Finn model”)* that incorporates both
Eq. (3.61) and Eq. (3.62) into the standard Mohr-Coulomb plasticity model — it can be modified
by the user as required. The use of Eq. (3.61) or Eq. (3.62) can be selected by setting parameter
ff switch = 0 or 1, respectively. As it stands, the model captures the basic mechanisms that can
lead to liquefaction in sand. In addition to the usual parameters (friction, moduli, etc.), the model
needs the four constants for Eq. (3.61), or three constants for Eq. (3.62). For Eq. (3.61), Martin et
al. (1975) describe how these may be determined from a drained cyclic test. Alternatively, one may
imagine using some trial values to model an undrained test with FLAC, and compare the results
with a corresponding laboratory test. The constants could then be adjusted to obtain a better match.
(See Section 3.4.4.2 for an example.) For Eq. (3.62), Byrne (1991) notes that the constant, C1, can
be derived from relative densities, Dr , as follows:

C1 = 7600(Dr)
−2.5 (3.63)

Further, using an empirical relation between Dr and normalized standard penetration test values,
(N1)60:

Dr = 15(N1)
1
2
60 (3.64)

then,

C1 = 8.7(N1)
−1.25
60 (3.65)

C2 is then calculated from C2 = 0.4
C1

in this case. Refer to Byrne (1991) for more details.

In the Finn model there is logic to detect a strain reversal in the general case. In Martin et al.
(1975) (and most other papers on this topic), the notion of a strain reversal is clear, because they

* A FISH constitutive model is also provided for the Finn model (see “FINN.FIS” in Section 3 in the
FISH volume).
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consider one-dimensional measures of strain. In a two-dimensional analysis, however, there are
at least three components of the strain-rate tensor. By eliminating the volumetric strain, we have
a 2D “strain space.” In the general case of earthquake loading (where there is vertical as well as
horizontal motion), the trajectory of each element in this strain space is very complicated.

For example, Figure 3.38 shows the locus of strain states for a few seconds of typical earthquake
shaking, where e11 − e22 is plotted on the x-axis and 2e12 is plotted on the y-axis. What is a strain
cycle in this case? We adopt a formulation that degenerates to the conventional notion of strain
cycle in the limit when the amplitude on one axis is zero, or if there is a constant offset in strain.
Note that a simple magnitude measure (e.g., distance from the center point) is not good enough.
Denoting the two orthogonal strain measures as ε1 and ε2, we accumulate strain, as follows, from
FLAC ’s “input” strain increments:

ε1 := ε1 +�e11 −�e22 (3.66)

ε2 := ε2 + 2�e12 (3.67)

We use the following scheme to locate extreme points in strain space. Denoting the previous point
by superscript (◦), and the one before that with (◦◦), the previous unit vector, n◦i , in strain space is
computed:

vi = ε◦i − ε◦◦i (3.68)

z = √vi vi (3.69)

n◦i =
vi

z
(3.70)

where subscript i takes the values 1,2, and repeated indices imply summation.
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Figure 3.38 Locus in strain space using typical earthquake histories

The perpendicular “distance,” d, from the old point to a new point is given by the dot product of
the new vector with the previous unit vector:

d = (εi − ε◦i ) ni (3.71)

We use the rule that d must be negative (so that the new strain segment corresponds to a reversal
compared to the previous segment). We then monitor the absolute value of d and do the following
calculation when it passes through a maximum, dmax, provided that a minimum number of timesteps
has elapsed (to prevent the reversal logic being triggered again on transients that immediately follow
a reversal). This threshold number of timesteps is controlled by the property named ff latency,
which is set to 50.0 in the runs reported here.

γ = dmax (3.72)

ε◦◦i = ε◦i (3.73)

ε◦i = εi (3.74)
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Note that there are two factors of 2 implied in Eq. (3.72) that cancel out: the shear strain is half the
excursion dmax, but γ is the engineering strain, which is twice FLAC ’s strain. Having obtained γ ,
we insert it into Eq. (3.61) and obtain �εvd . We then update εvd , as follows, and save it for use in
Eq. (3.61):

εvd := εvd +�εvd (3.75)

We also save one-third of�εvd and revise the direct strain increments input to the model at the next
cycle:

�e11 := �e11 + �εvd
3

(3.76)

�e22 := �e22 + �εvd
3

(3.77)

�e33 := �e33 + �εvd
3

(3.78)

Note that FLAC ’s compressive strain increments are negative and �εvd is positive. Hence, the
mean effective stress decreases.

The logic described above is certainly not perfect, but it seems to work in simple cases. However, the
user must verify that the algorithm is appropriate before applying it to real cases. In particular, the
number of “cycles” detected depends strongly on the relative magnitude of horizontal and vertical
motion. Hence, the rate of build-up of pore pressure will also be sensitive to this ratio. It may be
more practical to consider just the e12 component of strain for something like a dam, which is wide
compared to its height. Ultimately, we need better experimental data for volume changes during
complicated loading paths; the model should then be revised accordingly. One effect that has been
shown to be very important (see, for example, Arthur et al., 1980) is the effect of rotation of principal
axes: volume compaction may occur even though the magnitude of deviatoric strain (or stress) is
kept constant. Such rotations of axes occur frequently in earthquake situations. Another effect that
is not incorporated into the Finn model is that of modulus increase induced by compaction — it is
known that sand becomes stiffer elastically when compaction occurs by cyclic loading. It would
be easy for the user to add this modification to the “FINN.FIS” model.

The Finn model is implemented in FLAC with the MODEL command — i.e., MODEL finn. The code
must be configured for dynamic analysis (CONFIG dynamic) to apply the model. As with the other
built-in models, the property names are assigned with the PROPERTY command. The following
keywords are used to assign properties for the Finn model.
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bulk bulk modulus

cohesion cohesion

dilation dilation angle in degrees

ff c1 Eqs. (3.61) and (3.62) constant C1

ff c2 Eqs. (3.61) and (3.62) constant C2

ff c3 Eq. (3.61) constant C3, and threshold shear strain for Eq. (3.62)

ff c4 Eq. (3.61) constant C4

ff latency minimum number of timesteps between reversals

ff switch = 0 for Eq. (3.61), and 1 for Eq. (3.62)

friction friction angle in degrees

shear shear modulus

tension tension cutoff

In addition, the following Finn model variables may be printed or plotted:

ff count number of shear strain reversals detected

ff evd internal volume strain, εvd , of Eqs. (3.61) and (3.62)

3.4.4.2 Simulation of the Liquefaction of a Layer

The material constants in the Finn model that control pore pressure build-up are related to the
volumetric response in a drained test. However, if results are available for an undrained test, then
the test itself may be modeled with FLAC, and the material constants deduced by comparing the
FLAC results with the experimental observations. Some adjustment will be necessary before a
match is found.

In the following example, a “shaking table” is modeled with FLAC — this consists of a box of sand
that is given a periodic motion at its base. The motion of the sides follows that of the base, except
that the amplitude diminishes to zero at the top (i.e., the motion is that of simple shear). Vertical
loading is by gravity only. Equilibrium stresses and pore pressures are installed in the soil, and pore
pressure and effective stress (mean total stress minus the pore pressure) are monitored in a zone
within the soil. A column of only one zone width is modeled, since the horizontal variation is of
no particular interest here.

Example 3.10 lists the data file for this test, and can be run for both the Martin et al. (1975) formula
(Eq. (3.61)) and the Byrne (1991) formula (Eq. (3.62)). (The Byrne parameters are commented out
in Example 3.10.) The Byrne parameters correspond to (N1)60 = 7, which was selected to produce
results that match those based on the given Martin parameters.
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Example 3.13 Shaking table test

conf dyn gw
; shaking table test for liquefaction
g 1 5
m finn
gen 0 0 0 5 50 5 50 0
fix x y j=1
fix x
set grav 10, flow=off
prop dens 2000 shear 2e8 bulk 3e8
prop fric 35 poros 0.5
water dens 1000 bulk 2e9 tens 1e10
ini pp 5e4 var 0 -5e4
ini syy -1.25e5 var 0 1.25e5
ini sxx -1e5 var 0 1e5 szz -1e5 var 0 1e5
prop ff_latency=50
;
; parameters for Martin formula
prop ff_switch = 0
prop ff_c1=0.8 ff_c2=0.79
prop ff_c3=0.45 ff_c4=0.73
;
; parameters for Byrne formula
; prop ff_switch = 1
; def _setCoeff_Byrne
; ff_c1_ = 8.7*exp(-1.25*ln(n1_60_))
; ff_c2_ = 0.4/ff_c1_
; ff_c3_ = 0.0000
; end
; set n1_60_ = 7
; _setCoeff_Byrne
; prop ff_c1=ff_c1_ ff_c2=ff_c2_
; prop ff_c3=ff_c3_
;
set ncwrite=50
def sine_wave

while_stepping
vv = ampl * sin(2.0 * pi * freq * dytime)
loop j (1,jzones)

vvv = vv * float(jgp - j) / float(jzones)
loop i (1,igp)

xvel(i,j) = vvv
end_loop

end_loop
end
def eff_stress
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eff_stress = (sxx(1,2)+syy(1,2)+szz(1,2))/3.0 + pp(1,2)
settlement = (ydisp(1,jgp)+ydisp(2,jgp))/2.0

end
set dy_damp=rayl 0.05 20.0
his dytime
his pp i 1 j 2
his eff_stress
his settlement
his nstep 20
set ampl=0.005 freq=5.0
solve dyt=10.0
plot hold his 2 3 vs 1 skip 2
save martin.sav
; save byrne.sav

The results based on Eq. (3.61) are shown in Figure 3.39, and those based on Eq. (3.62) are shown
in Figure 3.40. The figures indicate similar behavior using either formula. Both show how the
pore pressure in zone (1,2) builds up with time. The history of effective stress in the same zone is
also shown. It can be seen that the effective stress reaches zero after about 20 cycles of shaking
(4 seconds, at 5 Hz). At this point, liquefaction can be said to occur. This test is strain-controlled
in the shear direction. For a stress-controlled test, collapse would occur earlier, since strain cycles
would start to increase in amplitude, thus generating more pore pressure.
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Figure 3.39 Pore pressure (top) and effective stress (bottom) for shaking table,
usingEq. (3.61)
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Figure 3.40 Pore pressure (top) and effective stress (bottom) for shaking table,
usingEq. (3.62)
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3.5 Solving Dynamic Problems

In the following two subsections, approaches for modeling dynamic problems are described. The
first subsection discusses procedures for dynamic, mechanical-only calculations. The second sub-
section discusses dynamic coupled analyses, including the effect of groundwater on the dynamic
response. Section 3.6 also contains several examples that illustrate the application of these proce-
dures.

3.5.1 Procedure for Dynamic Mechanical Simulations

Dynamic analysis is viewed as a loading condition on the model and as a distinct stage in a modeling
sequence, as described in Section 3.5 in the User’s Guide. A static equilibrium calculation always
precedes a dynamic analysis. There are generally four components to the dynamic analysis stage.

1. Ensure that model conditions satisfy the requirements for accurate wave trans-
mission (by adjusting zone sizes with the GENERATE command — see Sec-
tion 3.4.3). This check must be performed even before the static solution
is performed, because gridpoints must not be relocated by the user after the
calculation starts.

2. Specify appropriate mechanical damping, representative of the problem ma-
terials and input frequency range. Use the SET dy damp or INITIAL dy damp
command, as described in Section 3.4.2.

3. Apply dynamic loading and boundary conditions (by using the APPLY and
INTERNAL commands — see Section 3.4.1). A given time history may need
to be filtered in order to comply with the requirements noted in Section 3.4.3.

4. Set up facilities to monitor the dynamic response of the model (by using the
HISTORY command).

The procedure for dynamic analysis is illustrated by Example 3.11, and then in Example 3.12. The
model is greatly simplified for rapid execution, but it still illustrates the steps in a dynamic analysis.
Consider the problem of a structure built at the top of a soil slope. The slope is initially stable under
the applied structural loading. The data file for the initial static loading stage is given below. The
stress state of the model at equilibrium is shown in Figure 3.41.

Example 3.14 Initial conditions for the slope problem

config dyn ex 5
gr 20,10
m ss
gen line 5,3 9,10
mark i=1,6 j=4
mod null reg=1,10
prop s=400.0e6 b=666.67e6 d=1700 fri=40 coh=1.0e5 ten=1e10 ctab 1
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table 1 0 1e5 2.0e-3 1e5 2.0e-3 0.0 3.0e-3 0.0 5.0e-3 0.0 1e-2 0.0
his nste=1
his ydis i=10 j=10
his unbal
his yvel i=10 j=10
fix x i=1
fix x i=21
fix x y j=1
set grav=9.81
set dyn off
solve
save stage1.sav ; equilibrium before structure is built
struct prop=1 e=18e9 i=0.0104 a=.5 den = 2000.0
struct prop=2 e=200e9 i=2.3e-5 a=4.8e-3 den = 2000.0
struct beam beg gr 11,11 end gr 12,11 seg=1 pr=1
struct beam beg gr 12,11 end gr 13,11 seg=1 pr=1
struct beam beg gr 13,11 end gr 14,11 seg=1 pr=1
struct beam beg node 1 end 10,13 seg=2 pr 2
struct beam beg 10,13 end 13,13 seg=2 pr=2
struct beam beg 13,13 end node 4 seg=2 pr=2
struct node=6 load 0 -1e6 0
struct node=8 load 0 -1e6 0
solve
save stage2.sav ; equilibrium with structure
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Figure 3.41 Initial equilibrium of structure on soil slope

The slope material is simulated as a strain-softening soil; the cohesion weakens as a function of
plastic strain. This example demonstrates the development of slope failure as a consequence of loss
of material strength following dynamic loading.

The four steps identified previously are now followed to prepare for dynamic analysis.

1. Check Wave Transmission— The dynamic loading for this problem is a sinusoidal
velocity wave applied at the base of the model in the x-direction. The wave has an
amplitude of 1 m/sec and a frequency of 10 Hz.

Based upon the elastic properties for this problem, the compressional and shear wave
speeds are (from Eqs. (3.21) and (3.22)):

Cp = 840 m/sec

Cs = 485 m/sec

The largest zone dimension for this model is 1 m. Based upon Eqs. (3.33) and (3.60),
the maximum frequency which can be modeled accurately is

f = Cs

λ
= Cs

10 �l
≈ 48 Hz
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Therefore, the zone size is small enough to allow velocity waves at the input frequency
to propagate accurately.

2. Specify Damping— The plastic flow associated with the strain-softening model can
dissipate most of the energy and, hence, tends to make the selection of damping param-
eters less critical to the outcome of the analysis. This model was run with no damping
and with a small amount of Rayleigh damping (5%, at the natural frequency) to evaluate
the influence of damping.

To estimate the lowest natural frequency for this model (used as a Rayleigh damping
parameter), Example 3.11 is run with SET dyn on and with no damping. A plot of velocity
history (Figure 3.42) indicates that the dominant natural frequency of the system is
approximately 25 Hz. This is unrealistically high, but the value reflects the simplifications
made for this example.

3. Apply Dynamic Loading and Boundary Conditions — The APPLY command is used
with the hist keyword to specify the dynamic input. The FISH functionwave supplies the
history (a sinusoidal wave of 1 m/sec amplitude, 10 Hz frequency and 0.25 sec. duration).
Free-field boundaries are invoked along the left and right boundaries to absorb energy.

4. Monitor Dynamic Response— Three velocity histories are located in the model: the
first at the position of the applied input wave; the second along the slope face; and the
third within the grid.

The data file for the dynamic stage is reproduced in Example 3.12.

Example 3.15 Dynamic excitation of the slope problem

rest stage2.sav
def wave
; sinusoidal wave : ampl = 1 m/sec, freq = 10 Hz, duration = .25 sec

freq = 10
wave = 1.0 * sin(2.0*pi*freq*dytime)
if dytime > 0.25 then

wave = 0.0
end_if

end
;set dy_damp struct rayl 0.05 25
;set dy_damp rayl 0.05 25
apply ff
apply xvel=1.0 hist=wave j=1
apply yvel=0.0 j=1
set large
set dyn on
set dytime=0.0
ini xvel=0 yvel=0 xdis=0 ydis=0
hist reset
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hist dytime
hist xvel i=8 j=7
hist xvel i=8 j=1
hist xvel i=18 j=10
solve dytime = 0.5
save stage3.sav ; state at 0.5 sec
ret

The response of the slope at 0.5 sec. (0.25 sec. after the dynamic wave is stopped) is shown in
Figure 3.43. A rotational failure mechanism develops beneath the structure, resulting from the loss
of cohesive strength. The velocity histories in Figure 3.44 illustrate the input history (at i = 8, j = 1),
the continuous movement at the slope face (at i = 8, j = 7), and the gradual return to equilibrium at
a position remote from the slope (at i = 18, j = 10). The response is similar for both no damping
and for 5% damping, although velocities are lower for the damped case. To see this, Example 3.12
may be rerun with the SET dy damp rayl and SET dy damp struct rayl commands enabled (i.e., with
the comment characters removed).
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Figure 3.42 Velocity history, used to estimate lowest natural frequency
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Figure 3.43 Slope failure resulting from dynamic loading
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Figure 3.44 Velocity histories at base, slope face and remote from slope
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3.5.2 Procedure for Dynamic Coupled Mechanical/Groundwater Simulations

3.5.2.1 Undrained Analysis

Prior to performing a dynamic simulation with groundwater present, an equilibrium state must be
obtained. This consists of several stages, which are illustrated by an analysis of the earthquake
response of an idealized dam resting on a foundation — Figure 3.45 shows the original shape of
the dam. Note that this dynamic example is not very realistic, as it subjects the dam to a few cycles
of very high amplitude; however, it runs quickly and illustrates some important points.

First, the foundation is set in place and brought to equilibrium. The data for this initial stage are
given in Example 3.13.
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Figure 3.45 Dam resting on foundation

Example 3.16 Placement of foundation material

config dyn gw ex 5
grid 8 6
gen 0 0 0 50 300 50 300 0 i=1,9 j=1,3
gen 0 50 0 100 300 100 300 50 i=1,9 j=3,7
gen same 140 100 160 100 same i=3,7 j=3,7
model mohr j=1,2
prop dens 0.0017 poros 0.3 j=1,2

FLAC Version 5.0



3 - 82 Optional Features

prop bulk 666.67 shear 400.0 j=1,2
prop cohes 0.2 fric 35 j=1,2
water bulk 0 dens 0.001 tens 1e10
prop perm 1e-8
ini syy=-1.0 var=0 1.0 j=1,2
ini sxx=-0.75 var=0 0.75 j=1,2
ini szz=-0.75 var=0 0.75 j=1,2
ini pp = 0.5 var=0 -0.5 j=1,3
fix x i=1
fix x i=9
fix y j=1
his unbal
set grav=10
save step0.sav ; equilibrium ... no steps necessary

1. Gravity Compaction of the Dam— We create the dam in a single placement of material,
which is saturated (see Example 3.14 for the data file). If we are not interested in the
time of settlement, we can set the bulk modulus of water to zero for this stage, so that
numerical convergence is rapid.

Example 3.17 Gravity compaction of dam

rest step0.sav
set flow=off dyn=off
model mohr i=3,6 j=3,6
prop dens=0.0017 poros=0.3 i=3,6 j=3,6
prop bulk=333.33 shear=200.0 i=3,6 j=3,6
prop cohes=0.1 fric=35 i=3,6 j=3,6
water bulk 0 dens 0.001 tens 1e10
prop perm 1e-8
hist xdisp ydisp i=5 j=6
solve
save step1.sav

2. Fill Reservoir: Mechanical Response— By applying a mechanical pressure to the
upstream face of the dam, the dam responds mechanically. Note that this stage is imagined
to take place rapidly, so that fluid flow is still not allowed.

Example 3.18 Fill reservoir

rest step1.sav
app press 0.5 var 0 -0.5 from 1,3 to 3,7
solve
save step2.sav
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3. Allow Phreatic Surface to Develop— Again, assume that we are only interested in the
final flow pattern, not in the time it takes to occur. (If consolidation time is important,
then consult Section 1.8.6 in Fluid-Mechanical Interaction .) To allow rapid adjustment
of the phreatic surface, we set the fluid modulus to a low value (1 MPa, compared with
the “real” value of 2 × 103 MPa). We also do the fluid calculation and the mechanical
adjustment separately (since the fully coupled solution takes much longer) — i.e., for this
stage, flow=on and mech=off. The tensile limit for water is set to zero so that a phreatic
surface develops. Pore pressure is applied to the upstream face, with fixed saturation of
1.0; on the other surfaces, pore pressure is fixed at its default value of zero.

Example 3.19 Develop phreatic surface in dam

rest step2.sav
water tens=0 bulk=1.0
app pp 0.5 var 0 -0.5 from 1,3 to 3,7
fix sat i=1,3 j=3
fix sat i=3 j=3,7
fix pp i=4,7 j=7
fix pp i=7 j=3,7
fix pp i=7,9 j=3
fix pp i=9
set flow=on mech=off ncwrite=50
his pp i 4 j 3
his pp i 4 j 2
his pp i 4 j 1
solve
save step3.sav

4. Mechanical Adjustment to New Flow Field — Once the equilibrium flow field is
established, we need to do a final mechanical adjustment, because: (a) some of the
material is now partially saturated so the gravity loading is less; and (b) the effective
stress has changed, which may cause plastic flow to occur. During this stage, we prevent
fluid flow and pore pressure changes (setting fluid modulus temporarily to zero), since
we are not concerned with the consolidation process here.

Example 3.20 Mechanical adjustment to new flow field

rest step3.sav
set flow=off mech=on ncwrite=10
water bulk=0
his reset
hist unbal
hist xdisp i=5 j=6
hist ydisp i=5 j=6
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solve
water bulk=2e3
save step4.sav

We now have a system that is in mechanical and fluid equilibrium, ready for dynamic
excitation; the fluid modulus is at the value for pure water (no entrained air). Note
that the separation into several stages (just fluid or just mechanical) was done to reduce
calculation time. The fully coupled simulation could be done if required.

5. Apply Dynamic Excitation to Dam — The dynamic simulation may now be done. What
is being modeled is the response of the dam and its trapped groundwater. It is assumed
here that no fluid flow occurs and that no pore pressure generation occurs due to particle
rearrangement. However, pore pressure changes do occur because of the dynamic volume
changes induced by the seismic excitation. The excitation is by rigid sinusoidal shaking
at the base of the foundation.

Example 3.21 Apply dynamic excitation to dam

rest step4.sav
set large, dyn=on ncwrite=20
def sine_wave

sine_wave = 10.0*sin(2.0*pi*freq*dytime)
end
set dy_damp=rayleigh 0.05 1.5
set dytime 0.0 freq=0.5
ini xvel=0.0 yvel=0.0 xdisp=0.0 ydisp=0.0
prop tens=1e10
apply ff
apply yvel=0 xvel 1.0 hist sine_wave j=1
his reset
his dytime
his pp i 4 j 3
win 75 250 0 175
solve dyt 10
save step5.sav

Figure 3.46 shows the deformed grid, and Figure 3.47 shows the pore pressure history in
zone (4,3). The dotted lines represent the original shape.
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Figure 3.46 Deformation after 10 sec. of shaking — Mohr-Coulomb model
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Figure 3.47 Pore pressure history at zone (4,3) — Mohr-Coulomb model
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3.5.2.2 Dynamic Pore Pressure Generation

The dynamic simulation given previously may be repeated with the Finn constitutive model, which
replaces the Mohr-Coulomb model in the dam; the stresses remain even though the model is replaced.
The constants C1, C2, C3 and C4 are given the values that Martin et al. (1975) provide in their
paper (although the condition C1 C2 C4 = C3, mentioned earlier, is violated slightly).

Example 3.22 Apply dynamic excitation to dam withfinn model

rest step4.sav
mod finn i=3 6 j 3 6
prop bulk=333.33 shear=200.0 coh=0.1 i=3,6 j=3,6
prop fric=35 ff_latency=50 i=3,6 j=3,6
prop ff_c1=0.8 ff_c2=0.79 i=3,6 j=3,6
prop ff_c3=0.45 ff_c4=0.73 i=3,6 j=3,6
prop tens=1e10
set large dyn=on ncwrite=20
def sine_wave

sine_wave = 10.0*sin(2.0*pi*freq*dytime)
end
set dy_damp=rayleigh 0.05 1.5
set dytime 0.0 freq=0.5
ini xvel=0.0 yvel=0.0 xdisp=0.0 ydisp=0.0
his reset
his dytime
his pp i 4 j 3
set step 100000 clock 1000000
win 75 250 0 175
apply ff
apply yvel=0 xvel 1.0 hist sine_wave j=1
solve dyt 10
save step5_f.sav

The same quantities as before are plotted — see Figures 3.48 and 3.49. We now have considerable
pore pressure build-up, and there is much larger horizontal movement in the dam; undoubtedly,
liquefaction is occurring.
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Figure 3.48 Deformation after 10 seconds of shaking —finn model
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Figure 3.49 Pore pressure history at zone (4,3) —finn model
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3.5.2.3 Coupled Flow and Dynamic Calculation

Although very little dissipation of pore pressure is likely during seismic excitation in most structures,
FLAC is able to carry out the groundwater flow calculation in parallel with the dynamic calculation.
When both dynamic and groundwater options are selected together (SET flow=on dyn=on), the two
timesteps (groundwater and dynamic) are forced to be equal; the overall timestep is set to whichever
is the smallest. The previous example may be repeated with the addition of the following lines (the
Finn model generates pore pressures and the flow logic dissipates them):

prop perm 0.1 i 3 6 j 3 6
set flow=on

The permeability is unrealistically high, for demonstration purposes. The resulting plot of pore
pressure in zone (4,3) is shown in Figure 3.50. There is clear evidence of pore pressures dropping
off in the later stages of the simulation, but the situation is complicated because pressures generated
in other zones appear to flow into zone (4,3) initially. Note that it is possible — in principle — for
the pore pressure in a particular zone to increase when dissipation is allowed, if the surrounding
zones contribute excess fluid.
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Figure 3.50 Pore pressure history at zone (4,3) —finn model, with dissipa-
tion
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3.6 Verification and Example Problems

Several examples to validate and demonstrate the dynamic option in FLAC are presented. The data
files for these examples are contained in the “\Options\3-Dynamic” directory.

3.6.1 Natural Periods of an Elastic Column

A column of elastic material resting on a rigid base has natural periods of vibration, depending on
the mode of oscillation and the confining conditions. Three cases are examined: an unconfined
column; a confined column in compression; and a column in shear.

The column is loaded by applying gravity either in the x- or y-directions and observing the os-
cillations with zero damping. The case of confined compression is modeled by inhibiting lateral
displacement along the vertical boundaries, which prevents lateral deformation of the mesh. For
unconfined compression, lateral displacement is not inhibited. For the column in shear, vertical
motion is inhibited, to eliminate bending modes; the loading is applied laterally.

The theoretical value for natural period of oscillation, T , is given by Eq. (3.79):

T = 4L

√
ρ

E∗
(3.79)

where E∗ is the appropriate modulus selected from Table 3.2.

Table 3.2 Moduli appropriate to various deformation modes

Confined Compression Unconfined Compression Shear

K + (4/3) G 4G

[
(1/3) G+K
K+(4/3) G

]
G

(plane strain, Young’s modulus)

2.5714 × 104 1.4286 × 104 1.0 × 104
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FLAC data files for the three cases are given in Examples 3.20, 3.21 and 3.22. Material properties
are given below.

Table 3.3 Material properties

Properties Symbol Value Comment

bulk modulus K 2.0 × 104 for compression tests

shear modulus G 0.428562 × 104

Poisson’s ratio ν 0.4

bulk modulus K 1.0 × 104 for shear tests

shear modulus G 1.0 × 104

Poisson’s ratio ν 0.125

density ρ 1.0

applied gravity gy - 1.0 for compression tests

gx 0.1 for shear tests

column height L 800

column width W 100

The theoretical periods and calculated (FLAC) natural periods of oscillation averaged over several
periods by the FISH function crossings are compared in Table 3.4 (see Example 3.23).

Table 3.4 Comparison of theoretical and calculated (FLAC)
dynamic period T of oscillation for three modes

Confined Unconfined
Shear

Compression Compression

Theoretical 19.96 26.77 32.00

FLAC 19.95 26.77 31.99
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Example 3.23 Data file for confined compression

title
dynamic analysis of column (confined compression)
con dy
gr 2 8
m e
gen -50 -400 -50 400 50 400 50 -400
prop den 1 bulk 2e4 shear 0.428562e4
fix y j=1
fix x i=1
fix x i=3
set grav 1.0
hist n=1
hist yvel i=2 j=9
hist dytime
solve dytime 200
call avper.fis
ret

Example 3.24 Data file for unconfined compression

title
dynamic analysis of column (unconfined compression)
con dy
gr 2 8
m e
gen -50 -400 -50 400 50 400 50 -400
prop den 1 bulk 2e4 shear 0.428562e4
fix y j=1
set grav 1.0
hist n=1
hist yvel i=2 j=9
hist dytime
solve dytime 200
call avper.fis
ret
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Example 3.25 Data file for shear

title
dynamic analysis of column (shear loading)
con dy
gr 2 8
m e
gen -50 -400 -50 400 50 400 50 -400
prop den 1 bulk 1e4 shear 1e4
fix x y j=1
fix y j=9
fix y i=1
fix y i=3
set grav 0.1 90
hist n=1
hist xvel i=2 j=9
hist dytime
solve dytime 200
call avper.fis

Example 3.26 Listing of “AVPER.FIS”: function to compute average period

hist write 1 tab 1 ; Note: velocity history must be number 1
def crossings

ndif = 0
dif = 0.0
t_cross_old = 0.0
sign = 1.0
delta_t = dytime / step
loop n (1,step)

if sgn(ytable(1,n)) # sgn(sign)
sign = -sign
t_cross = (n - 1) * delta_t
if t_cross_old # 0.0

dif = dif + t_cross - t_cross_old
ndif = ndif + 1

endif
t_cross_old = t_cross

endif
end_loop
ii = out(’ Average period = ’+string(2.0*dif/ndif))

end
crossings
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3.6.2 Comparison of FLAC to SHAKE

The program SHAKE is widely used in the field of earthquake engineering for computing the seismic
response of horizontally layered soil deposits. Here, we compare FLAC with SHAKE for the case
of a one-dimensional layered elastic soil deposit, driven at its base by the horizontal acceleration
given by Eq. (3.80):

ü(t) = √βe−αt tγ sin(2πf t) (3.80)

where:α = 2.2;
β = 0.375;
γ = 8.0; and
f = 3 Hz.

This input acceleration wave, plotted in Figure 3.51, shows a maximum horizontal acceleration of
0.2 g reached after 3.75 seconds. The wave form selected for this comparison test does not require
a baseline correction (see Section 3.4.1); the final velocity and displacement are both zero. Also,
this form does not contain high-frequency components that could cause numerical distortion of the
wave (see Section 3.4.3).
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Figure 3.51 Input acceleration at bottom of model
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The version of SHAKE used in the comparison is SHAKE91 (Idriss and Sun 1992). SHAKE91
is a modified version of SHAKE (originally published in 1971 by the Earthquake Engineering
Research Center at the University of California in Berkeley, California). SHAKE91 computes the
response of a semi-infinite horizontally layered soil deposit overlying a uniform half-space subjected
to vertically propagating shear waves. The program performs a linear analysis in the frequency
domain; an iterative procedure accounts for some of the nonlinear effects in the soil. We assume,
for the purposes of comparison, that the soil is linear. The data file for the analysis with SHAKE91
is shown in Example 3.24.

FLAC is compared to SHAKE91 for the following problem conditions. A layered soil deposit is
160 feet thick and contains two materials, as shown in Figure 3.52. The stiffer layer (material 2) is
40 feet thick, starts at a depth of 40 feet, and is sandwiched between the softer layers (material 1).
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Figure 3.52 One-dimensional model containing two materials (history loca-
tions are also shown)

The soil is treated as a linear elastic material, with the following properties:

material 1 2
shear modulus (MPa) 150 300
density (kg/m3) 1800 2000
fraction of critical damping 10% 10%

FLAC Version 5.0



DYNAMIC ANALYSIS 3 - 95

By assuming that shear modulus and damping are strain-independent, the same properties are used
in FLAC and SHAKE91. The file for the FLAC analysis is given in Example 3.25.

The FLAC model consists of 16 square zones, each with a length of 10 feet (3.05 m); the zone
length is well within 1/10 of the longest wave length, to provide accurate wave transmission.
Vertical movement is prevented at the sides of the model. Rayleigh damping is specified at 10%,
operating at a center frequency of 3 Hz.

Figure 3.53 shows the horizontal acceleration at the top of the model (gridpoint 17 in FLAC, and
sub-layer 1 in SHAKE91) as a function of time. Both records are very similar: the maximum
acceleration calculated by FLAC is 0.160 g; the maximum acceleration calculated by SHAKE91 is
0.156 g (a 2.6% difference).

Figures 3.54 and 3.55 show the evolution of shear stress and shear strain at a depth of 35 feet (within
material 1). The FLAC results have been obtained through a history of σxy at zone 13 and the FISH
function shrstr13. The SHAKE91 results have been obtained at the top of sub-layer 5, using
analysis option 7 in the code. The results from both codes are again very similar, with a difference
of less than 4%. Note that the stress histories do not contain the viscous component contributed by
Rayleigh damping.

Figure 3.56 shows two shear stress vs strain curves calculated by SHAKE91, one at a depth of 35
feet (in material 1), and the other at a depth of 45 feet (in material 2). They have been obtained
through option 7 at the top of sub-layers 5 and 7. In both cases, the relation between stress and
strain is linear, with a slope equal to the shear modulus.

Figure 3.57 shows a viscous shear stress (σvxy) vs strain plot, calculated by FLAC at the same
locations as in the previous figure. While the average slope is again equal to the shear modulus,
this plot shows hysteresis loops due to the viscous damping. If we were to plot FLAC shear stress
(σxy) versus shear strain, we would obtain a linear relation.
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Figure 3.53 Horizontal acceleration at top of model
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Figure 3.54 Shear strain history at 35 ft depth in model
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Figure 3.55 Shear stress history at 35 ft depth in model
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Figure 3.56 Shear stress versus shear strain in material 1 and material 2
(SHAKE91 results)
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Figure 3.57 Viscous shear stress versus shear strain in material 1 and material
2 (FLAC results)

Example 3.27 SHAKE91 model of layered soil deposits

option 1 -- dynamic soil properties --
1
3

11 material #1 modulus
0.0001 0.0003 0.001 0.003 0.01 0.03 0.1 0.3
1. 3. 10.
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
1.000 1.000 1.000

11 damping for material #1
0.0001 0.0003 0.001 0.003 0.01 0.03 0.1 0.3
1. 3.16 10.
10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00
10.00 10.00 10.00

11 material #2 modulus
0.0001 0.0003 0.001 0.003 0.01 0.03 0.1 0.3
1. 3. 10.
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
1.000 1.000 1.000

11 damping for material #2
0.0001 0.0003 0.001 0.003 0.01 0.03 0.1 0.3
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1. 3. 10.
10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00
10.00 10.00 10.00

8 material #3 modulus
.0001 0.0003 0.001 0.003 0.01 0.03 0.1 1.0

1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
5 damping for material #3

.0001 0.001 0.01 0.1 1.
10.00 10.00 10.00 10.00 10.00

3 1 2 3
Option 2 -- Soil Profile

2
1 19 Example -- 160-ft layer with 2 materials
1 2 10.00 3130.086 .100 .11225
2 2 10.00 3130.086 .100 .11225
3 2 10.00 3130.086 .100 .11225
4 2 5.00 3130.086 .100 .11225
5 2 5.00 3130.086 .100 .11225
6 1 5.00 6260.173 .100 .12473
7 1 5.00 6260.173 .100 .12473
8 1 10.00 6260.173 .100 .12473
9 1 10.00 6260.173 .100 .12473

10 1 10.00 6260.173 .100 .12473
11 2 10.00 3130.086 .100 .11225
12 2 10.00 3130.086 .100 .11225
13 2 10.00 3130.086 .100 .11225
14 2 10.00 3130.086 .100 .11225
15 2 10.00 3130.086 .100 .11225
16 2 10.00 3130.086 .100 .11225
17 2 10.00 3130.086 .100 .11225
18 2 10.00 3130.086 .100 .11225
19 3 .100 .140 4000.

Option 3 -- input motion:
3

2048 2048 .01 inp3.acc (8f10.6)
1.0 100. 0 8

Option 4 -- sub-layer for input motion (1):
4

19 1
Option 5 -- number of iterations & ratio of avg strain to max strain

5
1 2 1.00

Option 6 --sub-layers for which accn time histories are computed and saved:
6
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
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1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
Option 6 --sub-layers for which accn time histories are computed and saved:

6
16 17 17 19 19
1 1 1 1 0
0 0 0 0 1

opt 7--sub-layer for which shear stress or strain are computed and saved:
7
5 1 1 0 2048 -- stress in level 5
5 0 1 0 2048 -- strain in level 5

opt 7--sub-layer for which shear stress or strain are computed and saved:
7
7 1 1 0 2048 -- stress in level 7
7 0 1 0 2048 -- strain in level 7

execution will stop when program encounters 0
0
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Example 3.28 FLAC model of layered soil deposits

config dynamic ex 4
title
Verification of FLAC with SHAKE -- Linear Elastic Case
;-------------------------------------
;Grid generation and model properties
;-------------------------------------
grid 1,16
model elastic
prop bulk 150e6 she 150e6 den 1800
prop bulk 300e6 she 300e6 den 2000 j 9 12
ini x mul 3.048
ini y mul 3.048
;------------------------------------------------------------
; FISH function to calculate shear strain in zones 12 and 13
;------------------------------------------------------------
def shrstr12

shrstr12=(xdisp(1,13)-xdisp(1,12))/(y(1,13)-y(1,12))
shrstr13=(xdisp(1,14)-xdisp(1,13))/(y(1,14)-y(1,13))

end
;------------
; Histories
;------------
hist unbal
his dytime
his sxy i=1 j=13
his sxy i=1 j=12
his vsxy i=1 j=13
his vsxy i=1 j=12
his xacc i 1 j 17
his xacc i=1 j=1
his shrstr12
his shrstr13
;--------------------
;Boundary Conditions
;--------------------
fix y
;-------------------------------------
;FISH function to generate input wave
;-------------------------------------
def acc_p

omega=6*pi
alfa=2.2
beta=3.75e-1
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gamma=8.0
acc_p=sqrt(beta*exp(-alfa*dytime)*dytimeˆgamma)*sin(omega*dytime)

end
;----------------------------
;Application of acceleration
;----------------------------
apply xacc 1.0 his acc_p j=1
apply yacc 0.0 j=1 ; this command prevents rocking along gridpoint j=1
set dy_damp=rayleigh 0.1 3.0
set clock 100000000 step 100000000
set dynamic on
solve dytime 20.0
save shake.sav
set hisfile visc_m1.his
hist write 5 vs 10
set hisfile visc_m2.his
his write 6 vs 9
ret

3.6.3 Slip Induced by Harmonic Shear Wave

This problem concerns the effects of a planar discontinuity on the propagation of an incident shear
wave. Two homogeneous, isotropic, semi-infinite elastic media, separated by a planar discontinuity
with a limited shear strength, are shown in Figure 3.58. A normally incident, plane harmonic, shear
wave will cause slip at the discontinuity, resulting in frictional energy dissipation. Thus, the
energy will be reflected, transmitted and absorbed at the discontinuity. The problem is modeled
with FLAC, and the results are used to determine the coefficients of transmission, reflection and
absorption. These coefficients were compared with ones given by an analytical solution (Miller
1978).

B

UT

A
UI UR

Figure 3.58 Transmission and reflection of incident harmonic wave at a dis-
continuity
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The coefficients of reflection (R), transmission (T ) and absorption (A) given by Miller (1978) are:

R =
√
ER

EI
(3.81)

T =
√
ET

EI
(3.82)

A =
√

1− R2 − T 2 (3.83)

where EI , ET and ER represent the energy flux per unit area per cycle of oscillation associated
with the incident, transmitted and reflected waves, respectively. The coefficient A is a measure of
the energy absorbed at the discontinuity. The energy flux EI is given by

EI =
∫ t1+T

t1

σs vs dt (3.84)

where:T = (2π)/ω = the period for the incident wave;

σs = shear stress;

vs = particle velocity in the x-direction; and

ω = frequency of incident wave (radian/sec).

For elastic media,

σs = ρ c vs (3.85)

Hence,

EI = ρ c
∫ t1+T

t1

v2
s dt (3.86)

in which c is the velocity of the propagating shear wave.

The energy flux of the incident wave EI is evaluated at point A (see Figure 3.58) for no slip at the
discontinuity. The energy flux of the transmitted wave ET is evaluated at point B for the case of
slip at the discontinuity. The energy flux of the reflected wave ER is calculated by determining the
difference of velocities in two cases: slip and no slip.
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Figure 3.59 shows the numerical model, which consists of a 4× 31 grid and an interface, EF, which
has high stiffness and is used to simulate the discontinuity. The conditions used are as follows.

Boundary Conditions:

• Non-reflecting viscous boundaries are located at GH and CD.

• Vertical motion is prevented along lateral boundaries GC and DH.

Loading Conditions:

• Shear stresses corresponding to the incident wave are applied along CD.

• The maximum stress of the incident wave is 1 MPa and the frequency is 1 Hz.

Material Conditions:

• elastic media

ρ = 2.65× 103 kg/m3

K = 16,667 MPa

G = 10,000 MPa

• interface

Kn = Ks = 10,000 MPa/m

C = cohesion = 2.5 MPa for no-slip = 0.5, 0.1, 0.02 MPa for slip case

Note that the magnitude of the incident wave must be doubled in the numerical model to account
for the simultaneous presence of the non-reflecting boundary (see Section 3.4.1.1).

Example 3.26 provides a data file that makes four complete simulations of the problem: the first
simulation is for a fully elastic case; and the remaining simulations correspond to the various values
of cohesion. Computed values forR, T , andA are written to the log file “FLAC.LOG” if the model
is run in command-driven mode. If run in GIIC mode, the computed values are displayed in the
Console resource pane.

Example 3.29 Verification of dynamic slip — four complete simulations

config dyna
tit
Slip induced by harmonic wave

g 4 31
model elastic
model null j=16
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gen -200 -200 -200 0 -120 0 -120 -200 j=1,16
gen -200 0 -200 200 -120 200 -120 0 j=17,32
int 1 aside from 1 16 to 5 16 bside from 1 17 to 5 17
def setup

mat_shear = 10000.0
mat_dens = 0.00265
freq = 1.0
tload = 10.0
w = 2.0 * pi * freq

end
def fsin

if dytime <= tload
fsin = sin(w*dytime)

else
fsin = 0.0

end_if
end
def common

command
hist reset
set dytime = 0.0
ini xvel = 0.0 yvel = 0.0 xdis = 0.0 ydis = 0.0
ini sxx = 0.0 syy =0.0 szz = 0.0 sxy = 0.0
apply remove i 1,5 j 1,16
apply remove i 1,5 j 17,32
apply xquiet yquiet j=1
apply xquiet yquiet j=32
apply sxy 2 his fsin j=1
his nstep 10
his unbal
his dytime
his xvel i=2 j=1
his xvel i=2 j=32
his xdisp i=2 j=1
his xdisp i=2 j=32
his sxy i=1 j=1
his sxy i=1 j=31
his fsin
solve dytime 5

end_command
end
def energy ;-- compute energy coefficients for slipping-joint example --
;
; table 1 -- x-velocity at point A for elastic joint case
; table 2 -- x-velocity at point A for slipping joint case
; table 3 -- x-velocity at point B for slipping joint case
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; Ei -- energy flux for incident wave
; Et -- energy flux for transmitted wave
; Er -- energy flux for reflected wave
; AAA -- a measure of energy absorbed at the interface
; items -- no. of items in tables
;

Cs = sqrt(mat_shear / mat_dens)
factor = mat_dens * Cs
Ei = 0.0
Et = 0.0
Er = 0.0
t_n_1 = 0.0
nac = 0
AAA = 0.0
TTT = 0.0
RRR = 0.0
loop i (1,items)

t_n = xtable(1,i)
d_t = t_n - t_n_1
t_n_1 = t_n
Vsa_e = ytable(1,i)
Vsa_s = ytable(2,i)
Vsb_s = ytable(3,i)
Ei = Ei + factor * Vsa_e * Vsa_e * d_t
Et = Et + factor * Vsb_s * Vsb_s * d_t
Er = Er + factor * (Vsa_s-Vsa_e) * (Vsa_s-Vsa_e) * d_t
if i > i_mean

nac = nac + 1
RRR = RRR + sqrt(Er/Ei)
TTT = TTT + sqrt(Et/Ei)

endif
end_loop
RRR = RRR / float(nac)
TTT = TTT / float(nac)
AAA = AAA + sqrt(1.0-RRR*RRR-TTT*TTT)
command

set log on
end_command
ii = out(’ R = ’+string(RRR))
ii = out(’ T = ’+string(TTT))
ii = out(’ A = ’+string(AAA))
command

set log off
end_command

end
setup
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prop den=0.00265 bulk=16667 shear=10000
int 1 kn=10000 ks=10000 coh=2.5 fric=0.0
fix y
set clock 1000000 step 10000000
set dynamic on
common
his write 3 vs 2 tab 1 ; save elas incident wave
save dinte.sav
int 1 coh 0.5
common
his write 3 vs 2 tab 2
his write 4 vs 2 tab 3
set items 701 i_mean=600
energy
save dintp5.sav
pause
int 1 coh 0.1
common
his write 3 vs 2 tab 2
his write 4 vs 2 tab 3
energy
save dintp1.sav
int 1 coh 0.02
common
his write 3 vs 2 tab 2
his write 4 vs 2 tab 3
energy
save dintp02.sav
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point “A”

point “B”

interface

fixed in y

viscous boundary

viscous boundary

applied
sine
wave

x

y

Figure 3.59 Problem geometry and boundary conditions for the problem of
slip induced by harmonic shear wave

The initial assumption of an elastic discontinuity is achieved by assigning a high cohesion (2.5 MPa,
in this case) to the interface. Figure 3.60 shows the time variation of shear stress near points A and
B. From the amplitude of the stress history at A and B, it is clear that there was perfect transmission
of the wave across the discontinuity. It is also clear from Figure 3.60 that the viscous boundary
condition provides perfect absorption of normally incident waves. Following the execution of the
elastic case, the velocity history at point A is saved in table 1, to be used later for calculating EI ,
used in the equations for energy coefficients.

The cohesion of the discontinuity is then set, successively, to 0.5, 0.1 and 0.02 MPa to permit slip to
occur. The recorded shear stresses at points A and B for the three cases are shown in Figures 3.61,
3.62 and 3.63, respectively. The peak stress at point A is the superposition of the incident wave and
the wave reflected from the slipping discontinuity. It can be seen in Figures 3.61 through 3.63 that
the shear stress of point B is limited by the discontinuity strength.
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After each inelastic simulation, the velocity histories at points A and B are saved in tables 2 and
3, and the energy flux and coefficients R, T and A are computed by the FISH function energy,
and written to the log file. All conditions are then reset to zero and requested histories are deleted,
in preparation for the next simulation: this is done in function common. It was determined that at
least five cycles of the input wave were necessary before the computed coefficients settled down
to steady-state values. Even then, there is a periodic fluctuation in the values. In order to obtain
mean values, the coefficient values were averaged over the final 100 timesteps: the FISH variable
i mean controls the step number at which this averaging process starts. Figure 3.64 compares the
numerical results with the exact solution for the coefficients for three values of the dimensionless
parameter

ω γ U

τs

where:τs = discontinuity cohesion;

U = displacement amplitude of the incident wave;

γ =
√
ρ G; and

ω = frequency of incident wave (1 Hz).
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Figure 3.60 Time variation of shear stress at points A and B for elastic dis-
continuity (cohesion = 2.5 MPa)
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Figure 3.61 Time variation of shear stress at points A and B for slipping
discontinuity (cohesion = 0.5 MPa)
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Figure 3.62 Time variation of shear stress at points A and B for slipping
discontinuity (cohesion = 0.1 MPa)
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Figure 3.63 Time variation of shear stress at points A and B for slipping
discontinuity (cohesion = 0.02 MPa)
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Figure 3.64 Comparison of transmission, reflection and absorption coeffi-
cients (analytical solution from Miller, 1978)
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The displacement amplitude for the incident wave (U ) was obtained by monitoring the horizontal
displacement at point A for non-slipping discontinuities. As can be seen, the FLAC results agree
well with the analytical solution.

3.6.4 Hollow Sphere Subject to an Internal Blast

This problem concerns the propagation of a spherical wave due to an impulsive pressure (explosion)
in a sphere. In unbounded (i.e., infinite) media, two types of waves can exist: compression and
shear waves. In this problem, the axisymmetric nature of the problem eliminates the shear wave.
Therefore, only the solution for the compression wave needs to be sought. The problem provides
a test of the dynamic capabilities of FLAC and is applicable to impact and explosion modeling.

The analytical solution, assuming that the material is elastic and isotropic, for this problem was
derived by Blake (1952). The solution is based on the following governing equation:

∂2φ

∂t2
= C2

p �2 φ (3.87)

where:Cp = compressional wave velocity;
t = time;
φ = a potential function; and

�2 = Laplacian operator.

Let p(t) be an impulse which jumps from zero to p0 at t = 0 and then decays exponentially with
time constant α−1. Thus, the pressure function can be defined by:

p(t) = p0 e
−αt

p(t) = 0

for t ≥ 0

for t < 0
(3.88)

A step function of the pressure (α = 0), will be used for this problem. For such a pressure function,
the potential function which satisfies the governing equation is

φα=0 = p0 a
3K

ρ C2
p r

[
−1+

√
4K

4K − 1
exp(−α0τ) cos

(
ω0 τ − tan−1 1√

4K − 1

) ]
(3.89)
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where:a = radius of the sphere;

K = 1−ν
2(1−2ν) ;

ν = Poisson’s ratio;
r = radial coordinate;

α0 = Cp
2aK = radiation damping constant;

τ = t − r−a
Cp

; and

ω0 = c
2aK

√
4K − 1 = natural frequency.

The radial displacement can be found by differentiating the potential function with respect to radial
distance:

ur = ∂φ

∂r
=− p0a

3K

ρ C2
p r

2

[
−1+√2− 2ν exp(−α0 τ) cos

(
ω0τ − tan−1 1√

4K − 1

) ]

+ p0 a
3K

ρ C2
p r

[
α0

Cp

√
2− 2ν exp(−α0τ) cos

(
ω0 τ − tan−1 1√

4K − 1

)

+ ω0

Cp

√
2− 2ν exp(−α0 τ) sin

(
ω0 τ − tan−1 1√

4K − 1

) ]
(3.90)

A sphere embedded in an infinite, isotropic medium can be simulated by an axisymmetric condition.
Figures 3.65 and 3.66 show two different grids used for the simulation. One has a circular boundary;
the other has a rectangular boundary. The FISH functions “HDONUT.FIS” and “HHOLE.FIS” are
called to generate appropriate boundaries. The radius of the sphere is assumed to be 10 m, and the
outer boundary is located at a distance ten times the radius.

Horizontal movement is prevented at the axis of symmetry. A viscous boundary condition is
imposed on the outer boundary to absorb the wave. The material properties used for the problem
are:

shear modulus (G) 1 × 1010 Pa

bulk modulus (K) 1.665 × 1010 Pa

density (ρ) 1675 kg/m3

A pressure equal to 1000 Pa is applied at the inner boundary to simulate the blasting.
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Figure 3.65 Grid with circular boundary
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Figure 3.66 Grid with rectangular boundary
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The radial displacement histories recorded up to 0.1 second at r = 2.051a, 3.424a and 4.867a are
given in Figures 3.67 and 3.68 for circular and rectangular outer boundaries, respectively. The
delay of the response at locations far from the sphere can be noted in both cases. In both cases,
FLAC is able to capture the response at peak and steady states. The fluctuation at late time is due
to the fact that the radiated wave is not absorbed completely by the viscous boundary.
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Figure 3.67 Radial displacement histories at r = 2.051a, 3.424a and 4.867a
(circular boundary)
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Figure 3.68 Radial displacement histories at r = 2.051a, 3.424a and 4.867a
(rectangular boundary)

Example 3.30 Hollow sphere subject to internal blasting

config dyn axi
title
Hollow Sphere Subject to Internal Blasting

grid 30 60
model elastic
; --------------------
; Poisson’s ratio 0.25
; --------------------
prop shear=1e10 bulk=1.665e10 dens=1675
; create cavity
; ------------------
; circular boundary
; ------------------

call hdonut.fis
; ---------------------
; rectangular boundary
; ---------------------
; call hhole.fis
set rmin 10.0 rmul 10 gratio 1.01
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hdonut
; hhole
; ---------------------
; Boundary Condition
; ---------------------
apply pressure 1000 i=1
apply xquiet yquiet i=31
fix x j=1
fix x j=61
; -----------
; Histories
; -----------
his nstep 10
his unbal
his dytime
his xdisp i=5 j=31
his xdisp i=10 j=31
his xdisp i=15 j=31

his xvel i=5 j=31
his xvel i=10 j=31
his xvel i=15 j=31

his sig1 i=5 j=31
his sig1 i=10 j=31
his sig1 i=15 j=31
; ---------------------
; Analytical Solutions
; ---------------------
def Anal

jp=31
ip=5
ur
ur5 = ur
ip=10
ur
ur10 = ur
ip=15
ur
ur15 = ur

end

def const
p0=1000.
mu=0.25
zou = density(1,1)
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Cp=sqrt(bulk_mod(1,1)+4.0*shear_mod(1,1)/3.0)/sqrt(zou)
W0=(Cp/rmin)*sqrt(1.0-2.0*mu)/(1.0-mu)
alpha0=(Cp/rmin)*(1.0-2.0*mu)/(1.0-mu)
cap_k = (1.0-mu)/(2.*(1.-2.*mu))
c1 = p0*rmin*rmin*rmin*cap_k/(zou*Cp*Cp)
c2 = atan(1./sqrt(4.0*cap_k-1.0))
c3 = sqrt(2.0-2.0*mu)
c4 = alpha0/Cp
c5 = W0/Cp

end
const

def ur
r = sqrt(x(ip,jp)*x(ip,jp)+y(ip,jp)*y(ip,jp))
tau = dytime - (r-rmin)/Cp
if tau >= 0.0 then

temp1 = -(c1/(r*r))*( -1.0+c3*exp(-alpha0*tau)*cos(W0*tau-c2) )
temp2 = (c1/r) *( c4*c3*exp(-alpha0*tau)*cos(W0*tau-c2) )
temp3 = (c1/r) *( c5*c3*exp(-alpha0*tau)*sin(W0*tau-c2) )
ur = temp1 + temp2 + temp3

else
ur = 0.0

end_if
end

his Anal
his ur5
his ur10
his ur15

set step 1000000 clock 100000000
set large
set dy_damp=rayl 0.01 50 stiff
solve dytime 0.1
save sphere1.sav
;save sphere2.sav
ret
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Example 3.31 Create one-half donut mesh — “HDONUT.FIS”

;
; FISH routine to create one-half donut mesh
; each gridpoint is defined by its polar coordinates ALFA and RO
; RMAXIT = the maximum distance from the center for each ALFA
; RMIN = radius of the excavation
; RMUL = number of radii to the boundary
; RATIO = grid’s ratio

def hdonut
figp=igp
fjgp=jgp
loop j (1,jgp)

alfa= -pi/2.0 + (j-1)*pi/(jgp-1)
rmaxit=rmin*rmul
loop i (1,igp)

ro=rmin+(rmaxit-rmin)*(ratioˆ(i-1)-1)/(ratioˆ(igp-1)-1)
x(i,j)=ro*cos(alfa)
y(i,j)=ro*sin(alfa)

end_loop
end_loop
end

Example 3.32 Create one-half hole mesh — “HHOLE.FIS”

; FISH routine to create a one-half hole mesh
; each gridpoint is defined by its polar coordinates ALFA and RO
; RMAXIT = the maximum distance from the center for each ALFA
; RMIN = radius of the excavation
; RMUL = number of radii to the boundary
; RATIO = grid’s ratio
;
;
def hhole
loop j (1,jgp)

alfa= -0.5*pi + (j-1)*pi/(jgp-1)
if abs(alfa) <= .25*pi then

rmaxit=rmin*rmul/cos(alfa)
else

rmaxit=rmin*rmul/sin(alfa)
end_if
rmaxit=abs(rmaxit)
loop i (1,igp)
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ro=rmin+(rmaxit-rmin)*(ratioˆ(i-1)-1)/(ratioˆ(igp-1)-1)
x(i,j)=ro*cos(alfa)
y(i,j)=ro*sin(alfa)

end_loop
end_loop
end

3.6.5 Vertical Vibration of a Machine Foundation

The design of a machine foundation includes the estimation of the anticipated translational and
rotational motions of the machine-foundation-soil system. This example demonstrates the calcula-
tion of the vertical response of a machine foundation consisting of a rigid, massive, strip foundation
resting on a soil and excited by an oscillating machine force.

A foundation vibrating under the action of a time-varying force, P , transmits to the soil a force,
R, causing a vertical uniform displacement, δ, of the soil beneath the foundation (see Figure 3.69).
The dynamic equilibrium of the mass is expressed as

R + Mδ̈ = P (3.91)

in which M is the total mass of the foundation and the machinery.

Figure 3.69 Forces acting on a machine foundation (Gazetas and Roesset
1979)
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The analytical solution to this problem, assuming an elastic soil behavior, is provided by Gazetas
and Roesset (1979). Their solution is for the case of a sinusoidal vertical loading of the form:

P = Po sin ωt (3.92)

in which Po is the force amplitude and ω is the operational frequency of the machine in radians per
second.

For a harmonic exciting force, P , a dimensionless displacement (compliance) function, Fv , is
defined to relate the soil reaction force, R, to the soil displacement, δ:

δ = R

G
Fv sin(ωt + ψ) (3.93)

G is the shear modulus of the soil, and Fv is the compliance function of the operational frequency
ω and phase angle ψ .

Fv is a complex number and can be written:

Fv = f1,v + if2,v (3.94)

in which f1,v is the real part representing the recoverable component of deformation, and f2,v is
the imaginary part expressing the energy dissipated by the propagating waves and soil hysteresis.

The amplitude of motion, δo, can be expressed in terms of the amplitude of the machine force, Po.
The expression is given by Gazetas and Roesset in dimensionless form to be:

δ̄o = δo G

Po

[
f 2

1,v + f 2
2,v

(1− ba2
of

2
1,v)

2 + (ba2
of

2
2,v)

2

]1/2

(3.95)

in which the dimensionless mass b and frequency ratio ao are defined as:

b = M

ρB2
; ao = ωB

Vs
(3.96)

where ρ = density; Vs = s-wave velocity of the soil; B = half-width of the strip foundation; and
M = total foundation mass per unit length.

Gazetas and Roesset use a semi-analytical approach to obtain the compliance function Fv for
a homogeneous half-space as a function of the frequency ratio ao. The result is presented in
Figure 3.70. The response of the foundation can then be evaluated for a set of operational frequencies
from Eq. (3.95).
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The results presented in Figure 3.70 are for an elastic material with a Poisson’s ratio, ν, of 0.4 and
a critical damping ratio, β, of 0.05. For this example, we assume that the s-wave velocity of the
material is 1000 ft/sec, and the unit weight is 128.8 pcf (mass density is 4 slugs/ft3). For ν = 0.4,
the shear modulus G is 4.0 × 106 psf. The half-width of the footing foundation is 10 ft.
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fv
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Figure 3.70 Vertical compliance function for a homogeneous half-space

The FLAC model consists of an 80 × 40 zone grid with the foundation represented by structural-
beam elements. A vertical symmetry plane is assumed through the center of the foundation. Viscous
boundaries are located on the bottom and right side of the mesh. Figure 3.71 shows the model grid,
beam elements and boundary conditions.
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Figure 3.71 FLAC model for a vibrating machine foundation

The foundation is made rigid by slaving the structural nodes together. For the case of an oscillating
rigid footing, we fix the x and rotational degrees-of-freedom, and we slave all y degrees-of-freedom
together. Hence, the final structural model consists of only one degree of freedom. The density is
set to a low value so that the structural mass is insignificant, and the Young’s modulus is set low
because it is now irrelevant: this allows the timestep to be that of the soil. The machine forcing
function is applied as a stress because this is more convenient.

Calculations are performed over a range of frequency ratios: ao is varied from 0.5 to 2.5. Several
constants are computed prior to each calculation. These constants and the displacement results
are stored for comparison to the analytical solution. The data file for this example is contained in
Example 3.30.

The values for f1,v and f2,v at each ao are computed in FISH function “COMPL.FIS” (see Exam-
ple 3.34). The average phase angle and displacement amplitude are also calculated. The FLAC
results for f1,v and f2,v are plotted in Figure 3.70 for comparison with the Gazetas and Roesset
solution.

The FLAC results compare well with the analytical results. Note that the agreement is better at the
higher values of ao. For lower frequencies, a larger grid is required. For example, for ao = 0.5,
the wavelength is 125 ft. The distance to the boundaries should be several wavelengths from the
foundation, particularly for the top surface, because Rayleigh waves are not damped very efficiently
by the quiet boundaries.
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The foundation could also be simulated without structural elements. An oscillating velocity could
be applied to a line of fixed gridpoints, and the cyclic reaction force measured. The same information
(compliance) could be determined from the ratio between displacement and force, and their phase
angle.

Example 3.33 Vertical vibration of a machine foundation

def setup
a0 = 0.5

; a0 = 1.0
; a0 = 1.5
; a0 = 2.0
; a0 = 2.5

frq_cent = a0 * 100.0 * 0.5 / pi ; Forcing frequency
per = 1.0 / frq_cent ; Period
omega = 2.0 * pi * frq_cent
count = 0
final_t = per * 10.0
sh_mod = 4e6
po_rat = 0.4
bu_mod = sh_mod*(2.0*(1.0+po_rat))/(3.0*(1.0-2.0*po_rat))

end
setup ; set constants
conf dy
g 80 40
gen 0,-80 0,0 160,0 160,-80
m e
pro den=4 shear=sh_mod bulk=bu_mod
struct prop=1 e=1 i=1 a=1 den=1e-3
struct beam beg grid 1 41 end grid 2 41
struct beam beg grid 2 41 end grid 3 41
struct beam beg grid 3 41 end grid 4 41
struct beam beg grid 4 41 end grid 5 41
struct beam beg grid 5 41 end grid 6 41
def ggg ;-- collapse structure to 1 dof in y --

loop nn (1,6)
command

struct node nn fix x r
end_command
nn1 = nn - 1
if nn > 1 then

command
struct node nn slave y nn1

end_command
end_if

end_loop
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end
ggg
def s_wave

s_wave = sin(omega * dytime)
end
def dummy ; ... count number of history points

count = count + 1
end
set dy_damp rayl 0.05 frq_cent
fix x i=1
app xquiet yquiet i=81
app xquiet yquiet j=1
app syy=0.05 hist=s_wave i=1,6 j=41 ; pressure of amplitude 0.05 (F=1.0)
hist dytime
hist syy i 1 j 40
hist syy i 5 j 40
hist ydis i 1 j 41
hist dummy
set ncw=50 clock=10000000 step=10000000
solve dytime=final_t
save mach.sav
call compl.fis

Example 3.34 Real and imaginary parts of compliance function — “COMPL.FIS”

;-- Extract real and imaginary parts --
; ... assumes disp history is # 4, time is # 1
; and first motion is positive
set echo off
his write 4 vs 1 table 1 ; copy disp vs time history to Table 1
def get_extremes

xxx = ’ (normalized)’
sense = ’none’
old_value = 0.0
old_time = 0.0
num_phase = 0
frac = 0.0
pk_to_pk = 0.0
num_ptp = 0
loop n (2,count)

section
new_value = ytable(1,n)
if sense = ’up’ then

if new_value < old_value then
sense = ’down’
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rat = old_time / per
frac = frac + rat - int(rat) - 0.25
num_phase = num_phase + 1
upper_val = old_value

end_if
exit section

end_if
if sense = ’down’ then

if new_value > old_value then
sense = ’up’
rat = old_time / per
rmi = rat - int(rat)
if rmi < 0.5 then

rmi = 1.0 + rmi ; (overflowed one period)
end_if
frac = frac + rmi - 0.75
num_phase = num_phase + 1
pk_to_pk = pk_to_pk + upper_val - old_value
num_ptp = num_ptp + 1

end_if
exit section

end_if
if new_value > old_value then

sense = ’up’
else

sense = ’down’
end_if

end_section
old_value = new_value
old_time = xtable(1,n)

end_loop
degr = frac * 360.0 / num_phase
u_tot = pk_to_pk * 0.5 / num_ptp
re_part = u_tot * cos(degr * degrad)
im_part = u_tot * sin(degr * degrad)
ii = out(’ Average phase angle = ’+string(degr)+’ degrees’)
ii = out(’ Displ. amplitude = ’+string(u_tot))
ii = out(’ Real part = ’+string(re_part * sh_mod)+xxx)
ii = out(’ Imaginary part = ’+string(im_part * sh_mod)+xxx)

end
get_extremes
set echo=on
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3.6.6 Comparison of Hysteretic Damping with SHAKE91

In this section, we compare a simulation using hysteretic damping (presented in Section 3.4.2.8)
with SHAKE91, using the default model as an example. The data file in Example 3.32 is provided
with the downloaded SHAKE91 code (see http://nisee.berkeley.edu/software/shake91/ ), except that
the deepest layer is given a large wave speed, to correspond to rigid bedrock. The model simulates
the following problem: with total depth of 150 feet, a horizontally layered soil deposit is made up
of 10 different types of soils which are treated as nonlinear elastic materials; by assuming that shear
modulus and damping are strain-dependent, the dynamic characteristics of these soils are governed
by two sets of modulus reduction factor (G/Gmax) and damping ratio (λ) curves: the first set for
clay, and the second set for sand. More variations of G/Gmax and λ for soils are available in the
literature mentioned in the SHAKE91 manual (Idriss and Sun, 1992) and duplicated here for easy
reference (e.g., Hardin and Drnevich, 1970; Seed and Idriss, 1970; Seed et al., 1986; Sun et al.,
1988; Vucetic and Dobry, 1991). The detailed properties and locations for each soil are shown in
the data file and summarized below.

Table 3.5 Soil deposit profile and properties

Soil 1 2 3 4 5 6 7 8 9 10

Shear 186 150 168 186 225 327 379 435 495 627

Modulus

(MPa)

Density 2000 2000 2000 2000 2000 2082 2082 2082 2082 2082

(kg/m3)

Dynamic 2 2 2 1 1 2 2 2 2 2

Property

(set)

Location 1-5 5- 20- 30- 50- 70- 90- 110- 130- 140-

(feet) 20 30 50 70 90 110 130 140 150

It should be noted that, to simulate a rigid base (Figure 3.4), we increase the stiffness (shear modulus)
of the bedrock from 3.33 GPa to 2080 GPa in the SHAKE91 data file, for the purpose of comparison.

The base acceleration input is a set of seismic data recorded in the Loma Prieta Earthquake, which is
also downloadable (see http://nisee.berkeley.edu/software/shake91/) with the SHAKE91 code (i.e.,
“DIAM.ACC”). The input accelerogram is shown in Figure 3.72.
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Figure 3.72 Input accelerogram

Using the data file of Example 3.33, the FLAC model consists of 30 square zones, each with a
depth of 5 feet (1.524 m). Vertical movement is prevented in the model. Applying numerical fits to
Seed & Sun data for clay (shown in the SHAKE91 data file), parameters of some FLAC hysteretic
damping models are estimated in Table 3.6. Modulus reduction factor and damping curves for clay
calibrated in FLAC are plotted in Figures 3.73 and 3.74. Seed & Sun data are also provided and
compared in the plots.

Table 3.6 Numerical fits to Seed & Sun data

Data set Default Sig3 Sig4 Hardin

Clay — L1 = -3.156 a = 1.017 a = 0.922 γref = 0.234

upper range L2 = 1.904 b = -0.587 b = -0.481

(Seed & xo = -0.633 xo = -0.745

Sun, 1989) yo = 0.0823
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Figure 3.73 Results of several cyclic FLAC simulations fordefault model —
secant modulus values versus cyclic shear strain in %. Seed &
Sun data (clay — “upper range”) also shown.

Figure 3.74 Results of several cyclic FLAC simulations fordefault model —
damping values versus cyclic shear strain in %. Seed & Sun data
(clay — “upper range”) also shown.
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3.6.6.1 Acceleration History and Response Spectra

The fitting curves of the FLAC default model (Figures 3.27, 3.28, 3.73 and 3.74) show that, for
small strain (corresponding to small input acceleration), the behavior is approximately linear (i.e.,
both shear modulus and damping ratio are constants for both FLAC and SHAKE91). Both codes
are thus expected to give similar results in this circumstance. Here we compare accelerograms and
response spectra at the top of the model for very low input acceleration. Figure 3.75 shows the
horizontal acceleration at the top of the model (gridpoint 31 in FLAC and sub-layer 1 in SHAKE91)
as a function of time with maximum input acceleration amplitude of 0.0001 g. Both records are
very similar; the maximum acceleration calculated by FLAC is 0.000592 g, while the maximum
acceleration calculated by SHAKE91 is 0.000590 g (0.4% difference).

Figure 3.75 Accelerograms at the top of the model with small input

Figures 3.76 through 3.79 provide pseudo-acceleration and pseudo-velocity spectra calibrated in
SHAKE91 and FLAC when the maximum input acceleration amplitude is small (0.0001 g). In
SHAKE91, the response spectra are calculated using OPTION 9. In FLAC, response spectra are
computed using a FISH function, SPEC.FIS. Here the damping ratio, minimum period and max-
imum period of interest are 5%, 0.01 and 10, respectively. From these plots it can be seen clearly
that the FLAC and SHAKE91 results correspond quite closely for small-amplitude input motion.
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Figure 3.76 Pseudo-acceleration spectrum at the top of the model (FLAC de-
fault) — m/s2

Figure 3.77 Pseudo-acceleration spectrum at the top of the model (SHAKE91)
— m/s2
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Figure 3.78 Pseudo-velocity spectrum at the top of the model (FLAC default)
— m/s

Figure 3.79 Pseudo-velocity spectrum (SHAKE91) — m/s
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3.6.6.2 Acceleration Amplification

For validation purposes, acceleration amplifications at the top of the model, defined as the ratio
of the maximum acceleration value at the top to the maximum base input acceleration value, are
compared between FLAC and SHAKE91. We measure the ratios when applying scaled maximum
input acceleration value in “DIAM.ACC” of 0.0001 g, 0.0005 g, 0.001 g, 0.005 g, 0.01 g, 0.05 g,
0.1 g, 0.5 g and 1 g, where g is the acceleration of gravity (9.81 m/s2). The scaling is accomplished
through the built-in functionality in SHAKE91, using either of two scaling parameters in OPTION 3.
FLAC simply takes the scaled base motion from SHAKE91. For example, note that the history
record, “DIAM-FLAC-0001.ACC,” used in Example 3.36, is scaled with a maximum value of
0.0001 g.

According to the calculation results shown in Figure 3.80, it is confirmed that FLAC and SHAKE91
predict similar acceleration amplification when the maximum base input acceleration amplitude is
within 0.001 g (maximum shear strain percentage is around 0.1%, as shown in the truncated results
from SHAKE91). In this specific example, for the input acceleration with maximum amplitude
greater than 0.001 g (maximum strain 0.1%), SHAKE91 gives a little larger amplification; this is
probably because FLAC uses higher damping ratios in most zones (Figure 3.28). As a result, more
energy is absorbed during wave transmission.

Table 3.7 Truncated SHAKE91 results with maximum input acceleration of 0.001 g

LAYER TYPE THICKNESS DEPTH MAX STRAIN MAX STRESS TIME

FT FT PRCNT PSF SEC

1 2 5.0 2.5 0.00005 1.78 12.98

2 2 5.0 7.5 0.00017 5.30 12.98

3 2 10.0 15.0 0.00033 10.41 12.98

4 2 10.0 25.0 0.00049 17.13 12.76

5 1 10.0 35.0 0.00061 23.67 12.78

6 1 10.0 45.0 0.00077 29.90 12.78

7 1 10.0 55.0 0.00075 35.31 12.78

8 1 10.0 65.0 0.00085 39.70 12.78

9 2 10.0 75.0 0.00063 43.01 12.78

10 2 10.0 85.0 0.00067 45.48 12.78

11 2 10.0 95.0 0.00060 47.13 12.78

12 2 10.0 105.0 0.00061 48.13 12.78

13 2 10.0 115.0 0.00055 49.62 12.34

14 2 10.0 125.0 0.00056 51.10 12.34

15 2 10.0 135.0 0.00050 51.94 12.34

16 2 10.0 145.0 0.00040 52.17 12.34
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Figure 3.80 Acceleration amplifications comparison at the top of the model

Example 3.35 SHAKE91 model of layered nonlinear soil deposits

option 1 -- dynamic soil properties -- (max is thirteen):
1
3

11 #1 modulus for clay (Seed & Sun 1989) upper range
0.0001 0.0003 0.001 0.003 0.01 0.03 0.1 0.3
1. 3. 10.
1.000 1.000 1.000 0.981 0.941 0.847 0.656 0.438
0.238 0.144 0.110

11 damping for clay (Idriss 1990) --
0.0001 0.0003 0.001 0.003 0.01 0.03 0.1 0.3
1. 3.16 10.
0.24 0.42 0.8 1.4 2.8 5.1 9.8 15.5
21. 25. 28.

11 #2 modulus for sand (Seed & Idriss 1970) -- upper range
0.0001 0.0003 0.001 0.003 0.01 0.03 0.1 0.3
1. 3. 10.
1.000 1.000 0.990 0.960 0.850 0.640 0.370 0.180
0.080 0.050 0.035

11 damping for sand (Idriss 1990) -- (about LRng from SI 1970)
0.0001 0.0003 0.001 0.003 0.01 0.03 0.1 0.3
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1. 3. 10.
0.24 0.42 0.8 1.4 2.8 5.1 9.8 15.5
21. 25. 28.

8 #3 ATTENUATION OF ROCK AVERAGE
.0001 0.0003 0.001 0.003 0.01 0.03 0.1 1.0
1.000 1.000 0.9875 0.9525 0.900 0.810 0.725 0.550

5 DAMPING IN ROCK
.0001 0.001 0.01 0.1 1.
0.4 0.8 1.5 3.0 4.6

3 1 2 3
Option 2 -- Soil Profile

2
1 17 Example -- 150-ft layer; input:Diam @ .1g
1 2 5.00 .050 .125 1000.
2 2 5.00 .050 .125 900.
3 2 10.00 .050 .125 900.
4 2 10.00 .050 .125 950.
5 1 10.00 .050 .125 1000.
6 1 10.00 .050 .125 1000.
7 1 10.00 .050 .125 1100.
8 1 10.00 .050 .125 1100.
9 2 10.00 .050 .130 1300.

10 2 10.00 .050 .130 1300.
11 2 10.00 .050 .130 1400.
12 2 10.00 .050 .130 1400.
13 2 10.00 .050 .130 1500.
14 2 10.00 .050 .130 1500.
15 2 10.00 .050 .130 1600.
16 2 10.00 .050 .130 1800.
17 3 .010 .140 100000.

Option 3 -- input motion:
3

1900 4096 .02 diam.acc (8f10.6)
.0001 25. 3 8

Option 4 -- sublayer for input motion within (1) or outcropping (0):
4

17 0
Option 5 -- number of iterations & ratio of avg strain to max strain

5
0 8 0.50

Option 6 -- sublayers for which accn time histories are computed & saved:
6
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 0 0 0 0 1 0 0 0 1 0 0 0 1 0

Option 6 -- sublayers for which accn time histories are computed & saved:
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6
16 17 17
1 1 0
0 1 0

option 7 -- sublayer for which shear stress or strain are computed & saved:
7
4 1 1 0 1800 -- stress in level 4
4 0 1 0 1800 -- strain in level 4

option 7 -- sublayer for which shear stress or strain are computed & saved:
7
8 1 1 0 1800 -- stress in level 8
8 0 1 0 1800 -- strain in level 8

option 9 -- compute & save response spectrum:
9
1 0
1 0 981.0

0.05
option 10 -- compute & save amplification spectrum:

10
17 0 1 0 0.125 -- surface/rock outcrop

execution will stop when program encounters 0
0

Example 3.36 FLAC model of layered nonlinear soil deposits

config dynamic
;-------------------------------------
;Grid generation and model properties
;-------------------------------------
grid 1,30
model elastic
prop bulk 300e6 she 186e6 den 2000 ; 1-5 ft
prop bulk 200e6 she 150e6 den 2000 j 27 29 ;5-20 ft
prop bulk 200e6 she 168e6 den 2000 j 25 26 ;20-30 ft
prop bulk 270e6 she 186e6 den 2000 j 21 24 ;30-50 ft
prop bulk 350e6 she 225e6 den 2000 j 17 20 ;50-70 ft
prop bulk 480e6 she 327e6 den 2082 j 13 16 ;70-90 ft
prop bulk 550e6 she 379e6 den 2082 j 9 12 ;90-110 ft
prop bulk 600e6 she 435e6 den 2082 j 5 8 ;110-130 ft
prop bulk 750e6 she 495e6 den 2082 j 3 4 ;130-140 ft
prop bulk 900e6 she 627e6 den 2082 j 1 2 ;140-150 ft
;mul a factor to have depth of 150 ft, in order to compare with Shake
ini x mul 1.524
ini y mul 1.524
;------------
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; Histories
;------------
hist 1 unbal
his 2 dytime
his 231 xacc i 1 j 31 ;top accn 0’
his 224 xacc i 1 j 23 ;accn at 40’
his 201 xacc i=1 j=1 ;btm accn at 150’
;--------------------
;Boundary Conditions
;--------------------
fix y
;----------------------------
;Application of acceleration
;----------------------------
his read 100 Diam-flac-0001.acc
apply xacc 9.81 his 100 j=1 ; convert to actual accn value
apply yacc 0.0 j=1 ; this command prevents rocking along gridpoint j=1
ini dy_damp hyst default -3.325 0.823 j 1 16
ini dy_damp hyst default -3.156 1.904 j 17 24
ini dy_damp hyst default -3.325 0.823 j 25 30
set dynamic on
;hist nstep 100
solve dytime 40.48

his write 231 vs 2 table 231 ; top accn hist to table, to gen. res spectra
call spec.fis

def compuspec
; setup values for fish function spectra
dmp=0.05 ; damping ratio
pmin=0.01 ; minimum period
pmax=10.0 ; maximum period
acc_in=231 ; input acc table
sd_out = 501 ; relative displacement table
sv_out = 502 ; pseudo-velocity table
sa_out = 503 ; pseudo-acc table
n_point = 500 ; # of computation points
spectra

end
compuspec
set hisfile inp-flac-0001.his
his write 231, 224, 201 vs 2 ;accn
save inp-flac-0001.sav
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Verification Problems 1

PRECIS

This volume contains documentation on a series of verification problems that have been solved
using FLAC. The verification problems are tests in which the FLAC solution is compared directly
to an analytical (i.e., closed-form) solution.*

Table 1 presents a summary of the FLAC verification problems contained in this volume. The table
also identifies the specific FLAC feature that is examined in each problem.†

* The data files in this volume are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\VerificationProblems” with the extension “.DAT.” A project file is also pro-
vided for each example. In order to run an example and compare the results to plots in this volume,
open a project file in the GIIC by clicking on the File / Open Project menu item and selecting
the project file name (with extension “.PRJ”). Click on the Project Options icon at the top of the
Project Tree Record, select Rebuild unsaved states and the example data file will be run and plots
created. All problems in this volume were run on a 2.4 GHz computer.

† Verification problems for the optional features — thermal analysis, creep material models and
dynamic analysis — are provided in Section 1, Section 2 and Section 3 in Optional Features,
respectively.
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Table 1 Summary of Verification Problems
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1 Cylindrical Hole in an Infinite 1-1 HOLE.DAT x

Elastic Medium
2 Cylindrical Hole in an Infinite 2-1 TIHOLE.DAT x x

Transversely Isotropic Elastic Medium x
3 Cylindrical Hole in an Infinite 3-1 MHOLE.DAT x

Mohr-Coulomb Medium

4 Cylindrical Hole in an Infinite 4-1 HOEKHOLE.DAT x x

Hoek-Brown Medium

5 Spherical Cavity in an Infinite 5-1 SPHERE.DAT x x

Elastic Medium

6 Strip and Circular Footings on a  6-1 FOOTING.DAT x

Mohr-Coulomb Material

7 Uniaxial Compressive Strength 7-1 JROCK.DAT x

of a Jointed Rock Sample JROCKB.DAT x x

8 Lined Circular Tunnel in an Elastic 8-1 LTUNNEL.DAT x x

Medium with Anisotropic Stresses

9 One-Dimensional Consolidation 9-1 1DCONS.DAT x x

10 Steady-State Fluid Flow with 10-1 FREESURFACE.DAT x

a Free Surface

11 Unconfined Flow Toward a 11-1 RIVERBANK.DAT x

Riverbank

12 Transient Fluid Flow to a Well in a 12-1 WELL.DAT x x x

Shallow Confined Aquifer

13 Plastic Flow in a Punch Problem 13-1 PUNCH.DAT x

14 Poroelastic Response 14-1 BH.DAT x x

of a Borehole

15 Drained and Undrained Triaxial 15-1 CAM.DAT x x

Compression Test on a Cam-Clay

Sample

16 Circular Footing on a Semi-Infinite   16-1 CFOOT.DAT x x

Elastic Medium

17 Brazilian Test   17-1 BRAZIL.DAT x

18 Compression of a Poroelastic Sample-   18-1 MANDEL.DAT x x

Mandel's Problem

19 Estimating Limit Loads in High-   19-1 LIMITS.DAT x

Friction Materials

20 Slope Failure Due to Surcharge Loads   20-1 SURCHARGE.DAT

in Weightless Material x

21 Undrained Embankment Loading   21-1 EBANK.DAT   x   x   x
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1 Cylindrical Hole in an Infinite Elastic Medium

1.1 Problem Statement

This problem concerns the determination of stresses and displacements for the case of a cylindrical
hole in an infinite elastic medium subjected to an in-situ stress field σxx = p1, σyy = p2. The
problem tests the isotropic elastic material model, the plane-strain condition and axisymmetric
geometry. The infinite elastic boundary is also tested in this example.

A cylindrical hole with a radius of 1 m exists in an infinite body under a uniform compressive stress
of -30 MPa. The following material properties are assumed:

shear modulus (G) = 2.8 GPa
bulk modulus (K) = 3.9 GPa
density (ρ) = 2500 kg/m3

It is assumed that the problem is symmetric about both the horizontal and vertical axes. Further, it is
assumed that the radius of the hole is small compared to the length of the cylinder. This assumption
permits the 3D problem to be reduced to a 2D plane-strain problem.

1.2 Closed-Form Solution

For a cylindrical hole in an infinite, isotropic, elastic medium under plane-strain conditions, the
radial and tangential stress distributions are given by the classical Kirsch solution (e.g., see Jaeger
and Cook 1976).

A point located at polar coordinate (r , θ ) near an opening with radius a (Figure 1.1) has stresses
σr , σθ , τrθ , given by:

σr = p1 + p2

2

[
1− a2/r2

]
+ p1 − p2

2

[
1− 4a2

r2
+ 3a4

r4

]
cos 2θ

σθ = p1 + p2

2

[
1+ a2/r2

]
− p1 − p2

2

[
1+ 3a4

r4

]
cos 2θ

τrθ = − p1 − p2

2

(
1+ 2a2

r2
− 3a4

r4

)
sin 2θ
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Figure 1.1 Cylindrical hole in an infinite elastic medium

The displacements can also be determined assuming conditions of plane strain:

ur = p1 + p2

4G

a2

r
+ p1 − p2

4G

a2

r

[
4(1− ν)− a

2

r2

]
cos 2θ

vθ = − p1 − p2

4G

a2

r

[
2(1− 2ν)+ a

2

r2

]
sin 2θ

in which ur is the radial outward displacement, and vθ is the tangential displacement, as shown in
Figure 1.1. G is the shear modulus, and ν is the Poisson’s ratio.

1.3 FLAC Model

Three different FLAC models were created for this problem. The first is a plane-strain model with
the plane of analysis oriented normal to the axis of the hole. The second is an axisymmetric model
with the axis of symmetry aligned with the hole axis. The third is a plane-strain model similar to
the first, but with the hole oriented off-center in the model. This model was used to test the infinite
elastic boundary option in FLAC.

For the first model, only a quarter of the problem needs to be analyzed because of the symmetry
of the problem. The model and boundary conditions are shown in Figure 1.2. A FISH function
was used to create the finite-difference zoning in the FLAC model. The function is contained in the
file “HOLE.FIS” (see the FISH Library in Section 3 in the FISH volume), which is called from
“HOLE.DAT” at STATE:M1A — see Section 1.6. The zone geometry is shown in Figure 1.3 and,
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as the figure indicates, a radial mesh is produced with increasing zone size away from the hole. The
uniform zoning around the hole provides a more accurate solution than would a nonuniform grid.

P

P

a

r

Figure 1.2 Model for FLAC analysis of cylindrical hole in an infinite elastic
medium
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Figure 1.3 FLAC zone geometry
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A total of 900 zones are used in this grid. The location of the boundary was varied to evaluate its
effect on solution accuracy. The boundary was selected at 10 m (i.e., five hole diameters) from the
hole center.

The axisymmetric model for this problem is shown in Figure 1.4, and the FLAC grid in Figure 1.5.
The axis of symmetry is along the axis of the hole. By using the axisymmetry option in FLAC, the
total number of zones is greatly reduced: now, 62 zones are used. The model boundary is at 10 m,
which is the same as for the first test. The grid contains two rows of elements for plotting purposes,
since the zone contour plotting requires a width of at least two elements. The commands for this
model are listed in “HOLE.DAT” at STATE:M1B — see Section 1.6.

Cylindrical Hole

Axis of Symmetry

P

Figure 1.4 Model for axisymmetry option
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Figure 1.5 FLAC axisymmetric zone geometry

The FLAC model for the off-center hole is shown in Figure 1.6. The commands for this model are
listed in “HOLE.DAT” at STATE:M1C — see Section 1.6. The boundary for this model is less than
one hole diameter from the hole. The infinite elastic boundary condition is applied to the circular
outer boundary.
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Figure 1.6 FLAC zone geometry for off-center hole

All three models are assigned the same material properties. The first two models are subjected to
an isotropic compressive stress of 30 MPa. For the off-center hole model, a biaxial stress state is
applied with p1 = -15 MPa and p2 = -30 MPa. The initial stress state is applied throughout each
model first; then the hole is removed.

1.4 Results and Discussion

Figure 1.7 shows the radial and tangential stresses calculated by FLAC compared to the analytical
solution for σr and σθ . Figure 1.8 shows the comparison for radial displacement. These two plots
indicate the agreement along a line through the model, taken along either the x- or y-axis.
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Figure 1.7 Comparison of σr and σθ for the cylindrical hole in an infinite
elastic medium
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Figure 1.8 Comparison of ur for the cylindrical hole in an infinite elastic
medium
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The error distribution throughout the entire FLAC model is illustrated in Figures 1.9 through 1.11
for radial stress, tangential stress and radial displacement, respectively. As these figures show, the
error in stresses is less than 2%, and the error in displacements is less than 1% immediately around
the hole, and less than 6% at the model boundaries. The average error in the model is 0.75% for
σr , 1.075% for σθ , and 2.358% for ur .

The calculation of error distribution is made with the FISH functions in file “HOLE.DAT” at
STATE:M1A V — see Section 1.6. The theoretical solution is first solved in the FISH function
theor; then, the FLAC values for stress and displacement are compared to the solution values.
The error distributions in radial and tangential stresses are calculated in function evals, and the
error distribution in radial displacement is calculated in evald.
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Figure 1.9 Error distributions for radial stress
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Figure 1.10 Error distributions for tangential stress
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Figure 1.11 Error distributions for radial displacement
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In a similar fashion, the error distribution for the axisymmetric model is calculated; the results are
presented in Figures 1.12 through 1.14. The calculations are made from the FISH functions in file
“HOLE.DAT” at STATE:M1B V — see Section 1.6. The average error in the model is 0.927% for
σr , 1.026% for σθ , and 2.548% for ur .

The solution for the off-center hole is illustrated by the displacement plots in Figures 1.15 and 1.16.
These plots show the symmetry in results when using the infinite elastic boundary even with the
hole located off the center of the model.
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Figure 1.12 Error distributions for radial stress
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Figure 1.13 Error distributions for tangential stress
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Figure 1.14 Error distribution for radial displacement
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Figure 1.15 Displacement vectors
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Figure 1.16 Contours of y-displacement
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A comparison of displacements at different points around the hole is provided in Table 1.1. All
displacements are inward.

Table 1.1 Comparison of displacements for off-center hole

Radial Displacement

Hole Boundary FLAC Analytical Percent Error

top 0.00687 0.00691 0.58
bottom 0.00692 0.00691 0.14
left side 0.00108 0.00113 4.42
right side 0.00103 0.00113 8.85

The third model shows the benefit of using the infinite elastic boundary to reduce the model size.
It should be noted, however, that the use of the infinite elastic boundary slows the calculation rate
somewhat. The third model runs at approximately the same calculation speed as the first model,
even though the first contains more than twice as many elements.

1.5 Reference

Jaeger, J. C., and N. G. W. Cook. Fundamentals of Rock Mechanics, 3rd Ed. London: Chapman
and Hall, 1976.
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1.6 Data File “HOLE.DAT”

;Project Record Tree export

;*** BRANCH: PLANE STRAIN ****
new

;... STATE: M1A ....
config extra=8
g 30 30
mo el
call hole.fis
; set FISH variables
set rmin=1 rmul=10 gratio=1.1
hole
prop shear=2.8e9 bulk=3.9e9 dens=2500
ini sxx=-30e6 syy=-30e6
fix y j 1
fix x j 31
app sxx=-30e6 syy=-30e6 i 31
hist unbal
hist xd i 1 j 1
hist xv i 1 j 1
hist sxx i 1 j 1
hist syy i 1 j 1
solve
save m1a.sav

;... STATE: M1A V ....
;*********** calculate the theoretical results **************
; the theoretical results are stored in the following arrays
; tangential stress .......... EX 1
; radial stress .............. EX 2
; x displacements ............ EX 3
; y displacements ............ EX 4
; displacements magnitude .... EX 5
;
def theor
loop i (1,izones)

loop j (1,jzones)
xc=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
yc=.25*(y(i,j)+y(i,j+1)+y(i+1,j+1)+y(i+1,j))
rz=sqrt(xcˆ2+ycˆ2)
ex 1(i,j)=-30e6*(1+1/rzˆ2)
ex 2(i,j)=-30e6*(1-1/rzˆ2)

end loop
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end loop
loop i (1,igp)

loop j (1,jgp)
ro=sqrt(x(i,j)ˆ2+y(i,j)ˆ2)
dd=-15e6/(2.8e9*ro)
ex 3(i,j)=dd*x(i,j)/ro
ex 4(i,j)=dd*y(i,j)/ro
ex 5(i,j)=-dd

end loop
end loop
end
;
theor
;
;************** evaluate the error in stresses **********************
; the errors in stress calculations are evaluated
; for each zone and are stored in the following arrays:
; ; ; the total average errors are calculated and stored in:
; average ; average ;
def evals
ert=0
err=0
loop i (1,izones)

loop j (1,jzones)
temp1=.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ2+.25*(sxx(i,j)-syy(i,j))ˆ2)
stm=temp1-temp2
ex 6(i,j)=100*(stm-ex 1(i,j))/30e6
ert=ert+ex 6(i,j)ˆ2
srm=temp1+temp2
ex 7(i,j)=100*(srm-ex 2(i,j))/30e6
err=err+ex 7(i,j)ˆ2

end loop
end loop
ert=sqrt(ert/(izones*jzones))
err=sqrt(err/(izones*jzones))
end
;
evals
;
;************** evaluate the error in displacements ****************
; the errors in displacement calculations are evaluated
; for each zone and are stored in the following array:
; ; the total average error is calculated and stored in:
; average ;
def evald
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erd=0
loop i (1,igp)

loop j (1,jgp)
temp3=100*sqrt((xdisp(i,j)-ex 3(i,j))ˆ2+(ydisp(i,j)-ex 4(i,j))ˆ2)
ex 8(i,j)=temp3/ex 5(1,1)
erd=erd+ex 8(i,j)

end loop
end loop
erd=erd/(igp*jgp)
end
;
evald
;
;****************** create plots *******************************
; the plots will be saved in a file called m1a.plt
; the user must define the plotting device
; using the SET PLOT command.
def p0

p0=1.
end
ca tabm1.fis
set out m1a.plt
save m1a v.sav

;*** BRANCH: AXISYMMERTRIC ****
new

;... STATE: M1B ....
config ax extra=8
g 31 2
mo el
gen 1 0 1 1 10 1 10 0 rat 1.1 1
prop shear=2.8e9 bulk=3.9e9 dens=2500
ini sxx=-30e6 szz=-30e6
fix y j 1
fix y j 3
app sxx -30e6 i 32
hist unbal
hist xd i 1 j 1
hist xv i 1 j 1
hist sxx i 1 j 1
hist syy i 1 j 1
hist szz i 1 j 1
hist sig1 i 1 j 1
hist sig2 i 1 j 1
solve
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save m1b.sav

;... STATE: M1B V ....
;call M1b v.dat
;
;*********** calculate the theoretical results **************
; the theoretical results are stored in the following arrays
; tangential stress .......... EX 1
; radial stress .............. EX 2
; radial displacements ....... EX 3
;
def theor
loop i (1,izones)

loop j (1,jzones)
rz=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
ex 1(i,j)=-30e6*(1+1/rzˆ2)
ex 2(i,j)=-30e6*(1-1/rzˆ2)

end loop
end loop
loop i (1,igp)

loop j (1,jgp)
ro=x(i,j)
ex 3(i,j)=-15e6/(2.8e9*ro)

end loop
end loop
end
;
theor
;
;************** evaluate the error in stresses **********************
; the errors in stress calculations are evaluated
; for each zone and are stored in the following arrays:
; ; ; the total average errors are calculated and stored in:
; average ; average ;
def evals
ert=0
err=0
loop i (1,izones)

loop j (1,jzones)
ex 6(i,j)=100*(szz(i,j)-ex 1(i,j))/ex 1(i,j)
ert=ert+abs(ex 6(i,j))
ex 7(i,j)=100*(sxx(i,j)-ex 2(i,j))/ex 2(i,j)
err=err+abs(ex 7(i,j))

end loop
end loop
ert=ert/(izones*jzones)
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err=err/(izones*jzones)
end
;
evals
;
;
;************** evaluate the error in displacements ****************
; the errors in displacement calculations are evaluated
; for each zone and are stored in the following array:
; ; the total average error is calculated and stored in:
; average ;
def evald
erd=0
loop i (1,igp)

loop j (1,jgp)
ex 8(i,j)=100*(xdisp(i,j)-ex 3(i,j))/ex 3(1,1)
erd=erd+ex 8(i,j)

end loop
end loop
erd=erd/(igp*jgp)
end
;
evald
;
;****************** create plots *******************************
; the plots will be saved in a file called m3b.plt
; the user must define the plotting device
; using the SET PLOT command.
;set out m1b.plt
save m1b v.sav

;*** BRANCH: PLAIN STRAIN-IEB ****
new

;... STATE: M1C ....
config
g 20 20
m e
gen -2.0 -2.0 -2.0 2.0 2.0 2.0 2.0 -2.0
gen circ 0,0,2.0
m n
m e reg 10,10
gen circ -.3,-.2,1.
m n reg 9,9
pro d 2500 bu 3.9e9 sh 2.8e9
ini syy -30e6 sxx -15e6
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ieb 0,0,2.0 3.9e9 2.8e9
his yv i 15 j 15
his yd i 10 j 15
his xd i 4 j 10
solve
save m1c.sav

;*** plot commands ****
;plot name: grid
plot hold grid
;plot name: stress
plot hold table 21 cross 20 line 11 cross 10 line
;plot name: rad. disp.
plot hold table 31 cross 30 line
;plot name: rad. stress error
plot hold bound ex 7 zone fill
;plot name: tan. stress error
plot hold bound ex 6 zone fill
;plot name: rad. disp. error
plot hold bound ex 8 fill
;plot name: displacement vectors
plot hold grid displacement
;plot name: displacement contours
plot hold bound ydisp min -0.0065 max 0.0065 int 5.0E-4
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1.7 Data File “TABM1.FIS”

def tabm
loop i(1,izones)

j = 1
xc=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
yc=.25*(y(i,j)+y(i,j+1)+y(i+1,j+1)+y(i+1,j))
rz=sqrt(xcˆ2+ycˆ2)
temp1=.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ2+.25*(sxx(i,j)-syy(i,j))ˆ2)
stm=temp1-temp2
srm=temp1+temp2
xtable(10,i) = rz
ytable(10,i) = -ex 1(i,1)/p0
xtable(11,i) = rz
ytable(11,i) = -stm/p0
xtable(20,i) = rz
ytable(20,i) = -ex 2(i,1)/p0
xtable(21,i) = rz
ytable(21,i) = -srm/p0

end loop
loop i (1,igp)

j = 1
rg = sqrt(x(i,j)ˆ2+y(i,j)ˆ2)/rmin
temp1=sqrt(xdisp(i,j)ˆ2+ydisp(i,j)ˆ2)/rmin
xtable(30,i) = rg
ytable(30,i) = ex 5(i,j)*100.
xtable(31,i) = rg
ytable(31,i) = temp1*100.

end loop
end
tabm
ret

FLAC Version 5.0



Cylindrical Hole in an Infinite, Transversely Isotropic, Elastic Medium 2 - 1

2 Cylindrical Hole in an Infinite, Transversely Isotropic, Elastic Medium

2.1 Problem Statement

This problem concerns the analysis of a circular tunnel in an elastic, transversely isotropic medium.
The medium is subjected to an isotropic stress field at infinity. Both plane-stress and plane-strain
conditions are examined.

The following parameters and values are used to describe the problem:

Young’s modulus parallel to anisotropy (Ex) 40 GPa

Young’s modulus perpendicular to anisotropy (Ey) 20 GPa

Poisson’s ratio relating strain in plane of isotropy to
strain normal to plane (υxy) 0.2

Poisson’s ratio in plane of isotropy (νxz) 0.25

shear modulus between plane of isotropy and
normal to plane (Gxy) 4 GPa

angle of anisotropy (counterclockwise from x-axis) (θ ) 0◦

radius of tunnel excavation 1 m

in-situ stress (Po) 10 MPa

2.2 Closed-Form Solution

The analytical solution is given by Amadei (1982), who considered the elastic equilibrium of an
anisotropic, homogeneous body bounded internally by a cylindrical surface of circular cross-section.
The solution is based upon a plane-stress formulation.

A set of FISH functions contained in “M2 PRO.FIS” (see Section 2.7) solves the analytical solution
for displacements and stresses around the hole. The analytical values are stored in tables for direct
comparison to the FLAC results.
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2.3 FLAC Model

At an angle of anisotropy of 0◦, the problem is symmetrical about both the x- and y-axes, allowing
quarter-symmetry to be used. Figure 2.1 shows the boundary conditions, while Figure 2.2 shows
the zoning of the model. The mesh is created with the FISH function “HOLE.FIS” (see Section 3
in the FISH volume). The zoning and model size are the same as that described in Section 1.

Po

Po

Figure 2.1 FLAC model for analysis of a cylindrical hole in transversely
isotropic, elastic medium
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Figure 2.2 FLAC zone geometry

2.4 Results and Discussion

Figures 2.3 through 2.5 show a comparison of FLAC results to the analytical solution. Figures 2.6
through 2.8 show a comparison of analytical plane-stress results to the FLAC plane-strain results.
The comparison of radial and tangential displacement and tangential stress at the surface of the
hole is made. The horizontal axis on these figures is the angle measured from the horizontal to the
vertical surface in a counterclockwise direction.

Figure 2.9 shows the displacement vectors around the hole, and Figure 2.10 shows the contours of
displacement magnitude, calculated with the FISH routine “DISPMAG.FIS” (see Section 3 in the
FISH volume).

2.5 Reference

Amadei, B. The Influence of Rock Anisotropy on Measurement of Stresses In-Situ. Ph.D. Thesis,
University of California, Berkeley, 1982.
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Figure 2.3 Comparison of FLAC radial displacements (Table 11) to the an-
alytical solution (Table 1) — plane stress
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Figure 2.4 Comparison of FLAC tangential displacements (Table 12) to the
analytical solution (Table 2) — plane stress
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Figure 2.5 Comparison of FLAC tangential stress (Table 13) to the analytical
solution (Table 3) — plane stress
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Figure 2.6 Comparison of FLAC radial displacements (Table 11 — plane
strain) to the analytical solution (Table 1 — plane stress)
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Figure 2.7 Comparison of FLAC tangential displacements (Table 12 —
plane strain) to the analytical solution (Table 2 — plane stress)
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Figure 2.8 Comparison of FLAC tangential stress (Table 13 — plane strain)
to the analytical solution (Table 3 — plane stress)
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Figure 2.9 FLAC displacement vectors
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Figure 2.10 FLAC displacement magnitude contours
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2.6 Data File “TIHOLE.DAT”

;Project Record Tree export

;*** Branch: Plane stress ****
new

;... State: m2a.sav ....
config p str extra=1
g 50 40
mo anis
cal hole.fis
set rmin=1 rmul=20 gratio=1.1
hole
prop shear=4e3 den 2.5e-3
prop angle=0 xm=4e4 ym=2e4 nuy=.2 nuz=.25
ini sxx=-10 syy=-10
fix y j 1
fix x j 41
app sxx=-10 syy=-10 i 51
hist unbal
hist xd i 1 j 1
hist xv i 1 j 1
hist syy i 1 j 1
hist sxx i 1 j 1
solve
save m2a.sav

;... State: M2a v.sav ....
;res m2b.sav
def ini m2
; angle of anisotropy

an = angle(1,1)
an = an * degrad
ca1 = cos(an)
sa1 = sin(an)
ca2 = ca1*ca1
ca4 = ca2*ca2
sa2 = sa1*sa1
sa4 = sa2*sa2
g12 = shear mod(1,1)
em1 = xmod(1,1)
em2 = ymod(1,1)
p21 = nuyx(1,1)
p12 = p21*em1/em2
p31 = nuzx(1,1)
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; transverse isotropy:
; plane of isotropy is the x’z plane with angle an=(0x,0x’)
; anti-clockwise from x-axis.

em3 = em1
g23 = g12
p23 = p21
p13 = p31
g13 = em1/(2.0*(1.0+p31))

; stress coefficients in global axes
; (components of matrix A in e = A*sig, global axes)

cs11 = ca4/em1 + (1.0/g12 - 2.0*(p12/em1))*sa2*ca2 +sa4/em2
cs12 = (1.0/em1+1.0/em2+2.0*(p12/em1)-1.0/g12)*sa2*ca2-p12/em1
cs13 = -( sa2*p23/em2 + ca2*p13/em1 )
cs22 = sa4/em1 + (1.0/g12 - 2.0*(p12/em1))*sa2*ca2 + ca4/em2
cs23 = -(ca2*p23/em2 + sa2*p13/em1)
cs33 = 1.0/em3
cs45 = (1.0/g23 - 1.0/g13)*ca1*sa1
cs16 =-(2.0*(sa2/em2-ca2/em1)+(1.0/g12-2.0*p12/em1)*(ca2-sa2))*sa1*ca1
cs26 =-(2.0*(ca2/em2-sa2/em1)-(1.0/g12-2.0*p12/em1)*(ca2-sa2))*sa1*ca1
cs36 = - 2.0*(p13/em1-p23/em2)*sa1*ca1
cs66 = 4.0*(1.0/em1+1.0/em2+2.0*(p12/em1)-1.0/g12)*sa2*ca2+1.0/g12

; calculation of some constants
val = sqrt((2.*cs12+cs66)*(2.*cs12+cs66)-4.*cs11*cs22)
beta1 = sqrt(0.5*(2.*cs12+cs66-val)/cs11)
beta2 = sqrt(0.5*(2.*cs12+cs66+val)/cs11)
radh = x(1,1)
coe = radh*0.5/(beta2-beta1)
sx0 = -10.
sy0 = -10.
c1r = coe*(-beta2*sy0+sx0)
c1i = coe*(beta2*sy0-sx0)
c2r = -coe*(-beta1*sy0+sx0)
c2i = -coe*(beta1*sy0-sx0)
p1 = cs12-cs11*beta1*beta1
p2 = cs12-cs11*beta2*beta2
q1i = cs12*beta1-cs22/beta1
q2i = cs12*beta2-cs22/beta2

end
ini m2
def ana u
; analytical and numerical value of
; -(radial and tangential displacement)*1e3 at the hole

loop jj (1,jgp)
xval = x(1,jj)/radh
yval = y(1,jj)/radh
phi1r = c1r * xval

FLAC Version 5.0



2 - 10 Verification Problems

phi1i = c1i * yval
phi2r = c2r * xval
phi2i = c2i * yval
ux = 2.*(p1*phi1r+p2*phi2r)
uy = 2.*(-q1i*phi1i-q2i*phi2i)
ur = ux*xval+uy*xval
ut = -ux*yval+uy*xval
theta = atan2(yval,xval)/degrad
xtable(1,jj) = theta
ytable(1,jj) = -ur*1000.
xtable(2,jj) = theta
ytable(2,jj) = -ut*1000.
ux = xdisp(1,jj)
uy = ydisp(1,jj)
ur = ux*xval+uy*xval
ut = -ux*yval+uy*xval
xtable(11,jj) = theta
ytable(11,jj) = -ur*1000.
xtable(12,jj) = theta
ytable(12,jj) = -ut*1000.

end loop
end
ana u
def ana sig
; analytical and numerical values of
; -(tangential stress) at the hole

loop jj (1,jzones)
theta = 0.5*(atan2(y(1,jj),x(1,jj))+atan2(y(1,jj+1),x(1,jj+1)))
xval = cos(theta)
yval = sin(theta)
phi1r = c1r * xval
phi1i = c1i * yval
val = -1./(radh*(beta1*xval*beta1*xval+yval*yval))
phi1pr = (phi1r*beta1*xval+phi1i*yval)*val
phi1pi = (phi1i*beta1*xval-phi1r*yval)*val
phi2r = c2r * xval
phi2i = c2i * yval
val = -1./(radh*(beta2*xval*beta2*xval+yval*yval))
phi2pr = (phi2r*beta2*xval+phi2i*yval)*val
phi2pi = (phi2i*beta2*xval-phi2r*yval)*val
vssxx = 2.*(-beta1*beta1*phi1pr-beta2*beta2*phi2pr)+sx0
vssyy = 2.*(phi1pr+phi2pr)+sy0
vssxy = -2.*(-beta1*phi1pi-beta2*phi2pi)
theta = theta/degrad
nssxx = sxx(1,jj)
nssyy = syy(1,jj)
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nssxy = sxy(1,jj)
xtable(3,jj) = theta
ytable(3,jj) = -(vssxx*yval*yval+vssyy*xval*xval-vssxy*xval*yval*2.)
xtable(13,jj) = theta
ytable(13,jj) = -(nssxx*yval*yval+nssyy*xval*xval-nssxy*xval*yval*2.)

end loop
end
ana sig
call dispmag.fis
disp mag
save M2a v.sav

;*** Branch: Plane strain ****
new

;... State: m2b.sav ....
config extra=1
g 50 40
mo anis
cal hole.fis
set rmin=1 rmul=20 gratio=1.1
hole
prop shear=4e3 den 2.5e-3
prop angle=0 xm=4e4 ym=2e4 nuy=.2 nuz=.25
ini sxx=-10 syy=-10 szz=-10
fix y j 1
fix x j 41
app sxx=-10 syy=-10 i 51
hist unbal
hist xd i 1 j 1
hist xv i 1 j 1
hist syy i 1 j 1
hist sxx i 1 j 1
solve
save m2b.sav

;... State: m2b v.sav ....
; rest m2a.sav
def ini m2
; angle of anisotropy

an = angle(1,1)
an = an * degrad
ca1 = cos(an)
sa1 = sin(an)
ca2 = ca1*ca1
ca4 = ca2*ca2
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sa2 = sa1*sa1
sa4 = sa2*sa2
g12 = shear mod(1,1)
em1 = xmod(1,1)
em2 = ymod(1,1)
p21 = nuyx(1,1)
p12 = p21*em1/em2
p31 = nuzx(1,1)

; transverse isotropy:
; plane of isotropy is the x’z plane with angle an=(0x,0x’)
; anti-clockwise from x-axis.

em3 = em1
g23 = g12
p23 = p21
p13 = p31
g13 = em1/(2.0*(1.0+p31))

; stress coefficients in global axes
; (components of matrix A in e = A*sig, global axes)

cs11 = ca4/em1 + (1.0/g12 - 2.0*(p12/em1))*sa2*ca2 +sa4/em2
cs12 = (1.0/em1+1.0/em2+2.0*(p12/em1)-1.0/g12)*sa2*ca2-p12/em1
cs13 = -( sa2*p23/em2 + ca2*p13/em1 )
cs22 = sa4/em1 + (1.0/g12 - 2.0*(p12/em1))*sa2*ca2 + ca4/em2
cs23 = -(ca2*p23/em2 + sa2*p13/em1)
cs33 = 1.0/em3
cs45 = (1.0/g23 - 1.0/g13)*ca1*sa1
cs16 =-(2.0*(sa2/em2-ca2/em1)+(1.0/g12-2.0*p12/em1)*(ca2-sa2))*sa1*ca1
cs26 =-(2.0*(ca2/em2-sa2/em1)-(1.0/g12-2.0*p12/em1)*(ca2-sa2))*sa1*ca1
cs36 = - 2.0*(p13/em1-p23/em2)*sa1*ca1
cs66 = 4.0*(1.0/em1+1.0/em2+2.0*(p12/em1)-1.0/g12)*sa2*ca2+1.0/g12

; calculation of some constants
val = sqrt((2.*cs12+cs66)*(2.*cs12+cs66)-4.*cs11*cs22)
beta1 = sqrt(0.5*(2.*cs12+cs66-val)/cs11)
beta2 = sqrt(0.5*(2.*cs12+cs66+val)/cs11)
radh = x(1,1)
coe = radh*0.5/(beta2-beta1)
sx0 = -10.
sy0 = -10.
c1r = coe*(-beta2*sy0+sx0)
c1i = coe*(beta2*sy0-sx0)
c2r = -coe*(-beta1*sy0+sx0)
c2i = -coe*(beta1*sy0-sx0)
p1 = cs12-cs11*beta1*beta1
p2 = cs12-cs11*beta2*beta2
q1i = cs12*beta1-cs22/beta1
q2i = cs12*beta2-cs22/beta2

end
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ini m2
def ana u
; analytical and numerical value of
; -(radial and tangential displacement)*1e3 at the hole

loop jj (1,jgp)
xval = x(1,jj)/radh
yval = y(1,jj)/radh
phi1r = c1r * xval
phi1i = c1i * yval
phi2r = c2r * xval
phi2i = c2i * yval
ux = 2.*(p1*phi1r+p2*phi2r)
uy = 2.*(-q1i*phi1i-q2i*phi2i)
ur = ux*xval+uy*xval
ut = -ux*yval+uy*xval
theta = atan2(yval,xval)/degrad
xtable(1,jj) = theta
ytable(1,jj) = -ur*1000.
xtable(2,jj) = theta
ytable(2,jj) = -ut*1000.
ux = xdisp(1,jj)
uy = ydisp(1,jj)
ur = ux*xval+uy*xval
ut = -ux*yval+uy*xval
xtable(11,jj) = theta
ytable(11,jj) = -ur*1000.
xtable(12,jj) = theta
ytable(12,jj) = -ut*1000.

end loop
end
ana u
def ana sig
; analytical and numerical values of
; -(tangential stress) at the hole

loop jj (1,jzones)
theta = 0.5*(atan2(y(1,jj),x(1,jj))+atan2(y(1,jj+1),x(1,jj+1)))
xval = cos(theta)
yval = sin(theta)
phi1r = c1r * xval
phi1i = c1i * yval
val = -1./(radh*(beta1*xval*beta1*xval+yval*yval))
phi1pr = (phi1r*beta1*xval+phi1i*yval)*val
phi1pi = (phi1i*beta1*xval-phi1r*yval)*val
phi2r = c2r * xval
phi2i = c2i * yval
val = -1./(radh*(beta2*xval*beta2*xval+yval*yval))
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phi2pr = (phi2r*beta2*xval+phi2i*yval)*val
phi2pi = (phi2i*beta2*xval-phi2r*yval)*val
vssxx = 2.*(-beta1*beta1*phi1pr-beta2*beta2*phi2pr)+sx0
vssyy = 2.*(phi1pr+phi2pr)+sy0
vssxy = -2.*(-beta1*phi1pi-beta2*phi2pi)
theta = theta/degrad
nssxx = sxx(1,jj)
nssyy = syy(1,jj)
nssxy = sxy(1,jj)
xtable(3,jj) = theta
ytable(3,jj) = -(vssxx*yval*yval+vssyy*xval*xval-vssxy*xval*yval*2.)
xtable(13,jj) = theta
ytable(13,jj) = -(nssxx*yval*yval+nssyy*xval*xval-nssxy*xval*yval*2.)

end loop
end
ana sig
save m2b v.sav

;*** plot commands ****
;plot name: grid
plot hold grid
;plot name: Comp. of rad. disp.
plot hold table 11 cross 1 line
;plot name: Comp. of tang. disp.
plot hold table 12 cross 2 line
;plot name: Comp. of tang. stress
plot hold table 13 cross 3 line
;plot name: Displacement Vectors
plot hold displacement bound lmagenta
;plot name: Dislacement Magnitude
plot hold ex 1 alias ’Displacement Magnitude’ fill bound lmagenta
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2.7 Data File “M2 PRO.FIS”

rest m2a.sav
;rest m2b.sav
def ini m2
; angle of anisotropy

an = angle(1,1)
an = an * degrad
ca1 = cos(an)
sa1 = sin(an)
ca2 = ca1*ca1
ca4 = ca2*ca2
sa2 = sa1*sa1
sa4 = sa2*sa2
g12 = shear mod(1,1)
em1 = xmod(1,1)
em2 = ymod(1,1)
p21 = nuyx(1,1)
p12 = p21*em1/em2
p31 = nuzx(1,1)

; transverse isotropy:
; plane of isotropy is the x’z plane with angle an=(0x,0x’)
; anti-clockwise from x-axis.

em3 = em1
g23 = g12
p23 = p21
p13 = p31
g13 = em1/(2.0*(1.0+p31))

; stress coefficients in global axes
; (components of matrix A in e = A*sig, global axes)

cs11 = ca4/em1 + (1.0/g12 - 2.0*(p12/em1))*sa2*ca2 +sa4/em2
cs12 = (1.0/em1+1.0/em2+2.0*(p12/em1)-1.0/g12)*sa2*ca2-p12/em1
cs13 = -( sa2*p23/em2 + ca2*p13/em1 )
cs22 = sa4/em1 + (1.0/g12 - 2.0*(p12/em1))*sa2*ca2 + ca4/em2
cs23 = -(ca2*p23/em2 + sa2*p13/em1)
cs33 = 1.0/em3
cs45 = (1.0/g23 - 1.0/g13)*ca1*sa1
cs16 =-(2.0*(sa2/em2-ca2/em1)+(1.0/g12-2.0*p12/em1)*(ca2-sa2))*sa1*ca1
cs26 =-(2.0*(ca2/em2-sa2/em1)-(1.0/g12-2.0*p12/em1)*(ca2-sa2))*sa1*ca1
cs36 = - 2.0*(p13/em1-p23/em2)*sa1*ca1
cs66 = 4.0*(1.0/em1+1.0/em2+2.0*(p12/em1)-1.0/g12)*sa2*ca2+1.0/g12

; calculation of some constants
val = sqrt((2.*cs12+cs66)*(2.*cs12+cs66)-4.*cs11*cs22)
beta1 = sqrt(0.5*(2.*cs12+cs66-val)/cs11)
beta2 = sqrt(0.5*(2.*cs12+cs66+val)/cs11)
radh = x(1,1)
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coe = radh*0.5/(beta2-beta1)
sx0 = -10.
sy0 = -10.
c1r = coe*(-beta2*sy0+sx0)
c1i = coe*(beta2*sy0-sx0)
c2r = -coe*(-beta1*sy0+sx0)
c2i = -coe*(beta1*sy0-sx0)
p1 = cs12-cs11*beta1*beta1
p2 = cs12-cs11*beta2*beta2
q1i = cs12*beta1-cs22/beta1
q2i = cs12*beta2-cs22/beta2

end
ini m2
def ana u
; analytical and numerical value of
; -(radial and tangential displacement)*1e3 at the hole

loop jj (1,jgp)
xval = x(1,jj)/radh
yval = y(1,jj)/radh
phi1r = c1r * xval
phi1i = c1i * yval
phi2r = c2r * xval
phi2i = c2i * yval
ux = 2.*(p1*phi1r+p2*phi2r)
uy = 2.*(-q1i*phi1i-q2i*phi2i)
ur = ux*xval+uy*xval
ut = -ux*yval+uy*xval
theta = atan2(yval,xval)/degrad
xtable(1,jj) = theta
ytable(1,jj) = -ur*1000.
xtable(2,jj) = theta
ytable(2,jj) = -ut*1000.
ux = xdisp(1,jj)
uy = ydisp(1,jj)
ur = ux*xval+uy*xval
ut = -ux*yval+uy*xval
xtable(11,jj) = theta
ytable(11,jj) = -ur*1000.
xtable(12,jj) = theta
ytable(12,jj) = -ut*1000.

end loop
end
ana u
def ana sig
; analytical and numerical values of
; -(tangential stress) at the hole
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loop jj (1,jzones)
theta = 0.5*(atan2(y(1,jj),x(1,jj))+atan2(y(1,jj+1),x(1,jj+1)))
xval = cos(theta)
yval = sin(theta)
phi1r = c1r * xval
phi1i = c1i * yval
val = -1./(radh*(beta1*xval*beta1*xval+yval*yval))
phi1pr = (phi1r*beta1*xval+phi1i*yval)*val
phi1pi = (phi1i*beta1*xval-phi1r*yval)*val
phi2r = c2r * xval
phi2i = c2i * yval
val = -1./(radh*(beta2*xval*beta2*xval+yval*yval))
phi2pr = (phi2r*beta2*xval+phi2i*yval)*val
phi2pi = (phi2i*beta2*xval-phi2r*yval)*val
vssxx = 2.*(-beta1*beta1*phi1pr-beta2*beta2*phi2pr)+sx0
vssyy = 2.*(phi1pr+phi2pr)+sy0
vssxy = -2.*(-beta1*phi1pi-beta2*phi2pi)
theta = theta/degrad
nssxx = sxx(1,jj)
nssyy = syy(1,jj)
nssxy = sxy(1,jj)
xtable(3,jj) = theta
ytable(3,jj) = -(vssxx*yval*yval+vssyy*xval*xval-vssxy*xval*yval*2.)
xtable(13,jj) = theta
ytable(13,jj) = -(nssxx*yval*yval+nssyy*xval*xval-nssxy*xval*yval*2.)

end loop
end
ana sig
call dispmag.fis
disp mag
save m2a v.sav
;save m2b v.sav
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3 Cylindrical Hole in an Infinite Mohr-Coulomb Medium

3.1 Problem Statement

The problem concerns the determination of stresses and displacements for the case of a cylindrical
hole in an infinite elasto-plastic medium subjected to in-situ stresses. The medium is assumed to be
linearly elastic, perfectly plastic, with a failure surface defined by the Mohr-Coulomb criterion with
both the associated (dilatancy = friction angle) and non-associated (dilatancy = 0) flow rules. This
problem tests the Mohr-Coulomb plasticity model, the plane-strain condition and axisymmetric
geometry in FLAC.

The Mohr-Coulomb material is assigned the following properties:

density (ρ) 2500 kg/m3

shear modulus (G) 2.8 GPa
bulk modulus (K) 3.9 GPa
cohesion (c) 3.45 MPa
friction angle (φ) 30◦
dilation angle (ψ) 0◦ and 30◦

An isotropic in-situ stress state exists with stresses equal to -30 MPa (tension positive). It is assumed
that the problem is symmetric about both the horizontal and vertical axes. The radius of the hole is
1 m and is assumed to be small compared to the length of the cylinder. This permits the use of the
plane-strain condition.
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3.2 Closed-Form Solution

The yield zone radius, Ro, is given analytically by a theoretical model based on the solution of
Salencon (1969):

Ro = a

[
2

Kp + 1

Po + q
Kp−1

Pi + q
Kp−1

]1/(Kp−1)

(3.1)

where a = radius of hole;

Kp= 1+sin φ
1−sin φ ;

q = 2 · c · tan (45+ φ/2);
Po = initial in-situ stress magnitude; and
Pi = internal pressure.

The radial stress at the elastic/plastic interface is

σre = − 1

Kp + 1
(2Po − q) (3.2)

The stresses in the plastic zone are:

σr = q

Kp − 1
− (Pi + q

Kp − 1
) · ( r

a
)Kp−1

(3.3)

σθ = q

Kp − 1
− Kp(Pi + q

Kp − 1
) · ( r

a
)Kp−1

where r = distance to the center of the hole.

The stresses in the elastic zone are:

σr = − Po + (Po − σre) · (Ro
r
)2

(3.4)

σθ = − Po − (Po − σre) · (Ro
r
)2
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The displacements in the elastic and plastic regions are given by Salencon (1969). For the elastic
region:

ur = −
(
Po −

(2Po − q
Kp + 1

)) (Ro
2G

) (Ro
r

)
(3.5)

and for the plastic region:

ur = − r

2G
χ

χ = (2− ν)
(
Po + q

Kp − 1

)

+
(
(1− ν)(K2

p − 1)

Kp +Kps

) (
Pi + q

Kp − 1

) (
Ro

a

)(Kp−1) (
Ro

r

)(Kps+1)

(3.6)

+
(
(1− ν) (KpKps + 1)

(Kp +Kps) − ν
) (

Pi + q

Kp − 1

) ( r
a

)(Kp−1)

where Kps = 1+sinψ
1−sinψ ;

ψ = dilation angle;
ν = Poisson’s ratio; and
G = shear modulus.
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3.3 FLAC Model

The problem is first modeled as a two-dimensional plane-strain calculation using quarter-symmetry.
The boundary conditions applied to the model are shown in Figure 3.1. The area representing the
problem is divided into finite-difference zones, as shown in Figures 3.2 and 3.3, using the FISH
data file “HOLE.FIS” (see Section 3 in the FISH volume). The outer boundary is located 10 m
(five hole diameters) from the hole center. The model contains 900 rectangular zones oriented in a
radial pattern, as indicated in Figures 3.2 and 3.3. This pattern minimizes the influence of the grid
on localization effects (as discussed in Section 3.2.4 in the User’s Guide).

Po

Po

Figure 3.1 Model for FLAC analysis — quarter-symmetry
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   FLAC (Version 5.00)
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Figure 3.2 FLAC grid — quarter-symmetry
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Figure 3.3 Zone geometry in region around hole
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The problem is also modeled using axisymmetric geometry. Figure 3.4 shows the boundary
conditions, and Figure 3.5 shows the zone geometry created for this calculation. A height of two
zones is used to facilitate stress contour plots.

Both models are subjected to an isotropic compressive stress of -30 MPa. The initial stress state is
applied throughout each model first; then the hole is removed.

Data file “MHOLE.DAT” in Section 3.6 contains the FLAC commands for the quarter-symmetry grid
model, and for the axisymmetric model. The comparison of FLAC results to the analytical solution
is performed using FISH functions also contained in this data file. The theoretical relations are
solved in FISH function theor; then, the FLAC values for stress and displacement are compared
to the solution values. The error distribution in radial and tangential stress is calculated in the
function evals, and the error distribution in displacement is calculated in the function evald.

Po

A
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s 
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m
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Figure 3.4 Model for FLAC analysis — axisymmetric geometry
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   FLAC (Version 5.00)
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Figure 3.5 FLAC grid — axisymmetric geometry

3.4 Results and Discussion

Figures 3.6, 3.7 and 3.8 show a direct comparison between FLAC results and the analytical solution
along a radial line for the quarter-symmetry case. Normalized stresses, -σr/Po and -σθ/Po, are
plotted versus normalized radius r/a in Figure 3.6, while normalized displacement -ur/a is plotted
versus normalized radius in Figure 3.7 for the associated flow case, and in Figure 3.8 for the non-
associated flow case. (Note that the stress states are identical for both plastic flow rules.) The
error distribution throughout the entire FLAC grid is also presented. Figures 3.9 through 3.11 show
contour plots of tangential stress error, radial stress error and radial displacement error, respectively,
for the non-associated flow case.
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Figure 3.6 Stress solution comparison —
tangential stress: analytical (Table 10) vs FLAC (Table 11)
radial stress: analytical (Table 20) vs FLAC (Table 21)
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Figure 3.7 Radial displacement solution comparison — associated flow: an-
alytical (Table 30) vs FLAC (Table 31)
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Figure 3.8 Radial displacement solution comparison — non-associated
flow: analytical (Table 30) vs FLAC (Table 31)
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Figure 3.9 Error distributions for tangential stress
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Figure 3.10 Error distributions for radial stress
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Figure 3.11 Error distributions for displacements

FLAC Version 5.0



Cylindrical Hole in an Infinite Mohr-Coulomb Medium 3 - 11

For the axisymmetric geometry, Figures 3.12, 3.13 and 3.14 show a direct comparison between
FLAC results and the analytical solution. Figures 3.15, 3.16 and 3.17 show the error distributions
for tangential stress, radial stress and radial displacement.
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Figure 3.12 Stress solution comparison — axisymmetric case
tangential stress: analytical (Table 10) vs FLAC (Table 11)
radial stress: analytical (Table 20) vs FLAC (Table 21)
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Figure 3.13 Radial displacement solution comparison — axisymmetric case
(associated flow): analytical (Table 30) vs FLAC (Table 31)
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Figure 3.14 Radial displacement solution comparison — axisymmetric case
(non-associated flow): analytical (Table 30) vs FLAC (Table 31)
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Figure 3.15 Error distributions in tangential stress — axisymmetric case
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Figure 3.16 Error distributions in radial stress — axisymmetric case
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Figure 3.17 Error distribution in radial displacements — axisymmetric case

In both the quarter-symmetry model and the axisymmetric model, the errors are small; the average
stress error is less than 2%, while the average displacement error is less than 3%.

Additional plots indicating the accuracy of the FLAC results are presented in Figures 3.18 through
3.20.
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Figure 3.18 Plasticity state indicators — quarter-symmetry
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Figure 3.19 Linear profile of tangential stress — quarter-symmetry
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Figure 3.20 Zone stress states — quarter-symmetry

3.5 Reference

Salencon, J. “Contraction Quasi-Statique D’une Cavité a Symétrie Sphérique Ou Cylindrique Dans
Un Milieu Elastoplastique,” Annales Des Ponts Et Chaussées, 4, 231-236 (1969).
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3.6 Data File “MHOLE.DAT”

;Project Record Tree export

;*** Branch: Plane strain ****
new

;... State: m3a.sav ....
; title
; HOLE IN MOHR-COULOMB MEDIUM (ASSOCIATED FLOW)
config extra=8
g 30 30
mo mo
call hole.fis
;
set rmin=1 rmul=10 gratio=1.1
hole
prop shear=2.8e9 bulk=3.9e9 dens=2500 coh=3.45e6 fric=30 ten=1e10
;prop dil 0.0 ; non-associated flow
prop dil 30.0 ; associated flow
ini sxx=-30e6 syy=-30e6 szz=-30e6
fix y j 1
fix x j 31
app sxx=-30e6 syy=-30e6 i 31
hist unbal
hist xd i 1 j 1
hist xv i 1 j 1
hist sxx i 1 j 1
hist syy i 1 j 1
hist szz i 1 j 1
solve
save m3a.sav

;... State: m3a v.sav ....
; rest m3aa.sav
;****************** define the constants *********************
def parm
p0=30e6
p1=0.0
rmin=1.0
s=cohesion(1,1)
fi=friction(1,1)*degrad
dil=dilation(1,1)*degrad
bm=bulk mod(1,1)
sm=shear mod(1,1)
nu=(3.0*bm-2.0*sm)/(6.0*bm+2.0*sm)
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kp=(1.0+sin(fi))/(1.0-sin(fi))
kps=(1.0+sin(dil))/(1.0-sin(dil))
q=2*s*cos(fi)/(1.0-sin(fi))
rp=rmin*(2.0/(kp+1.0)*(p0+q/(kp-1.0))/(p1+q/(kp-1.0)))ˆ(1.0/(kp-1))
sre=(2.0*p0-q)/(kp+1.0)
end
;
parm
;
;*********** calculate the theoretical results **************
; the theoretical results are stored in the following arrays
; tangential stress .......... EX 1
; radial stress .............. EX 2
; x displacements ............ EX 3
; y displacements ............ EX 4
; displacements magnitude .... EX 5
;
def theor
loop i (1,izones)

loop j (1,jzones)
xc=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
yc=.25*(y(i,j)+y(i,j+1)+y(i+1,j+1)+y(i+1,j))
rz=sqrt(xcˆ2+ycˆ2)
if rz<=rp then

ex 1(i,j)=q/(kp-1)-kp*(p1+q/(kp-1.0))*(rz/rmin)ˆ(kp-1.0)
ex 2(i,j)=q/(kp-1)-(p1+q/(kp-1.0))*(rz/rmin)ˆ(kp-1.0)

else
if rz=0.0 then

ex 1(i,j) = 0
ex 2(i,j) = 0

else
ex 1(i,j)=-p0-(p0-sre)*(rp/rz)ˆ2
ex 2(i,j)=-p0+(p0-sre)*(rp/rz)ˆ2

end if
end if

end loop
end loop
loop i (1,igp)
loop j (1,jgp)

ro=sqrt(x(i,j)ˆ2+y(i,j)ˆ2)
if ro#0 then

if ro<=rp then
d1=(2.0*nu-1.0)*(p0+q/(kp-1.0))
d2a=(1.0-nu)*(kpˆ2-1.0)/(kp+kps)
d2b=(p1+q/(kp-1.0))*(rp/rmin)ˆ(kp-1.0)*(rp/ro)ˆ(kps+1.0)
d3a=(1.0-nu)*(kp*kps+1.0)/(kp+kps)-nu
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d3b=(p1+q/(kp-1.0))*(ro/rmin)ˆ(kp-1.0)
dd=ro*(d1+d2a*d2b+d3a*d3b)/(2.0*sm)

else
dd=(p0-sre)*rp/(2.0*sm)*(rp/ro)

end if
ex 3(i,j)=-dd*x(i,j)/ro
ex 4(i,j)=-dd*y(i,j)/ro
ex 5(i,j)=-dd

end if
end loop
end loop
end
;
theor
;
;************** evaluate the error in stresses **********************
; the errors in stress calculations are evaluated
; for each zone and are stored in the following arrays:
; ; ; the total average errors are calculated and stored in:
; average ; average ;
def evals
ert=0
err=0
loop i (1,izones)

loop j (1,jzones)
temp1=.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ2+.25*(sxx(i,j)-syy(i,j))ˆ2)
stm=temp1-temp2
ex 6(i,j)=100*(stm-ex 1(i,j))/p0
ert=ert+ex 6(i,j)ˆ2
srm=temp1+temp2
ex 7(i,j)=100*(srm-ex 2(i,j))/p0
err=err+ex 7(i,j)ˆ2

end loop
end loop
ert=sqrt(ert/(izones*jzones))
err=sqrt(err/(izones*jzones))
end
;
evals
;
;************** evaluate the error in displacements ****************
; the errors in displacement calculations are evaluated
; for each zone and are stored in the following array:
; ; the total average error is calculated and stored in:
; average ;
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def evald
erd=0
loop i (1,igp)

loop j (1,jgp)
temp3=100*sqrt((xdisp(i,j)-ex 3(i,j))ˆ2+(ydisp(i,j)-ex 4(i,j))ˆ2)
if ex 5(1,1)#0 then
ex 8(i,j)=temp3/ex 5(1,1)

else
ex 8(i,j)=0.0

end if
erd=erd+ex 8(i,j)

end loop
end loop
erd=erd/(igp*jgp)
end
;
evald
;
;************** compare results in tables ****************
def tabm
; The theoretical and numerical results are stored in terms of
; normalized radius in the following tables:
; table 10: tangential stress theoretical
; table 11: tangential stress numerical
; table 20: radial stress theoretical
; table 21: radial stress numerical
; table 30: radial displacement theoretical
; table 31: radial displacement numerical

loop i(1,izones)
j = 1
xc=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
yc=.25*(y(i,j)+y(i,j+1)+y(i+1,j+1)+y(i+1,j))
rz=sqrt(xcˆ2+ycˆ2)
temp1=.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ2+.25*(sxx(i,j)-syy(i,j))ˆ2)
stm=temp1-temp2
srm=temp1+temp2
xtable(10,i) = rz
ytable(10,i) = -ex 1(i,1)/p0
xtable(11,i) = rz
ytable(11,i) = -stm/p0
xtable(20,i) = rz
ytable(20,i) = -ex 2(i,1)/p0
xtable(21,i) = rz
ytable(21,i) = -srm/p0

end loop
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loop i (1,igp)
j = 1
rg = sqrt(x(i,j)ˆ2+y(i,j)ˆ2)/rmin
temp1=sqrt(xdisp(i,j)ˆ2+ydisp(i,j)ˆ2)/rmin
xtable(30,i) = rg
ytable(30,i) = -ex 5(i,j) / rmin
xtable(31,i) = rg
ytable(31,i) = temp1

end loop
end
tabm
;****************** create plots *******************************
scline 1 1 .1 10 .1
scline 2 1 1 15 15
save m3a v.sav

;*** Branch: Plane strain-non ****
new

;... State: m3a-non.sav ....
; title
; HOLE IN MOHR-COULOMB MEDIUM (ASSOCIATED FLOW)
config extra=8
g 30 30
mo mo
call hole.fis
;
set rmin=1 rmul=10 gratio=1.1
hole
prop shear=2.8e9 bulk=3.9e9 dens=2500 coh=3.45e6 fric=30 ten=1e10
prop dil 0.0 ; non-associated flow
;prop dil 30.0 ; associated flow
ini sxx=-30e6 syy=-30e6 szz=-30e6
fix y j 1
fix x j 31
app sxx=-30e6 syy=-30e6 i 31
hist unbal
hist xd i 1 j 1
hist xv i 1 j 1
hist sxx i 1 j 1
hist syy i 1 j 1
hist szz i 1 j 1
solve
save m3a-non.sav

;... State: m3a-non v.sav ....
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; rest m3aa.sav
;****************** define the constants *********************
def parm
p0=30e6
p1=0.0
rmin=1.0
s=cohesion(1,1)
fi=friction(1,1)*degrad
dil=dilation(1,1)*degrad
bm=bulk mod(1,1)
sm=shear mod(1,1)
nu=(3.0*bm-2.0*sm)/(6.0*bm+2.0*sm)
kp=(1.0+sin(fi))/(1.0-sin(fi))
kps=(1.0+sin(dil))/(1.0-sin(dil))
q=2*s*cos(fi)/(1.0-sin(fi))
rp=rmin*(2.0/(kp+1.0)*(p0+q/(kp-1.0))/(p1+q/(kp-1.0)))ˆ(1.0/(kp-1))
sre=(2.0*p0-q)/(kp+1.0)
end
;
parm
;
;*********** calculate the theoretical results **************
; the theoretical results are stored in the following arrays
; tangential stress .......... EX 1
; radial stress .............. EX 2
; x displacements ............ EX 3
; y displacements ............ EX 4
; displacements magnitude .... EX 5
;
def theor
loop i (1,izones)

loop j (1,jzones)
xc=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
yc=.25*(y(i,j)+y(i,j+1)+y(i+1,j+1)+y(i+1,j))
rz=sqrt(xcˆ2+ycˆ2)
if rz<=rp then

ex 1(i,j)=q/(kp-1)-kp*(p1+q/(kp-1.0))*(rz/rmin)ˆ(kp-1.0)
ex 2(i,j)=q/(kp-1)-(p1+q/(kp-1.0))*(rz/rmin)ˆ(kp-1.0)

else
if rz=0.0 then

ex 1(i,j) = 0
ex 2(i,j) = 0

else
ex 1(i,j)=-p0-(p0-sre)*(rp/rz)ˆ2
ex 2(i,j)=-p0+(p0-sre)*(rp/rz)ˆ2

end if

FLAC Version 5.0



Cylindrical Hole in an Infinite Mohr-Coulomb Medium 3 - 23

end if
end loop

end loop
loop i (1,igp)
loop j (1,jgp)

ro=sqrt(x(i,j)ˆ2+y(i,j)ˆ2)
if ro#0 then

if ro<=rp then
d1=(2.0*nu-1.0)*(p0+q/(kp-1.0))
d2a=(1.0-nu)*(kpˆ2-1.0)/(kp+kps)
d2b=(p1+q/(kp-1.0))*(rp/rmin)ˆ(kp-1.0)*(rp/ro)ˆ(kps+1.0)
d3a=(1.0-nu)*(kp*kps+1.0)/(kp+kps)-nu
d3b=(p1+q/(kp-1.0))*(ro/rmin)ˆ(kp-1.0)
dd=ro*(d1+d2a*d2b+d3a*d3b)/(2.0*sm)

else
dd=(p0-sre)*rp/(2.0*sm)*(rp/ro)

end if
ex 3(i,j)=-dd*x(i,j)/ro
ex 4(i,j)=-dd*y(i,j)/ro
ex 5(i,j)=-dd

end if
end loop
end loop
end
;
theor
;
;************** evaluate the error in stresses **********************
; the errors in stress calculations are evaluated
; for each zone and are stored in the following arrays:
; ; ; the total average errors are calculated and stored in:
; average ; average ;
def evals
ert=0
err=0
loop i (1,izones)

loop j (1,jzones)
temp1=.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ2+.25*(sxx(i,j)-syy(i,j))ˆ2)
stm=temp1-temp2
ex 6(i,j)=100*(stm-ex 1(i,j))/p0
ert=ert+ex 6(i,j)ˆ2
srm=temp1+temp2
ex 7(i,j)=100*(srm-ex 2(i,j))/p0
err=err+ex 7(i,j)ˆ2

end loop
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end loop
ert=sqrt(ert/(izones*jzones))
err=sqrt(err/(izones*jzones))
end
;
evals
;
;************** evaluate the error in displacements ****************
; the errors in displacement calculations are evaluated
; for each zone and are stored in the following array:
; ; the total average error is calculated and stored in:
; average ;
def evald
erd=0
loop i (1,igp)

loop j (1,jgp)
temp3=100*sqrt((xdisp(i,j)-ex 3(i,j))ˆ2+(ydisp(i,j)-ex 4(i,j))ˆ2)
if ex 5(1,1)#0 then
ex 8(i,j)=temp3/ex 5(1,1)

else
ex 8(i,j)=0.0

end if
erd=erd+ex 8(i,j)

end loop
end loop
erd=erd/(igp*jgp)
end
;
evald
;
;************** compare results in tables ****************
def tabm
; The theoretical and numerical results are stored in terms of
; normalized radius in the following tables:
; table 10: tangential stress theoretical
; table 11: tangential stress numerical
; table 20: radial stress theoretical
; table 21: radial stress numerical
; table 30: radial displacement theoretical
; table 31: radial displacement numerical

loop i(1,izones)
j = 1
xc=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
yc=.25*(y(i,j)+y(i,j+1)+y(i+1,j+1)+y(i+1,j))
rz=sqrt(xcˆ2+ycˆ2)
temp1=.5*(sxx(i,j)+syy(i,j))
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temp2=sqrt(sxy(i,j)ˆ2+.25*(sxx(i,j)-syy(i,j))ˆ2)
stm=temp1-temp2
srm=temp1+temp2
xtable(10,i) = rz
ytable(10,i) = -ex 1(i,1)/p0
xtable(11,i) = rz
ytable(11,i) = -stm/p0
xtable(20,i) = rz
ytable(20,i) = -ex 2(i,1)/p0
xtable(21,i) = rz
ytable(21,i) = -srm/p0

end loop
loop i (1,igp)

j = 1
rg = sqrt(x(i,j)ˆ2+y(i,j)ˆ2)/rmin
temp1=sqrt(xdisp(i,j)ˆ2+ydisp(i,j)ˆ2)/rmin
xtable(30,i) = rg
ytable(30,i) = -ex 5(i,j) / rmin
xtable(31,i) = rg
ytable(31,i) = temp1

end loop
end
tabm
;****************** create plots *******************************
scline 1 1 .1 10 .1
scline 2 1 1 15 15
save m3a-non v.sav

;*** Branch: axisymmetric ****
new

;... State: m3b.sav ....
; title
; HOLE IN MOHR-COULOMB MEDIUM (AXISYMMETRY, ASSOCIATED FLOW RULE)
config ax extra=8
g 31 2
mo mo
gen 1 0 1 1 10 1 10 0 rat 1.1 1
prop shear=2.8e9 bulk=3.9e9 dens=2500 coh=3.45e6 fric=30 ten=6e6
;prop dil 0.0 ; non-associated flow
prop dil 30.0 ; associated flow
ini sxx=-30e6 syy=-30e6 szz=-30e6
fix y j 1
fix y j 3
app press 30e6 i 32
hist unbal
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hist xd i 1 j 1
hist xv i 1 j 1
hist sxx i 1 j 1
hist syy i 1 j 1
hist sig1 i 1 j 1
hist sig2 i 1 j 1
hist szz i 1 j 1
solve
save m3b.sav

;... State: m3b v.sav ....
; rest m3bb.sav
;****************** define the constants *********************
def parm
p0=30e6
p1=0.0
rmin=1.0
s=cohesion(1,1)
fi=friction(1,1)*degrad
dil=dilation(1,1)*degrad
bm=bulk mod(1,1)
sm=shear mod(1,1)
nu=(3.0*bm-2.0*sm)/(6.0*bm+2.0*sm)
kp=(1.0+sin(fi))/(1.0-sin(fi))
kps=(1.0+sin(dil))/(1.0-sin(dil))
q=2*s*cos(fi)/(1.0-sin(fi))
rp=rmin*(2.0/(kp+1.0)*(p0+q/(kp-1.0))/(p1+q/(kp-1.0)))ˆ(1.0/(kp-1))
sre=(2.0*p0-q)/(kp+1.0)
end
;
parm
;
;*********** calculate the theoretical results **************
; the theoretical results are stored in the following arrays
; tangential stress .......... EX 1
; radial stress .............. EX 2
; x displacements ............ EX 3
; y displacements ............ EX 4
; displacements magnitude .... EX 5
;
def theor
loop i (1,izones)

loop j (1,jzones)
rz=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
if rz<=rp then

ex 1(i,j)=q/(kp-1)-kp*(p1+q/(kp-1.0))*(rz/rmin)ˆ(kp-1.0)
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ex 2(i,j)=q/(kp-1)-(p1+q/(kp-1.0))*(rz/rmin)ˆ(kp-1.0)
else

ex 1(i,j)=-p0-(p0-sre)*(rp/rz)ˆ2
ex 2(i,j)=-p0+(p0-sre)*(rp/rz)ˆ2

end if
end loop

end loop
loop i (1,igp)
loop j (1,jgp)

ro=x(i,j)
if ro<=rp then

d1=(2.0*nu-1.0)*(p0+q/(kp-1.0))
d2a=(1.0-nu)*(kpˆ2-1.0)/(kp+kps)
d2b=(p1+q/(kp-1.0))*(rp/rmin)ˆ(kp-1.0)*(rp/ro)ˆ(kps+1.0)
d3a=(1.0-nu)*(kp*kps+1.0)/(kp+kps)-nu
d3b=(p1+q/(kp-1.0))*(ro/rmin)ˆ(kp-1.0)
dd=ro*(d1+d2a*d2b+d3a*d3b)/(2.0*sm)

else
dd=(p0-sre)*rp/(2.0*sm)*(rp/ro)

end if
ex 3(i,j)=-dd
ex 4(i,j)=0.0
ex 5(i,j)=-dd

end loop
end loop
end
;
theor
;
;************** evaluate the error in stresses **********************
; the errors in stress calculations are evaluated
; for each zone and are stored in the following arrays:
; ; ; the total average errors are calculated and stored in:
; average ; average ;
def evals
ert=0
err=0
loop i (1,izones)

loop j (1,jzones)
ex 6(i,j)=100*(szz(i,j)-ex 1(i,j))/p0
ert=ert+ex 6(i,j)ˆ2
ex 7(i,j)=100*(sxx(i,j)-ex 2(i,j))/p0
err=err+ex 7(i,j)ˆ2

end loop
end loop
ert=sqrt(ert/(izones*jzones))
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err=sqrt(err/(izones*jzones))
end
;
evals
;
;************** evaluate the error in displacements ****************
; the errors in displacement calculations are evaluated
; for each zone and are stored in the following array:
; ; the total average error is calculated and stored in:
; average ;
def evald
erd=0
loop i (1,igp)

loop j (1,jgp)
temp3=100*sqrt((xdisp(i,j)-ex 3(i,j))ˆ2+(ydisp(i,j)-ex 4(i,j))ˆ2)
if ex 8(i,j)#0.0 then
ex 8(i,j)=temp3/ex 5(1,1)

else
ex 8(i,j)=temp3

end if
erd=erd+ex 8(i,j)

end loop
end loop
erd=erd/(igp*jgp)
end
;
evald
;
;************** compare results in tables ****************
def tabm
; The theoretical and numerical results are stored in terms of
; normalized radius in the following tables:
; table 10: tangential stress theoretical
; table 11: tangential stress numerical
; table 20: radial stress theoretical
; table 21: radial stress numerical
; table 30: radial displacement theoretical
; table 31: radial displacement numerical

loop i(1,izones)
j = 1
rz=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
xtable(10,i) = rz
ytable(10,i) = -ex 1(i,1)/p0
xtable(11,i) = rz
ytable(11,i) = -szz(i,j)/p0
xtable(20,i) = rz
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ytable(20,i) = -ex 2(i,1)/p0
xtable(21,i) = rz
ytable(21,i) = -sxx(i,j)/p0

end loop
loop i (1,igp)

j = 1
rg = sqrt(x(i,j)ˆ2+y(i,j)ˆ2)/rmin
temp1=sqrt(xdisp(i,j)ˆ2+ydisp(i,j)ˆ2)/rmin
xtable(30,i) = rg
ytable(30,i) = -ex 5(i,j) / rmin
xtable(31,i) = rg
ytable(31,i) = temp1

end loop
end
tabm
;****************** create plots *******************************
scline 1 1 .1 10 .1
save m3b v.sav

;*** Branch: axisymmetric-non ****
new

;... State: m3b-non.sav ....
; title
; HOLE IN MOHR-COULOMB MEDIUM (AXISYMMETRY, ASSOCIATED FLOW RULE)
config ax extra=8
g 31 2
mo mo
gen 1 0 1 1 10 1 10 0 rat 1.1 1
prop shear=2.8e9 bulk=3.9e9 dens=2500 coh=3.45e6 fric=30 ten=6e6
prop dil 0.0 ; non-associated flow
;prop dil 30.0 ; associated flow
ini sxx=-30e6 syy=-30e6 szz=-30e6
fix y j 1
fix y j 3
app press 30e6 i 32
hist unbal
hist xd i 1 j 1
hist xv i 1 j 1
hist sxx i 1 j 1
hist syy i 1 j 1
hist sig1 i 1 j 1
hist sig2 i 1 j 1
hist szz i 1 j 1
solve
save m3b-non.sav

FLAC Version 5.0



3 - 30 Verification Problems

;... State: m3b-non v.sav ....
; rest m3bb.sav
;****************** define the constants *********************
def parm
p0=30e6
p1=0.0
rmin=1.0
s=cohesion(1,1)
fi=friction(1,1)*degrad
dil=dilation(1,1)*degrad
bm=bulk mod(1,1)
sm=shear mod(1,1)
nu=(3.0*bm-2.0*sm)/(6.0*bm+2.0*sm)
kp=(1.0+sin(fi))/(1.0-sin(fi))
kps=(1.0+sin(dil))/(1.0-sin(dil))
q=2*s*cos(fi)/(1.0-sin(fi))
rp=rmin*(2.0/(kp+1.0)*(p0+q/(kp-1.0))/(p1+q/(kp-1.0)))ˆ(1.0/(kp-1))
sre=(2.0*p0-q)/(kp+1.0)
end
;
parm
;
;*********** calculate the theoretical results **************
; the theoretical results are stored in the following arrays
; tangential stress .......... EX 1
; radial stress .............. EX 2
; x displacements ............ EX 3
; y displacements ............ EX 4
; displacements magnitude .... EX 5
;
def theor
loop i (1,izones)

loop j (1,jzones)
rz=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
if rz<=rp then

ex 1(i,j)=q/(kp-1)-kp*(p1+q/(kp-1.0))*(rz/rmin)ˆ(kp-1.0)
ex 2(i,j)=q/(kp-1)-(p1+q/(kp-1.0))*(rz/rmin)ˆ(kp-1.0)

else
ex 1(i,j)=-p0-(p0-sre)*(rp/rz)ˆ2
ex 2(i,j)=-p0+(p0-sre)*(rp/rz)ˆ2

end if
end loop

end loop
loop i (1,igp)
loop j (1,jgp)
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ro=x(i,j)
if ro<=rp then

d1=(2.0*nu-1.0)*(p0+q/(kp-1.0))
d2a=(1.0-nu)*(kpˆ2-1.0)/(kp+kps)
d2b=(p1+q/(kp-1.0))*(rp/rmin)ˆ(kp-1.0)*(rp/ro)ˆ(kps+1.0)
d3a=(1.0-nu)*(kp*kps+1.0)/(kp+kps)-nu
d3b=(p1+q/(kp-1.0))*(ro/rmin)ˆ(kp-1.0)
dd=ro*(d1+d2a*d2b+d3a*d3b)/(2.0*sm)

else
dd=(p0-sre)*rp/(2.0*sm)*(rp/ro)

end if
ex 3(i,j)=-dd
ex 4(i,j)=0.0
ex 5(i,j)=-dd

end loop
end loop
end
;
theor
;
;************** evaluate the error in stresses **********************
; the errors in stress calculations are evaluated
; for each zone and are stored in the following arrays:
; ; ; the total average errors are calculated and stored in:
; average ; average ;
def evals
ert=0
err=0
loop i (1,izones)

loop j (1,jzones)
ex 6(i,j)=100*(szz(i,j)-ex 1(i,j))/p0
ert=ert+ex 6(i,j)ˆ2
ex 7(i,j)=100*(sxx(i,j)-ex 2(i,j))/p0
err=err+ex 7(i,j)ˆ2

end loop
end loop
ert=sqrt(ert/(izones*jzones))
err=sqrt(err/(izones*jzones))
end
;
evals
;
;************** evaluate the error in displacements ****************
; the errors in displacement calculations are evaluated
; for each zone and are stored in the following array:
; ; the total average error is calculated and stored in:
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; average ;
def evald
erd=0
loop i (1,igp)

loop j (1,jgp)
temp3=100*sqrt((xdisp(i,j)-ex 3(i,j))ˆ2+(ydisp(i,j)-ex 4(i,j))ˆ2)
if ex 8(i,j)#0.0 then
ex 8(i,j)=temp3/ex 5(1,1)

else
ex 8(i,j)=temp3

end if
erd=erd+ex 8(i,j)

end loop
end loop
erd=erd/(igp*jgp)
end
;
evald
;
;************** compare results in tables ****************
def tabm
; The theoretical and numerical results are stored in terms of
; normalized radius in the following tables:
; table 10: tangential stress theoretical
; table 11: tangential stress numerical
; table 20: radial stress theoretical
; table 21: radial stress numerical
; table 30: radial displacement theoretical
; table 31: radial displacement numerical

loop i(1,izones)
j = 1
rz=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
xtable(10,i) = rz
ytable(10,i) = -ex 1(i,1)/p0
xtable(11,i) = rz
ytable(11,i) = -szz(i,j)/p0
xtable(20,i) = rz
ytable(20,i) = -ex 2(i,1)/p0
xtable(21,i) = rz
ytable(21,i) = -sxx(i,j)/p0

end loop
loop i (1,igp)

j = 1
rg = sqrt(x(i,j)ˆ2+y(i,j)ˆ2)/rmin
temp1=sqrt(xdisp(i,j)ˆ2+ydisp(i,j)ˆ2)/rmin
xtable(30,i) = rg
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ytable(30,i) = -ex 5(i,j) / rmin
xtable(31,i) = rg
ytable(31,i) = temp1

end loop
end
tabm
;****************** create plots *******************************
scline 1 1 .1 10 .1
save m3b-non v.sav

;*** plot commands ****
;plot name: grid
plot hold grid
;plot name: Stresses comparison
plot hold table 21 cross 20 line 11 cross 10 line
;plot name: Rad. disp. comp.
plot hold table 31 cross 30 line
;plot name: Error - tang. stress
plot hold bound ex 6 zone fill
;plot name: Error - radial stress
plot hold bound ex 7 zone fill
;plot name: Error - disp
plot hold bound ex 8 fill
;plot name: Plasticity indicator
plot hold plasticity bound
;plot name: Zone stress state
set pltc 3450000.0 pltf 30.0 pltt 0.0 |plot hold fail principal
;plot name: Profile of syy
plot hold syy line (0.0,0.0) (10.0,0.0) 31
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4 Cylindrical Hole in an Infinite Hoek-Brown Medium

4.1 Problem Statement

Stresses and displacements are calculated for the case of a cylindrical hole in an infinite Hoek-Brown
medium subjected to an in-situ stress field and supported by an internal pressure. We consider a
cylindrical hole with a radius b = 2 m created within an infinite body under a uniform compressive
stress of magnitude σo = 30 MPa. Support is provided by an internal pressure of pi = 5 MPa.

The body has the following material properties:

shear modulus (G) 2.20 GPa
bulk modulus (K) 3.667 GPa
density (ρ) 2000 kg/m3

Values of the Hoek-Brown strength properties for the rock are:

mb 1.7
s 0.0039
a 0.5
uniaxial compressive strength

of the intact rock (σci) 30 MPa

4.2 Closed-Form Solution

The analytical solution for this problem is provided by Carranza-Torres and Fairhurst (1999) for
both associated plastic flow and non-associated plastic flow (with zero dilation). In this verification
exercise, we only present the case for non-associated flow.

The scaled far-field stresses, So, and scaled internal pressure, Pi , are determined by Eqs. (4.1) and
(4.2):

So = σo

mbσci
+ s

m2
b

= 0.590 (4.1)

Pi = pi

mbσci
+ s

m2
b

= 0.099 (4.2)

The scaled critical internal pressure, P cri , at which the elastic limit of the stress state is reached, is
calculated as

FLAC Version 5.0



4 - 2 Verification Problems

P cri =
1

16

[
1−√1+ 16So

]2 = 0.311 (4.3)

The critical internal pressure,pcri , is then

pcri =
[
P cri −

s

m2
b

]
mbσci = 15.8 MPa (4.4)

A plastic region develops uniformly around the hole because pi < pcri . The extent of the failure
zone is

bpl = b exp
[
2
(√
P cri −

√
Pi

)]
= 1.62b = 3.2 m (4.5)

The solution for the radial stress, σr , and tangential stress, σθ , in the plastic region, r ≤ bpl , is as
follows:

Sr(r) =
[√
P cri +

1

2
ln

(
r

bpl

)]2

(4.6)

Sθ (r) = Sr(r)+
√
Sr(r) (4.7)

σr(r) =
[
Sr(r)− s

m2
b

]
mbσci (4.8)

σθ (r) =
[
Sθ (r)− s

m2
b

]
mbσci (4.9)

The solution for the stress state in the elastic region, r > bpl , is:

σr(r) = σo − (σo − pcri )
(
bpl

r

)2

(4.10)

σθ (r) = σo + (σo − pcri )
(
bpl

r

)2

(4.11)
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For the case of non-associated flow with zero dilation, the radial displacement in the plastic region
is

ur

b

2G

σo
=
(

1− p
cr
i

σci

)
bpl

b

A1 + 1

A1 − 1

r

bpl
+ D

2(So − P cri )(1− A1)3

(
r

bpl

)A1

− 2

A1 − 1

(
r

bpl

)A1

+ C

4(So − P cri )(1− A1)

r

bpl

(
ln

r

bpl

)2

(4.12)

+ D

2(So − P cri )(1− A1)3

r

bpl

(
(1− A1) ln

r

bpl
− 1

)

where A1 = −Kψ ;

A2 = 1− ν − νKψ ;
A3 = ν − (1− ν)Kψ ;
C = A2 − A3;
D = A2

[
2(1− A1)

√
P cri − 1

]− A3
[
2(1− A1)

√
P cri − A1

]
; and

Kψ = 1+sinψ
1−sinψ .

ψ is the dilation angle, G is shear modulus and ν is Poisson’s ratio.

4.3 FLAC Model

The FLAC model created for this problem is a plane-strain model with the plane of analysis oriented
normal to the axis of the hole. Only a quarter of the problem needs to be analyzed, because of
symmetry. The model and boundary conditions are shown in Figure 4.1. A special FISH function
was used to create the finite-difference zoning in the FLAC model. The function is contained in the
file “QDONUT.FIS” (see Section 3 in the FISH volume), which is called from “HOEKHOLE.DAT”
(see Section 4.6). The grid is shown in Figure 4.2. As the figure indicates, it is a radially symmetric
mesh with increasing zone size away from the hole. The grid contains 3600 zones, and the boundary
is located at 20 radii from the center of the hole.
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Figure 4.1 Model for FLAC analysis of a cylindrical hole in an infinite med-
ium
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Figure 4.2 FLAC zone geometry for the plane-strain model
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4.4 Results and Discussion

The analytical solution for radial and tangential stresses and radial displacement provided in
Eqs. (4.1) through (4.12) are programmed in the FISH functions in “HB SOLUTION.FIS,” listed
in Section 4.7. The analytical results and FLAC results are then copied into tables for comparison.
Figure 4.3 shows the input required for the FISH functions to produce the analytical solutions
and compare to FLAC results. The stresses and displacement are compared along a radial path
measured from the center of the hole. The FISH variable radius tunnel is the radius of the
tunnel, rb max defines the length of the normalized path ( r

radius tunnel
), and npts defines the

number of measurement points along the path.

Figure 4.3 Fishcall Input dialog

Figure 4.4 shows the radial and tangential stresses calculated by FLAC, compared to the analytical
solution for σr , and σθ . Figure 4.5 compares radial displacement, ur . The agreement is very good
in both comparisons.

A plot of the Hoek-Brown failure envelope is shown in Figure 4.6. Zone stresses are shown on this
plot and indicate the extent of the failed zone. Figure 4.7 displays the zone plasticity indicators,
which also indicate the extent of the failure region. This corresponds to the analytical solution of
3.2 m (Eq. (4.5)).
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Figure 4.4 Comparison of σr and σθ for the cylindrical hole in an infinite
Hoek-Brown medium
(along the normalized path 1 < r/ radius tunnel < 4)
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Figure 4.5 Comparison of ur for the cylindrical hole in an infinite
Hoek-Brown medium
(along the normalized path 1 < r/ radius tunnel < 4)
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Figure 4.6 Hoek-Brown failure envelope
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Figure 4.7 Plasticity indicators for Hoek-Brown model
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4.6 Data File “HOEKHOLE.DAT”

;Project Record Tree export
;Title:Hole in Hoek-Brown Medium

;... State: hb1.sav ....
config
grid 60,60
model elastic
set echo off
call qdonut.fis
set rmin=2.0 rmul=20 gratio=1.05
qdonut
model hoekbrown notnull
prop bulk=3.66700006E9 shear=2.2E9 hbs=0.0039 hbmb=1.7 hbsigci=3.0E7 &
hba=0.5 hbs3cv=0.0 notnull

prop density 2000 notnull
initial sxx -3.0E7
initial syy -3.0E7
initial szz -3.0E7
apply nstress -3.0E7 from 61,61 to 61,1
apply nstress -5000000.0 from 1,61 to 1,1
fix y j 1
fix x j 61
history 999 unbalanced
solve
save hb1.sav

;... State: hb2.sav ....
set echo off
call hb solution.fis
set sig0=30e6 pi=5e6 sigci=30e6 mb=1.7 s=3.9e-3 G=2.2e9
set nu=0.25 npts=100 rb max=4.0 radius tunnel=2.0
hb solution
save hb2.sav

;*** plot commands ****
;plot name: Unbalanced force
plot hold history 999
;plot name: radial and hoop stresses
label table 11
sigT/sigci (analytical)
label table 10
sigR/sigci (analytical)
label table 21
sigR/sigci (FLAC)
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label table 20
sigT/sigci (FLAC)
label table 12
ur/R [label table 22
ur/R [plot hold table 21 cross 20 cross 11 line 10 line
;plot name: radial displacment
label table 22
ur/R [label table 12
ur/R [plot hold table 22 cross 12 line
;plot name: fail Hoek
set hbm 1.7 hbs 0.0039 ucs 3.0E7
plot hold fail hoek principal
;plot name: plasticity plot
plot hold plasticity bound
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4.7 Data File “HB SOLUTION.FIS”

;Name:hb solution
;Diagram:
;Input: sig0/float/30e6/applied pressure on outer boundary
;Input: pi/float/5e6/applied pressure on inner boundary
;Input: sigci/float/30e6/Hoek-Brown constant
;Input: mb/float/1.7/Hoek-Brown constant
;Input: s/float/3.9e-3/Hoek-Brown constant
;Input: G/float/2.2e9/shear modulus
;Input: nu/float/0.25/Poisson’s ratio
;Input: npts/int/100/number of points along measurement path
;Input: rb max/float/4.0/length of measurement path
;Input: radius tunnel/float/2.0/tunnel radius
def sigrHB

; input - rb (radial distance over tunnel radius)
; output - sigrHB (transformed radial stress)
sigrHB = (sqrt( piCRHB)+0.5*ln( rb/ xi))ˆ2

end
;
def sigtHB
; input - rb (radial distance over tunnel radius)
; output - sigtHB (transformed hoop stress)
sigtHB = sigrHB + sqrt( sigrHB)

end
;
def urb2Gsig0
; input - rb (radial distance over tunnel radius)
; output - urb2Gsig0 (transformed radial convergence)
temp1 = ( A1+1)/( A1-1)* rb/ xi
temp2 = ( D/2.0/( sig0HB- piCRHB)/(1- A1)ˆ3-2.0/( A1-1))*( rb/ xi)ˆ A1
temp3 = C/4.0/( sig0HB- piCRHB)/(1- A1)* rb/ xi*(ln( rb/ xi))ˆ2
temp4 = D/2.0/( sig0HB- piCRHB)/(1- A1)ˆ3* rb/ xi*((1- A1)*ln( rb/ xi)-1)
urb2Gsig0 = xi*(1- piCRsigci)*( temp1+ temp2+ temp3+ temp4)
end
;
def compute analytical solution

piHB = pi/( sigci* mb) + s/ mbˆ2
sig0HB = sig0/( sigci* mb) + s/ mbˆ2
piCRHB = 1.0/16.0*(1-sqrt(1+16* sig0HB))ˆ2
piCRsigci = ( piCRHB- s/ mbˆ2)* mb
xi = exp(2*(sqrt( piCRHB)-sqrt( piHB)))
A1 = -1.0
A2 = 1 - nu - nu
A3 = nu - (1- nu)
C = A2 - A3
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D = A2*(2*sqrt( piCRHB)*(1- A1)-1) - A3*(2*sqrt( piCRHB)*(1- A1)- A1)
loop i (1, npts)

rb = 1 + float(i-1)/float( npts-1)*( rb max-1)
if pi/ sigci > piCRsigci ; then solution is elastic...

sigrsigciSOL = sig0/ sigci-( sig0/ sigci- pi/ sigci)*(1/ rb)ˆ2
sigtsigciSOL = sig0/ sigci+( sig0/ sigci- pi/ sigci)*(1/ rb)ˆ2
urbSOL = sig0/2.0/ G*(1- piCRsigci* sigci/ sig0)*(1/ rb)*100
xtable(10,i) = rb
ytable(10,i) = sigrsigciSOL
xtable(11,i) = rb
ytable(11,i) = sigtsigciSOL
xtable(12,i) = rb
ytable(12,i) = urbSOL

else ; then solution is elasto-plastic...
if rb > xi

sigrsigciSOL = sig0/ sigci-( sig0/ sigci- piCRsigci)*( xi/ rb)ˆ2
sigtsigciSOL = sig0/ sigci+( sig0/ sigci- piCRsigci)*( xi/ rb)ˆ2
urbSOL = sig0/2.0/ G*(1- piCRsigci* sigci/ sig0)* xiˆ2/ rb*100.0

else
sigrsigciSOL = ( sigrHB- s/ mbˆ2)* mb
sigtsigciSOL = ( sigtHB- s/ mbˆ2)* mb
urbSOL = sig0/2.0/ G* urb2Gsig0*100.0

end if
xtable(10,i) = rb
ytable(10,i) = sigrsigciSOL
xtable(11,i) = rb
ytable(11,i) = sigtsigciSOL
xtable(12,i) = rb
ytable(12,i) = urbSOL

end if
end loop

end
def extract flac results
rad max = rb max* radius tunnel

; Stresses
counter = 1
jh = int(60/2)
loop i (1,60)

xcoord =.25*(x(i, jh)+x(i, jh+1)+x(i+1, jh+1)+x(i+1, jh))
ycoord =.25*(y(i, jh)+y(i, jh+1)+y(i+1, jh+1)+y(i+1, jh))

sxx = sxx(i, jh)
syy = syy(i, jh)
sxy = sxy(i, jh)
smin = 0.5*( sxx+ syy)+sqrt(( sxx- syy)ˆ2/4.0+ sxyˆ2)
smax = 0.5*( sxx+ syy)-sqrt(( sxx- syy)ˆ2/4.0+ sxyˆ2)
sigT = smax
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sigR = smin
rad = sqrt( xcoord* xcoord+ ycoord* ycoord)
if rad <= rad max

xtable(20, counter) = rad/ radius tunnel
ytable(20, counter) = - sigR/ sigci
xtable(21, counter) = rad/ radius tunnel
ytable(21, counter) = - sigT/ sigci
counter = counter + 1

end if
end loop

;
; Displacements

counter = 1
loop i (1,igp)

xcoord = x(i, jh)
ycoord = y(i, jh)
ux = xdisp(i, jh)
uy = ydisp(i, jh)
ur = sqrt( ux* ux+ uy* uy)
rad = sqrt( xcoord* xcoord+ ycoord* ycoord)
if rad <= rad max

xtable(22, counter) = rad/ radius tunnel
ytable(22, counter) = ur/ radius tunnel*100
counter = counter + 1

end if
end loop

END
;
def hb solution

compute analytical solution
extract flac results

end
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5 Spherical Cavity in an Infinite Elastic Medium

5.1 Problem Statement

Stresses and displacements are determined for the case of a spherical cavity in an infinite elastic
medium subjected to isotropic in-situ stresses. This provides a more rigorous test of the axisymmetry
logic in FLAC than that for the cylindrical hole in an elastic medium (see Section 1).

The elastic material surrounding the cavity is assumed to have the following properties:

density (ρ) 2500 kg/m3

shear modulus (G) 2.9 GPa
bulk modulus (K) 3.9 GPa

The cavity has a radius of 1 m. The in-situ stress state is -30 MPa (tension positive).

5.2 Closed-Form Solution

The radial displacement around a spherical cavity in an infinite elastic body under an isotropic stress
field is given by Goodman (1980, p. 220):

ur = − Poa
3

4r2G
(5.1)

where Po is the external pressure, a is the spherical hole radius, and G is the shear modulus of the
body.

Timoshenko and Goodier (1970, p. 395) provide a solution for the stress field in a hollow spherical
container subjected to internal and external pressure:

σr = Pob
3(r3 − a3)

r3(a3 − b3)
+ Pia

3(b3 − r3)

r3(a3 − b3)

(5.2)

σθ = Pob
3(2r3 + a3)

2r3(a3 − b3)
− Pia

3(2r3 + b3)

2r3(a3 − b3)

where Pi is the internal pressure, and b is the outside radius of the container.
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The solution to the problem of a spherical cavity in an infinite medium is determined by setting
Pi = 0 and finding the limit as b approaches infinity. Normalizing with the in-situ stress value
(Po), the final solution is:

σr

Po
= − r

3 − a3

r3

(5.3)

σθ

Po
= −a

3 + 2r3

2r3

5.3 FLAC Model

Figure 5.1 shows the model used for the FLAC analysis. The model grid is identical to that used
for the model of the cylindrical hole in Section 1. The FISH function “HOLE.FIS” is again used to
generate the grid (see the FISH Library in Section 3 in the FISH volume). By specifying CONFIG
ax (i.e., stipulating axisymmetric geometry) with this grid, the model represents a spherical top-half
section of the cavity. The grid is shown in Figures 5.2 and 5.3. The in-situ stress state is applied to
the model first; then the cavity is made.

Po

Po
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Figure 5.1 FLAC model for a spherical cavity in an infinite elastic medium
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Figure 5.2 FLAC zone geometry
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Figure 5.3 FLAC zone geometry in region around cavity
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5.4 Discussion and Results

Figures 5.4 and 5.5 show a direct comparison between FLAC and the analytical solution for radial and
tangential stresses and radial displacements. The plots compare normalized stresses, −σr/Po and
−σθ/Po, and normalized displacement, −ur/r , versus normalized radius, r/a. These figures are
created with the FISH function “TABM5.FIS.” FISH functions (in file “SPHERE.DAT”) calculate
the stress and displacement error throughout the model. The functions are similar to those used in
Section 1. Figures 5.6 through 5.8 show contours of errors in tangential stress, radial stress and
radial displacement, respectively.

The average error over the entire model was also calculated, with a result of 0.23% for tangential
stress, 0.22% for radial stress and 0.94% for radial displacement.
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Figure 5.5 Displacement comparison — spherical cavity
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Figure 5.6 Error distributions for tangential stress

FLAC Version 5.0



5 - 6 Verification Problems

   FLAC (Version 5.00)

LEGEND

   18-Mar-04  14:51
  step      1959
 -1.667E+00 <x<  1.167E+01
 -1.667E+00 <y<  1.167E+01

Boundary plot

0   2E  0

EX_ 7 Contours
       -5.00E-01           
        0.00E+00           
        5.00E-01           
        1.00E+00           
        1.50E+00           
        2.00E+00           

Contour interval=  5.00E-01

 0.000

 0.200

 0.400

 0.600

 0.800

 1.000

(*10^1)

 0.000  0.200  0.400  0.600  0.800  1.000
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 5.7 Error distributions for radial stress
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Figure 5.8 Error distributions for radial displacement
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5.6 Data File “SPHERE.DAT”

;Project Record Tree export

;... STATE: M5 ....
config ax extra=8
g 30 30
mo el
call hole.fis
;
set rmin=1 rmul=10 gratio=1.1
hole
prop shear=2.9e9 bulk=3.9e9 dens=2500
ini sxx=-30e6 syy=-30e6 szz=-30e6
fix y j 1
fix x j 31
app sxx -30e6 syy -30e6 i 31
hist unbal
hist syy i 1 j 1
hist sxx i 1 j 1
hist szz i 1 j 1
solve
save m5.sav

;... STATE: M5 V ....
;set echo off
;****************** define the constants *********************
def parm
p0=30e6
bm=bulk mod(1,1)
sm=shear mod(1,1)
nu=(3.0*bm-2.0*sm)/(6.0*bm+2.0*sm)
end
;
set rmin = 1.0
parm
;
;*********** calculate the theoretical results **************
; the theoretical results are stored in the following arrays
; tangential stress .......... EX 1
; radial stress .............. EX 2
; x displacements ............ EX 3
; y displacements ............ EX 4
; displacements magnitude .... EX 5
;
def theor
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loop i (1,izones)
loop j (1,jzones)

xc=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
yc=.25*(y(i,j)+y(i,j+1)+y(i+1,j+1)+y(i+1,j))
rz=sqrt(xcˆ2+ycˆ2)
if rz#0 then

ex 1(i,j)=-((rminˆ3)+(2*(rzˆ3)))*p0/(2*(rzˆ3))
ex 2(i,j)=-((rzˆ3)-(rminˆ3))*p0/(rzˆ3)

else
ex 1(i,j)=0
ex 2(i,j)=0

end if
end loop

end loop
loop i (1,igp)
loop j (1,jgp)

ro=sqrt(x(i,j)ˆ2+y(i,j)ˆ2)
if ro#0 then

dd = (p0*(rminˆ3))/(4*(roˆ2)*sm)
ex 3(i,j)=-dd*x(i,j)/ro
ex 4(i,j)=-dd*y(i,j)/ro
ex 5(i,j)=-dd

end if
end loop
end loop
end
;
theor
;
;************** evaluate the error in stresses **********************
; the errors in stress calculations are evaluated
; for each zone and are stored in the following arrays:
; ; ; the total average errors are calculated and stored in:
; average ; average ;
def evals
ert=0
err=0
loop i (1,izones)

loop j (1,jzones)
temp1=.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ2+.25*(sxx(i,j)-syy(i,j))ˆ2)
stm=temp1-temp2
ex 6(i,j)=100*(stm-ex 1(i,j))/p0
ert=ert+ex 6(i,j)ˆ2
srm=temp1+temp2
ex 7(i,j)=100*(srm-ex 2(i,j))/p0
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err=err+ex 7(i,j)ˆ2
end loop

end loop
ert=sqrt(ert/(izones*jzones))
err=sqrt(err/(izones*jzones))
end
;
evals
;
;************** evaluate the error in displacements ****************
; the errors in displacement calculations are evaluated
; for each zone and are stored in the following array:
; ; the total average error is calculated and stored in:
; average ;
def evald
erd=0
loop i (1,igp)

loop j (1,jgp)
temp3=100*sqrt((xdisp(i,j)-ex 3(i,j))ˆ2+(ydisp(i,j)-ex 4(i,j))ˆ2)
if ex 5(1,1)#0 then
ex 8(i,j)=temp3/ex 5(1,1)

else
ex 8(i,j)=0.0

end if
erd=erd+ex 8(i,j)

end loop
end loop
erd=erd/(igp*jgp)
end
;
evald
;
;****************** create plots *******************************
scline 1 1 .1 10 .1
scline 2 1 1 15 15
ca tabm5.fis
save m5 v.sav

;*** plot commands ****
;plot name: grid
plot hold grid blue
;plot name: Stress comparison
label table 10
tangential stress (anal)
label table 11
tangential stress (FLAC)
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label table 20
radial stress (anal)
label table 21
radial stress (FLAC)
plot hold table 21 cross 20 line 11 cross 10 line
;plot name: Displacement comparison
label table 30
radial disp. (anal)
label table 31
radial disp. (FLAC)
plot hold table 31 cross 30 line label 30 red label 31 red
;plot name: Error distribution for tangential stress
plot hold bound ex 6 zone fill
;plot name: Error distribution for radial stress
plot hold bound ex 7 zone fill
;plot name: Error distributions for radial displacement
plot hold bound ex 8 fill
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5.7 Data File “TABM5.DAT”

def tabm
loop i(1,izones)

j = 1
xc=.25*(x(i,j)+x(i,j+1)+x(i+1,j+1)+x(i+1,j))
yc=.25*(y(i,j)+y(i,j+1)+y(i+1,j+1)+y(i+1,j))
rz=sqrt(xcˆ2+ycˆ2)
temp1=.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ2+.25*(sxx(i,j)-syy(i,j))ˆ2)
stm=temp1-temp2
srm=temp1+temp2
xtable(10,i) = rz
ytable(10,i) = -ex 1(i,1)/p0
xtable(11,i) = rz
ytable(11,i) = -stm/p0
xtable(20,i) = rz
ytable(20,i) = -ex 2(i,1)/p0
xtable(21,i) = rz
ytable(21,i) = -srm/p0

end loop
loop i (1,igp)

j = 1
rg = sqrt(x(i,j)ˆ2+y(i,j)ˆ2)/rmin
temp1=sqrt(xdisp(i,j)ˆ2+ydisp(i,j)ˆ2)/rmin
xtable(30,i) = rg
ytable(30,i) = -ex 5(i,j)
xtable(31,i) = rg
ytable(31,i) = temp1

end loop
end
tabm
plot hold table 10 line 20 line 11 21
plot hold table 30 line 31
ret
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6 Strip and Circular Footings on a Mohr-Coulomb Material

6.1 Problem Statement

The prediction of collapse loads under steady plastic flow conditions is one that can be difficult for a
numerical model to simulate accurately (Sloan and Randolph 1982). A simple example of a problem
involving steady-flow is the determination of the bearing capacity of a footing on an elastic-plastic
soil. The bearing capacity is dependent on the steady plastic flow beneath the footing, thereby
providing a measure of the ability of FLAC to model this condition.

Two types of footing are evaluated: a strip footing and a circular footing. The strip footing has a
half-width of 3.5 m, and the circular footing has a radius of 3.375 m. The strip footing is rough and
is located on a frictionless, cohesive soil that has the following properties:

density (ρ) 1000 kg/m3

shear modulus (G) 100 MPa
bulk modulus (K) 200 MPa
cohesion (c) 100 kPa
friction angle (φ) 0
dilation angle (ψ) 0

The circular footing is smooth and is located on a cohesive and frictional soil (an associated Mohr-
Coulomb material) with the following properties:

density (ρ) 2500 kg/m3

shear modulus (G) 100 MPa
bulk modulus (K) 200 MPa
cohesion (c) 100 kPa
friction angle (φ) 20◦
dilation angle (ψ) 20◦

Note that the mass density is not required by the analytical solution, but some value must be provided
in FLAC. The solution is independent of the choice of density.
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6.2 Analytical Solutions

Strip-Footing Problem — The bearing capacity for a strip footing is from the solution to “Prandtl’s
wedge” as given by Terzaghi and Peck (1967):

q = (2+ π)c
or

q = 5.14c (6.1)

where c is the cohesion of the material, and q is the bearing capacity stress at failure. The solution
is based on the mode of failure, as shown in Figure 6.1.

Collapse Load

Figure 6.1 Prandtl’s wedge problem of a strip footing on a frictionless soil

Circular-Footing Problem — Cox et al. (1961) have numerically solved the slip-line equations for
an axisymmetrical-footing problem. The semi-analytical value of the average pressure over the
footing at failure for a friction angle of 20◦ is found to be

q = 20.1c (6.2)

where q and c are as defined in Eq. (6.1). The corresponding slip-line net, as referenced in Chen
(1975), is sketched in Figure 6.2.
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Figure 6.2 Cox slip-line net for a smooth circular footing φ = 20◦

6.3 FLAC Model

A plane-strain analysis was performed for the strip-footing problem, and an axisymmetric analysis
(CONFIG axi) for the circular-footing problem. Boundary conditions were applied for both analyses,
as shown in Figure 6.3. The model region was divided into 200 zones, as shown in Figure 6.4.
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Applied
Velocity
Footing

Figure 6.3 FLAC model boundary conditions
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Figure 6.4 FLAC zone geometry for strip footing and circular footing
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A downward velocity was applied to the area representing the footing. The value of the velocity
applied to the footing area was 2.5× 10−5 m/step for both analyses. This value is sufficiently small
to minimize any inertial effects.

A rough strip footing was simulated by fixing the x-velocity to zero for the gridpoints representing
the footing. A smooth circular footing was simulated by leaving these gridpoints free to move in
the x-direction.

6.4 Results and Discussion

Strip-Footing Problem — Figures 6.5 through 6.7 show the model conditions at the end of the
analysis for the strip-footing problem. The behavior shown is very close to that expected from
Figure 6.1. Figure 6.8 shows a history of the bearing capacity* versus vertical displacement of the
footing.

The final value of the bearing capacity for the strip footing was 514.6 kPa, giving an error of 0.082%
when compared to the expected value of 514.2 kPa.

Note that the error in the bearing capacity is related to the indeterminacy in the apparent width
of the footing. The mechanism illustrated in Figure 6.1 implies a velocity singularity at the ends
of the footing. In a numerical simulation, this singularity is spread over the width of one zone.
The apparent position of the velocity jump within that zone depends on the exact geometry of the
velocity field that develops. In deriving q, it is assumed that the jump occurs half a zone width
from the end of the controlled boundary segment (as indicated by Eq. (6.3)).

* When a velocity is applied to gridpoints to simulate a footing load, the bearing area is found by
assuming that the velocity varies linearly from the value at the last applied gridpoint, to zero at the
next gridpoint. The half-width area is then

A = 0.5(xl + xl+1) (6.3)

where xl is the x-location of the last applied gridpoint velocity, and xl+1 is the x-location of the
gridpoint adjacent to xl .
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Figure 6.5 Steady-state x-velocity contours at collapse load for strip footing
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Figure 6.6 Displacement patterns beneath strip footing
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Figure 6.7 Plasticity state indicators at steady-state condition for strip foot-
ing

   FLAC (Version 5.00)

LEGEND

   18-Mar-04  15:22
  step      5000
 
HISTORY PLOT
   Y-axis :
load           (FISH)

sol            (FISH)

   X-axis :
disp           (FISH)

 2   4   6   8  10  12  

(10        )-02

 1.000

 1.500

 2.000

 2.500

 3.000

 3.500

 4.000

 4.500

 5.000

(10        ) 05

JOB TITLE : Prandtl’s Wedge Test                                                                      

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 6.8 History of strip footing load (load); exact solution (sol) also
shown
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Circular-Footing Problem — The load-displacement curve for the circular-footing problem is shown
in Figure 6.9. The FISH function n pres is used to calculate the footing pressure from the FLAC
analysis. The footing pressure, qf lac, is found using the following expression:

qf lac = 2π
∑

f
(y)
i ri

πR2
(6.4)

where f (y)i = the reaction force in the y-direction at footing gridpoint i;

ri = associated radius at gridpoint i;

R = effective radius of the footing.

For gridpoints not on the axis of symmetry, the associated radius is the radial distance to each
gridpoint that has an applied velocity. At gridpoint (i = 1, j = 11), the associated radius is 0.25 times
the radius to gridpoint (i = 2, j = 11). This scaling factor applies to gridpoints located on the axis
of symmetry, provided the distances to all gridpoints at i = 2 are the same. The effective radius of
the footing is the radius to the point midway between the last gridpoint with an applied velocity (i
= 5, j = 11) and the adjacent gridpoint (i = 6, j = 11).

The value for qf lac at steady state is 2020 kPa, and the relative error is 0.50% when compared to
the analytical value of 2010 kPa.

Velocity contours and displacement vectors at the end of the run are presented in Figure 6.10,
showing a good agreement with the mechanism in Figure 6.2.
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Figure 6.9 History of circular footing load (n pres); the exact solution
(a pres) is also shown
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Figure 6.10 Displacement patterns beneath circular footing
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6.6 Data File “FOOTING.DAT”

;Project Record Tree export

;*** Branch: Strip-Footing ****
new

;... State: pran.sav ....
config extra 8
; --- geometry ---
g 20 10
; --- constitutive model ---
mo mo
pro s=1e8 bul=2e8 d 1000 coh 1e5 fric 0.0 ten 1e10
; --- boundary conditions ---
fix x i=1
fix x y i=21
fix x y j=1
fix x y i=1,4 j=11
ini yv -2.5e-5 i=1,4 j=11
; --- comparison to analytical solution ---
def load

sum =0.0
loop i (1,4)

sum =sum + yforce(i,11)
end loop
load = 2.0*sum/(x(4,11)+x(5,11))
disp = -ydisp(1,11)

end
def err

sol=(2+pi)*1e5
err=(load-sol)/sol

end
; -----------
; Histories
; -----------
hist unbal
hist load
hist err
hist sol
hist disp
step 5000
save pran.sav

new
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;... State: cox.sav ....
; --- geometry ---
config ax
g 20 10
gen 0 0 0 10 15 10 15 0
; --- constitutive model ---
mo mo
prop sh 1.e8 bu 2.e8 coh 1.e5 fri 20 dil 20 tens 1e10
prop dens 2500
; --- boundary conditions ---
fix x y j 1
fix x y i 21
fix y i 1 5 j 11
ini yvel -2.5e-5 i 1 5 j 11
; --- comparison to semi-analytical solution ---
def n pres

val = yforce(1,11) * x(2,11) * 0.25
loop i (2,5)

val = val + yforce(i,11) * x(i,11)
end loop
rad = (x(5,11)+x(6,11))*0.5
n pres = val * 2. / (rad * rad)
a pres = 20.1 * 1.e5

end
def err

err=(a pres-n pres)/a pres
end
; --- histories ---
hist unbal
his yd i 1 j 11
his n pres
his a pres
his err
hist yv i 2 j 11
step 10000
save cox.sav

;*** plot commands ****
;plot name: grid
plot hold grid
;plot name: X-velocity contours
plot hold bound xvel fill zero
;plot name: Displacement patterns beneath strip footing
plot hold bound displacement xdisp
;plot name: Plasticity State Indicators
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plot hold bound plasticity
;plot name: Load history - Pran
plot hold history 2 line 4 line vs 5
;plot name: Load history-Cox
plot hold history 3 line 4 line vs -2
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7 Uniaxial Compressive Strength of a Jointed Rock Sample

7.1 Problem Statement

The uniaxial compressive strength of a jointed rock sample is a function of the angle formed by the
major principal stress and the joints. In FLAC, this behavior of a jointed sample can be modeled
using two different approaches:

1. The sample can be considered as a continuum with a plastic anisotropy in the
direction of the joint. In this case, the ubiquitous-joint model can be used.

2. The joints can be individually modeled using interfaces.

Both approaches are verified with this test problem. This test also demonstrates two different ways
to perform parametric analysis with FLAC, based on each approach.

The rock sample has a height/width ratio of 2. The rock mass has the following material properties:

density 2000 kg/m3

shear modulus (G) 70 MPa
bulk modulus (K) 100 MPa
cohesion (c) 2 kPa
friction angle (φ) 40◦
dilation angle (ψ) 0◦

The joint properties are:

normal stiffness (kn) 1 GPa/m
shear stiffness (ks) 1 GPa/m
cohesion (cj ) 1 kPa
friction angle (φj ) 30◦
dilation angle (ψj ) 0◦

The calculations are performed under plane-strain conditions, so the test sample is equivalent to
a long pillar. It is also assumed that the rock matrix and the joints have elastic-perfectly plastic
behavior, with no strain-softening.
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7.2 Analytic Solution

The plane-of-weakness model (Jaeger and Cook 1979) predicts that slip will occur in a triaxial test,
provided (1− tan φj tan β) > 0, for:

σ1 = σ3 − 2 (cj + |σ3| tan φj )

(1− tan φj tan β) sin 2β
(7.1)

where β is the angle formed by σ1 and the joint (see Figure 7.1).

β

σ 1

σ 1

10

5

Figure 7.1 Problem geometry

For those combinations of cj , φj , σ3 and β for which Eq. (7.1) is not satisfied, slip in the joint
cannot occur, and the only alternative is the failure of the rock matrix which, according to the
Mohr-Coulomb failure criterion, will occur for

σ1 = Nφσ3 − 2c
√
Nφ (7.2)

where
Nφ = 1+sin φ

1−sin φ ;

c = intact material cohesion; and

φ = intact material angle of internal friction.
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In the uniaxial compression test, σ3 = 0, so Eqs. (7.1) and (7.2) can be rewritten as

σ1 = −2 cj
(1− tan φj tan β) sin 2β

(7.3)

and

σ1 = −2c
√
Nφ (7.4)

The maximum pressure for a uniaxial compressive test (σc) of a jointed sample will then be

σc =




min{2c√Nφ, 2cj
(1 − tan φj tan β) sin 2β } if (1− tan φj tan β) > 0

(7.5)
2c
√
Nφ if (1− tan φj tan β) < 0

7.3 FLAC Model

Two different types of mesh are used in this analysis: one for the ubiquitous-joint model; and
another for the model with an interface. Each model is loaded until failure occurs, and then the
failure stress and type of failure mode is noted. Constant velocity boundary conditions are applied
to the top and bottom of each model for a specified number of steps, to reach the failure state. Note
that combined damping is used in both models, because velocity vectors are all nonzero in the final
state (see Section 1.3.4 in Theory and Background). Both models are contained in the data file
“JROCK.DAT” (see Section 7.6).

Ubiquitous-joint model — Figure 7.2 shows the zone geometry used for the ubiquitous-joint model.
The grid is the same for all values ofβ, because the inclination of the joints in this model is controlled
by the material property jangle. Fairly accurate results are obtained with only 50 elements.

The effect of the variation of β is studied every 5◦ from 90◦ to 0◦. In the FISH function hsol,
contained in “JROCK.DAT,” a MODEL null command is issued prior to the calculations for each
value of β. This command resets displacements, velocities, stresses and properties to zero. The
vertical stress (sigmav), analytical solution (anal), the value of β (beta) and vertical strain (ve)
are tracked in histories. This approach allows us to save the entire parametric analysis in only one
file: “M7A. SAV.” The results can be printed or plotted with the aid of the begin and skip switches.

For this test, the failure state is found to be reached within 3000 calculational steps for the applied
velocity loading condition. This occurs for failure either along the ubiquitous-joint plane or within
the intact material. The FLAC solution at each value of β is then determined at the end of each
3000 step increment.
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Figure 7.2 Grid used for the ubiquitous-joint model

Interface model — When the interface logic is used, a different approach must be followed. In
this case, the joint is explicitly modeled, which requires that a different grid be generated for each
value of β. The input file for each value of β is “JROCKB.DAT” (see Section 7.7). The mesh is
now created using two GENERATE commands, keeping a strip of null zones (j = 6) between the
two sides of the joint. In order to make the grid generation a parametric process, the coordinates
of the corners and the ranges of the GENERATE commands are calculated by FISH. As shown in
Figure 7.3, the order in which the corners are numbered depends on β. When tan β < 0.5, the joint
will intersect the top and the bottom of the sample; the numbers used in the GENERATE commands
appear in Figure 7.3(a). For tan β > 0.5, the joint will intersect the sides of the sample; the numbers
used appear in Figure 7.3(b). Figure 7.4 shows the grid obtained using this method for β = 45◦.

The MODEL null command will not reset the stresses in the interface for this case, so a NEW
command must be issued after each analysis. The NEW command will reset the histories and the
FISH functions, so each case must be saved in a separate file. In order to make the interpretation of
the results simple, the values ofbeta andsigmav for each case are written to a file “M7RES.BIN”
using FISH I/O routines (see Section 2.8.4 in the FISH volume), and retrieved at the completion
of all cases.

For each value of β, the file “JROCK.DAT” calls the file “JROCKB.DAT,” sets the appropriate value
of β, calls hsol, saves the results, and issues a NEW command. hsol performs 8000 calculational
steps to reach the failure state in both the solid material and on the interface, and then executes a
SOLVE command to ensure that steady-state flow is obtained. On completion of all of the cases, the
values from the file “JROCKRES.BIN” are written to tables for comparison of results.
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Figure 7.3 Corner numbers for the interface model: (a) for tan β < 0.5; (b)
for tan β > 0.5
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Figure 7.4 Grid used for the interface model (β = 45◦)
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7.4 Results and Discussion

Figure 7.5 compares FLAC ’s ubiquitous-joint model and the analytical solution. This figure is
created with the following command:

plot history 2 3 cross vs 4 begin 3000 skip 30

A record of numerical data can also be written in ASCII form to the file “FLAC.HIS” by issuing
the command

hist write 2 3 vs 4 begin 3000 skip 30

The match is excellent, with the error below 1% for all values of β.
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Figure 7.5 Comparison of uniaxial compressive strength values —
ubiquitous-joint model (cross) versus analytical solution (line)
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Figure 7.6 presents the results obtained using the interface model. Three different modes of failure
are observed:

1. No slip (β = 0◦, 5◦, and from 55◦ to 90◦) — This mode involves plastic failure
of the rock matrix and no slip in the interface. In this case, results closely
match those predicted by Eq. (7.4), with a maximum error of less than 0.5%.

2. Slip at tan β > 0.5 (β = 30◦ to 50◦) — Figure 7.7 shows the deformed sample
for β = 50◦ using a magnification factor of 200. The stress-strain curve for this
value of β appears in Figure 7.8. The compressive strength oscillates about
the value predicted from Eq. (7.5). (Note that this oscillation can be reduced
by decreasing the magnitude of the applied velocity.) No failure of the rock
matrix is involved in this mode.

3. Slip at tan β < 0.5(β = 10◦ to 25◦) — For these values of β, the interface
touches the platens, and both slipping and rock matrix failure occur, as shown
in Figures 7.9 and 7.10 for β = 20◦. The compressive strength obtained for this
range of β lies between that predicted by Eqs. (7.3) and (7.4) (see Figure 7.11).

While the ubiquitous-joint model precisely reproduces the analytical model, the interface model
appears to produce a more representative behavior for the applied test conditions.
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Figure 7.6 Comparison of uniaxial compressive strength values — interface
model versus analytical solution
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Figure 7.7 Deformed sample for β = 50◦
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Figure 7.8 Stress-strain curve for β = 50◦
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Figure 7.9 Deformed sample for β = 20◦
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Figure 7.10 Failed zones for β = 20◦
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Figure 7.11 Stress-strain curve for β = 20◦

7.5 Reference

Jaeger, J. C., and N. G. W. Cook. Fundamentals of Rock Mechanics, 3rd Ed. New York: Chapman
and Hall, 1979.
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7.6 Data File “JROCK.DAT”

;Project Record Tree export

;*** BRANCH: UBI ****
new

;... STATE: JROCKA ....
config
g 5 10
set mess off
def hsol

loop k (0,18)
beta=90.0*(18.0-k)/18.0
alfa=90-beta
command

mo null
mo ubi
pro den 2000 bulk 1e8 she 7e7 fric 40 co 2e3 ten 2400
pro jco 1e3 jfric 30 jang alfa jten 2000
fix y j 1
fix y j 11
ini yvel -1e-7 j 11
ini yvel 1e-7 j 1
set st damp comb
step 3000
print beta
print sigmav
print anal

end command
end loop

end
def sigmav

sum=0.0
loop i (1,igp)

sum=sum+yforce(i,jgp)
end loop
sigmav=sum/(x(igp,jgp)-x(1,jgp))

end
def ve

ve=(ydisp(3,1)-ydisp(3,11))/(y(3,11)-y(3,1))
end
def anal

mc=cohesion(1,1)
mfi=friction(1,1)*degrad
jc=jcohesion(1,1)
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jfi=jfriction(1,1)*degrad
sm=2.0*mc*cos(mfi)/(1.0-sin(mfi))
if beta=90*int(beta/90) then

sj=-1
else

divsj=((1.0-tan(jfi)*tan(beta*degrad))*sin(2.0*beta*degrad))
if divsj=0.0 then

sj=-1
else

sj=2.0*jc/divsj
end if

end if
if sj<0 then

anal=sm
else

anal=min(sj,sm)
end if

end
hist nstep 100
hist unbal
hist sigmav
hist anal
hist beta
hist ve
hist yv i 1 j 1
hsol
save jrocka.sav

;*** BRANCH: INTERFACE - 0 ****
new

;... STATE: JROCKB00 ....
config
;--- Run several cases, and save results in a binary file ---
def startup ; Initialize the results-file with a zero

array zero(1)
stat = open(’jrockres.bin’,1,0)
zero(1) = 0
stat = write(zero,1)
stat = close

end
startup
call jrockb.dat
set beta 00
hsol
save jrockb00.sav
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;*** BRANCH: INTERFACE - 5 ****
new

;... STATE: JROCK05 ....
config
call jrockb.dat
set beta 05
hsol
save jrock05.sav

;*** BRANCH: INTERFACE - 10 ****
new

;... STATE: JROCKB10 ....
config
call jrockb.dat
set beta 10
hsol
save jrockb10.sav

;*** BRANCH: INTERFACE - 15 ****
new

;... STATE: JROCKB15 ....
config
call jrockb.dat
set beta 15
hsol
save jrockb15.sav

;*** BRANCH: INTERFACE - 20 ****
new

;... STATE: JROCKB20 ....
config
call jrockb.dat
set beta 20
hsol
save jrockb20.sav

;*** BRANCH: INTERFACE - 25 ****
new

;... STATE: JROCKB25 ....
config
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call jrockb.dat
set beta 25
hsol
save jrockb25.sav

;*** BRANCH: INTERFACE - 30 ****
new

;... STATE: JROCKB30 ....
config
call jrockb.dat
set beta 30
hsol
save jrockb30.sav

;*** BRANCH: INTERFACE - 35 ****
new

;... STATE: JROCKB35 ....
config
ca jrockb.dat
set beta 35
hsol
save jrockb35.sav

;*** BRANCH: INTERFACE - 40 ****
new

;... STATE: JROCKB40 ....
config
call jrockb.dat
set beta 40
hsol
save jrockb40.sav

;*** BRANCH: INTERFACE - 45 ****
new

;... STATE: JROCKB45 ....
config
call jrockb.dat
set beta 45
hsol
save jrockb45.sav

;*** BRANCH: INTERFACE - 50 ****
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new

;... STATE: JROCKB50 ....
config
call jrockb.dat
set beta 50
hsol
save jrockb50.sav

;*** BRANCH: INTERFACE - 55 ****
new

;... STATE: JROCKB55 ....
config
call jrockb.dat
set beta 55
hsol
save jrockb55.sav

;*** BRANCH: INTERFACE - 60 ****
new

;... STATE: JROCKB60 ....
config
call jrockb.dat
set beta 60
hsol
save jrockb60.sav

;*** BRANCH: INTERFACE - 65 ****
new

;... STATE: JROCKB65 ....
config
call jrockb.dat
set beta 65
hsol
save jrockb65.sav

;*** BRANCH: INTERFACE - 70 ****
new

;... STATE: JROCKB70 ....
config
call jrockb.dat
set beta 70
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hsol
save jrockb70.sav

;*** BRANCH: INTERFACE - 75 ****
new

;... STATE: JROCKB75 ....
config
call jrockb.dat
set beta 75
hsol
save jrockb75.sav

;*** BRANCH: INTERFACE - 80 ****
new

;... STATE: JROCKB80 ....
config
call jrockb.dat
set beta 80
hsol
save jrockb80.sav

;*** BRANCH: INTERFACE - 85 ****
new

;... STATE: JROCKB85 ....
config
call jrockb.dat
set beta 85
hsol
save jrockb85.sav

;*** BRANCH: INTERFACE - 90 ****
new

;... STATE: JROCKB90 ....
config
call jrockb.dat
set beta 90
hsol
save jrockb90.sav

;... STATE: JROCKBFINAL ....
def put to table ; Put results & analytical solutions in tables
loop n (1,narr)
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beta = beta values(n)
xtable(10,n) = beta
ytable(10,n) = load values(n)
xtable(11,n) = beta
ytable(11,n) = anal

endLoop
end
put to table
save jrockbfinal.sav

;*** plot commands ****
;plot name: grid
plot hold grid bound white
;plot name: Uniaxial Strength - UBI
plot hold history 2 line 3 cross begin 3000 skip 30 vs 4
;plot name: Deformed sample
plot hold bound bound magnify 200.0 green
;plot name: Stress-strain
plot hold history 2 line 3 line vs 5
;plot name: Failed zones
plot hold bound plasticity
;plot name: Comparison of uniaxial strength
label table 10
FLAC - interface model
label table 11
analytical solution
plot hold table 11 both 10 both
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7.7 Data File “JROCKB.DAT”

set mess=off echo off
title
compressive strength of a jointed sample (INT)
g 10 11
def jrockio

; Read current number of records
array arrrec(1)
stat = open(’jrockres.bin’,0,0)
stat = read(arrrec,1)
nrec = arrrec(1)
narr = nrec + 1

end
jrockio
def update the file

; Create arrays to hold old+new results ... read & write new
array beta values(narr) load values(narr)
if nrec > 0

stat = read(beta values,nrec)
stat = read(load values,nrec)

endif
stat = close
beta values(narr) = beta
load values(narr) = sigmav
arrrec(1) = narr
stat = open(’jrockres.bin’,1,0)
stat = write(arrrec,1)
stat = write(beta values,narr)
stat = write(load values,narr)
stat = close

end
def anal ; Analytical solution for joint ... infinite sample

mc = cohesion(1,1)
mfi = friction(1,1) * degrad
jc = 1e3
jfi = 30.0 * degrad
sm = 2.0 * mc * cos(mfi) / (1.0-sin(mfi))
sjb = tan(jfi) * tan(beta*degrad)
sjdem = (1.0-sjb) * sin(2.0*beta*degrad)
if sjdem = 0.0 then

sj = -1
else

sj = 2.0 * jc / sjdem
end if
if sj < 0 then
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anal = sm
else

anal = min(sj,sm)
end if

end
def hsol

i1 = 1
i2 = igp
i3 = 1
i4 = igp
j1 = 1
j2 = jgp / 2
j3 = jgp / 2 + 1
j4 = jgp
if beta = 90.0 then

tb = 1e10
else

tb = tan(beta*degrad)
end if
if tb > 0.5 then

x1 = 0.0
y1 = 0.0
x2 = 0.0
y2 = 5.0 - 2.5 / tb
x3 = 5.0
y3 = 5.0 + 2.5 / tb
x4 = 5.0
y4 = 0.0
x5 = 0.0
y5 = 10.0
x6 = 5.0
y6 = 10.0
fi1 = 1
fi2 = igp
fi3 = 1
fi4 = igp
fj1 = 1
fj2 = 1
fj3 = jgp
fj4 = jgp

else
x1 = 0.0
y1 = 10.0
x2 = 2.5 + 5.0 * tb
y2 = 10.0
x3 = 2.5 - 5.0 * tb
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y3 = 0.0
x4 = 0.0
y4 = 0.0
x5 = 5.0
y5 = 10.0
x6 = 5.0
y6 = 0.0
fi1 = igp
fi2 = igp
fi3 = 1
fi4 = 1
fj1 = 1
fj2 = jgp
fj3 = 1
fj4 = jgp

end if
command

mo mo j 1 5
mo mo j 7 11
gen x1 y1 x2 y2 x3 y3 x4 y4 i i1 i2 j j1 j2
gen x2 y2 x5 y5 x6 y6 x3 y3 i i3 i4 j j3 j4
fix y i fi1 fi2 j fj1 fj2
fix y i fi3 fi4 j fj3 fj4
ini yvel 1e-7 i fi1 fi2 j fj1 fj2
ini yvel -1e-7 i fi3 fi4 j fj3 fj4
pro den 2000 bulk 1e8 she 7e7 fric 40 co 2e3 ten 2400 j 1 5
pro den 2000 bulk 1e8 she 7e7 fric 40 co 2e3 ten 2400 j 7 11
int 1 aside from 1 6 to 11 6 bside from 1 7 to 11 7
int 1 kn 1e9 ks 1e9 fric 30 co 1e3
set ncw=50 st damp comb step=4000
step 8000
solve force=0.5

end command
s1 = string(beta)
s2 = string(sigmav)
s3 = string(anal)
oo = out(’beta = ’+s1+’ sigmav = ’+s2+’ anal = ’+s3)
update the file

end
def sigmav

sum = 0.0
loop i (fi1,fi2)

loop j (fj1,fj2)
sum = sum - yforce(i,j)

end loop
end loop
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sigmav = sum / 5.0
end
def ve

ve=(ydisp(fi1,fj1)-ydisp(fi3,fj3))/10.0
end
hist nstep 50
hist unbal
hist sigmav
hist anal
hist beta
hist ve
hist yv i 1 j 1
return
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8 Lined Circular Tunnel in an Elastic Medium with Anisotropic Stresses

8.1 Problem Statement

This problem concerns the analysis of a lined circular tunnel in an elastic continuum. The tunnel
is supported with a concrete liner that is in direct contact with the surrounding mass. The medium
is subjected to an anisotropic stress field at infinity.

The following parameters and values are used to describe the problem:

Geometry
excavated tunnel radius (a) 2.5 m

Material Properties
shear modulus (G) 2.5 GPa
bulk modulus (K) 3.333 GPa
density (ρ) 1800 kg/m3

In-Situ Stresses
horizontal stress (σxx) 30 MPa
vertical stress (σyy) 15 MPa

Tunnel Lining Properties
thickness (t) 0.5 m
modulus of elasticity (E) 20 GPa
moment of inertia (I ) 0.01042 m4

Note that the density is not required by the analytical solution, but some value must be provided in
FLAC. The solution is independent of the choice of density.

This verification problem provides a test of the structural beam element logic in FLAC. The problem
tests the calculation of displacement, axial forces and moments at beam element nodes.
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8.2 Closed-Form Solution

The analytical solution for an elastic liner embedded in an elastic solid with non-slipping interface
is given by Einstein and Schwartz (1979). The displacements, radial u and tangential v, the thrust
or axial force in the liner,N , and bending moment,M , are given in Eqs. (8.1), (8.2), (8.3) and (8.4),
respectively.

2Gu

Poa
= − 1

2
(1+K)a∗0 +

1

2
(1−K)[4(1− ν)b∗2 − 2a∗2 ] cos 2θ (8.1)

2Gv

Poa
= (1−K)[a∗2 + (1− 2ν)b∗2] sin 2θ (8.2)

N

Poa
= 1

2
(1+K)(1− a∗0) +

1

2
(1−K)(1+ 2a∗2) cos 2θ (8.3)

M

Poa2
= 1

4
(1−K)(1− 2a∗2 + 2b∗2) cos 2θ (8.4)

where Po = vertical stress component;

K = ratio of horizontal-to-vertical stress;

E = Young’s modulus of the rock;

G = shear modulus of the rock;

ν = Poisson’s ratio of the rock;

Es = Young’s modulus of the liner;

νs = Poisson’s ratio of the liner;

A = cross-sectional area of the liner for a 1 m long section;

I = liner moment of inertia;

θ = angular location from the horizontal;

a = radius of the tunnel;

a∗0 = C∗ F ∗ (1−ν)
C∗+F ∗+C∗ F ∗ (1−ν) ;

a∗2 = β · b∗2;

β = (6+F ∗) C∗ (1−ν) + 2F ∗ν
3F ∗ + 3C∗ + 2C∗ F ∗ (1−ν) ;

b∗2 = C∗ (1−ν)
2 [C∗ (1−ν) + 4ν − 6β − 3β C∗ (1−ν)] ;
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C∗ = E r (1−ν2
s )

Es A (1−ν2)
; and

F ∗ = E r3 (1−ν2
s )

Es I (1−ν2)
.

FLAC structural elements do not require a Poisson’s ratio to be specified. In order for the plane-
stress analytical solution to comply with the FLAC solution, a plane-strain correction of (1− ν2

s ) is
applied to the Young’s modulus of the liner.

8.3 FLAC Model

The problem is symmetrical about both the horizontal and vertical axes, allowing a quarter-symmetry
geometry to be used. Figure 8.1 shows the boundary conditions, while Figure 8.2 shows the zoning
of the model. The liner consists of 30 beam elements that are input via the FISH function supp.
The data file for this model is “LTUNNEL.DAT” (see Section 8.6).

Po

Structural
Fixed

Rotation
Condition

KPo

Figure 8.1 FLAC model boundary conditions
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Figure 8.2 FLAC zone geometry

8.4 Results and Discussion

FLAC results are compared to the analytical solution in Figures 8.3 to 8.5. These figures compare
the values for the horizontal and vertical displacements, the axial forces in the structural elements,
and the moments at the nodes as a function of the angle measured counterclockwise from the
horizontal axis. The FISH function compare in “LTUNNEL.DAT,” listed in Section 8.6, retrieves
the structural element values from FLAC (using “STR.FIN”) and compares the normalized results
to the analytical solution. The results are presented as normalized displacements (2Gu/Poa),
normalized force (N/Poa) and normalized moment (M/Poa2). The displacements and the axial
forces compare quite well with a maximum error of roughly 0.5%. The moments do not agree as
closely, showing a fairly consistent error of roughly 13%.

For the specified problem conditions, the load is predominantly carried by the thrust force in the
liner and, therefore, the moments are quite small. The error is more pronounced in the calculated
moments because the moments provide only a secondary effect. For problem conditions in which
the moments predominate, the agreement between moments calculated by FLAC and those from
the analytical solution are in closer agreement.

Figure 8.6 presents a close-up view of the structural elements, showing the axial force and assigned
number for each element.
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8.5 Reference
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Figure 8.3 Comparison of displacements from FLAC (radial: Table 31, tan-
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Figure 8.6 Location, number, and axial force of structural elements
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8.6 Data File “LTUNNEL.DAT”

;Project Record Tree export

;... STATE: M8 ....
config
g 30 30
mo el
cal hole.fis
set rmin=2.5 rmul=20 gratio 1.1
hole
pro den 1850 bulk 3.333e9 she 2.5e9
fix x j 31
fix y j 1
apply sxx -30e6 syy -15e6 i 31
ini sxx -30e6 syy -15e6
stru pro 1 e 20e9 a .5 i 1.042e-2
;
def supp

loop j (1,30)
j2=j+1
command

stru beam beg grid 1 j end grid 1 j2
end command

end loop
end
;
supp
;
stru node 1 fix r
stru node 31 fix r
hist nste 20
hist unbal
hist yd i 1 j 31
hist xd i 1 j 1
solve
set log on
set log off
save m8.sav

;... STATE: M8 V ....
; --- Define the constants ---
def cons

bk = 2.
p0 = 15e6
r = 2.5
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br = bulk mod(1,1)
sr = shear mod(1,1)
E = 9.*br*sr/(3.*br+sr) ;6.e9
nu = (3.*br - 2.*sr)*0.5 / (3.*br + sr) ;0.2
Es = 20e9
Ar = 0.5
II = Ar * Ar * Ar / 12.
cs = E * r / (Ar * Es * (1. - nu*nu))
fs = E * r*r*r / (Es * II * (1. - nu*nu))
a0 = cs * fs * (1. - nu) / (cs + fs + cs * fs * (1.-nu))
be = ((6.+fs)*cs*(1.-nu)+2.*fs*nu)/(3.*fs+3.*cs+2.*cs*fs*(1.-nu))
b2 = cs*(1.-nu)*0.5/(cs*(1.-nu)+4.*nu-6.*be-3.*be*cs*(1.-nu))
a2 = be*b2
c1 = 0.5*(1.+bk)*(1.-a0)
c2 = 0.5*(1.-bk)*(1.+2.*a2)
c3 = 0.25*(1.-bk)*(1.-2.*a2+2.*b2)
n0 = p0 * r
m0 = n0 * r
u0 = n0/(2.*sr)
u1 = 0.5*(1.+bk)*a0
u2 = 0.5*(1.-bk)*(4.*(1.-nu)*b2-2.*a2)
v1 = (1.-bk)*(a2+(1.-2.*nu)*b2)

end
cons
; --- Compare numerical and theoretical results ---
; the results are stored in the following tables:
; table 10 y: theoretical normalized axial force
; x: angle teta of element mid point
; table 11 y: numerical normalized axial force
; x: angle teta of element mid point
; table 20 y: theoretical normalized moment
; x: angle teta of node
; table 21 y: numerical normalized moment
; x: angle teta of node
; table 30 y: theoretical radial displacement
; x: angle teta of node
; table 31 y: numerical radial displacement
; x: angle teta of node
; table 40 y: theoretical tangential displacement
; x: angle teta of node
; table 41 y: numerical tangential displacement
; x: angle teta of node
ca str.fin
def compare

nin = imem(str pnt + $ksels)
i = 0
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ern = 0.0
erm = 0.0
loop while nin # 0

i = i + 1
p1 = imem(nin + $keln1)
p2 = imem(nin + $keln2)
tanteta = (fmem(p2+$kndy)+fmem(p1+$kndy))
tanteta = tanteta/(fmem(p2+$kndx)+fmem(p1+$kndx))
teta = atan(tanteta)
tetad = teta / degrad
temp1 = c1 + c2 * cos(2.*teta)
temp2 = fmem(nin+$kelfax) / n0
xtable(10,i) = tetad
ytable(10,i) = temp1
xtable(11,i) = tetad
ytable(11,i) = temp2
temp3 = 100. * abs(temp1 - temp2)
ern = max(temp3,ern)
tanteta = fmem(p1+$kndy) / fmem(p1+$kndx)
teta = atan(tanteta)
tetad = teta / degrad
temp1 = c3 * cos(2.*teta)
temp2 = -fmem(nin+$kelm1) / m0
xtable(20,i) = tetad
ytable(20,i) = temp1
xtable(21,i) = tetad
ytable(21,i) = temp2
if abs(tetad - 45.) > 45.e-3 then

temp3 = 100. * abs(temp1 - temp2)
else

temp3 = 0.0
end if
erm = max(temp3,erm)
nin = imem(nin)

end loop
ern = ern / ytable(10,1)
erm = erm / ytable(20,1)
eru = 0.0
erv = 0.0
uref = 0.0
vref = 0.0
loop jj (1,30)

xval = x(1,jj)
yval = y(1,jj)
theta = atan2(yval,xval)
thetad = theta/degrad
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sint = sin(theta)
cost = cos(theta)
anau = -(u1+u2*cos(2.*theta))
numu = (xdisp(1,jj)*cost+ydisp(1,jj)*sint)/u0
anav = v1*sin(2.*theta)
numv = (-xdisp(1,jj)*sint+ydisp(1,jj)*cost)/u0
xtable(30,jj)= thetad
ytable(30,jj)= anau
xtable(31,jj)= thetad
ytable(31,jj)= numu
xtable(40,jj)= thetad
ytable(40,jj)= anav
xtable(41,jj)= thetad
ytable(41,jj)= numv
eru = max(eru,abs(anau - numu))
uref = max(uref,abs(anau))
erv = max(erv,abs(anav - numv))
vref = max(vref,abs(anav))

end loop
eru = 100. * eru / uref
erv = 100. * erv / vref

end
compare
; --- Plot results ---
;pause
;ret
save m8 v.sav

;*** plot commands ****
;plot name: grid
plot hold grid
;plot name: Displacement comparison
plot hold table 41 cross 40 line 31 cross 30 line
;plot name: Axial force comparison
plot hold table 10 line 11 cross
;plot name: Struct moment comparison
plot hold table 20 line 21 cross
;plot name: Location, number and axial force of struct elements
plot hold grid struct beam axial fill max 7.2E8 white struct beam element
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9 One-Dimensional Consolidation

9.1 Problem Statement

A saturated layer of soil of thicknessH = 20 m and large horizontal extent rests on a rigid, impervious
base (seeFigure 9.1). A constant surface load,py = 105 Pa, is applied on the layer, and the initial
state of the problem corresponds to undrained equilibrium with a uniform pore pressure,p0 = 105

Pa. The soil matrix is homogeneous and behaves elastically, and the isotropic Darcy’s transport law
applies. With time, the fluid drains through the layer surface, transferring the load from the fluid
to the soil matrix. The problem is one-dimensional (uniaxial strain conditions), and a slice of unit
width is considered in the numerical simulation.

y

py

H

Figure 9.1 One-dimensional consolidation

This problem provides a check ofFLAC ’s ability to model the coupled process of fluid flow and
mechanical response. The problem is run using the basic fluid-flow scheme (seeSection 1.3in
Fluid-Mechanical Interaction) and thesaturated fast-flow scheme (seeSection 1.4.1in Fluid-
Mechanical Interaction) in order to verify both fluid flow formulations. This problem also demon-
strates the difference in calculation speeds between the two schemes.
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9.2 Closed-Form Solution

The solution to the uniaxial-strain consolidation problem may be expressed in the framework of
Biot’s theory (see, e.g., Detournay and Cheng 1993). For incompressible grains, the diffusion
equation for the pore pressure,p, has the form

∂p

∂t
− c ∂

2p

∂y2
= − 1

α1S

dσyy

dt
(9.1)

In this equation,c is the diffusivity,S is the storage coefficient, and

c = k

S

S = n

Kw
+ 1

α1
(9.2)

wherek is the permeability (e.g., [(m/s)/(Pa/m)]),Kw is the water bulk modulus,n is the porosity
and, by definition,α1 = K +4/3G in whichK andG are the drained bulk and shear moduli of the
soil matrix.

Because the total stressσyy is a constant,Eq. (9.1)reduces to

∂p

∂t
− c ∂

2p

∂y2
= 0 (9.3)

The solution of the homogeneous diffusion equation with boundary conditionsp = 0 aty = H ,
and ∂p

∂y
= 0 aty = 0, is given as follows (also see, e.g., Lambe and Whitman 1969; Atkinson and

Bransby 1978):

p̂ = 2
p0

py

∞∑
m=0

sin(amŷ)

am
e−a2

mt̂ (9.4)

where:
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p̂ = p

py

am = π

2
(2m+ 1)

ŷ = H − y
H

t̂ = ct

H 2
(9.5)

The vertical displacement,uy , is found by considering the equilibrium equation∂σyy/∂y = 0
together with the mechanical constitutive equationσyy = α1εyy−p. By expressingεyy as∂uy/∂y,
we obtain upon integration, takingEq. (9.4)and the boundary conditionuy = 0 at y = 0 into
account:

ûy = 2
p0

py

[ ∞∑
m=0

cos(amŷ)

a2
m

e−a2
mt̂

]
+ p0

py
(ŷ − 1) (9.6)

where

ûy = α1uy

Hpy
(9.7)

The closed-form solution is programed as aFISH function for direct comparison to theFLAC
numerical solution. SeeSection 9.7.

9.3 FLAC Model

The FLAC model grid for this problem is a column of 20 zones aligned with they-axis (see
Figure 9.2). The base of the column is fixed, and lateral displacements are restricted. A mechanical
pressure,py , is applied at the top of the column. The vertical stress is initialized to−py , and
the pore pressure to a uniform valuep0 throughout the model. Drainage is allowed by fixing and
initializing the pore pressure at zero at the top of the model.

FLAC Version 5.0



9 - 4 Verification Problems

   FLAC (Version 5.00)

LEGEND

    1-Feb-05  13:44
  step         0
 -1.283E+01 <x<  1.383E+01
 -3.333E+00 <y<  2.333E+01

Grid plot

0   5E  0

 0.000

 0.500

 1.000

 1.500

 2.000

(*10^1)

-1.000 -0.500  0.000  0.500  1.000
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 9.2 FLAC zone geometry

The following properties are prescribed for this example:

drained bulk modulus,K 5× 108 Pa
shear modulus,G 2× 108 Pa
water bulk modulus,Kw 2× 109 Pa
porosity,n 0.3

permeability,k 10−10 m2

Pa−sec

TheFLAC model is stepped to a flow time of 5000 seconds, which is in the order of magnitude of
the characteristic timetc = H 2/c for this problem (with the given properties,tc is approximately
5800 seconds). TheFLAC data file is listed inSection 9.6.
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9.4 Results and Discussion

The analytical solution for the normalized pore pressurep̂ and vertical displacementûy at several
elevations (corresponding to gridpointsj = 1, 10, 15 and 20) is evaluated usingFISH functions, and
compared to the numerical solution as time proceeds. The results are plotted versus fluid-flow time
in Figures 9.3and9.4. The transfer of pore pressure to effective stress is illustrated inFigure 9.5,
where the evolutions of normalized total stress,−σyy/py , effective stress,−(σyy + p)/py , and
pore pressure,p/py , with fluid-flow time are presented.
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Figure 9.3 Comparison of FLAC pore pressure histories to analytic solution
at various heights
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Figure 9.4 Comparison of FLAC vertical displacement histories to analytic
solution at various heights
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Figure 9.5 Histories of pore pressure, effective stress and total stress at mid-
height of the soil layer
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Note that for values ofKw/n much larger thanK + 4/3G, the convergence of theFLAC basic
algorithm for coupled fluid flow will be very slow (i.e., numerous mechanical steps will be necessary
to bring the system to mechanical equilibrium after each flow step). In such cases of fully saturated
coupled flow, thesaturated fast-flow algorithm should be selected by using theSET fast flow on
command. This scheme can significantly reduce the calculation time when thestiffness ratio,Rk =
(Kw/n)/(K + 4/3G), is large. This is illustrated by repeating this problem for two different values
of the stiffness ratio (Rk = 8.7 and 52.2), to demonstrate the effect on calculation time.Table 9.1
summarizes the results. (Note that these runs are on a 2.4 GHz Pentium computer). The commands
for these runs are included inSection 9.6.

Table 9.1 Calculation times

scheme Rk time

(sec)

saturated fast-flow 8.7 9.0
basic flow 8.7 9.0
saturated fast-flow 52.2 10.0
basic flow 52.2 53.0

Figures 9.6through9.8 compare the results for theRk = 52.2 case using thesaturated fast-flow
scheme. The agreement between numerical and analytical results is very good.

These runs indicate that the calculation time increases asRk increases. However, the increase is
much greater for the basic-flow solution method than for thesaturated fast-flow method. Note that
using the basic flow scheme for values ofRk greater than approximately 20 is not recommended
(seeSection 1.8.1in Fluid-Mechanical Interaction). Runtimes for models using the basic flow
scheme, and withRk greater than 20, can become excessive.
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Figure 9.6 Comparison of FLAC pore pressure histories to analytic solution
at various heights —Rk = 52.2 (saturated fast flow)
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Figure 9.7 Comparison of FLAC vertical displacement histories to analytic
solution at various heights —Rk = 52.2 (saturated fast flow)
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Figure 9.8 Histories of pore pressure, effective stress and total stress at mid-
height of the soil layer —Rk = 52.2 (saturated fast flow)

The one-dimensional consolidation problem was also run using a model composed of two attached
grids. The attached-grid model is shown inFigure 9.9. The commands for this model are also
included in the data file listed inSection 9.6. Figure 9.10displays the pore pressure histories for
this case. The agreement is identical to that for the single-grid model.
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Figure 9.9 FLAC zone geometry — attached-grid model
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Figure 9.10 Comparison of FLAC pore pressure histories to analytic solution
at various heights — attached grid andRk = 52.2 (saturated fast
flow)
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9.6 Data File “1DCONS.DAT”

;Project Record Tree export
;Title:1-D Consolidation

;*** BRANCH: ONE GRID ****
new

;... STATE: 1DCONS1 ....
def time0

t0 = clock / 100.0
end
def time1

t1 = clock / 100.0
end
def runtime

runtime = t1 - t0
end
config gwflow extra 2
grid 1,20
gen 0.0 0.0 0.0 20.0 1.0 20.0 1.0 0.0 ratio 1 0.95
model elastic
group ’elastic material’ notnull
model elastic notnull group ’elastic material’
prop density=2000.0 bulk=5E8 shear=2E8 notnull group ’elastic material’
prop por=0.3 perm=1.0E-10 notnull
water bulk=2.0E9
initial pp 100000.0
initial syy -100000.0
fix x
fix y j 1
apply pressure 100000.0 from 1,21 to 2,21
initial pp 0.0 j 21
fix pp j 21
set nmech=100
save 1dcons1.sav

;*** BRANCH: RK= 8.7 ****

;... STATE: 1DCONS2 ....
set echo off
call 1dcons.fis
set c bu=5e8 c sh=2e8 c pe=1e-10 c po=0.3 c wb=2e9 c h=20.0 c ip=1e5
erp
history nstep 200
history 2 gwtime
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history 3 esyy i=1, j=10
history 4 pp i=1, j=10
history 5 syy i=1, j=10
history 6 ydisp i=1, j=21
history 7 yvel i=1, j=21
history 8 erp
history 9 eru
history 10 npp5
history 11 app5
history 12 nu5
history 13 au5
history 14 npp10
history 15 app10
history 16 nu10
history 17 au10
history 18 npp15
history 19 app15
history 20 nu15
history 21 au15
history 22 npp20
history 23 app20
history 24 nu20
history 25 au20
save 1dcons2.sav

;*** BRANCH: BASIC FLOW ****

;... STATE: 1DCONS3 ....
time0
history 999 unbalanced
solve auto on age 5000.0
time1
print runtime
save 1dcons3.sav

;*** BRANCH: FAST FLOW ****
restore 1dcons2.sav

;... STATE: 1DCONS4 ....
water tens 1e10
set fastflow on
time0
history 999 unbalanced
solve auto on age 5000.0
time1
print runtime
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save 1dcons4.sav

;*** BRANCH: RK= 52.2 ****
restore 1dcons1.sav

;... STATE: 1DCONS5 ....
prop porosity 0.05
set echo off
call 1dcons.fis
set c bu=5e8 c sh=2e8 c pe=1e-10 c po=0.05 c wb=2e9 c h=20.0 c ip=1e5
erp
history nstep 200
history 2 gwtime
history 3 esyy i=1, j=10
history 4 pp i=1, j=10
history 5 syy i=1, j=10
history 6 ydisp i=1, j=21
history 7 yvel i=1, j=21
history 8 erp
history 9 eru
history 10 npp5
history 11 app5
history 12 nu5
history 13 au5
history 14 npp10
history 15 app10
history 16 nu10
history 17 au10
history 18 npp15
history 19 app15
history 20 nu15
history 21 au15
history 22 npp20
history 23 app20
history 24 nu20
history 25 au20
save 1dcons5.sav

;*** BRANCH: BASIC FLOW ****

;... STATE: 1DCONS6 ....
time0
history 999 unbalanced
solve auto on age 5000.0
time1
print runtime
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save 1dcons6.sav

;*** BRANCH: FAST FLOW ****
restore 1dcons5.sav

;... STATE: 1DCONS7 ....
water tension 1e10
set fastflow on
time0
history 999 unbalanced
solve auto on age 5000.0
time1
print runtime
save 1dcons7.sav

;*** BRANCH: ATTACHED GRID ****
new

;... STATE: 1DCONS8 ....
config gwflow extra 2
grid 1,21
model elastic
model null j 12
group ’null’ j 12
group delete ’null’
ini x add 0.0 y add -1.0 nmregion 1 13
attach aside from 1,12 to 2,12 bside from 1,13 to 2,13
group ’elastic material’ notnull
model elastic notnull group ’elastic material’
prop density=2000.0 bulk=5E8 shear=2E8 notnull group ’elastic material’
prop por=0.3 perm=1.0E-10 notnull
water bulk=2.0E9
initial pp 100000.0
initial syy -100000.0
fix x
fix y j 1
apply pressure 100000.0 from 1,22 to 2,22
initial pp 0.0 j 22
fix pp j 22
set nmech=100
save 1dcons8.sav

;... STATE: 1DCONS9 ....
set echo off
call 1dcons.fis
set c bu=5e8 c sh=2e8 c pe=1e-10 c po=0.3 c wb=2e9 c h=20.0 c ip=1e5
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erp
history nstep 200
history 2 gwtime
history 3 esyy i=1, j=10
history 4 pp i=1, j=10
history 5 syy i=1, j=10
history 6 ydisp i=1, j=21
history 7 yvel i=1, j=21
history 8 erp
history 9 eru
history 10 npp5
history 11 app5
history 12 nu5
history 13 au5
history 14 npp10
history 15 app10
history 16 nu10
history 17 au10
history 18 npp15
history 19 app15
history 20 nu15
history 21 au15
history 22 npp20
history 23 app20
history 24 nu20
history 25 au20
save 1dcons9.sav

;*** BRANCH: BASIC FLOW ****

;... STATE: 1DCONS10 ....
history 999 unbalanced
solve auto on age 5000.0
save 1dcons10.sav

;*** BRANCH: FAST FLOW ****
restore 1dcons9.sav

;... STATE: 1DCONS11 ....
set fastflow on
history 999 unbalanced
solve auto on age 5000.0
save 1dcons11.sav

;*** plot commands ****
;plot name: pore pressure histories
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plot hold history 10 cross 11 line 14 cross 15 line 18 cross 19 line 22 &
cross 23 line vs 2

;plot name: vert disp histories
plot hold history 12 cross 13 line 16 cross 17 line 20 cross 21 line 24 &
cross 25 line vs 2

;plot name: pore pressure-eff. stress-total stress
plot hold history -3 line 4 line -5 line vs 2
;plot name: grid
plot hold grid attach lmagenta
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9.7 Data File “1DCONS.FIS”

;Name:erp
;Diagram:
;Input:c bu/float/5e8/dry bulk modulus
;Input:c sh/float/2e8/shear modulus
;Input:c pe/float/1e-10/mobility coefficient
;Input:c po/float/0.3/porosity
;Input:c wb/float/2e9/water bulk modulus
;Input:c h/float/20.0/soil layer height
;Input:c ip/float/1e5/initial pore pressure
def erp

stora = c po/c wb + 1./(c bu + 4.*c sh/3.)
cv = c pe / stora
tt = cv*gwtime/c hˆ 2
erp = 0.0
eru = 0.0
tempp = 0.0
tempu = 0.0
loop i (1,igp)

loop j (1,jgp)
zz=(c h-y(i,j))/c h

; pore pressure
sumpo=0.0
section
loop m (1,100000)

m m=.5*pi*(2*m-1)
suminc = 2e5*sin(m m*zz)*exp(-m m*m m*tt)/m m
sumpo = sumpo + suminc
if sumpo < 1e-6 then

exit section
end if
if abs(suminc/sumpo) < 1e-5 then

exit section
end if

end loop
end section
ex 1(i,j)=sumpo

; vertical displacement
sumuo=0.0
section
loop m (1,100000)

m m=.5*pi*(2*m-1)
suminc = cos(m m*zz)*exp(-m m*m m*tt)/(m m*m m)
sumuo = sumuo + suminc
if abs(suminc/sumuo) < 1e-5 then
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exit section
end if

end loop
end section
ex 2(i,j)=(sumuo*2.0+zz-1.0)*c h*c ip/(c bu+4.*c sh/3.)
if j # jgp then

tempp=tempp+abs(ex 1(i,j)-gpp(i,j))/ex 1(i,j)
end if
if j # 1 then

tempu=tempu+abs(ex 2(i,j)-ydisp(i,j))
end if

end loop
end loop
erp=100.*tempp/float(igp*(jgp-1))
eru=100.*tempu/float(igp*(jgp-1))
npp5=gpp(1,5)
app5=ex 1(1,5)
nu5=ydisp(1,5)
au5=ex 2(1,5)
npp10=gpp(1,10)
app10=ex 1(1,10)
nu10=ydisp(1,10)
au10=ex 2(1,10)
npp15=gpp(1,15)
app15=ex 1(1,15)
nu15=ydisp(1,15)
au15=ex 2(1,15)
npp20=gpp(1,20)
app20=ex 1(1,20)
nu20=ydisp(1,20)
au20=ex 2(1,20)

end
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10 Steady-State Fluid Flow with a Free Surface

10.1 Problem Statement

This numerical simulation analyzes the steady-state seepage flow through a homogeneous embank-
ment with vertical slopes exposed to different water levels and resting on an impermeable base.
The total discharge, Q, and the length of seepage face, s, are compared to the exact solutions.
The problem tests FLAC ’s formulation for unconfined groundwater flow. Figure 10.1 shows the
geometry and boundary conditions of the problem.
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Figure 10.1 Problem geometry and boundary conditions

The dimension and elevations are:

L = 9 m
h1 = 6 m
h2 = 1.2 m
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The following material properties are used:

permeability (k) 10−10 (m/sec)/(Pa/m)
porosity (n) 0.3

water density (ρw) 1000 kg/m3

water bulk modulus (Kw) 1000 Pa
soil dry density (ρ) 2000 kg/m3

gravity (g) 10 m/sec2

10.2 Analytic Solution

Dupuit’s formula (see, for example, Davis and DeWiest (1966), p. 186) gives the exact solution for
the total flow rate (per unit model thickness) as

Q = k ρw g · h
2
1 − h2

2

2L
(10.1)

For this particular case, the value for Q is 1.92× 10−6 m3/s.

The length, s, of the seepage face as a function of the characteristic dimensions of the section was
obtained by Polubarinova-Kochina and is given in Figure 10.2 (see, e.g., Harr (1991), pp. 206-207).
For this particular problem: h2/h1 = 0.2, L/h1 = 1.5, and the value of s/h1 is evaluated from
the graphs at 0.1, which gives an elevation s = 0.6m.

10.3 FLAC Model

Two cases have been studied, corresponding to two different initial conditions:

CASE 1: The embankment is initially dry (saturation = 0), and the sides are suddenly
exposed to the water.

CASE 2: The water level at both sides is initially the same (h1 = h2 = 6 m), followed by
a sudden drawdown at the right side (h2 = 1.2 m).

The grid and boundary conditions are the same for both cases (see Figure 10.3). The only difference
is the initial pore pressure distribution. In Case 1, saturation and pore pressure are zero inside the
mesh; in Case 2, saturation is 1 for all gridpoints, and the pore pressure inside the mesh follows a
gravitational gradient.

The material properties are assigned as described above. Since only the steady-state fluid-flow
solution is of interest in this problem, the mechanical behavior of the soil and its interaction with
the groundwater flow are not addressed (SET mech off). The absolute values of soil density, ho-
mogeneous permeability and porosity are not relevant to the final solution, and the water bulk
modulus is given a small value, compatible with free surface numerical stability, to speed up the
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calculation to steady state. (The criterion used for numerical stability is Kw > 0.3 ρwgLx , where
Lx is the maximum horizontal zone dimension in the vicinity of the free surface, as discussed in
Section 1.4.2.1 in Fluid-Mechanical Interaction.)
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Figure 10.2 Seepage face solution after Polubarinova-Kochina
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Figure 10.3 FLAC grid and fixed pore pressure locations

10.4 Results and Discussion

As a preliminary to the numerical simulations, the time needed to reach steady state may be estimated
using the definition of characteristic time:

tc = Lc
2

c
(10.2)

where Lc is the characteristic length of the problem, and c is the diffusivity. For a flow-only
problem:

c = kKw

n
(10.3)

Using L = Lc and the above property values, we obtain for this problem: tc = 2.43 × 108 s.
Division of tc by the explicit fluid flow timestep of 5.4× 104 s (type PRINT limits for the timestep)
gives a prediction of approximately 4500 steps to reach steady state.

The flow simulation for the two cases is carried out using the SOLVE command. The evolution
towards steady state is monitored using the FISH function flow, which calculates inflow and
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outflow at the left and right model boundary, respectively. Inflow is positive if water flows into the
model, while outflow is positive if water flows out; at steady state, the free surface is a streamline
and inflow is equal to outflow.

The evolutions of the inflow and outflow rates are plotted and compared to the analytical steady-state
solution (shown as a solid line) in Figures 10.4 and 10.5. It may be observed that steady state is
certainly reached at the estimate of 5000 steps obtained earlier. The difference in the flow patterns
leading to steady-flow is seen by comparing Figures 10.6 and 10.7, which show the flow vectors
after 500 steps for Case 1 and 2, respectively.

In both cases, the final flow pattern is similar (see Figures 10.8 and 10.9). The calculated length
of seepage extends in those figures from the tail water elevation up to the point on the downstream
embankment slope where the magnitude of the flow vector becomes zero. As may be seen, the
numerical seepage length compares well with the sketched analytical solution.

10.5 References

Davis, S. N., and R. J. DeWiest. Hydrogeology. J. Wiley, 1966.

Harr, M. E. Groundwater and Seepage. Dover, 1991.
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Figure 10.4 Flow rate evolution (Case 1)
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Figure 10.5 Flow rate evolution (Case 2)
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Figure 10.6 Flow vectors after 500 steps (Case 1)
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Figure 10.7 Flow vectors after 500 steps (Case 2)
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Figure 10.8 Steady-state flow vectors and seepage face solution (Case 1)
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Figure 10.9 Steady-state flow vectors and seepage face solution (Case 2)
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10.6 Data File “FREESURFACE.DAT”

;Project Record Tree export

;*** Branch: Initial Dry ****
new

;... State: h2aa.sav ....
config gw
g 30 20
def ini h2

h1 = 6.
h2 = 1.2
bl = 9.
ck = 1e-10
rw = 1e3
gr = 10.
qt = ck*rw*gr*(h1*h1 - h2*h2)/(2.0*bl)

end
ini h2
gen 0 0 0 h1 bl h1 bl 0
mo el
; --- Properties ---
prop por .3 perm=ck den 2000
water den=rw bulk 1e3
; --- Initial conditions ---
ini sat 0
; --- Boundary conditions ---
ini pp 6e4 var 0 -6e4 i 1
ini pp 1.2e4 var 0 -1.2e4 i 31 j 1 5
fix pp i 1
fix pp i 31
ini sat 1 i 1
ini sat 1 i 31 j 1 5
; --- Settings ---
set mech off
set grav=gr
; --- Fish functions ---
def flow

inflow=0.0
outflow=0.0
loop j (1,jgp)

inflow=inflow+gflow(1,j)
outflow=outflow-gflow(31,j)

end loop
flow=qt
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end
; --- Histories ---
hist nstep 50
hist pp i 15 j 1
hist flow
hist inflow
hist outflow
; --- Step ---
step 500
; --- Generate plots ---
save h2aa.sav

;... State: h2a.sav ....
; --- Step to steady-state ---
solve
save h2a.sav

;*** Branch: Initial Saturated ****
new

;... State: h2bb.sav ....
config gw
g 30 20
def ini h2

h1 = 6.
h2 = 1.2
bl = 9.
ck = 1e-10
rw = 1e3
gr = 10.
qt = ck*rw*gr*(h1*h1 - h2*h2)/(2.0*bl)

end
ini h2
gen 0 0 0 h1 bl h1 bl 0
mo el
; --- Properties ---
prop por .3 perm=ck den 2000
water den=rw bulk 1e3
; --- Initial conditions ---
ini sat 1
; --- Boundary conditions ---
ini pp 6e4 var 0 -6e4
ini pp 1.2e4 var 0 -1.2e4 i 31 j 1 5
ini pp 0 i 31 j 6 21
fix pp i 1
fix pp i 31

FLAC Version 5.0



Steady-State Fluid Flow with a Free Surface 10 - 11

; --- Settings ---
set mech off
set grav=gr
; --- Fish functions ---
def flow

inflow=0.0
outflow=0.0
loop j (1,jgp)

inflow=inflow+gflow(1,j)
outflow=outflow-gflow(31,j)

end loop
flow=qt

end
; --- Histories ---
hist nstep 50
hist pp i 15 j 1
hist flow
hist inflow
hist outflow
; --- Step ---
step 500
; --- Generate plots ---
save h2bb.sav

;... State: h2b.sav ....
; --- Step to steady-state ---
solve
save h2b.sav

;*** plot commands ****
;plot name: grid
plot hold grid fix
;plot name: Flow rate evolution
plot hold history 2 line 3 line 4 line
;plot name: Flow vectors
plot hold bound flow
;plot name: Stady-state flow vectors and seepage face
label plot 1 (9.25,1.5)
seepage face
label plot 2 (9.25,1.4)
(analytical)
label line 3 (9.0,1.2) (9.0,1.6)
plot hold grid flow label 1 green label 2 green label 3 lmagenta
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11 Unconfined Flow toward a Riverbank

11.1 Problem Statement

The purpose of this problem is to determine the length of the seepage face, l, in an inclined riverbank,
knowing the location of a point, P , on the phreatic surface. The slope of the riverbank is at angle
α. The location of point P is defined by distances L and H . Figure 11.1 illustrates the geometry.
For this problem:

L = 100 m
H = 50 m
α = 45◦

The following material properties are assumed:

hydraulic conductivity (kH ) 10−6 m/s
porosity (n) 0.3
water density (ρw) 1000 kg/m3

water bulk modulus (Kw) 20,000 Pa
soil dry density (ρ) 1 kg/m3

gravity (g) 10 m/s2

water table

H

L

x

y

α

phreatic surface
P

Figure 11.1 Problem geometry
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11.2 Closed-Form Solution

A closed-form solution to this problem is given by Strack and Asgian (1978) for the following
assumptions.

1. The riverbank is represented as an infinite slope at an angle, α, with the hori-
zontal.

2. Unconfined groundwater flows from far away towards the riverbank.

3. The flow is two-dimensional; no flow occurs in the direction parallel to the
river.

4. The permeability is homogeneous and isotropic.

5. The flow is steady.

6. The soil is saturated below the phreatic surface and dry above it.

The solution is presented in the form of a chart given in Figure 11.2. This chart plots l/L as a
function of H/L for different values of α. For this particular problem, H/L = 0.5 and α = 45◦, so
l/L = 0.255 and, since L = 100 m, the length of the seepage face is l = 25.5 m.

Figure 11.3 shows a flow net for α = 45◦

x = L
Hαl
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Figure 11.2 The seepage length, l, as a function of the phreatic surface el-
evation, H, at a point, P, at a horizontal distance, L, from the
riverbank (adapted from Strack and Asgian 1978)
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Figure 11.3 Flow net near the seepage face for α = 45◦ (Strack and Asgian
1978)

11.3 FLAC Model

A 30 × 40 grid is used, as shown in Figure 11.4. The fixed pore pressure boundary conditions are
also indicated on the figure. On the slope side of the model, the pore pressure follows a gravitational
gradient for y < 0 (below the river), and is zero for y > 0. On the right side, the fixed pore pressure
follows a gravitational gradient for -50 < y < 50.

To speed up convergence to the steady-state solution, the initial water table is assumed to vary
linearly between the upstream and downstream water levels. Its location is stored in Table 1, and
the pore pressure is initialized accordingly.

The material properties are assigned as described above. Since only the length of the seepage face
under steady-state flow conditions is of interest, the actual values of the mechanical properties and
homogeneous permeability are irrelevant. The permeability assigned in FLAC is kH/gρw = 10−10

(m/sec)/(Pa/m).

Three fluid-flow solution schemes are evaluated in this verification test: the basic-flow scheme (see
Section 1.3 in Fluid-Mechanical Interaction), the unsaturated fast-flow scheme (see Section 1.4.2
in Fluid-Mechanical Interaction), and the fluid bulk modulus scaling scheme (see Section 1.4.3
in Fluid-Mechanical Interaction). To speed up convergence for all three schemes, the water bulk
modulus is assigned a small value, compatible with numerical stability of the phreatic surface. (The
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criterion used is Kw > 0.3 ρwgLx , where Lx is the maximum horizontal zone dimension in the
vicinity of the free surface, as discussed in Section 1.4.2.1 in Fluid-Mechanical Interaction.)

The data file for this problem is given in Section 11.6. For the second case, using the unsaturated
fast-flow logic, the command SET funsat on is added. For the third case, both the unsaturated
fast-flow logic and fluid bulk modulus scaling logic are used because only the steady state solution
is required. In this case, both the SET funsat on command and the SET fastwb on command are
added to the data file.

The SOLVE sratio command with a value of sratio equal to 5× 10−3 is used to cycle the model to
steady state for all three cases. The evolution of the model is monitored using the FISH function
“QRATIO. FIS” (see Section 1.10.3 in Fluid-Mechanical Interaction), which calculates inflow
and outflow at the fixed pore pressure boundaries. At steady state, the free surface is a streamline
and inflow is equal to outflow.
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Figure 11.4 Zone geometry and fixed pore pressure gridpoints
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11.4 Results and Discussion

The results for the basic-flow case are shown in Figures 11.5 though 11.7. The histories of inflow
and outflow rates in Figure 11.5 indicate that a steady state of flow is indeed reached by the end
of the numerical simulation. Figure 11.6 shows the final flow vectors. Below the river’s surface,
(y < 0), the flow vectors are perpendicular to the slope face, which corresponds to an equipotential.
Outflow occurs along the slope and for some distance above the river level, but the flow vectors
are not perpendicular to the slope’s surface. This is the calculated seepage face, and it compares
closely with the analytical solution sketched on the figure.

Figure 11.7 shows the flow net calculated by FLAC. Below the river’s surface, the streamlines are
perpendicular to the slope, while at the seepage face they intersect the slope at an angle. This plot
compares well with the plot in Figure 11.3.

The results for the unsaturated fast-flow case and fluid bulk modulus scaling case are essentially
identical to those for the basic-flow case. The unsaturated fast-flow case is approximately 12%
faster than the basic-flow run. The case with both unsaturated fast-flow logic and fluid bulk modulus
scaling logic runs approximately 50% faster than the basic-flow case. Note that the unsaturated
region is fairly small in this model; a greater increase in speed can be expected for cases with larger
unsaturated regions.
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Figure 11.5 History of inflow and outflow
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Figure 11.6 Steady-state flow vectors and seepage face solution
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Figure 11.7 Flow net
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11.5 Reference

Strack, O. D. L., and M. I. Asgian. “A New Function for Use in the Hodograph Method,” Water
Resources Research, 14(6), 1045-1058 (1978).
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11.6 Data File “RIVERBANK.DAT”

;Project Record Tree export

;... STATE: RB1 ....
def time0

t0 = clock / 100.0
end
def time1

t1 = clock / 100.0
end
def runtime

runtime = t1 - t0
end
config gw
g 30 40
gen -50 -50 0 0 100 0 100 -50 rat 1.05 .95 j 1 21
gen s 50 50 100 50 s rat 1.05 1.053 j 21 41
mo el
; --- Properties ---
pro bulk 1 she 1 den 1
pro perm 1e-10 por .3
water den 1e3 bulk 2e4
; --- Boundary conditions ---
fix pp i 31
fix pp i 1
ini pp 1e6 var 0 -1e6 i 31
ini pp 5e5 var 0 -5e5 i 1 j 1 21
; --- Initial conditions ---
def ini pp

x0 = x(1,1)
x1 = x(1,21)
x2 = x(igp,jgp)
rl = x2 - x0
x0 = x0 - rl
x3 = x3 + rl
h1 = y(1,21)
h2 = y(igp,jgp)
command

table 1 x0 h1 x1 h1 x2 h2 x3 h2
end command
rhog = 1.e3 * 10.
loop ii (1,igp)

loop jj (1,jgp)
th = table(1,x(ii,jj)) - y(ii,jj)
if th > 0.0 then
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gpp(ii,jj) = rhog * th
sat(ii,jj) = 1.0

end if
end loop

end loop
end
ini pp
; --- Settings ---
set g 10 mech off
; --- Fish functions ---
ca qratio.fis
; --- Histories ---
hist nstep 100
hist qratio
hist inflow
hist outflow
save rb1.sav

;*** BRANCH: BASIC FLOW ****

;... STATE: RB1A ....
; --- Solve ---
time0
solve sratio 5.e-3
time1
save rb1a.sav

;*** BRANCH: SET FUNSAT ****
restore rb1.sav

;... STATE: RB1B ....
set funsat=on
; --- Solve ---
time0
solve sratio 5.e-3
time1
save rb1b.sav

;*** BRANCH: SET FASTWB ****
restore rb1.sav

;... STATE: RB1C ....
set fastwb=on
set funsat=on
; --- Solve ---
time0
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solve sratio 5.e-3
time1
save rb1c.sav

;*** plot commands ****
;plot name: saturation
plot hold saturation fill grid fix
;plot name: History of inflow and outflow
plot hold history 2 line 3 line
;plot name: Steady-state flow vectors and seepage face solution
label line 2 (0.0,0.0) (18.03,18.03)
label plot 1 (-7.5,7.5)
Seepage Face
plot hold bound flow label 2 lmagenta label 1 lmagenta
;plot name: Flow net
label plot 1 (-7.5,7.5)
Seepage Face
label line 2 (0.0,0.0) (18.03,18.03)
plot hold bound head min 0.0 max 31.0 int 0.5 sline label 1 lmagenta &
label 2 lmagenta
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12 Transient Fluid Flow to a Well in a Shallow Confined Aquifer

12.1 Problem Statement

A shallow confined aquifer of large horizontal extent is characterized by a uniform initial pore
pressure, p0, and initial isotropic stress, σ0. A well, fully penetrating the aquifer, is producing
water at a constant rate, q, per unit depth from time, t = t0. The elastic porous medium is
homogeneous and isotropic, and the flow of groundwater is governed by Darcy’s law. Transient
effects are linked to the compressibility of water and the soil matrix. In this problem, the effect of
pore-pressure changes on stresses are small compared to the pressure of the overburden, and the
vertical stress in the aquifer may be assumed to remain constant with time. Also, horizontal strains
are neglected compared to vertical strains. The problem is axisymmetric. The conditions of fluid
flow to the well are illustrated schematically in Figure 12.1.

y

q

Figure 12.1 Flow to a well in a shallow confined aquifer
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The properties for this example are defined as follows:

drained bulk modulus, K 118 MPa
shear modulus, G 71 MPa
water bulk modulus, Kw 2 GPa
porosity, n 0.4

permeability, k 2.98 × 10−8 m2

Pa−sec

The initial pore pressure is 220 kPa, and the initial isotropic stress is -147 kPa. The well pumping
rate per unit aquifer thickness, q, is 2.21 10−3 m2/s, and the well radius, rw, is selected as 1 m.

12.2 Analytical Solution

A cylindrical system of coordinates is considered with the y-axis pointing upward and aligned
with the well axis. Substitution of the transport law in the fluid mass-balance equation gives, for
incompressible grains, and taking into consideration that εrr = εθθ = 0:

∂p

∂t
= Kw

n
(k∇2p − ∂εyy

∂t
) (12.1)

where k is the permeability coefficient, Kw is the water bulk modulus, and n is the porosity.

Partial differentiation with respect to time of the elastic constitutive relation (σyy−σ0)+(p−p0) =
α1εyy yields, for constant σyy :

∂p

∂t
= α1

∂εyy

∂t
(12.2)

where α1 = K + 4/3G.

Using this last equation to express εyy in terms ofp in Eq. (12.1), we obtain, after some manipulation:

∂p

∂t
= c∇2p (12.3)

where c = k/S is the diffusion coefficient, and S = n/Kw+1/α1 is the storage coefficient. Because
the problem is axisymmetric and not dependent on y, the Laplacian of p may be expressed as

∇2p = ∂2p

∂r2
+ 1

r

∂p

∂r
(12.4)
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The solution to this differential equation with boundary conditions:

lim
r→∞p = p0

lim
r→0

2πr
∂p

∂r
= q

k

is due to Theis (1935). It has the form

p̂ = − 1

4π
E1(u)+ p̂0 (12.5)

where p̂ = pk/q, the dimensionless variable u is given by

u = r2

4c(t − t0) (12.6)

and E1 is the exponential integral, defined as

E1(u) =
∫ ∞
u

e−ξ

ξ
dξ (12.7)

The vertical displacement may be obtained by integration of the equilibrium equation ∂σyy/∂y = 0,
after expressingσyy in terms of εyy by means of the mechanical constitutive equation and substituting
∂εyy/∂y for εyy . This yields, after substitution of the boundary condition, and using Eq. (12.5):

ûy = − ŷ

4π
E1(u) (12.8)

where ûy = ukα1/(qH) and ŷ = y/H .

The stresses are derived from the mechanical constitutive equations and Eq. (12.5) for p̂. They
have the form:

σ̂rr = σ̂θθ = 1

2π
E1(u)+ σ̂0 (12.9)

σ̂yy = σ̂0

where σ̂ = σkα1/(qG).
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12.3 FLAC Model

The FLAC model of the confined aquifer is shown in Figure 12.2. Axisymmetric geometry is
assigned with the CONFIG axi command. The axis of symmetry is at the well axis at x = 0, and a
slice of unit thickness of the aquifer is modeled. The far boundary of the flow domain is located at
100 m from the well axis.

   FLAC (Version 5.00)
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Figure 12.2 Zone geometry

In total, 50 zones are used, aligned and graded in the radial direction. The displacements are fixed
in the radial direction and in the vertical direction at the base of the model. A vertical pressure of
magnitude −σ0 is applied at the top of the model.

Stresses and pore pressure are initialized to the values given above. The well constant flow rate is
modeled as a discharge of magnitude q/(2πrw), applied at the well radius r = rw.

The coupled problem is solved to a time of 32 seconds using the explicit solution algorithm, with
intermediate results at 4, 8 and 16 seconds. Use is made of the automatic SOLVE command, with a
maximum out-of-balance force ratio of 5× 10−3 and a maximum number of mechanical sub-steps
equal to 100.

The model is solved using both the basic-flow scheme (see Section 1.3 in Fluid-Mechanical Inter-
action) and the saturated fast-flow scheme (see Section 1.4.1 in Fluid-Mechanical Interaction)
in order to compare the computation speeds.
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12.4 Results and Discussion

The analytical solutions for pore pressure, stresses and vertical displacement are programmed as
FISH functions. The exponential integral function used in the analytical solutions is programmed as
a separate FISH function contained in the file “EXPINT.FIS” (see Section 3 in the FISH volume).
Analytical and numerical values are stored in tables. The results are then compared in graphical
form. The pore pressure comparison at selected times is presented in Figure 12.3 for the basic-flow
scheme. The stresses and vertical displacement values at 32 seconds are processed by the FISH
functions stress tab and u tab; they are shown in Figures 12.4 and 12.5 for the basic flow
scheme. By convention in the figures, lines correspond to the analytical solutions, and crosses to
the numerical results.

The results using the saturated fast-flow logic are also in good agreement with the analytical results.
For the stiffness ratio (Rk = 23.5) used in this verification problem, the computation time with the
saturated fast-flow scheme is 60% faster than the basic-flow run.

12.5 References

de Wiest, R. J. M. Geohydrology. New York: John Wiley and Sons, 1965.

Theis, C. V. “The Relation between the Lowering of the Piezometric Surface and the Rate and
Duration of Discharge of a Well Using Groundwater Storage,” Trans. Am. Geophys. Union, 10,
519-524 (1935).
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Figure 12.3 FLAC and analytical pore pressure profiles at 4, 8, 16 and 32
seconds
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Figure 12.4 Radial and tangential stress profiles at 32 seconds
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Figure 12.5 Vertical displacement profile at 32 seconds
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12.6 Data File “WELL.DAT”

;Project Record Tree export

;... STATE: WELL-0 ....
;Project Record Tree export
;... STATE: well-0 ....
def ini h4

hh = 1.0 ; aquifer height
rw = 1.0 ; well radius
rm = 100. ; model radius
qw = 2.21e-2 ; pumping rate
cbu = 11.8e7 ; dry bulk modulus
csh = 7.1e7 ; shear modulus
cpo = 0.4 ; porosity
ck = 2.98e-8 ; FLAC permeability
cwb = 2e9 ; water bulk modulus
cs0 = -1.47e5 ; initial stress (isotropic)
cp0 = 2.20e5 ; initial pore pressure
c lq = qw / hh ; pumping rate per unit depth
c q = -c lq / (2.*pi*rw) ; applied source intensity
al1 = cbu+4.*csh/3.0 ; alpha 1
stor = cpo/cwb + 1./al1 ; storativity
diff = ck / stor ; diffusivity
pcoe = -qw / (hh*4.*pi*ck) ; pore pressure coefficient

end
ini h4
config axi gw
g 50 1
gen rw,0. rw,hh rm,hh rm,0. rat 1.05 1
mo el
def ini ij

figp = igp
fjgp = jgp

end
ini ij
; --- Properties ---
prop bulk=cbu she=csh den=1000
prop porosity=cpo perm=ck
water den 1000 bulk=cwb ten 1e10
; --- Initial conditions ---
ini pp cp0
ini syy cs0 sxx cs0 szz cs0
; --- Boundary conditions ---
fix pp i=figp
fix y j=1
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fix x
apply nstress cs0 j=fjgp
apply discharge c q i=1
; --- Fish functions ---
ca exp int.fis
def pp tab

loop i(1,igp)
rval = x(i,1) ; radius
e val = rval*rval/(4.*diff*gwtime)
anap = pcoe * exp int + cp0
nump = gpp(i,1)
xtable(ntab,i) = rval
ytable(ntab,i) = anap/cp0 ; pore pressure -analytical
xtable(ntab+1,i) = rval
ytable(ntab+1,i) = nump/cp0 ; pore pressure -numerical

end loop
end
def erp

erpv = 0.
loop i(1,igp)

rval = x(i,1) ; radius
e val = rval*rval/(4.*diff*gwtime)
anap = pcoe * exp int + cp0
nump = gpp(i,1)
erpv = erpv + ((anap - nump)/cp0)ˆ 2

end loop
erpv = erpv/float(igp)
erp = 100. * sqrt(erpv) ; mean relative error

end
def stress tab

srcoe = 1./(2.*pi)
sdim = ck * al1 / (c lq * csh)
sr0 = cs0 * sdim
sv0 = sr0
ntab1 = ntab + 1
ntab2 = ntab + 2
ntab3 = ntab + 3
loop i(1,izones)

rval = (x(i,1)+x(i+1,1))*0.5 ; radius
e val = rval*rval/(4.*diff*gwtime)
anasr = srcoe * exp int + sr0
numsr = sxx(i,1) * sdim
numsv = syy(i,1) * sdim
xtable(ntab,i) = rval
ytable(ntab,i) = anasr ; radial stress -analytical
xtable(ntab1,i) = rval
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ytable(ntab1,i) = numsr ; radial stress -numerical
xtable(ntab2,i) = rval
ytable(ntab2,i) = sv0 ; vertical stress -analytical
xtable(ntab3,i) = rval
ytable(ntab3,i) = numsv ; vertical stress -numerical

end loop
end
def u tab

ucoe = 1./(4.*pi*hh)
udim = ck * al1 / (c lq * hh)
loop i(1,igp)

rval = x(i,jgp) ; radius
e val = rval*rval/(4.*diff*gwtime)
anau = -ucoe * y(i,jgp) * exp int
numu = ydisp(i,jgp) * udim
xtable(ntab,i) = rval
ytable(ntab,i) = anau ; vertical disp. -analytical
xtable(ntab+1,i) = rval
ytable(ntab+1,i) = numu ; vertical disp. -numerical

end loop
end
; --- Histories ---
set ii=10
his gwtime
his erp
; --- Settings ---
set flow on mech on
set nmech 100 clock 1000000 step 1000000
save well-0.sav

;*** BRANCH: BASIC FLOW ****

;... STATE: WELL-4 ....
his nstep 100
solve auto on age 4 sratio 5.e-3 ; age 4
set ntab = 10
pp tab
save well-4.sav

;... STATE: WELL-8 ....
his nstep 100
solve auto on age 8 sratio 5.e-3 ; age 8
set ntab = 20
pp tab
save well-8.sav
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;... STATE: WELL-16 ....
his nstep 200
solve auto on age 16 sratio 5.e-3 ; age 16
set ntab = 30
pp tab
save well-16.sav

;... STATE: WELL-32 ....
his nstep 400
solve auto on age 32 sratio 5.e-3 ; age 32
set ntab = 40
pp tab
set ntab = 50
stress tab
set ntab = 60
u tab
save well-32.sav

;*** BRANCH: FAST FLOW ****
restore well-0.sav

;... STATE: WELL-4FF ....
set fastflow on
his nstep 100
solve auto on age 4 sratio 5.e-3 ; age 4
set ntab = 10
pp tab
save well-4ff.sav

;... STATE: WELL-8FF ....
;... STATE: well-8 ....
his nstep 100
solve auto on age 8 sratio 5.e-3 ; age 8
set ntab = 20
pp tab
save well-8ff.sav

;... STATE: WELL-16FF ....
;... STATE: well-16 ....
his nstep 200
solve auto on age 16 sratio 5.e-3 ; age 16
set ntab = 30
pp tab
save well-16ff.sav

;... STATE: WELL-32FF ....
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;... STATE: well-32 ....
his nstep 400
solve auto on age 32 sratio 5.e-3 ; age 32
set ntab = 40
pp tab
set ntab = 50
stress tab
set ntab = 60
u tab
save well-32ff.sav

;*** plot commands ****
;plot name: pore pressure profiles
label table 10
pp (anal) at 4 sec
label table 11
pp (FLAC) at 4 sec
label table 20
pp (anal) at 8 sec
label table 21
pp (FLAC) at 8 sec
label table 30
pp (anal) at 16 sec
label table 31
pp (FLAC) at 16 sec
label table 40
pp (anal) at 32 sec
label table 41
pp (FLAC) at 32 sec
plot hold table 10 line 11 cross 20 line 21 cross 30 line 31 cross 40 &
line 41 cross

;plot name: stress profile
label table 50
radial stress (anal)
label table 51
radial stress (FLAC)
label table 52
hoop stress (anal)
label table 53
hoop stress (FLAC)
plot hold table 50 line 51 cross 52 line 53 cross
;plot name: displacement profile
label table 60
vert. disp. (anal)
label table 61
vert. disp. (FLAC)
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plot hold table 60 line 61 cross
;plot name: grid
plot hold grid
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16 Circular Footing on a Semi-Infinite Elastic Medium

16.1 Problem Statement

This verification problem involves a rigid circular footing resting on an elastic half-space. In such
a case, the displacement u is constant over the base of the footing. However, the distribution of
pressures is not constant. This problem provides a rigorous test of the axisymmetry logic in FLAC.
The intensity of the pressure across the base of the footing, and the total load and displacement of
the footing calculated by FLAC in axisymmetry mode, can be compared with an analytical solution.

For this problem, we subject the footing to a vertical displacement of u = 0.05 m. We then calculate
the total load, P , on the footing and the distribution of the footing pressure. The bulk and shear
moduli of the elastic medium beneath the footing are 200 MPa and 100 MPa, respectively.

16.2 Analytical Solution

The solution for the case of a rigid footing (die) on an elastic half-space is given by Timoshenko
and Goodier, 1970. The distribution of pressures, q, beneath the footing is given by the equation

q = P

2πa
√
a2 − r2

(16.1)

in which P is the total load on the footing, a is the radius of the footing, and r is the distance from
the center of the footing. The smallest value of q is at the footing center (r = 0):

qmin = P

2πa2
(16.2)

and at the edge of the footing (r = a), the pressure is infinite. The displacement of the footing is
given by the equation

u = P (1− ν2)

2aE
(16.3)

in which E and ν are the elastic modulus and Poisson’s ratio for the elastic medium.
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16.3 FLAC Model

An axisymmetric analysis is performed with FLAC by specifying the command CONFIG axi. The
axis of symmetry at x = 0 is aligned with the center of the footing. A grid of 6400 zones represents
the elastic material. A constant velocity of 2.5 × 10−5 m/step is applied to selected boundary
gridpoints at the top of the model for 2000 steps, to produce the footing displacement of 0.05 m.
The model conditions are illustrated in Figure 16.1.

Applied
Velocity
Footing

Figure 16.1 FLAC model for circular footing on an elastic half-space

This problem is very sensitive to the far-field boundary conditions. In order to keep the grid at
a reasonable size, velocity boundary conditions are applied to approximate the footing load as a
point load on a half-space. Provided that the boundary is a sufficient distance from the footing that
a point load condition is a reasonable approximation, then this boundary condition can provide a
better simulation of a semi-infinite, elastic medium than a fixed or stress boundary condition at this
location.
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The boundary velocities are calculated using the formulae for a point load on a half-space as given
by Timoshenko and Goodier 1970, p. 402. The resulting equations are:

u̇x = a(1− 2ν)Vapp
π(1− ν)x

[
y√

x2 + y2
− 1+ x2y

(1− 2ν)(x2 + y2)3/2

]
(16.4)

u̇y = − a Vapp

π(1− ν)
[

y2

(x2 + y2)3/2
+ 2 (1− ν)√

x2 + y2

]
(16.5)

in which Vapp is the applied footing velocity, and x and y specify the distances from the point load
(i.e., the center of the footing) to the boundary gridpoints.

The data file for this model is listed in Section 16.6. A FISH function, startup, is used to initialize
the grid zoning and footing size so that several runs can easily be made to evaluate the influence
of these conditions on the model results. A FISH function, bou vel, prescribes the boundary
conditions as specified in Eqs. (16.4) and (16.5).

16.4 Results and Discussion

The total footing load, P , that develops for the applied footing displacement of 0.05 m is calculated
in a FISH function, fy. The total load is given by the following equation:

P = 2π
∑

f
(y)
i ri (16.6)

in which f (y)i is the y-reaction force (yforce) at footing gridpoint i, and ri is the associated radius
for gridpoint i. For gridpoints not on the axis of symmetry (x = 0), the associated radius is the
x-distance from the center of the footing to each gridpoint that has an applied velocity. At the
footing center gridpoint (i = 1, j = 81), the associated radius is 0.25 times the x-distance to the
adjacent gridpoint (i = 2, j = 81). This scaling factor applies to gridpoints located on the axis of
symmetry, provided the distances to all gridpoints at i = 2 are the same.

The footing stiffness, P /u, is calculated in the FISH function num stiff for comparison to the
analytical solution given by Eq. (16.3). A history of the evolution of P /u is shown in Figure 16.2.
The value for P /u at the equilibrium state for an applied footing displacement of 0.05 m is within
0.65% of the analytical value.
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The distribution of pressures beneath the footing is calculated in the FISH function num press.
The pressure qi , associated with footing gridpoint i, located at a radial distance ri from the footing
center, is calculated from the y-reaction force at the gridpoint, f (y)i , and the scaled area, Asci ,
associated with the gridpoint (see Eq. (3.5) in Section 3.3.5 in the User’s Guide):

qi = 2πrif
y
i

2πriAsci
= f

y
i

Asci
(16.7)

in which ri is the radial distance as defined for Eq. (16.6). The FLAC footing pressure is compared
to the analytical solution Eq. (16.1) in Figure 16.3. Note that the effective radius of the footing, a,
is the radius to the point midway between the last gridpoint with an applied velocity (i = 9, j = 81)
and the adjacent gridpoint (i = 10, j = 81). Eq. (16.7) assumes that the pressure is constant over
area, Asci . This accounts for the difference between the results in Figure 16.3; if more zones are
placed beneath the footing, the agreement between analytical and FLAC results improves.
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Figure 16.2 History of footing stiffness (P /u) calculated by FLAC; analytical
solution also shown
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Figure 16.3 Comparison of footing pressures — Table 1: analytical solution;
Table 2: FLAC solution

16.5 Reference

Timoshenko, S. P., and J. N. Goodier. Theory of Elasticity. New York: McGraw Hill, 1970.
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16.6 Data File “CFOOT.DAT”

;Project Record Tree export

;... State: CFoot2.sav ....
; set grid size & slab location
def startup

filename = ’cfoot’
savefile = filename+’.sav’
logfile = filename+’.log’
niz = 80
njz = 80
islab1 = 1
islab2 = 9
nigp = niz+1
njgp = njz+1
jslab = njgp

end
startup
set log @logfile
set log on
;
config ax
; --- geometry ---
grid niz njz
gen 0 0 0 40 40 40 40 0
; --- constitutive model ---
mo el
prop sh 1.e8 bu 2.e8
prop dens 2500
; --- model constants ---
def cons

c k = bulk mod(1,1)
c g = shear mod(1,1)
c e = 9.*c k*c g/(3.*c k+c g)
c nu = (1.5*c k - c g)/(3.*c k+c g)
c rad = (x(islab2,jslab)+x(islab2+1,jslab))*0.5
c stiff = 2.*c rad*c e/(1.-c nu*c nu)
c c = c rad/(pi*(1.-c nu))
c a = c c*(1.-2.*c nu)
c b = 1./(1.-2.*c nu)
c d = 2.*(1.-c nu)

end
cons
; --- boundary conditions ---
fix x y j 1
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fix x y i nigp
fix x y i islab1 islab2 j jslab
ini yvel -2.5e-5 i islab1 islab2 j jslab
; --- velocity b. c. based on point load on a halfspace ---
def bou vel

while stepping
c av = -c a*yvel(1,jslab)
c cv = -c c*yvel(1,jslab)
c z = y(1,jslab)-y(1,1)
loop iind (1,nigp)

c x = x(iind,1)
bou vel val
xvel(iind,1)=c vx
yvel(iind,1)=c vy

end loop
c x = x(nigp,1)
loop jind (1,njgp)

c z = y(nigp,jslab)-y(nigp,jind)
bou vel val
xvel(nigp,jind)=c vx
yvel(nigp,jind)=c vy

end loop
end
def bou vel val

c r2 = c xˆ2+c zˆ2
c r = sqrt(c r2)
if c x > 0. then

c vx = c av*(c z/c r-1.+c b*c xˆ2*c z/(c r*c r2))/c x
else

c vx = 0.
end if
c vy = -c cv*(c zˆ2/(c r*c r2)+c d/c r)

end
; --- total load on footing ---
def fy

val = yforce(1,jslab) * x(2,jslab) * 0.25
loop i (islab1+1,islab2)

val = val + yforce(i,jslab) * x(i,jslab)
end loop
fy = val * 2. * pi

end
; --- footing stiffness (total load / displacement) ---
def num stiff

valstiff = -(fy / ydisp(islab1,jslab))
num stiff = valstiff
ana stiff = c stiff
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if ana stiff # 0. then
err stiff = 100.*(c stiff-valstiff)/c stiff

else
err stiff = 0.0

end if
end
; --- histories ---
hist unbal
his yd i islab1 j jslab
his fy
his num stiff
his ana stiff
his err stiff
; --- apply footing displacement of 0.05 m ---
step 2000
; --- adjust to equilibrate---
ini yvel 0 i islab1 islab2 j jslab
solve
; --- print results ---
; --- footing pressure distribution ---
def ana press

loop ii (islab1, islab2)
rr = x(ii,jslab)
xtable(1,ii) = rr
ytable(1,ii) = fy / (2*pi*c rad*sqrt(c radˆ2 - rrˆ2))

end loop
end
ana press
def num press

loop ii (islab1, islab2)
rr = x(ii,jslab)
if ii = islab1 then

rrd = x(ii+1,jslab) * 0.25
l l = 0.0
l r = x(ii+1,jslab) - rr

else
rrd = rr
l l = rr - x(ii-1,jslab)
l r = x(ii+1,jslab) - rr

endif
rrp = rr + (l r - l l) / 3.0
dx = (l r + l l) * 0.5
ascal = rrp * dx / rrd
py = yforce(ii,jslab) / ascal
xtable(2,ii) = x(ii,jslab)
ytable(2,ii) = py
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end loop
end
num press
save CFoot2.sav

;*** plot commands ****
;plot name: Stiffness comparison
plot hold history -4 line -5 line vs -2
;plot name: Pressures comparison
label table 1
Analytical solution
label table 2
FLAC solution
plot hold table 2 both 1 both label 1 red label 2 red

FLAC Version 5.0



16 - 10 Verification Problems

FLAC Version 5.0



Multi-Stage Tunnel Excavation and Support 12 - 1

12 Multi-Stage Tunnel Excavation and Support

12.1 Problem Statement

Construction of large railroad, subway and road tunnels often involves multiple stages of excavation
and support, particularly if the tunnels are located at shallow depth and/or in weak ground. A typical
example for the construction sequence of a shallow tunnel is illustrated in Figure 12.1.

In this example, the construction sequence is divided into three major excavation stages:

Stage I: side excavation;

Stage II: top-heading excavation;

Stage III: bench excavation.

Each excavation stage is accomplished in three construction steps:

Step a: initial excavation;

Step b: installation of rockbolt support;

Step c: installation of a shotcrete lining.

The three steps occur at different times during the advancement of the tunnel face. Consequently,
the loads acting on the tunnel will be changed at the time the support is installed, as a function of
the tunnel advancement.

The stress and displacement fields in the vicinity of a tunnel construction change in the direction of
the advancing tunnel face, and this is most rigorously analyzed using a three-dimensional program,
such as FLAC3D (Itasca 2002). However, advancing tunnel problems are often analyzed in two
dimensions by neglecting displacements normal to the tunnel cross-section.

An important issue in the design of supports is the amount of change in the tunnel load that takes
place, due to the tunnel advancement, before the support is installed. If no change is assumed
to occur, the loads acting on the support will be over-predicted. If complete relaxation at the
tunnel periphery is assumed to occur, zero load will develop in the support at the installation step,
provided that the relaxation state is at equilibrium. In reality, some relaxation takes place. However,
it is difficult to quantify relaxation with a two-dimensional program, because this depends on the
distance behind the face at which the support is installed. One way to model the relaxation is to
decrease the elastic moduli of the tunnel core, equilibrate, install the support and remove the core.
This approach is typical of finite element codes. The main problem then becomes estimating how
much to reduce the moduli.
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Figure 12.1 Construction conditions and sequence for a multi-stage tunnel
excavation and support
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An alternative approach to model the relaxation is based on the relation of the closure of the
unsupported tunnel to the distance to the face. Panet (1979) published such an expression. (Also
see Section 8.) Tunnel closure can also be related to traction forces acting on the tunnel periphery
via a ground reaction curve. Thus, the tunnel relaxation as a function of the distance to the face
can be specified in terms of tractions defined by a ground reaction curve and an expression relating
closure to distance to the face.

In order to simulate the relaxation, tractions are first applied to the tunnel boundary to provide
an equilibrium condition at zero relaxation; then the tractions are gradually decreased to a value
corresponding to a tunnel closure value that is related to a specified distance to the face. The
support is then installed at this relaxation state. In this example, the rockbolt support is installed at
an excavation stage corresponding to 50% relaxation of the tunnel load, and the shotcrete is installed
at a stage corresponding to 75% relaxation, as illustrated in Figure 12.1.

12.2 Modeling Procedure

12.2.1 Model Setup

FLAC is well-suited to model sequential excavation and construction problems. In this example,
the three excavation stages and three construction steps within each stage are simulated as nine
sequential solutions. The data file for this analysis begins at “Branch: Multi-Stage Tunnel” in
“MSTUNNEL.DAT,” listed in Section 12.5. The data file at “Branch: Ground Reaction Curve” in
“MSTUNNEL.DAT” is included to demonstrate the process to develop a ground reaction curve for
this model. In addition, several FISH functions, listed in Section 12.6, are provided to control the
tunnel load relaxation process.

The FLAC mesh is defined with the grid distorted to align with the boundaries of the three segments
of the tunnel excavation. The Build / Radial tool is used to create a fine mesh in the vicinity of the
tunnel, and a radially graded mesh extending to the model boundaries. The model dimensions and
zoning selected for the grid are shown in the Edit Radial Grid dialog, in Figure 12.2. The Arc mode
in the Alter / Shape tool is then used to create the tunnel periphery based on the arc radii shown in
Figure 12.1, and the Alter / Mark tool is used to mark the boundaries between the three excavation
segments.

The initial grid and marked gridpoints indicating the tunnel segment boundaries are shown in
Figure 12.3. Note that because of the symmetry in the tunnel conditions, only half of the tunnel
is modeled. The symmetry condition implies that the left- and right-side drifts are excavated
simultaneously. If the effect of excavation sequence is considered an issue, then it may be necessary
to model the entire tunnel.
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Figure 12.2 Edit Radial Grid dialog
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Figure 12.3 FLAC grid for a multi-stage tunnel construction
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The rock behavior is represented by the Mohr-Coulomb model assigned the properties listed in
Figure 12.1. The rockbolts are modeled using rockbolt elements, and the shotcrete is simulated
with elastic liner elements. Note that structural element logic is a plane-stress formulation, so the
value specified for the Young’s modulus, E, is divided by (1− ν2) to correspond to the plane-strain
model (see Section 1.2.2 in Structural Elements).

The model is brought to an initial force-equilibrium state under gravitational loading, with the top
boundary of the mesh representing the ground surface. This initial stage is identified as Step 0 in
Figure 12.1.

12.2.2 Ground Reaction Curve

Before conducting the sequential excavation/support analysis, unsupported-tunnel calculations are
performed, in order to develop ground reaction curves for this model. This procedure is demon-
strated for the excavation of the entire tunnel in one stage. Separate ground reaction curves can also
be developed for each tunnel segment. “Branch: Ground Reaction Curve,” in “MSTUNNEL.DAT,”
lists the data file for this analysis.

The ground reaction curve is developed by measuring the force on the tunnel boundary at zero
relaxation, and applying an incrementally decreasing amount of this force as a traction while
measuring the corresponding tunnel closure.

The FISH function apply rf, in “RELAX TRACTIONS.FIS” (Section 12.6.1), is used to apply
tractions along the tunnel boundary. This function first recovers the x- and y-reaction forces at
selected tunnel-boundary gridpoints, and then assigns these forces as tractions (with an opposite
sign) at the same boundary gridpoints, using the APPLY xforce and APPLY yforce commands. The
history keyword is used to reduce the tractions linearly between user-selected traction-multiplier
limits over a specified step interval, defined in relax hist.

Before applying apply rf, the tunnel-boundary gridpoints are identified by using the command
APPLY xvel 0 yvel 0 to assign x- and y-fixity conditions to the selected boundary gridpoints. The
x- and y-fixity conditions identify the selected tunnel-boundary gridpoints to receive tractions.
apply rf applies the traction forces to only those fixed gridpoints. Note that the APPLY remove
command is first used to remove previous fixity conditions before assigning the new fixity conditions.

In order to create the ground reaction curve in this example, the tractions along the entire tunnel
boundary are reduced in 20% increments from the zero relaxation state. At each increment, the
calculated vertical displacement at the tunnel crown is stored in a table versus the relaxation factor
(i.e., the ratio of the current tunnel traction to the initial tunnel traction). FISH function grc is
used to store the results (see Section 12.6.2). Figure 12.4 displays the result for load relaxation of
the entire tunnel boundary from a relaxation factor of 1.0 to 0.2. (Note that at a relaxation factor of
approximately 0.2, the tunnel collapses. Figure 12.5 illustrates the collapse.)

By also relating the tunnel closure to the distance to the tunnel face (e.g., see Figure 8.4 in Section 8),
relaxation factors can be selected to correspond to selected distances to the tunnel face.
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Figure 12.4 Ground reaction curve: vertical displacement at tunnel crown
versus relaxation factor
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Figure 12.5 Displacement field during collapse for unsupported tunnel
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For this example, we do not relate the relaxation factors to specific distances to the tunnel face.
We arbitrarily choose a relaxation factor of 0.5 (50% relaxation) to define the tunnel loading state
at which the rockbolt support is installed. The factor is then reduced to 0.25 (75% relaxation) to
develop loads in the rockbolts. The relaxation factor of 0.25 corresponds to the state at which the
shotcrete is installed, and then complete relaxation (100% relaxation) is allowed to develop loads
in the shotcrete.

12.2.3 Construction Simulation

The construction steps of the excavation/support analysis follow the same sequence for each exca-
vation stage. First, the excavation segment is nulled, and tractions are applied and relaxed by 50%.
The tractions are reduced gradually over an interval of 1000 steps and then the model is brought
to a force-equilibrium state. At this state, indicated as Ia, IIa and IIIa in Figure 12.1, the rockbolt
elements are added, representing the rockbolt support. The tunnel tractions are then reduced to 25%
over a 1000 step interval, and the model is brought to equilibrium again. At this state, indicated as
Ib, IIb and IIIb in Figure 12.1, the liner elements are added to represent installation of the shotcrete
lining. The tunnel tractions are then reduced to zero over a 1000 step interval and the model is
brought to equilibrium. The loads that develop in the rockbolts result from tunnel-load relaxation
from 50% to zero, and the loads that develop in the shotcrete result from relaxation from 25% to
zero.

By applying the relaxation over a 1000 step interval, the effects of transient waves are minimized,
and a gradual excavation of the tunnel is simulated. This is demonstrated by Figure 12.6, which
displays radial stress histories at the crown, floor and springline of the tunnel. The histories show
gradual changes in the stresses; if the relaxation loads were applied suddenly (i.e., in one step),
sudden changes would be observed in these histories and a different final state could result. (See
Section 3.10.3 in the User’s Guide for further discussion on path-dependency effects of loading.)

The FISH function apply rf is used to apply tractions along the tunnel boundary in the same
manner as discussed previously in Section 12.2.2. For the side excavation, tractions are applied
along the entire boundary of this tunnel segment. For the top-heading excavation, tractions are
applied along the crown and the floor of this tunnel segment; for the bench excavation, tractions
are applied along the floor. The model should remain in equilibrium after each tunnel segment is
nulled and the tractions are applied, before they are relaxed.
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Figure 12.6 Stress histories at the crown (1,52), floor (1,31) and springline
(17,40)

12.3 Results

Typical results for this analysis are shown in Figures 12.7, 12.9 and 12.10. The settlement profile
of the ground surface at the end of the analysis is shown in Figure 12.7. The profile is created with
FISH function settle: y-displacements at the gridpoints along the top of the model are stored in
table 2. See Section 12.6.3.

The axial forces in the rockbolts at the end of each excavation stage are shown in Figure 12.9, and
the axial forces in the shotcrete are shown in Figure 12.10. Note that the sense of the axial force
plot depends on the order in which the structural elements are created. The sense can be changed
by assigning a maximum value with opposite sign following the max keyword when issuing PLOT
struct axial. Figure 12.8 shows the Plot Item Switches dialog, in which the maximum value is set
to -200000 to change the sense of the liner axial force plot.
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Figure 12.7 Final settlement profile

Figure 12.8 Liner Plot Item Switches dialog; use the Maximum switch to change
the plot sense
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(a) side excavation

   FLAC (Version 5.00)

LEGEND

   14-Jan-05  13:37
  step     15580
 -4.432E+00 <x<  1.655E+01
 -4.072E+01 <y< -1.974E+01

Rockbolt Plot

Axial Force on
Structure      Max. Value
# 1 (Rockb)     -1.114E+05
# 2 (Rockb)     -1.026E+05
# 3 (Rockb)     -1.089E+05
# 4 (Rockb)     -1.188E+05
# 5 (Rockb)     -1.044E+05
# 6 (Rockb)     -1.279E+05
# 7 (Rockb)     -1.955E+05
# 8 (Rockb)     -1.653E+05
# 9 (Rockb)     -1.678E+05
#11 (Rockb)     -1.630E+05
#12 (Rockb)     -8.910E+04
#13 (Rockb)     -8.433E+04
#14 (Rockb)     -8.641E+04
 Marked Gridpoints

-3.800

-3.400

-3.000

-2.600

-2.200

(*10^1)

-0.200  0.200  0.600  1.000  1.400
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

(b) top-heading excavation
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(c) bench excavation

Figure 12.9 Axial forces in rockbolts at 100% relaxation for each excavation
stage
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(a) side excavation
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(b) top-heading excavation
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(c) bench excavation

Figure 12.10 Axial forces in shotcrete at 100% relaxation for each excavation
stage
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12.5 Data File “MSTUNNEL.DAT”

;Project Record Tree export
;Title:Multi-Stage Tunnel Excavation

;*** Branch: Ground Reaction Curve ****
new

;... State: ms gr0.sav ....
config
grid 44,80
gen (0.0,-40.0) (0.0,-20.0) (12.0,-20.0) (12.0,-40.0) i 1 25 j 21 61
gen (0.0,-20.0) (0.0,0.0) (50.0,0.0) (12.0,-20.0) ratio 1.0,1.1 &
i 1 25 j 61 81

gen (0.0,-60.0) (0.0,-40.0) (12.0,-40.0) (50.0,-60.0) &
ratio 1.0,0.9090909 i 1 25 j 1 21
gen (12.0,-40.0) (12.0,-20.0) (50.0,0.0) (50.0,-60.0) &
ratio 1.1,1.0 i 25 45 j 21 61

model elastic i=1,24 j=21,60
model elastic i=1,24 j=61,80
model elastic i=1,24 j=1,20
model elastic i=25,44 j=21,60
attach aside from 25 1 to 25 21 bside from 45 21 to 25 21
attach aside from 25 81 to 25 61 bside from 45 61 to 25 61
gen arc 0.0,-33.93 5.5,-26.0 35
gen arc 0.0,-17.65 0.0,-34.65 20
ini x 7.9 y -28.9 i 17 j 44
gen arc 2.0,-31.2 7.9,-28.9 35
gen arc 4.6,-30.2 5.8,-33.55 90
gen arc 12.0,-30.0 5.5,-26.0 60
ini x 5.28 y -33.41 i 11 j 34
mark i 1 9 j 42
mark i 11 j 34
group ’rock’ notnull
model mohr notnull group ’rock’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 notnull group ’rock’

group ’top heading’ region 5 47
model mohr group ’top heading’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’top heading’

group ’bench’ region 6 36
model mohr group ’bench’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’bench’

group ’side’ region 13 41

FLAC Version 5.0



12 - 14 Example Applications

model mohr group ’side’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’side’

group ’top heading’ i 11 j 48
model mohr group ’top heading’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’top heading’

group ’bench’ i 11 j 33
model mohr group ’bench’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’bench’

fix y i 1 25 j 1
fix y i 45 j 21
fix x i 45 j 21 61
fix x i 25 j 1
fix x i 1
set gravity=9.81
initial syy -1589000.0 var 0.0,1589000.0
initial sxx -794600.0 var 0.0,794600.0
initial szz -794600.0 var 0.0,794600.0
save ms gr0.sav

;... State: ms gr1.sav ....
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
model null group ’side’
model null group ’top heading’
model null group ’bench’
set echo off
call grc.fis
set relax value=1.0 isn=1
grc
apply xvelocity 0.0 from 1,32 to 1,52
apply yvelocity 0.0 from 1,32 to 1,52
history 999 unbalanced
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.8 ib ap=1 ie ap=17 jb ap=32
set je ap=52
relax tractions
history 1 relax hist
fix x i 1 j 52
fix x i 1 j 32
solve
set echo off

FLAC Version 5.0



Multi-Stage Tunnel Excavation and Support 12 - 15

call grc.fis
set relax value=0.8 isn=2
grc
save ms gr1.sav

;... State: ms gr2.sav ....
apply remove mech from 1,32 to 1,52
apply xvelocity 0.0 from 1,32 to 1,52
apply yvelocity 0.0 from 1,32 to 1,52
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.8 ib ap=1 ie ap=17 jb ap=32 je ap=52
relax tractions
fix x i 1 j 52
fix x i 1 j 32
solve
set echo off
call grc.fis
set relax value=0.64 isn=3
grc
save ms gr2.sav

;... State: ms gr3.sav ....
apply remove mech from 1,32 to 1,52
apply xvelocity 0.0 from 1,32 to 1,52
apply yvelocity 0.0 from 1,32 to 1,52
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.8 ib ap=1 ie ap=17 jb ap=32 je ap=52
relax tractions
fix x i 1 j 52
fix x i 1 j 32
solve
set echo off
call grc.fis
set relax value=0.512 isn=4
grc
save ms gr3.sav

;... State: ms gr4.sav ....
apply remove mech from 1,32 to 1,52
apply xvelocity 0.0 from 1,32 to 1,52
apply yvelocity 0.0 from 1,32 to 1,52
cycle 1
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set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.8 ib ap=1 ie ap=17 jb ap=32 je ap=52
relax tractions
fix x i 1 j 52
fix x i 1 j 32
solve
set echo off
call grc.fis
set relax value=0.410 isn=5
grc
save ms gr4.sav

;... State: ms gr5.sav ....
apply remove mech from 1,32 to 1,52
apply xvelocity 0.0 from 1,32 to 1,52
apply yvelocity 0.0 from 1,32 to 1,52
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.8 ib ap=1 ie ap=17 jb ap=32 je ap=52
relax tractions
fix x i 1 j 52
fix x i 1 j 32
solve
set echo off
call grc.fis
set relax value=0.328 isn=6
grc
save ms gr5.sav

;... State: ms gr6.sav ....
apply remove mech from 1,32 to 1,52
apply xvelocity 0.0 from 1,32 to 1,52
apply yvelocity 0.0 from 1,32 to 1,52
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.8 ib ap=1 ie ap=17 jb ap=32 je ap=52
relax tractions
fix x i 1 j 52
fix x i 1 j 32
solve
set echo off
call grc.fis
set relax value=0.26 isn=7
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grc
save ms gr6.sav

;... State: ms gr7.sav ....
apply remove mech from 1,32 to 1,52
apply xvelocity 0.0 from 1,32 to 1,52
apply yvelocity 0.0 from 1,32 to 1,52
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.8 ib ap=1 ie ap=17 jb ap=32 je ap=52
relax tractions
fix x i 1 j 52
fix x i 1 j 32
cycle 5000
set echo off
call grc.fis
set relax value=0.21 isn=8
grc
save ms gr7.sav

;*** Branch: Multi-Stage Tunnel ****
new

;... State: ms 0.sav ....
config
grid 44,80
gen (0.0,-40.0) (0.0,-20.0) (12.0,-20.0) (12.0,-40.0) i 1 25 j 21 61
gen (0.0,-20.0) (0.0,0.0) (50.0,0.0) (12.0,-20.0) ratio 1.0,1.1 &
i 1 25 j 61 81

gen (0.0,-60.0) (0.0,-40.0) (12.0,-40.0) (50.0,-60.0) &
ratio 1.0,0.9090909 i 1 25 j 1 21
gen (12.0,-40.0) (12.0,-20.0) (50.0,0.0) (50.0,-60.0) &
ratio 1.1,1.0 i 25 45 j 21 61

model elastic i=1,24 j=21,60
model elastic i=1,24 j=61,80
model elastic i=1,24 j=1,20
model elastic i=25,44 j=21,60
attach aside from 25 1 to 25 21 bside from 45 21 to 25 21
attach aside from 25 81 to 25 61 bside from 45 61 to 25 61
gen arc 0.0,-33.93 5.5,-26.0 35
gen arc 0.0,-17.65 0.0,-34.65 20
ini x 7.9 y -28.9 i 17 j 44
gen arc 2.0,-31.2 7.9,-28.9 35
gen arc 4.6,-30.2 5.8,-33.55 90
gen arc 12.0,-30.0 5.5,-26.0 60
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ini x 5.28 y -33.41 i 11 j 34
mark i 1 9 j 42
mark i 11 j 34
group ’rock’ notnull
model mohr notnull group ’rock’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 notnull group ’rock’

group ’top heading’ region 5 47
model mohr group ’top heading’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’top heading’

group ’bench’ region 6 36
model mohr group ’bench’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’bench’

group ’side’ region 13 41
model mohr group ’side’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’side’

group ’top heading’ i 11 j 48
model mohr group ’top heading’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’top heading’

group ’bench’ i 11 j 33
model mohr group ’bench’
prop density=2700.0 bulk=5.5550003E8 shear=4.166E8 cohesion=10000.0 &
friction=33.0 dilation=0.0 tension=1000.0 group ’bench’

fix y i 1 25 j 1
fix y i 45 j 21
fix x i 45 j 21 61
fix x i 25 j 1
fix x i 1
set gravity=9.81
initial syy -1589000.0 var 0.0,1589000.0
initial sxx -794600.0 var 0.0,794600.0
initial szz -794600.0 var 0.0,794600.0
save ms 0.sav

;... State: ms Ia.sav ....
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
model null group ’side’
apply xvelocity 0.0 long from 11,34 to 11,34
apply yvelocity 0.0 long from 11,34 to 11,34
cycle 1
set echo off
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call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.5 ib ap=10 ie ap=17 jb ap=34
set je ap=49
relax tractions
history 1 relax hist
history 2 syy i=1, j=52
history 3 syy i=1, j=31
history 4 sxx i=17, j=40
solve
save ms Ia.sav

;... State: ms Ib.sav ....
struct node 1 5.79,-33.6
struct node 2 7.1,-37.4
struct node 3 6.81,-33.0
struct node 4 9.1,-36.3
struct node 5 7.74,-32.2
struct node 6 10.65,-34.5
struct node 7 8.05,-31.2
struct node 8 11.75,-32.25
struct node 9 8.27,-30.0
struct node 10 12.12,-30.0
struct node 11 7.95,-29.0
struct node 12 11.4,-27.6
struct node 13 7.47,-27.95
struct node 14 10.75,-25.95
struct node 15 6.85,-27.0
struct node 16 9.7,-24.4
struct node 17 6.0,-26.27
struct node 18 8.55,-23.1
struct rockbolt begin node 1 end node 2 seg 5 prop 4001
struct rockbolt begin node 3 end node 4 seg 5 prop 4001
struct rockbolt begin node 5 end node 6 seg 5 prop 4001
struct rockbolt begin node 7 end node 8 seg 5 prop 4001
struct rockbolt begin node 9 end node 10 seg 5 prop 4001
struct rockbolt begin node 11 end node 12 seg 5 prop 4001
struct rockbolt begin node 13 end node 14 seg 5 prop 4001
struct rockbolt begin node 15 end node 16 seg 5 prop 4001
struct rockbolt begin node 17 end node 18 seg 5 prop 4001
struct prop 4001
struct prop 4001 e 2.04999999E11 area 5.0E-4 cs sstiff 1.50000005E10 &
cs scoh 800000.0 yield 500000.0 perimeter 0.0785

apply remove mech long from 11,34 to 11,34
apply xvelocity 0.0 long from 11,34 to 11,34
apply yvelocity 0.0 long from 11,34 to 11,34
cycle 1

FLAC Version 5.0



12 - 20 Example Applications

set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.5 ib ap=10 ie ap=17 jb ap=34
set je ap=49
relax tractions
solve
save ms Ib.sav

;... State: ms Ic.sav ....
apply remove mech long from 11,34 to 11,34
apply yvelocity 0.0 long from 11,34 to 11,34
apply xvelocity 0.0 long from 11,34 to 11,34
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.0 ib ap=10 ie ap=17 jb ap=34
set je ap=49
relax tractions
struct node 55 grid 10,42
struct node 56 grid 10,41
struct node 57 grid 10,40
struct node 58 grid 10,39
struct node 59 grid 10,38
struct node 60 grid 10,37
struct node 61 grid 10,36
struct node 62 grid 11,36
struct node 63 grid 11,35
struct node 64 grid 11,34
struct node 65 grid 12,34
struct node 66 grid 13,34
struct node 67 grid 14,34
struct node 68 grid 14,35
struct node 69 grid 15,35
struct node 70 grid 15,36
struct node 71 grid 16,36
struct node 72 grid 16,37
struct node 73 grid 17,37
struct node 74 grid 17,38
struct node 75 grid 17,39
struct node 76 grid 17,40
struct node 77 grid 17,41
struct node 78 grid 17,42
struct node 79 grid 17,43
struct node 80 grid 17,44
struct node 81 grid 16,44
struct node 82 grid 16,45
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struct node 83 grid 16,46
struct node 84 grid 15,46
struct node 85 grid 15,47
struct node 86 grid 14,47
struct node 87 grid 14,48
struct node 88 grid 13,48
struct node 89 grid 13,49
struct node 90 grid 12,49
struct node 91 grid 12,48
struct node 92 grid 11,48
struct node 93 grid 11,47
struct node 94 grid 11,46
struct node 95 grid 10,46
struct node 96 grid 10,45
struct node 97 grid 10,44
struct node 98 grid 10,43
struct liner begin node 55 end node 56 prop 5001
struct liner begin node 56 end node 57 prop 5001
struct liner begin node 57 end node 58 prop 5001
struct liner begin node 58 end node 59 prop 5001
struct liner begin node 59 end node 60 prop 5001
struct liner begin node 60 end node 61 prop 5001
struct liner begin node 61 end node 62 prop 5001
struct liner begin node 62 end node 63 prop 5001
struct liner begin node 63 end node 64 prop 5001
struct liner begin node 64 end node 65 prop 5001
struct liner begin node 65 end node 66 prop 5001
struct liner begin node 66 end node 67 prop 5001
struct liner begin node 67 end node 68 prop 5001
struct liner begin node 68 end node 69 prop 5001
struct liner begin node 69 end node 70 prop 5001
struct liner begin node 70 end node 71 prop 5001
struct liner begin node 71 end node 72 prop 5001
struct liner begin node 72 end node 73 prop 5001
struct liner begin node 73 end node 74 prop 5001
struct liner begin node 74 end node 75 prop 5001
struct liner begin node 75 end node 76 prop 5001
struct liner begin node 76 end node 77 prop 5001
struct liner begin node 77 end node 78 prop 5001
struct liner begin node 78 end node 79 prop 5001
struct liner begin node 79 end node 80 prop 5001
struct liner begin node 80 end node 81 prop 5001
struct liner begin node 81 end node 82 prop 5001
struct liner begin node 82 end node 83 prop 5001
struct liner begin node 83 end node 84 prop 5001
struct liner begin node 84 end node 85 prop 5001
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struct liner begin node 85 end node 86 prop 5001
struct liner begin node 86 end node 87 prop 5001
struct liner begin node 87 end node 88 prop 5001
struct liner begin node 88 end node 89 prop 5001
struct liner begin node 89 end node 90 prop 5001
struct liner begin node 90 end node 91 prop 5001
struct liner begin node 91 end node 92 prop 5001
struct liner begin node 92 end node 93 prop 5001
struct liner begin node 93 end node 94 prop 5001
struct liner begin node 94 end node 95 prop 5001
struct liner begin node 95 end node 96 prop 5001
struct liner begin node 96 end node 97 prop 5001
struct liner begin node 97 end node 98 prop 5001
struct liner begin node 98 end node 55 prop 5001
struct prop 5001
struct prop 5001 e 5.5000003E9 area 0.1 I 8.333E-5 thickness 0.1 pratio 0.2
history 999 unbalanced
solve
save ms Ic.sav

;... State: ms IIa.sav ....
apply remove mech long from 12,34 to 12,34
model null group ’top heading’
struct liner delete 81
struct liner delete 82
struct liner delete 83
struct liner delete 84
struct liner delete 85
struct liner delete 86
struct liner delete 87
struct liner delete 88
struct liner delete 89
apply xvelocity 0.0 from 1,42 to 10,42
apply yvelocity 0.0 from 1,42 to 10,42
apply xvelocity 0.0 from 1,52 to 12,49
apply yvelocity 0.0 from 1,52 to 12,49
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.5 ib ap=1 ie ap=12 jb ap=42 je ap=52
relax tractions
fix x i 1 j 52
fix x i 1 j 42
solve
save ms IIa.sav
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;... State: ms IIb.sav ....
struct node 99 4.75,-25.5
struct node 100 6.8,-21.85
struct node 101 3.44,-24.9
struct node 102 5.0,-21.0
struct node 103 2.13,-24.5
struct node 104 3.05,-20.4
struct node 105 0.7,-24.3
struct node 106 1.0,-20.1
struct rockbolt begin node 99 end node 100 seg 5 prop 4001
struct rockbolt begin node 101 end node 102 seg 5 prop 4001
struct rockbolt begin node 103 end node 104 seg 5 prop 4001
struct rockbolt begin node 105 end node 106 seg 5 prop 4001
apply remove mech from 1,42 to 10,42
apply remove mech from 1,52 to 12,49
apply xvelocity 0.0 from 1,42 to 10,42
apply yvelocity 0.0 from 1,42 to 10,42
apply xvelocity 0.0 from 1,52 to 12,49
apply yvelocity 0.0 from 1,52 to 12,49
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.5 ib ap=1 ie ap=12 jb ap=42 je ap=52
relax tractions
fix x i 1 j 52
fix x i 1 j 42
solve
save ms IIb.sav

;... State: ms IIc.sav ....
apply remove mech from 1,42 to 10,42
apply remove mech from 1,52 to 12,49
apply xvelocity 0.0 from 1,42 to 10,42
apply yvelocity 0.0 from 1,42 to 10,42
apply xvelocity 0.0 from 1,52 to 12,49
apply yvelocity 0.0 from 1,52 to 12,49
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.0 ib ap=1 ie ap=12 jb ap=42 je ap=52
relax tractions
fix x i 1 j 52
fix x i 1 j 42
struct node 123 grid 11,49
struct node 124 grid 11,50
struct node 125 grid 10,50
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struct node 126 grid 9,50
struct node 127 grid 9,51
struct node 128 grid 8,51
struct node 129 grid 7,51
struct node 130 grid 7,52
struct node 131 grid 6,52
struct node 132 grid 5,52
struct node 133 grid 4,52
struct node 134 grid 3,52
struct node 135 grid 2,52
struct node 136 grid 1,52
struct liner begin node 90 end node 123 prop 5001
struct liner begin node 123 end node 124 prop 5001
struct liner begin node 124 end node 125 prop 5001
struct liner begin node 125 end node 126 prop 5001
struct liner begin node 126 end node 127 prop 5001
struct liner begin node 127 end node 128 prop 5001
struct liner begin node 128 end node 129 prop 5001
struct liner begin node 129 end node 130 prop 5001
struct liner begin node 130 end node 131 prop 5001
struct liner begin node 131 end node 132 prop 5001
struct liner begin node 132 end node 133 prop 5001
struct liner begin node 133 end node 134 prop 5001
struct liner begin node 134 end node 135 prop 5001
struct liner begin node 135 end node 136 prop 5001
struct node 136 fix r
solve
save ms IIc.sav

;... State: ms IIIa.sav ....
apply remove mech from 1,42 to 10,42
apply remove mech from 1,52 to 12,49
model null group ’bench’
struct liner delete 46
struct liner delete 47
struct liner delete 48
struct liner delete 49
struct liner delete 50
struct liner delete 51
struct liner delete 52
struct liner delete 53
struct liner delete 54
struct liner delete 55
apply xvelocity 0.0 from 1,32 to 12,34
apply yvelocity 0.0 from 1,32 to 12,34
cycle 1
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set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.5 ib ap=1 ie ap=12 jb ap=32 je ap=34
relax tractions
fix x i 1 j 32
solve
save ms IIIa.sav

;... State: ms IIIb.sav ....
apply remove mech from 1,32 to 12,34
apply xvelocity 0.0 from 1,32 to 12,34
apply yvelocity 0.0 from 1,32 to 12,34
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.5 ib ap=1 ie ap=12 jb ap=32 je ap=34
relax tractions
fix x i 1 j 32
solve
save ms IIIb.sav

;... State: ms IIIc.sav ....
apply remove mech from 1,32 to 12,34
apply xvelocity 0.0 from 1,32 to 12,34
apply yvelocity 0.0 from 1,32 to 12,34
cycle 1
set echo off
call relax tractions.fis
set ninc=1000 rstart=1.0 rstop=0.0 ib ap=1 ie ap=12 jb ap=32 je ap=34
relax tractions
fix x i 1 j 32
struct node 137 grid 12,33
struct node 138 grid 11,33
struct node 139 grid 10,33
struct node 140 grid 9,33
struct node 141 grid 8,33
struct node 142 grid 8,32
struct node 143 grid 7,32
struct node 144 grid 6,32
struct node 145 grid 5,32
struct node 146 grid 4,32
struct node 147 grid 3,32
struct node 148 grid 2,32
struct node 149 grid 1,32
struct liner begin node 65 end node 137 prop 5001
struct liner begin node 137 end node 138 prop 5001
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struct liner begin node 138 end node 139 prop 5001
struct liner begin node 139 end node 140 prop 5001
struct liner begin node 140 end node 141 prop 5001
struct liner begin node 141 end node 142 prop 5001
struct liner begin node 142 end node 143 prop 5001
struct liner begin node 143 end node 144 prop 5001
struct liner begin node 144 end node 145 prop 5001
struct liner begin node 145 end node 146 prop 5001
struct liner begin node 146 end node 147 prop 5001
struct liner begin node 147 end node 148 prop 5001
struct liner begin node 148 end node 149 prop 5001
struct node 149 fix r
solve
save ms IIIc.sav

;... State: ms settle.sav ....
set echo off
call settle.fis
settle
save ms settle.sav

;*** plot commands ****
;plot name: rockbolt forces
plot hold struct rockbolt axial fill max 1000000.0 mark
;plot name: shotcrete forces
plot hold struct liner axial fill max -2000000.0 mark
;plot name: tractions
plot hold apply max 170000.0 bound liner iwhite
;plot name: stress histories
plot hold history 2 3 line 4 line
;plot name: SE numbers
plot hold bound struct liner node struct liner element
;plot name: settlement profile
label table 2
Vert. Dist. vs Dist.
plot hold table 2 both
;plot name: y-displacement
plot hold ydisp fill inv displacement bound
;plot name: ground reaction curve
label table 1
Relax Factor vs Vert. Disp.
plot hold table 1 both
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12.6 FISH Functions

12.6.1 “RELAX TRACTIONS.FIS”

;Name:relax tractions
;Diagram:
;Input:ninc/int/1000/relaxation steps
;Input:rstart/float/1.0/beginning relaxation ratio
;Input:rstop/float/0.5/ending relaxation ratio
;Input:ib ap/int/10/beginning i gridpoint for traction range
;Input:ie ap/int/17/ending i gridpoint for traction range
;Input:jb ap/int/34/beginning j gridpoint for traction range
;Input:je ap/int/49/ending j gridpoint for traction range
; FISH functions to control relaxation of tunnel tractions
def relax ini

nstart = step
nstop = nstart + ninc

end
def relax hist

if step < nstop
step inc = float(step - nstart)
relax hist = rstart - ((rstart - rstop)/ float(ninc)) * step inc

else
relax hist = rstop

endif
end
def apply rf

loop ii (ib ap,ie ap)
loop jj (jb ap,je ap)

if and(flags(ii,jj), 2) = 2 then
if and(flags(ii,jj), 4) = 4 then

xftmp = -xforce(ii,jj)
yftmp = -yforce(ii,jj)
command

apply xforce=xftmp hist relax hist i=ii j=jj
apply yforce=yftmp hist relax hist i=ii j=jj

end command
endif

endif
endloop

endloop
end
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def relax tractions
relax ini
relax hist
apply rf

end

12.6.2 “GRC.FIS”

;Name:grc
;Diagram:
;Input:relax value/float/1.0/relaxation factor
;Input:isn/int/1/step number
def grc

xtable(1,isn) = -ydisp(1,52)
ytable(1,isn) = relax value

end

12.6.3 “SETTLE.FIS”

;Name:settle
;Diagram:
; generate a settlement profile plot
def settle

loop i1 (1,25)
xtable(2,i1) = x(i1,jgp)
ytable(2,i1) = ydisp(i1,jgp)

end loop
end
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2 FISH REFERENCE

2.1 Introduction and Overview

This section contains a detailed reference to the FISH language. Following the introduction, Sec-
tion 2.2 describes the rules of the language and how variables and functions are used. Section 2.3
explains FISH statements, and Section 2.4 describes how the FISH language links with FLAC.
Pre-defined FISH variables, functions and arrays are described in Section 2.5.

FISH is a programming language embedded within FLAC that enables the user to define new
variables and functions. These functions may be used to extend FLAC ’s usefulness or add user-
defined features. For example, new variables may be plotted or printed, special grid generators
may be implemented, servo-control may be applied to a numerical test, unusual distributions of
properties may be specified, and parameter studies may be automated.

FISH is a “compiler” (rather than an “interpreter”). Programs entered via a FLAC data file are
translated into a list of instructions (in “pseudo-code”) stored in FLAC ’s memory space; the original
source program is not retained by FLAC. Whenever a FISH function is invoked, its compiled
pseudo-code is executed. The use of compiled code — rather than interpreted source code —
enables programs to run much faster. However, unlike a compiler, variable names and values
are available for printing at any time; values may be modified by the user by using FLAC ’s SET
command.

FISH programs are simply embedded in a normal FLAC data file — lines following the word DEFINE
are processed as a FISH function; the function terminates when the word END is encountered.
Functions may invoke other functions, which may invoke others, and so on. The order in which
functions are defined does not matter as long as they are all defined before they are used (e.g.,
invoked by a FLAC command). Since the compiled form of a FISH function is stored in FLAC ’s
memory space, the SAVE command saves the function and the current values of associated variables.

Section 2.6 discusses extensions to FISH for file manipulation, and Section 2.7 describes the use
of socket communication to transfer data between FLAC and another Itasca code. The use of these
functions requires a reasonable understanding of programming techniques and constructs; FISH
can be used without reference to these extensions.

FISH can also be used to implement user-written constitutive models; the procedure is described in
Section 2.8. Finally, in Section 2.9, an execution-speed optimizer which can be applied to certain
FISH functions is discussed.

A summary of FISH language and intrinsic names is provided in Section 2 in the Command and
FISH Reference Summary.
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2.2 FISH Language Rules, Variables and Functions

2.2.1 Lines

FISH programs can be embedded in a normal FLAC data file or may be entered directly from the
keyboard. Lines following the word DEFINE are taken to be statements of a FISH function; the
function terminates when the word END is encountered. A valid line of FISH code must take one
of the following forms.

1. The line starts with a statement, such as IF, LOOP, etc. (see Section 2.3).

2. The line contains one or more names of user-defined FISH functions, separated
by spaces — e.g.,

fun 1 fun 2 fun 3

where the names correspond to functions written by the user; these functions
are executed in order. The functions need not be defined prior to their reference
on a line of FISH code (i.e., forward references are allowed).

3. The line consists of an assignment statement (i.e., the expression on the right
of the = sign is evaluated and the value given to the variable or function name
on the left of the = sign).

4. The line consists of a FLAC command, provided that the line is embedded in a
section of FISH code delimited by the COMMAND – ENDCOMMAND statements
(see Section 2.3.3).

5. The line is blank or starts with a semicolon.

FISH variables, function names and statements must be spelled out in full; they cannot be truncated,
as in FLAC commands. No continuation lines are allowed; intermediate variables may be used to
split complex expressions. FISH is “case-insensitive” by default — i.e., it makes no distinction
between uppercase and lowercase letters; all names are converted to lowercase letters. Spaces
are significant (unlike in FORTRAN) and serve to separate variables, keywords, and so on; no
embedded blanks are allowed in variable or function names. Extra spaces may be used to improve
readability — for example, by indenting loops and conditional clauses. Any characters following
a semicolon ( ; ) are ignored; comments may be embedded in a FISH program by preceding them
with a semicolon. Blank lines may be embedded in a FISH program.
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2.2.2 Names for Functions and Variables; Potential Conflicts

Variable or function names must start with a non-number and must not contain any of the following
symbols:

. , * / + - ˆ = < > # ( ) [ ] @ ; ’ "

User-defined names can be any length, but they are truncated in printout and in plot captions, due to
line-length limitations. In general, names may be chosen arbitrarily, although they must not be the
same as a FISH statement (see Section 2.3) or a pre-defined variable or function (see Section 2.5).
There are also many other words used in FLAC input that should be avoided. The list contained
in Table 2.1 shows all words that could give rise to a conflict if used to name a FISH variable or
function. However, the potential conflict depends on the way in which the chosen name is used.
For example, the word gravity could be used as a FISH variable, provided that it is simply referred
to inside a FISH function; a conflict would arise only if it is necessary to use the SET command to
set its value, since gravity is a valid argument to the SET command. Similarly, it may be impossible
to print the value of a FISH variable if its name is the same as a parameter for the PRINT command.
The list of property names for built-in models (see PROPERTY command in Section 1.2 in the
Command Reference) should also be consulted before choosing property names for a user-written
constitutive model (see Section 2.8.4). If in doubt, avoid any of the names listed in Table 2.1 and for
the PROPERTY command, or contractions of the names (since FLAC allows truncation of keywords
and commands).
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Table 2.1 List of words in FLAC and FISH that may conflict with chosen names

abs clock elastic gpp mat inverse power

acos close else grand mat transpose pp

and cm max end grid max preparse

angle columns end command gwdt maxdt print

anisotropic command end if gwtdel mechanical prop

apply config end loop gwtime mem pslow

app pnt constitutive model end section g2flow memory p stress

appgw pnt cos error hbm message quit

appth pnt cparse exit hbs min r

area crdt exp help mindt range

array creep ex 1, ex 2, etc. his mode rayleigh

asin crtdel e p hisfile model read

aspect crtime ev p ieb mohr-coulomb reset

asxx csc ev tot ieb pnt monchrome restore

asxy csxx f prop ierr movie return

asyy csxy f2mod if ncontours rff pnt

aszz csyy filcolor iface ncwrite rsat

atan cszz fish igp nerr r integrate

atan2 cycle fish msg imem nerr fish s 3dd

attach damp fix implicit new s dyn

att pnt damping flags in ngrwater s echo

a3 datum float information nmechanical s flow

a4 define flow initial not s mech

back degrad flprop int nstep s mess

baud density fmem interface nthermal s movie

bicoe do update fmod int pnt null s tens

bsxx dsxx fobl itasca nwgpp s therm

bsxy dsxy fobu izones open sat

bsyy dsyy force jerr or save

bszz dszz fos jgp out sclin

call dt fos f jzones output sclose

case dump free large pac section

case of dy friend legend palette set

cf axi dy state fsi lff pnt parse sgn

cf creep dydt fsr limits pfast sig1

cf dyn dydt gpi fstring list pi sig2

cf ext dydt gpj ftens lmul plot sin

cf gw dynamic gen ln pltangle small

cf ps dytdel get mem log pltcohesion sm max

cf therm dytime gflow loop pltfriction solve

cga echo gmsmul lose mem plttension sopen

char ega gp copy mark poro2 sqrt
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Table 2.1 List of words in FLAC and FISH that may conflict with chosen names (cont.)

sread v nmech yacc

ss v ntherm ybody

ssi vector ydisp

ssr vga yflow

state vgpcnw yforce

step vgpcw ygrav

stop vgp0 ynwflow

string viscous yreaction

structure visrat ytable

str pnt vol strain yvel

swrite vs z copy

sxx vsi z model

sxy vsr z prop

sys vsxx zart

syy vsxy zde11

szz vsyy zde12

table vszz zde22

table size water zde33

tab pnt wbiot zdpp

tan wbulk zdrot

temperature wdens zmsmul

tenflg while stepping zporos

tension window zsub

tflow wipp zs11

thdt wk11 zs12

thermal wk12 zs22

theta wk22 zs33

thtdel write ztea

thtime x zteb

title xacc ztec

tolerance xbody zted

track xdisp ztsa

trac pnt xflow ztsb

type xforce ztsc

ubiquitous xform ztsd

ucs xgrav zvisc

udm pnt xnwflow zxbar

umul xreaction

unbal xtable

unmark xvel

urand xywrite

v ngw y
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By default, user-defined variables represent single numbers or strings. Multi-dimensional arrays
of numbers or strings may be stored if the ARRAY statement is used. Section 2.3.1 defines the way
in which arrays are created and used. At present, there is no explicit printout or input facility for
arrays, but functions may be written in FISH to perform these operations. For example, the contents
of a two dimensional array (or matrix) may be initialized and printed, as shown in Example 2.1.

Example 2.1 Initializing and printing FISH arrays

def afill ; fill matrix with random numbers
array var(4,3)
loop m (1,4)

loop n (1,3)
var(m,n) = urand

end_loop
end_loop

end
def ashow ; display contents of matrix

loop m (1,4)
hed = ’ ’
msg = ’ ’+string(m)
loop n (1,3)

hed = hed + ’ ’+string(n)
msg = msg + ’ ’+string(var(m,n))

end_loop
if m = 1

dum = out(hed)
end_if
dum = out(msg)

end_loop
end
afill
ashow

Upon execution, the following output is produced:

1 2 3
1 5.7713E-001 6.2307E-001 7.6974E-001
2 8.3807E-001 3.3640E-001 8.5697E-001
3 6.3214E-001 5.4165E-002 1.8227E-001
4 8.5974E-001 9.2797E-001 9.6332E-001
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2.2.3 Scope of Variables

Variable and function names are recognized globally (as in the BASIC language), except for property
variables associated with user-defined constitutive models (see Section 2.8.4). As soon as a name
is mentioned in a valid FISH program line, it is thereafter recognized globally, both in FISH code
and in FLAC commands (for example, in place of a number); it also appears in the list of variables
displayed when the PRINT fish command is given. A variable may be given a value in one FISH
function and used in another function or in a FLAC command. The value is retained until it is
changed. The values of all variables are also saved by the SAVE command and restored by the
RESTORE command.

2.2.4 Functions: Structure, Evaluation and Calling Scheme

The only object in the FISH language that can be executed is the “function.” Functions have no
arguments; communication of parameters is through the setting of variables prior to invoking the
function. (Recall that variables have global scope.) The name of a function follows the DEFINE
statement, and its scope terminates with the END statement. The END statement also serves to return
control to the caller when the function is executed. (Note that the EXIT statement also returns control
— see Section 2.3.2.) Consider Example 2.2, which shows function construction and use.

Example 2.2 Construction of a function

new
def xxx

aa = 2 * 3
xxx = aa + bb

end

The value of xxx is changed when the function is executed. The variable aa is computed locally,
but the existing value of bb is used in the computation of xxx. If values are not explicitly given
to variables, they default to zero (integer). It is not necessary for a function to assign a value to
the variable corresponding to its name. The function xxx may be invoked in one of the following
ways:

(1) as a single word xxx on a FISH input line;

(2) as the variable xxx in a FISH formula — e.g.,

new var = (sqrt(xxx)/5.6)ˆ4;

(3) as a single word xxx on a FLAC input line;

(4) as a symbolic replacement for a number on an input line (see Section 2.4.1);
and

(5) as a parameter to the SET, PRINT or HISTORY commands of FLAC.
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A function may be referred to in another function before it is defined; the FISH compiler simply
creates a symbol at the time of first mention and then links all references to the function when it is
defined by a DEFINE command. A function can be deleted or redefined.

Function calls may be nested to any level — i.e., functions may refer to other functions, which may
refer to others, ad infinitum. However, recursive function calls are not allowed (i.e., execution of a
function must not invoke that same function). Example 2.3 shows a recursive function call, which
is not allowed, because the name of the defining function is used in such a way that the function
will try to call itself. The example will produce an error on execution.

Example 2.3 A recursive function call

new
def stress_sum

stress_sum = 0.0
loop i (1,izones)

stress_sum = stress_sum + sxx(i,1)
end_loop

end

The same function should be coded as shown in Example 2.4, below.

Example 2.4 Removing recursion from the function shown in Example 2.3

new
def stress_sum

sum = 0.0
loop i (1,izones)

sum = sum + sxx(i,1)
end_loop
stress_sum = sum

end

The difference between variables and functions is that functions are always executed whenever
their name is mentioned; variables simply convey their current values. However, the execution of a
function may cause other variables (as opposed to functions) to be evaluated. This effect is useful,
for example, when several histories of FISH variables are required — only one function is necessary
in order to evaluate several quantities, as in Example 2.5.
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Example 2.5 Evaluation of variables

new
def h_var_1

h_var_1 = sxx(3,4) + fac
h_var_2 = syy(3,4) + fac
h_var_3 = sxy(3,4) + fac

end

The FLAC commands to request histories might be:

hist h var 1
hist h var 2
hist h var 3

The function h var 1 would be executed by FLAC ’s history logic every few steps but, as a side
effect, the values of h var 2 and h var 3would also be computed and used as history variables.

2.2.5 Data Types

There are three data types used for FISH variables or function values:

1. Integer (exact numbers in the range -2,147,483,648 to +2,147,483,647);

2. Floating-point (approximate numbers with about six decimal digits of precision, with
a range of approximately 10−35 to 1035); and

3. String (packed sequence of any printable characters; the sequence may be any length,
but it will be truncated on the printout. Strings are denoted in FISH and FLAC by a
sequence of characters enclosed by single quotes — e.g., ‘Have a nice day’ — note
that the use of strings in FLAC is restricted to titles and file names. See Section 2.4.1.)

A variable in FISH can change its type dynamically, depending on the type of the expression to
which it is set. To make this clear, consider the assignment statement

var1 = var2

Ifvar1 andvar2 are of different types, then two things are done: first, var1’s type is converted to
var2’s type; second, var2’s data are transferred to var1. In other languages, such as FORTRAN
or C, the type of var1 is not changed, although data conversion is done. By default, all variables
in FISH start their life as integers; however, a statement such as

var1 = 3.4

causes var1 to become a floating-point variable when it is executed. The current type of all
variables may be determined by giving the FLAC command PRINT fish — the types are denoted in
the printout.
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The dynamic typing mechanism in FISH was devised to make programming easier for non-
programmers. In languages such as BASIC, numbers are stored in floating-point format, which can
cause difficulties when integers are needed for, say, loop counters. In FISH, the type of the variable
adjusts naturally to the context in which it is used. For example, in the following code fragment:

n = n + 2
xx = xx + 3.5

the variable n will be an integer and will be incremented by exactly 2, and the variable xx will
be a floating-point number, subject to the usual truncation error but capable of handling a much
bigger dynamic range. The rules governing type conversion in arithmetic operations are explained
in Section 2.2.6. The type of a variable is determined by the type of the object on the right-hand
side of an assignment statement; this applies both to FISH statements and to assignments done with
the FLAC SET command. Both types of assignment may be used to change the type of a variable
according to the value specified, as follows.

1. An integer assignment (digits 0-9 only) will cause the variable to become an
integer (e.g., var1 = 334).

2. If the assigned number has a decimal point or an exponent denoted by “e”
or “E,” then the variable will become a floating-point number (e.g., var1 =
3e5; var2 = -1.2).

3. If the assignment is delimited by single quotes, the variable becomes a string,
with the “value” taken to be the list of characters inside the quotes (e.g., var1
= ‘Have a nice day’).

Type conversion is also done in assignments involving pre-defined variables or functions; these
rules are presented in Section 2.5.

A variable’s type can be pre-assigned during the compilation phase if required: the FISH statements
INT, FLOAT and STRING cause the associated variable to be initialized to the given type. This is
discussed in Section 2.3.1. Normally, it is unnecessary to do pre-assignment, except for variables
used in constitutive models that will be optimized (see Sections 2.8 and 2.9).

2.2.6 Arithmetic: Expressions and Type Conversions

Arithmetic follows the conventions used in most languages. The symbols

ˆ / * - +

denote exponentiation, division, multiplication, subtraction and addition, respectively, and are ap-
plied in the order of precedence given. Arbitrary numbers of parentheses may be used to render
explicit the order of evaluation; expressions within parentheses are evaluated before anything else.
Inner parentheses are evaluated first. As an example, FISH evaluates the following variable xx as
133:

xx = 6/3*4ˆ3+5
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The expression is equivalent to:

xx = ( (6/3) * (4ˆ3) ) + 5

If there is any doubt about the order in which arithmetic operators are applied, then parentheses
should be used for clarification.

If either of the two arguments in an arithmetic operation are of floating-point type, then the result
will be floating-point. If both of the arguments are integers, then the result will be integer. It is
important to note that the division of one integer by another causes truncation of the result — for
example, 5/2 produces the result 2, and 5/6 produces the result 0.

2.2.7 Strings

There are three main FISH intrinsic functions that are available to manipulate strings.

in(var) prints out variable var if it is a string, or the message “Input?” if
it is not, and then waits for input from the keyboard. (The returned
value depends on the characters that are typed. FISH tries to decode
the input first as an integer and then as a floating-point number — the
returned value will be of type int or float if a single number has been
typed in that can be decoded as integer or floating-point, respectively.
The number should be the only thing on the line. However, if it is
followed by a space, comma or parenthesis, then any other characters
on the line are ignored. If the characters typed in by the user cannot be
interpreted as a single number, then the returned value will be a string
containing the sequence of characters. The user’s FISH function can
determine what has been returned by using the function type( ).)

out(s) prints out the message contained in s to the screen (and to the log file,
if it is open). The variable s must be of type string. The returned
value of the function is zero if no error is detected, and 1 if there is
an error in the argument (e.g., if s is not a string).

string(var) converts var to type string. If var is already of type string, then the
function simply returns var as its value. If var is int or float, then a
character string will be returned that corresponds to the number as it
would be printed out. However, no blanks are included in the string.

One use of these functions is to control interactive input and output. Example 2.6 demonstrates
this for user-supplied input parameters for Young’s modulus and Poisson’s ratio.
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Example 2.6 Control of interactive input

def in_def
xx = in(msg+’(’+’default:’+string(default)+’):’)
if type(xx) = 3

in_def = default
else

in_def = xx
end_if

end
def moduli_data

default = 1.0e9
msg=’Input Young‘s modulus ’
y_mod = in_def

;
default = 0.25
msg=’Input Poisson‘s ratio ’
p_ratio = in_def
if p_ratio = 0.5 then

ii = out(’ Bulk mod is undefined at Poisson‘s ratio = 0.5’)
ii = out(’ Select a different value --’)
p_ratio = in_def

end_if
;

s_mod = y_mod / (2.0 * (1.0 + p_ratio))
b_mod = y_mod / (3.0 * (1.0 - 2.0 * p_ratio))

end
moduli_data
;
grid 10,10
model elastic
prop bulk = b_mod shear = s_mod
print p_ratio y_mod b_mod s_mod
pause
print bulk
pause
print shear

The only arithmetic operation that is valid for string variables is addition; as demonstrated in
Example 2.6, this causes two strings to be concatenated.

It is invalid for only one argument in an arithmetic operation to be a string variable. The intrinsic
function string( ) must be used if a number is to be included as part of a string variable (see variable
xx in Example 2.6). Also, note the use of intrinsic function type( ), which identifies the type of
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argument (see Section 2.5.5). Further string manipulation may be performed with the intrinsic
functions parse, pre parse and cparse, as described in Section 2.6.

2.2.8 Deleting and Redefining FISH Functions

A FISH function can be deleted or redefined. If the same name as an existing function is given on a
DEFINE line, the code corresponding to the old function is first deleted (and a warning printed), and
the new code substituted. If an END immediately follows the DEFINE line, then no new function
is created: i.e., the old function is just deleted. Such a “null” function is also assumed to be
nonexistent, even if some declarative statements come between the DEFINE and END (e.g., float,
int, etc.). The following are some notes of caution.

1. A constitutive model function cannot be deleted or redefined (since existing
grid variables would be left as orphans).

2. The variables that are used in a function still exist even if the function is deleted;
only the code is deleted. Since variables are global, it is likely that they are
used elsewhere. The name of a deleted function will still exist as a variable.

3. If a function is replaced by another of the same name, all calls to the old function
will be replaced automatically by calls to the new one, as demonstrated in
Example 2.7.

Example 2.7 Replacing FISH functions with the same name

def joe
ii = out(’ a function’)

end
def fred

joe
end
fred ; ... old message will appear
def joe

ii = out(’ a new function’)
end
fred ; ... new message will appear

If joe is deleted, however, a message will be printed on execution of fred,
saying that joe is now only a variable and cannot be executed.
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2.3 FISH Statements

There are a number of reserved words in the FISH language; they must not be used for user-
defined variable or function names. The reserved words, or statements, fall into three categories,
as explained below.

2.3.1 Specification Statements

The following words are normally placed at the beginning of a FISH function. They alter the
characteristics of the function or its variables, but do not affect the flow of control within the
function. They are only interpreted during compilation.

ARRAY var1(n1, n2 . . . ) <var2(m1, m2 . . . )> <var3(p1, p2 . . . )> . . .

This statement permits arrays of any dimension and size to be included in FISH code.

In the above specification, var1 is any valid variable name, and n1, n2 . . . are
either actual integers, or single user-defined variables (not expressions) that have
integer values at the time the ARRAY statement is processed. There may be several
arrays specified on the same line (e.g., var2, above); the number of dimensions may
be different for each array. The ARRAY statement is a specification and is acted
on during compilation, not execution (it is ignored during execution). Note the
following.

1. The given name may be an existing single variable. If so, it is converted to an
array and its value is lost. If the name does not already exist, it is created.

2. The given name may not be that of a function or the name of an existing array
(i.e., arrays cannot be redefined).

3. The given dimensions (n1, n2, . . . ) must be positive integers or evaluate to
positive integers (i.e., indices start at 1, not 0).

4. There is no limit to the number and size of the array dimensions, except memory
capacity and the maximum line length.

5. Arrays may be declared and used in optimized functions, limited as follows.

a) Only the first element of an array is checked for type; the re-
maining elements are assumed to be of the same type. It is the
user’s responsibility to ensure this; otherwise, the results will
be wrong. In particular, mixed-type arrays will fail.
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b) An array name may be given the type int or float prior to the
ARRAY statement, in order to initialize all elements to the given
type: e.g.,

float abc
array abc(3,3)

If not explicitly typed, the array elements will default to inte-
gers.

c) It is assumed that array indices are integers; the use of an array
with non-integer indices will cause the FISH function to fail or
give incorrect answers.

Array variables take any type (integer, float, or string), according to the same rules
governing single variables. They are used exactly like single variables, except that
they are always followed by an argument (or index) list enclosed by parentheses. In
use (as opposed to in specification), array indices may be integer expressions; e.g.,

var1 = (abc(3,nn+3,max(5,6)) + qqq) / 3.4

is a valid statement if abc is the name of a three-dimensional array. Arrays may
appear on both sides of an assignment, and arrays may be used as indices of other
arrays.

Some restrictions apply to the use of array names in FLAC command lines:

(1) the command PRINT fish prints the legend — array — if the corresponding
symbol is an array;

(2) PRINTname (wherename is a FISH array name) simply prints out the maximum
array indices; and

(3) the use of a FISH array name as the source or destination for a number in the
SET command is not allowed, and prompts an error message (e.g., SET grav =
name, where name is a FISH array name).

CONSTITUTIVEMODEL <n>

If this statement appears at the beginning of a user-defined function, then the function
is taken to be a new constitutive model. It will be executed in exactly the same way
as a built-in constitutive model — i.e., called four times (once for each sub-zone)
for each FLAC zone at each calculation step. There are some precise rules that
apply to the structure of a constitutive function and the variables that are available at
execution time. Section 2.8 consists of a user’s guide to the writing of constitutive
models.

Synonym: CONSTITUTIVE MODEL
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INT ivar1 ivar2 ivar3 . . .

FLOAT fvar1 fvar2 fvar3 . . .

STRING svar1 svar2 svar3 . . .

These statements initialize the types of the variable(s) that follow either to integer,
floating-point or string, respectively; the variable names must be separated by spaces.
Section 2.2.5 explains the three data types supported by FISH. The action of INT,
FLOAT and STRING is to change the type of the associated variable immediately
(and to create the variable if it does not exist). Since FISH variables are global in
scope, the same variable can have its type set in several functions; in this case, the
latest declaration takes precedence. Furthermore, since a variable’s type can change
dynamically, the preset type can be overwritten during execution. The main use of
the type statements is in the optimization of constitutive model functions; otherwise,
there is no real need to use the statements.

FRIEND func1 func2 . . .

The FRIEND statement should only appear in a constitutive model function. It indi-
cates that all variables and code within the named function(s) are to be treated as if
they were embedded within the body of the constitutive function. In particular, state
variables are recognized within friend functions. See Section 2.8.7 for more details.

WHILESTEPPING

If this statement appears anywhere within a user-defined function, then the function is
always executed automatically at the start of every FLAC step. The WHILESTEPPING
attribute can later be disabled with the use of the SET fishcall 0 remove command
(see Section 2.4.4).

The fishcall (see the command SET fishcall) statement provides more flexibility and
control than the WHILESTEPPING command, and its use is preferred.

Synonym: WHILE STEPPING

2.3.2 Control Statements

The following statements serve to direct the flow of control during execution of a FISH function.
Their position in the function is of critical importance, unlike the specification statements described
above.

DEFINE function-name

END The FISH program between the DEFINE and END commands is compiled and stored in
FLAC ’s memory space. The compiled version of the function is executed whenever
its name is mentioned, as explained in Section 2.2.4. The function name (which
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should be chosen according to the rules in Section 2.2.2) does not need to be assigned
a value in the program section that follows.

CASEOF expr

CASE n

ENDCASE The action of these control statements is similar to the FORTRAN-computed GOTO,
or C’s SWITCH statement. It allows control to be passed rapidly to one of several
code segments, depending on the value of an index. The use of the keywords is
illustrated in Example 2.8.

Synonym: CASE OF END CASE

Example 2.8 Usage of the CASE construct

CASEOF expr
;............ default code here

CASE i1
;............ case i1 code here

CASE i2
;............ case i2 code here

CASE i3
;............ case i3 code here

ENDCASE

The object expr following CASEOF can be any valid algebraic expression; when
evaluated, it will be converted to an integer. The items i1, i2, i3, . . .must be integers
(not symbols) in the range 0 to 255. If the value of expr equals i1, then control jumps
to the statements following the CASE i1 statement; execution then continues until
the next CASE statement is encountered. Control then jumps to the code following
the ENDCASE statement; there is no “fall-through” as in the C language. Similar
jumps are executed if the value of expr equals i2, i3, and so on. If the value of
expr does not equal the numbers associated with any of the CASE statements, then
any code immediately following the CASEOF statement is executed, with a jump
to ENDCASE when the first CASE is encountered. If the value of expr is less than
zero or greater than the greatest number associated with any of the CASEs, then an
execution error is signaled, and processing stops. The numbers n (e.g., i1, i2, i3)
need not be sequential or contiguous, but no duplicate numbers may exist.

CASEOF . . . ENDCASE sections may be nested to any degree; there will be no conflict
between CASE numbers in the different levels of nesting — e.g., several instances of
CASE5may appear, provided that they are all associated with different nesting levels.
The use of CASE statements allows rapid decisions to be made (much more quickly
than for a series of IF . . . ENDIF statements). However, the penalty is that some
memory is consumed; the amount of memory depends on the maximum numerical
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value associated with the CASE statements. The memory consumed is one plus the
maximum CASE number in double-words (four-byte units).

IF expr1 test expr2 THEN

ELSE

ENDIF These statements allow conditional execution of FISH code segments; ELSE is op-
tional and the word THEN may be omitted if desired. The item test consists of one
of the following symbols, or symbol pairs:

= # > < >= <=

The meanings are standard, except for #, which means “not equal.” The items
expr1 and expr2 are any valid algebraic expressions (which can involve functions,
FLAC variables, and so on). If the test is true, then the statements immediately
following IF are executed until ELSE or ENDIF is encountered. If the test is false,
the statements between ELSE and ENDIF are executed if the ELSE statement exists;
otherwise, control jumps to the first line after ENDIF. All the given test symbols may
be applied when expressions expr1 and expr2 evaluate to integers or floating-point
values (or a mixture). If both expressions evaluate to strings, then only two tests
are valid: = and #; all other operations are invalid for strings. Strings must match
exactly for equality.

IF . . . ELSE . . . ENDIF clauses can be nested to any depth.

Synonym: END IF

EXIT This statement causes an unconditional jump to the end of the current function.

EXIT SECTION

This statement causes an unconditional jump to the end of a SECTION; FISH program
sections are explained below.

LOOP var (expr1, expr2)

ENDLOOP or

LOOP WHILE expr1 test expr2

ENDLOOP

The FISH program lines between LOOP and ENDLOOP are executed repeatedly until
certain conditions are met. In the first form, which uses an integer counter, var is
given the value of expr1 initially, and is incremented by 1 at the end of each loop
execution until it obtains the value of expr2. Note that expr1 and expr2 (which may
be arbitrary algebraic expressions) are evaluated at the start of the loop; redefinition
of their component variables within the loop has no effect on the number of loop
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executions. var is a single integer variable; it may be used in expressions within the
loop (even in functions called from within the loop) and may even be redefined.

In the second form of the LOOP structure, the loop body is executed while the
test condition is true; otherwise, control passes to the next line after the ENDLOOP
statement. The form of test is identical to that described for the IF statement. The
expressions may involve floating-point variables as well as integers; the use of strings
and pointers is also permitted under the same conditions that apply to the IF statement.

The two forms of the LOOP structure may be contrasted. In the first, the test is done
at the end of the loop (so there will be at least one pass through the loop); in the
second, the test is done at the start of the loop (so the loop will be bypassed if the
test is false initially). Loops may be nested to any depth.

Synonym: END LOOP

SECTION

ENDSECTION

The FISH language does not have a “GO TO” statement. The SECTION construct
allows control to jump forward in a controlled manner. The statements SECTION
. . . ENDSECTION may enclose any number of lines of FISH code; they do not affect
the operation in any way. However, an EXIT SECTION statement within the scope of
the section so defined will cause control to jump directly to the end of the section.
Any number of these jumps may be embedded within the section. The ENDSECTION
statement acts as a label, similar to the target of a GO TO statement in C or FOR-
TRAN. The logic is cleaner, however, because control may not pass to anywhere
outside the defined section, and flow is always “downward.” Sections may not be
nested; there may be many sections in a function, but they must not overlap or be
contained within each other.

Synonym: END SECTION

2.3.3 FLAC Command Execution

COMMAND

ENDCOMMAND

FLAC commands may be inserted between this pair of FISH statements; the com-
mands will be interpreted when the FISH function is executed. There are a number of
restrictions concerning the embedding of FLAC commands within a FISH function.
The NEW and RESTORE commands are not permitted to be invoked from within a
FISH function. The lines found between a COMMAND – ENDCOMMAND pair are
simply stored by FISH as a list of symbols; they are not checked at all, and the
function must be executed before any errors can be detected.
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A FISH function may appear within a COMMAND – ENDCOMMAND pair, and may
not contain the COMMAND – ENDCOMMAND statements. A function that contains
the WHILESTEPPING statement, or a function that is the subject of a fishcall, may not
contain the COMMAND statement.

Comment lines (starting with ;) are taken as FLAC comments, rather than FISH
comments — it may be useful to embed an explanatory message within a function,
to be printed out when the function is invoked. If the echo mode is off (SET echo =
off), then any FLAC commands coming from the function are not displayed to the
screen or recorded to the log file.

Synonym: END COMMAND
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2.4 Linkages to FLAC

2.4.1 Modified FLAC Commands

The following list contains all of the FLAC commands that refer directly to FISH variables or
entities. There are many other ways in which FLAC and FISH may interact; these are described in
Section 2.4.2.

CONFIG extra n

The extra keyword, given in the CONFIG command, causes space for extra grid
variables to be allocated — the value n specifies the number of extra variables. Such
variables may be used as “scratch-pad” space by a FISH function, or may be used
to store some grid-related quantities that are later printed or plotted. The extra grid
arrays are referred to in a FISH function as ex 1(i,j) . . . ex n(i,j), where
n is the number given in the CONFIG command. The extra grid variables are always
of the floating-point type.

HISTORY var

causes a history of the FISH variable or function to be taken during stepping. If var is
a function, then it will be evaluated every time that histories are stored (controlled by
HISTORY nstep command); it is not necessary to register the function with a fishcall.
If var is a FISH variable, then its current value will be taken. Hence, caution should
be exercised when using variables (rather than functions) for histories. var may also
be a material property name; either of a built-in model or a user-defined model. In
both cases, the property name must be given in full, followed by the zone indices
(i, j). The history may be plotted in the usual way.

HISTORY ex n (i,j)

causes a history of the extra grid variable ex n (i, j) to be taken during stepping. n is
the numerical identifier for the extra grid variable, and i, j correspond to grid indices.

INITIAL ex n value

initializes the values of the extra grid variable, number n. The var keyword may also
be used, as explained in Section 1.2 in the Command Reference, under the INITIAL
command.

MODEL var

sets the model (in a particular range of zones) to the user-defined constitutive model
var, written as a FISH function. If the model defines new properties, then the names
of these may be given as parameters to the PROPERTY, PRINT and PLOT commands.

FLAC Version 5.0



2 - 22 FISH in FLAC

PLOT ex n <zone>

plots contours of the extra grid variable n, treating it as a scalar quantity. FLAC will
assume the variable is associated with gridpoints unless the keyword zone is given,
which indicates that the extra grid variable is associated with zone centroids.

PLOT ex n,m <zone>

plots vectors of the extra grid variables n and m, where n corresponds to the x-
component of the vector and m corresponds to the y-component. FLAC will assume
the variables are associated with gridpoints unless the keyword zone is given, which
indicates that the extra grid variables are associated with zone centroids.

PLOT ex n,m,l <zone>

plots tensors constructed from the extra grid variables n, m and l, where n corresponds
to the xx-component of the tensor, m corresponds to the yy-component, and l to
the xy-component. (The tensor is assumed to be symmetric.) FLAC assumes the
variables are associated with gridpoints unless the keyword zone is given, which
indicates that the extra grid variables are associated with zone centroids.

PRINT var

prints out the value of the FISH variable var. var is also executed (and everything
else that it calls) if it is a FISH function.

PRINT ex n <zone>

prints out the values of the extra grid variable, number n. The usual range limits may
be used, as with any other FLAC grid variable. The keyword zone inhibits printing
of the last row and column (which are only used for gridpoints).

PRINT fish

prints out a list of FISH symbols and either their current values or an indication of
their type. c m indicates a constitutive model function. Variables with names that
start with a dollar sign ($) are not printed with the above command, but they may be
printed with the command PRINT $fish.

PRINT fishcall

prints the current associations between fishcall ID numbers and FISH functions (see
Section 2.4.4).

SET fishcall n <remove> name

The FISH function name will be called in FLAC from a location determined by the
value of the fishcall ID number n. The currently assigned ID numbers are listed in
Table 2.2. The optional keyword remove causes the FISH function to be removed
from the list when placed before the FISH function name.
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SET var value

sets the value of a FISH variable var to the given value. The given number also
determines the type given to var, as explained in Section 2.2.5. Note that value
may itself be a FISH variable or function name; in this case, its value and type are
transferred to var. Neither var nor value may be a FISH array name.

TITLE @str

changes the stored title (used on plots, for example) to the value of the FISH string
variable str. Note that the variable name must be preceded by the @ sign.

Similarly, @str may appear anywhere that a file name is expected — for example,
in commands SAVE, RESTORE, LOG and HISTORY. The FISH string stored in str is
used as the file name.

2.4.2 Execution of FISH Functions

In general, FLAC and FISH operate as separate entities — FISH statements cannot be given as
FLAC commands, and FLAC commands do not work directly as statements in a FISH program.
However, there are many ways in which the two systems may interact; some of the more common
ways are listed below.

1. Direct use of function — A FISH function is executed at the user’s request by
giving its name on an input line. Typical uses are to generate geometry, set up
a particular profile of material properties, or initialize stresses in some fashion.

2. Use as a history variable — When used as the parameter to a HISTORY com-
mand, a FISH function is executed at regular times throughout a run, whenever
histories are stored.

3. Automatic execution during stepping — If a FISH function makes use of the
generalized fishcall capability (or contains the WHILESTEPPING statement),
then it is executed automatically at every step in FLAC ’s calculation cycle,
or whenever a particular event occurs. (See Section 2.4.4 for a discussion on
fishcall.)

4. Use of function to control a run — Since a FISH function may issue FLAC
commands (via the COMMAND statement), the function can be used to “drive”
FLAC in a way that is similar to that of a controlling data file. However, the
use of a FISH function to control operation is much more powerful, since
parameters to commands may be changed by the function.

5. Use of constitutive model functions — A FISH function that can be used instead
of the built-in constitutive models may be written. This type of user-written
model is integrated into FLAC ’s calculation cycle at the deepest level (see
Section 2.8 for complete details).
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The primary way of executing a FISH function from FLAC is to give its name as FLAC input. In
this way, FISH function names act just like regular commands in FLAC. However, no parameters
may follow the function name so given. If parameters are to be passed to the function, then they
must be set beforehand with the SET command (explained later).

There is another important link between FISH and FLAC: a FISH symbol (variable or function
name) may be substituted anywhere in a FLAC command that a number is expected. This is a very
powerful feature, because data files can be set up with symbols rather than with actual numbers.

Example 2.9 shows how a data file that is independent of the mesh density can be constructed —
the same geometry (a hole in the center of a block) can be set up for any number of elements in the
mesh simply by changing two numbers on the SET command.

Example 2.9 FISH function with generic mesh handling capability

new
def make_hole

right = 20.0 ; physical size of block & hole
top = 20.0
xcen = 12.0
ycen = 10.0
rad = 6.0
ihole = int(iright * xcen / right)
jhole = int(jtop * ycen / top)

end
; --- FLAC input ---
set iright=10 jtop=15 ; number of zones
make_hole ; for this example
grid iright, jtop
gen 0,0 0,top right,top right,0
model elas
gen circ xcen, ycen rad
model null reg=ihole,jhole

Example 2.9 illustrates several of the points made above: the function make hole is invoked by
giving its name on a line; the parameters controlling the function are given beforehand with the SET
command; there are no numerical values in the FLAC input — they are all replaced by symbols.

String variables may be used in a similar way, but their use is much more restricted compared to the
use of numerical variables. A FISH string variable may be substituted (a) wherever a file name is
required, or (b) as a parameter to the TITLE command. In these cases, the @ sign must be attached to
the FISH name of the variable, so that FLAC can distinguish between a literal name and a variable
standing for a name. Example 2.10 illustrates the syntax.
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Example 2.10 Using string variables

new
def xxx

name1 = ’abc.log’
name2 = ’This is run number ’ + string(n_run)
name3 = ’abc’ + string(n_run) + ’.sav’

end
set n_run = 3
xxx
set log = @name1
title @name2
save @name3

The intrinsic function string( ) is described in Sections 2.2.7 and 2.5.5; it converts a number to a
string.

Another important method of using a FISH function is to control a FLAC run or a series of FLAC
operations. FLAC commands are placed within a COMMAND . . . ENDCOMMAND section in the
function. The whole section may be within a loop, and parameters may be passed to FLAC com-
mands.

This approach is illustrated in Example 2.11, in which 14 complete runs are done, each with a
different value of Poisson’s ratio. The results are summarized by a movie which displays the
exaggerated grid distortion for each case in sequence.

Example 2.11 Controlling a series of FLAC runs

def series
p_rat = -0.9
loop nn (1,14)

s_mod = youngs / (2.0 * (1.0 + p_rat))
b_mod = youngs / (3.0 * (1.0 - 2.0 * p_rat))
t_var = ’ Poisson‘s ratio = ’ + string(p_rat)
command

ini sxx = 0.0 syy = 0.0 sxy = 0.0
ini xvel = 0.0 yvel 0.0 xdis = 0.0 ydis = 0.0
prop shear=s_mod bulk=b_mod
step 200
title @t_var
plot hold grid mag 800

end_command
p_rat = p_rat + 0.1

end_loop
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end
grid 5 5
mod elas
prop dens=2000
set grav 10
fix x y j=1
set youngs 1e8
movie file s.mov on
window -2 7 -2 7
series

For each run (i.e., execution of the loop), all grid variables are reset and properties redefined.
The title is also redefined, so that the current value of Poisson’s ratio is displayed on each plotted
screen. For successful movies, it is usually necessary to specify a fixed window and fixed scales (e.g.,
magnification, vector scales or contour intervals) so that comparison between frames is meaningful.

2.4.3 Error Handling

FLAC has a built-in error-handling facility that is invoked when some part of the program detects an
error. There is a scheme for returning control to the user in an orderly fashion, no matter where the
error may have been detected. The same logic may be accessed by a user-written FISH function,
by using the pre-defined scalars error, nerr, ierr and jerr (see Section 2.5.1 for a complete list of
scalars).

If a FISH function sets error to a nonzero value (e.g., 1), then the error-handling facility of FLAC
is invoked immediately, and a message is printed. For example, stepping and FISH processing stop
as soon as error is set. The message that is printed depends on the value of nerr that is set:

nerr

0 no message

> 0 FLAC ’s internally defined message is displayed.

< 0 The value of the FISH variable fish msg is displayed if it contains a string;
otherwise, nothing is printed. The FISH function that sets nerr should assign
a string to fish msg, which should not be a function name. If fish msg
does not exist as a FISH variable, then a generic message is signaled.

The value of nerr may also be tested. It will contain the last error number to be processed by FLAC.
The variables ierr and jerr correspond to the grid (i, j) numbers that are displayed by some messages.
If nerr is tested in an optimized function, the value of zero will always be returned.

It is important to note that execution of a FISH function is terminated immediately after the statement
error = 1 is encountered; all required assignments (e.g., setting nerr and fish msg) should be
done before setting error. Note that error can also be tested, but it always returns a value of zero.
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The error-handling mechanism may also be used in situations that do not involve “errors.” For
example, stepping may be halted when a certain condition is detected, as illustrated in Example 2.12.

Example 2.12 Using the Error Handler to control a run

new
def ww

while_stepping
if unbal < 1e2 then

if step > 5 then
nerr = -1
fish_msg=’ Unbalanced force is now: ’+string(unbal)
error=1

end_if
end_if

end
grid 5 5
m e
pro d 1000 sh 1e8 bu 2e8
fix x y j=1
set grav 10
step 1000

The run will stop when the unbalanced force is less than the set value. Note that, in this example,
the test of step is necessary because the unbalanced force is zero at the start of stepping.

2.4.4 FISHCALL

FISH functions may be called from several places in the FLAC program. The form of the command
is

SET fishcall n<remove> name

Setting a fishcall causes the FISH function name to be called from FLAC from a location determined
by the value of ID number n. Currently, the ID numbers shown in Table 2.2 are assigned (at present,
they are all in the calculation cycle). The numbers indicate the position where fishcall is located in
the program. Note that ID numbers (in Table 2.2) are placed between specific components of the
calculation cycle. This indicates the stage at which the corresponding FISH function is called. For
example, a function associated with ID 1 would be called just before the stress calculation (stresses
from velocities); ID 4 functions would be called just after.

The ID number 0 also corresponds to functions that contain the WHILE STEPPING statement — i.e.,
these functions are automatically mapped to ID 0. Any number of functions may be associated
with the same ID number (although the order in which they are called is undefined; if the order is
important, then one master function should be called, which then calls a series of sub-functions).
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Also, any number of ID numbers may be associated with one FISH function. In this case, the same
function will be invoked from several places in the host code.

Parameters may be passed to FISH functions called by using the intrinsic function FC ARG(n),
where n is an argument number. The meanings of the parameters (if any) are listed in Table 2.2.

In addition to the fishcall ID numbers shown in Table 2.2, there is also a fishcall 20 which can be
called before the calculation cycle. This fishcall provides control over the convergence criterion
used in the SOLVE fos command. Arguments available for this fishcall are:

fc arg(1) input: lower FOS bracket

fc arg(2) input: upper FOS bracket

fc arg(3) output: set 0 to continue, or 1 to stop solve process

There is a printout keyword fishcall (the abbreviation is fishc) that lists the current associations
between ID numbers and FISH functions — i.e., PRINT fishcall.

The SET fishcall command normally adds the given name to the list already associated with the
given ID number. However, the keyword remove, placed before the FISH name, causes the FISH
function to be removed from the list. For example,

set fishcall 2 remove xxx

will remove the association between function xxx and ID number 2. Note that a FISH function
may be associated twice (or more) with the same ID number. In this case, it will be called twice
(or more). The remove keyword will remove only one instance of the function name.
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Table 2.2 Assigned fishcall IDs

Location in Calculation Cycle CONFIG Mode

top of main cycle loop

fishcall 0 all modes

begin groundwater sub-loop (SET ngw = n)

fishcall 1 only for flow on
flows from pressure gradients

fishcall 2 only for flow on
pressure-changes at g.p. due to unbalanced flows

fishcall 3 only for flow on
free field pressure and flow calculations

particle tracking

end of groundwater sub-loop

begin mechanical sub-loop (SET nmech = n)

fishcall 4 only for CONFIG thermal
thermal stress calculation

fishcall 5 only for CONFIG thermal
fishcall 6 all modes

stress calculation: stresses from velocities and coordinates

fishcall 7 all modes

fishcall 8 only for CONFIG gw
pore pressure generation due to mech. volume change

fishcall 9 only for CONFIG gw
fishcall 10 all modes

interface calculations

fishcall 11 all modes

fishcall 12 only if structures exist

structural calculations

fishcall 13 only if structures exist

free-field calculations

IEB calculations

fishcall 14 all modes

motion calculations (velocity, coordinates from force-sums)

fishcall 15 all modes

ATTACH calculation, TRACK calculation

end of mechanical sub-loop, begin thermal sub-loop

fishcall 16 only for thermal on
all thermal calculations

fishcall 17 only for thermal on
end thermal sub-loop

just before large-strain update

fishcall 19 all modes

large-strain update

fishcall 18 all modes

end of main cycle loop
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The data file in Example 2.13 illustrates the use of a fishcall. Function rotation is called just before
the motion calculation in FLAC (ID = 14) in order to apply x- and y-velocity components to rotate
a grid. This example tests the stress calculation in the large-strain mode; the σxx and σyy stress
components return to their initial values following a cyclic rotation of 30 degrees.

Example 2.13 Illustration of fishcall use

;--- test of stress rotation ---
config extra 4
g 1 1
mo el
def ini_coord

loop i (1,igp)
loop j(1,jgp)

ex_1(i,j)=x(i,j)
ex_2(i,j)=y(i,j)
ex_3(i,j)=sqrt((ex_1(i,j)-xc)ˆ2+(ex_2(i,j)-yc)ˆ2)
ex_4(i,j)=atan2((x(i,j)-xc),(yc-y(i,j)))

end_loop
end_loop

end
set xc=0 yc=0
ini_coord
def rotation

tt=tt+delta_t
theta=0.5*amplitude*(1.0-cos(2*pi*freq*tt))
z_area=area(1,1)-1.0
loop i (1,igp)

loop j (1,jgp)
xt=xc+ex_3(i,j)*sin(ex_4(i,j)+theta*degrad)
yt=yc-ex_3(i,j)*cos(ex_4(i,j)+theta*degrad)
xvel(i,j)=xt-x(i,j)
yvel(i,j)=yt-y(i,j)

end_loop
end_loop

end
set fishcall 14 rotation ; ... just before MOTION
fix x y
ini sxx 1
set freq=1 delta_t=1e-3 amplitude=30
set large
pro den 1 she 300 bu 300
hist nstep 2
hist tt
hist theta
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hist sxx i 1 j 1
hist syy i 1 j 1
hist z_area
def series

loop nn (1,10)
command

step 100
plot grid vel stres

end_command
end_loop

end
movie file rotate.mov on
window -1 2 -1 2
series
movie off
plot hold his 3 4 vs 1
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2.5 Pre-defined Functions, Variables and Arrays

There are certain functions, variables and arrays that are built into FISH — the names of these
entities must be avoided when naming user-defined variables or functions. This section describes
all pre-defined entities, except those pertaining to user-defined constitutive models (which are listed
in Section 2.8). The entities are organized in the following categories: scalars (single variables), grid
variables, constitutive model variables, general intrinsic functions, table functions, and variables
that give access to FLAC ’s data structure. In some cases, an entity is listed under more than one
category, as appropriate.

2.5.1 FLAC-Specific Scalar Variables

The variables listed in this category have a single value and are specifically related to internal FLAC
data structures or the solution process. An asterisk (*) denotes that the variable may be assigned a
value within a user-written function; otherwise, the variable’s value may only be tested, not set.

app pnt pointer to APPLY list structure (integer); see Section 2.5.7

appgw pnt pointer to the data structure representing applied groundwa-
ter items (integer); see Section 2.5.7

appth pnt pointer to the data structure representing applied thermal
items (integer); see Section 2.5.7

att pnt pointer to ATTACH list structure (integer); see Section 2.5.7

cf axi axisymmetry option (CONFIG axi) = 1 if configured, else 0

cf creep creep option (CONFIG creep) = 1 if configured, else 0

cf dyn dynamic option (CONFIG dynamic) = 1 if configured, else 0

cf ext extra grid variables (CONFIG extra) returns the number of
grid variables

cf gw groundwater option (CONFIG gwflow) = 1 if configured, else
0

cf ps plane-stress option (CONFIG p stress) = 1 if configured, else
0

cf therm thermal option (CONFIG thermal) = 1 if configured, else 0

cm max * only defined within a constitutive model; the model must
return cm max as the maximum confined modulus; see Sec-
tion 2.8
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crtdel timestep for creep calculation (as set by the SET crdt com-
mand)

crtime “creep time”

dflag defines single-precision or double-precision version of
FLAC; = 0 if single-precision, = 1 if double-precision

dydt gpi returns critical gridpoint i value resulting from dynamic
timestep

dydt gpj returns critical gridpoint j value resulting from dynamic
timestep

dytdel timestep for dynamic calculation (as set by the SET dydt
command)

dytime “dynamic time” — real time used in a fully dynamic simu-
lation

error * If error (an integer) is set by a FISH function to a nonzero
value, then control immediately passes to FLAC ’s error pro-
cessor; see Section 2.4.3. error always returns zero if it is
tested.

fos final value of fos

fos f current value of multiplier, F , used in SOLVE fos; see Sec-
tion 2.5.1.1 for more details

gwtdel timestep for groundwater calculation (as set by SET gwdt
command)

gwtime “groundwater time” (consolidation time)

ieb pnt pointer to IEB list structure (integer); see Section 2.5.7

ierr * zone or gridpoint number printed out in some error mes-
sages (integer). It can be set or tested; see Section 2.4.3 for
details.

igp total number of gridpoints in i-direction (integer)

int pnt pointer to interface list structure (integer); see Section 2.5.7

izones total number of zones in i-direction (integer)

jerr * zone or gridpoint number printed out in some error mes-
sages (integer). It can be set or tested; see Section 2.4.3 for
details.
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jgp total number of gridpoints in j -direction (integer)

jzones total number of zones in j -direction (integer)

large = zero if small-strain mode is in operation; otherwise, large
is nonzero (integer)

mech ratio maximum unbalanced force ratio in grid

mode (integer) only defined within a constitutive model to denote
the type of calculation that should be done; see Section 2.8

nerr * error number that can be set or tested; see Section 2.4.3
for details

nerr fish last FISH error number

s 3dd 3D damping (SET 3dd) = 1 if on, = 0 if off

s dyn dynamic calculation (SET dyn) = 1 if on, = 0 if off

s echo echo flag (SET echo) = 1 if on, = 0 if off

s flow flow calculation (SET flow) = 1 if on, = 0 if off

s imp implicit option (SET implicit) = 1 if on, = 0 if off

s log log flag (SET log) = 1 if on, = 0 if off

s mech mechanical calculation (SET mech) = 1 if on, = 0 if off

s mess message flag (SET message) = 1 if on, = 0 if off

s movie movie active (MOVIE on/off) = 1 if on, = 0 if off

sm max * only defined within a constitutive model. The model must
return sm max as the maximum shear modulus; see Sec-
tion 2.8

step current step number (integer)

str pnt pointer to a structural element data structure (integer); see
Section 2.5.7

tab pnt pointer to TABLE list structure (integer); see Section 2.5.7

tenflg = zero if tension cutoff is to be inhibited; otherwise, tension
cutoff is allowed (integer)

thtdel timestep for thermal calculation (as set by the SET thdt com-
mand)
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thtime “thermal time”

trac pnt pointer to TRACK list structure (integer); see Section 2.5.7

udm pnt pointer to a user-defined model list structure (integer); see
Section 2.5.7

unbal maximum unbalanced force in grid

unbflow returns unbalanced flow in fast flow mode

v ngw number of groundwater sub-steps (SET ngw) (positive inte-
ger)

v nmech number of mechanical sub-steps (SET nmech) (positive in-
teger)

v ntherm number of thermal sub-steps (SET ntherm) (positive integer)

wbiot Biot coefficient of effective stress. Note that this variable
corresponds to the value given in the WATER biot c com-
mand.

wbulk * bulk modulus of water. Note that this variable corresponds
to the value given in the WATER bulk command; the local bulk
modulus of water may be changed independently by using
the INI fmod command. In other words, the returned value
of wbulk may have no relation to the bulk modulus used in
the grid; similarly, setting wbulk may have no effect if the
INI command is subsequently used to override it.

wdens * density of water

xgrav * x-component of gravity (positive is to the right)

ygrav * y-component of gravity (positive is upward). Note that
the STEP command must be given for gravity to take effect;
body forces are computed from the given gravity components
when STEP is given.

There is also a group of scalar variables, not listed above, that are only for use in a user-defined
constitutive model (see Section 2.8).
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2.5.1.1 Use of Variable fos f

The FISH scalar fos f is the current F used in the SOLVE fos calculation. fos f is only nonzero
during cycling which is done as part of the fos solution; therefore fos f can be tested against zero to
determine if fos is active. At the start of a fos solution, an elastic simulation is done to determine
the characteristic time for the system. During cycling in this phase, fos f has the value 1 × 1020.
The user-written FISH code may test for this value, to set non-failing conditions, for example.

Note that SOLVE fos executes multiple save/restore cycles, so that a user-written FISH function will
not retain variable values between cycles. Any information to be passed between cycles can be
written to file. See the following example, which writes successive values of F to an ASCII file.
In general, a binary file can be used to speed communication between successive incarnations of a
user-written FISH function.

Example 2.14 Example use of fos f

; This performs a SOLVE FOS on a simple system. After the complete
; run finishes, the file RESULT.OUT contains a list of F values used
; to divide material properties. This is for illustration. In a real
; case, the value of F could be used to change the properties of some
; user-defined object.
grid 15 15
model mohr
prop dens 1000 she 1e8 bu 2e8 fric 30 coh 3.5e4 tens 1e10
fix x y j=1
set grav 10
def setup ; Initialize results file ...

array arr(1)
oo = open(’result.out’,1,1)
arr(1) = string(0)
oo = write(arr,1)
oo = close

end
setup
def qqq

array arrsav(500)
while_stepping ; Called on restore, for first cycle episode
if fflag = 0

fflag = 1
if fos_f = 0.0 ; Only write record if solve fos active

exit
endif
oo = open(’result.out’,0,1) ; Read in current results
oo = read(arr,1)
nlines = parse(arr(1),1)
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if nlines > 0
loop n (1,nlines)

oo = read(arr,1)
arrsav(n) = arr(1)

endLoop
endif
nlines = nlines + 1
oo = close
oo = open(’result.out’,1,1) ; Write out old results + new one
arr(1) = string(nlines)
oo = write(arr,1)
if nlines > 1

loop n (1,nlines-1)
arr(1) = arrsav(n)
oo = write(arr,1)

endLoop
endif
arr(1) = string(fos_f)
oo = write(arr,1)
oo = close

endif
end
set fflag=0
solve fos

The contents of RESULT.OUT are ...

11
1.0000E+20
1.0000E+00
2.0000E+00
1.5000E+00
1.2500E+00
1.3750E+00
1.4375E+00
1.4063E+00
1.3906E+00
1.3984E+00
1.3945E+00
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2.5.2 General Scalar Variables

The variables listed in this category have a single value and are not specifically related to FLAC;
they are general-purpose scalars. An asterisk (*) denotes that a variable may be assigned a value
within a user-written function; otherwise, the variable’s value may only be tested, not set. The
variables listed below are of floating-point type unless declared otherwise.

clock number of hundredths-of-a-second from midnight

cycle current cycle (step) number

degrad π/180 (used to convert degrees to radians — for example,
a = cos(30*degrad) gives the cosine of 30◦)

do update This “function” returns zero, but its use in an assignment
statement causes a complete update of all grid-related quan-
tities; the same update is done every ten steps in large-strain
mode. Note that this operation is slow.

grand random number drawn from normal distribution, with a mean
of 0.0 and standard deviation of 1.0. The mean and standard
deviation may be modified by multiplying the returned num-
ber by a factor and adding an offset.

pi π

step current step (cycle) number

unbal maximum unbalanced force

urand random number drawn from uniform distribution between
0.0 and 1.0

2.5.3 FLAC-Specific Model Variables

The following reserved names refer to gridpoint or zone variables that require the row and column
numbers to be specified in parentheses immediately following the name. For example, the xx-stress
in zone (i,j) would be referred to as sxx(i,j), where i and j evaluate to legal integers that
correspond to grid indices; an error will be signaled during execution if the indices are out of the
range of the grid. Both i and j may be arbitrarily complex expressions involving functions or
even other FLAC array names. The following variable names must be spelled out in full in FISH
statements; they cannot be truncated, as in FLAC commands. An asterisk (*) denotes that the
variable (or individual bit) can be modified by a FISH function; otherwise, its value may only be
tested. All grid variables are of floating point type except for flags and model, which are integers,
and damp, which depends on its arguments.

Zone variables evaluate to zero if the zone is null, and gridpoint variables evaluate to zero if the
gridpoint is surrounded by null zones.
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2.5.3.1 Gridpoint Variables

damp * grid-based damping parameters. Note that damp takes a
third argument, as follows: damp(i, j, code) = value or
value = damp(i, j, code). It either sets or retrieves grid-
based damping information for gridpoint (i,j), according to
the value of code, as follows:

code Description value

1 static damping local 1
type (integer) combined 2

2 static damping constant (float) value

3 dynamic damping local 1
type (integer) combined 2

Rayleigh 3

4 dynamic damping local and value
constant (float) combined

5 dynamic Rayleigh fraction (float) value

6 dynamic Rayleigh frequency (float) value

7 dynamic Rayleigh full 0
switch (integer) mass term only 1

stiffness only 2

All damping variables may be changed dynamically during
cycling, but for changes to Rayleigh parameters to take ef-
fect, the function do update must be called, preferably after
all the grid has been
scanned (the function is very time-consuming, and operates
on global data).

ex n * extra (floating-point) variables, where n ranges from 1 to
the number specified on the CONFIG extra = n command

f2mod * non-wetting gridpoint fluid modulus (only for CONFIG
tpflow mode)
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flags condition flags — logical or of several bits, as follows:

* fixed in x 2
* fixed in y 4
null gridpoint 8
structural connection 64
* marked gridpoint 128
attached gridpoint 256
* PP fixed 512
null groundwater gridpoint 1024
* fixed temperature 2048
null thermal gridpoint 4096
absorbing boundary in x 8192
absorbing boundary in y 16384
* fixed saturation 65536
* fixed pore pressure of the non-wetting phase 131072
* fixed seepage (two-phase flow) 262144

fmod * gridpoint fluid modulus. Care should be taken if this vari-
able is changed, since critical fluid timesteps will be altered,
and numerical instability may occur. If in doubt, issue a
STEP command, which causes the timestep to be recom-
puted.

ftens * fluid tensile strength. This is a gridpoint variable.

g2flow non-wetting gridpoint flow sum (only for CONFIG tpflow
mode)

gflow gridpoint flow sum. This is the fluid flow, in volume per
unit groundwater time, flowing into a gridpoint. In steady-
state conditions, the flow sums will be almost zero at interior
gridpoints, since the inflow will balance the outflow. At fixed
pore pressure gridpoints, gflow will be the flow into or out
of the grid (positive flow denotes “into the grid”). Note that,
when in CONFIG axi mode, the flow volume is associated
with a unit angle, which is 1 radian.

gmsmul gridpoint multiplier assigned by multi-stepping option

gpp * gridpoint pore pressure

nwgpp * non-wetting gridpoint pore pressure (only for CONFIG
tpflow mode)

rsat * residual saturation (only for CONFIG tpflow mode)
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sat * saturation. This is a gridpoint variable which ranges from
0 to 1.

temp * temperature (only for CONFIG th mode)

tflow thermal energy sum at a gridpoint. At a fixed temperature
gridpoint, a positive energy sum denotes energy entering the
grid, while a negative sum denotes energy leaving the grid.
A nonzero energy sum at a free gridpoint indicates that the
temperature is unsteady at the gridpoint. A zero (or close to
zero) energy sum indicates steady conditions.

vga * van Genuchten coefficient a (only for CONFIG tpflow
mode)

vgp0 * van Genuchten reference pressure (only for CONFIG tpflow
mode)

vgpcnw * van Genuchten non-wetting exponent (only for CONFIG
tpflow
mode)

vgpcw * van Genuchten wetting exponent (only for CONFIG tpflow
mode)

x * x-coordinate

xacc * x-acceleration

xbody x-component of body force (summation of gravity and ap-
plied forces)

xdisp * x-displacement

xforce unbalanced gridpoint force in x-direction; if the gridpoint is
fixed, then this force is the reaction force on the “support.”

xvel * x-velocity

y * y-coordinate

yacc * y-acceleration

ybody y-component of body force (summation of gravity and ap-
plied forces)

ydisp * y-displacement

yforce unbalanced gridpoint force in y-direction; if the gridpoint is
fixed, then this force is the reaction force on the “support.”
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yvel * y-velocity

2.5.3.2 Zone Variables

area zone area

Area is computed every time it is used. If it is required
frequently, then it should be stored locally, either as a scalar
(inside a loop) or in an ex n array.

density * zone density

dy state * special indicator codes for double-yield model (see Sec-
tion 2 in Theory and Background):

(1) currently at yield in shear

(2) currently at yield in volume

(4) shear yield criterion involves out-of-plane stress (does
not mean at yield)

(8) currently at yield in tension

NOTE: The codes may be added together in the case of mul-
tiple yielding; for example, both shear and volumetric yield
would produce an indicator of (3), obtained by adding (1)
for shear yield, and (2) for volumetric yield.

e plastic * accumulated plastic shear strain (only for strain-softening,
double-yield and bilinear models)

et plastic * accumulated plastic tensile strain (only for strain-soften-
ing, double-yield and bilinear models)

ev plastic * accumulated plastic volumetric strain (only for double-
yield and Cam-clay models)

ev tot * accumulated total volumetric strain (only for Cam-clay
model)

ex n * extra (floating-point) variables, where n ranges from 1 to
the number specified on the CONFIG extra = n command

flags condition flags — logical or of several bits, as follows:

* A-B triangle pair absent 16
* C-D triangle pair absent 32

FLAC Version 5.0



FISH REFERENCE 2 - 43

inimodel causes initialization of derived model properties to be done
for zone (i, j); changes in properties will cause immediate
changes in the model response.

model constitutive model number:

1 null model

2 elastic, isotropic

3 Mohr-Coulomb

4 elastic, anisotropic

5 ubiquitous-joint

6 strain-hardening/softening

7 elastic/viscous

8 power law creep

9 WIPP creep

10 double-yield

11 modified Cam-clay

12 Drucker-Prager

13 crushed-salt viscoplastic

14 WIPP-creep viscoplastic

15 Burger-creep viscoplastic

16 bilinear strain-hardening/softening
ubiquitous-joint

-121 Finn (DLL model)

-120 Hoek-Brown (DLL model)

Note that FISH user-written constitutive models may also
return a number (as given on the CONSTITUTIVE MODEL
statement in the corresponding FISH function). DLL mod-
els written in C++ return a negative number, defined in the
source code for the model.

poro2 * porosity (only for CONFIG tpflow mode)
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pp * zone pore pressure

state plastic state, (for all plasticity models, except Finn and Hoek-
Brown models) as follows:

0 elastic

1 currently at yield in shear and/or volume

2 currently not at yield but has been in the past, either
in shear or tension (in matrix) or volume

3 currently at yield in tension

6 ubiquitous-joints at yield in shear

7 ubiquitous-joints currently not at yield but have
been in the past, either in shear or tension

8 ubiquitous-joints at yield in tension

sxx * xx-stress

sxy * xy-stress

syy * yy-stress

szz * zz-stress

udcoe * coefficient of volume strain in pore pressure formula (only
for CONFIG tpflow mode)

visrat * viscosity ratio (wet/non-wet) (only for CONFIG tpflow
mode)

vol strain accumulated volumetric strain (only for CONFIG gw mode)

vsxx xx-component of stress, including stiffness-proportional
Rayleigh damping term (only for dynamic analysis)

vsxy xy-component of stress, including stiffness-proportional
Rayleigh damping term (only for dynamic analysis)

vsyy yy-component of stress, including stiffness-proportional
Rayleigh damping term (only for dynamic analysis)

vszz zz-component of stress, including stiffness-proportional
Rayleigh
damping term (only for dynamic analysis)
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wk11 * wetting fluid mobility coefficient for full saturation (only
for CONFIG tpflow mode)

wk12 * wetting fluid mobility coefficient for full saturation (only
for CONFIG tpflow mode)

wk22 * wetting fluid mobility coefficient for full saturation (only
for CONFIG tpflow mode)

xflow x-component of the zone flow vector — actually, “specific
discharge” in units of velocity. This quantity is not stored by
FLAC, and must be computed when needed: the calculation
is time-consuming.

xnwflow x-component of non-wetting zone flow vector

yflow y-component of the zone flow vector — actually, “specific
discharge” in units of velocity. This quantity is not stored by
FLAC, and must be computed when needed: the calculation
is time-consuming.

ynwflow y-component of non-wetting zone flow vector
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z group returns a string corresponding to the group name of zone
(i,j ).*

z model returns a string denoting the name of a DLL model, or the
integer zero if the zone does not contain a DLL model.

z prop * returns or assigns a property value for a DLL model. z prop
requires three arguments, as follows:

var = z prop(i,j,pname)
z prop(i,j,pname)

when i,j are the zone indices, and pname is a string denoting
the property name. Refer to the model description for a list of
property names. Note that the Finn and Hoek-Brown models

* If the zone is not associated with a group name, then var will contain the integer zero. Thus, before
printing out a string, var should be tested, using the type () function: e.g.,

loop i (1, izones)
loop j (1, jzones)

var = z group(i,j)
if type(var) = 3

oo = out(string(i) +’,’+string(j)+’ Group = ’+var)
else

oo = out(string(i)+’,’+string(j)+’ No group’)
endif

endLoop
endLoop

When z group(i,j) is used as the destination in an expression, the source variable is used as the group
name to be associated with the zone (i,j). If the zone already is associated with a group name, the
association is replaced with the new one. If the group name does not already exist, it is created. If
the source variable is not a valid string, nothing is done, and no error is signalled. For example:

grid 10 10
model elas
def qqq

z group(2,2) = ’fred’
z group(3,3) = 33

end
qqq

In this case, zone (2,2) receives the group name “fred,” but zone (3,3) receives nothing. The
command PRINT group lists “fred” as a valid group name. A group name can be associated with a
zone even if the zone contains the null model.
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are DLLs; their property names are listed in Section 1 in the
Command Reference.

z prop also returns the plasticity state number for the Finn
and Hoek-Brown models, as follows:

num = z prop(i,j,‘state’)

num is 0, 1 or 2 as defined for the state zone variable.

zmsmul zone multiplier assigned by multi-stepping option

2.5.3.3 Strain Calculations

There are eight FISH zone “variables” — ssr, ssi, ssr3d, ssi3d, vsr, vsi, fsr, fsi that give user-written
functions access to zone strains and strain rates. Note that “shear strain rate” in this context means
the square root of the second invariant of the deviatoric strain rate. The following four (read-only)
functions return only single values for the zone identified by index i, j:

ssi(i, j) maximum shear strain increment (in the 2D plane)

ssr(i, j) maximum shear strain rate (in the 2D plane)

ssi3d(i, j) maximum shear strain increment (3D formulation)

ssr3d(i, j) maximum shear strain rate (3D formulation)

vsi(i, j) volumetric strain increment

vsr(i, j) volumetric strain rate

The following two functions provide all the tensor components, rather than invariants, providing
four components in the array arr, which the user must declare beforehand, and which must have at
least four elements (the function itself returns a zero).

fsi(i, j, arr) full strain increment tensor

fsr(i, j, arr) full strain rate tensor
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The components in arr are ordered in the following way, according to the array index (given as the
first number in the following table).

index 1 xx

index 2 yy

index 3 zz

index 4 xy

The computation of strain rate is identical to that performed by FLAC when it applies constitutive
relations to a zone (see Section 1.3.3.1 in Theory and Background) — i.e., strain rates are based on
gridpoint velocities and the current coordinates. “Strain increments” are computed with the same
equations, but with displacements substituted for velocities. There are two potential problems with
the latter calculation. First, gridpoint displacements may be reset or changed at any time by the
user; they are not used in the calculation process. It is the user’s responsibility to ensure that
displacements are accumulated over a meaningful interval. Second, the strain increments are based
on the geometry at the time of measurement. If the geometry changes significantly during a large-
strain simulation, the measured strain will depend on the assumption made about the reference state
for geometry; there are many different formulations for strain to be found in the literature when
large displacements are involved. The conscientious user may wish to use only the function fsr,
and derive strain increments by accumulation, using some formula of choice.

Note that the functions described take a long time to execute. It is rather inefficient to compute the
values for each zone at each timestep, if strains are only needed for certain zones (e.g., for histories);
the recording logic should be done only for the zones of interest. Further, since each function takes
about the same time to execute, it is better to use fsr or fsi if more than one strain component is
needed for a zone.

Example 2.15 illustrates the application of these functions to calculate strain components. Note
that the arrays must be defined first. The strain increment and strain rate tensors are then calculated
and the arrays are filled with the statements

dum = fsr(i,j,ar)
dum = fsi(i,j,ai)

Example 2.15 Strain calculations

;--- Test of FISH strain measures ---
conf ext 10
grid 5 5
m e
pro d 1000 s 1e8 b 2e8
set grav 10
fix y j=1
solve
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def qqq
array ar(4) ai(4)
loop i (1,izones)

loop j (1,jzones)
dum = fsr(i,j,ar)
dum = fsi(i,j,ai)
ex_1(i,j) = sqrt((ar(1)-ar(2))ˆ 2 + 4.0 * ar(4)ˆ 2) / 2.0
ex_2(i,j) = sqrt((ai(1)-ai(2))ˆ 2 + 4.0 * ai(4)ˆ 2) / 2.0
ex_3(i,j) = ar(1) + ar(2) + ar(3)
ex_4(i,j) = ai(1) + ai(2) + ai(3)
ex_5(i,j) = ai(1)
ex_6(i,j) = ai(2)

endLoop
endLoop

end
qqq
;--- to test, give the following commands, line by line, & compare
print ssr ex_1 zon
print ssi ex_2 zon
print vsr ex_3 zon
print vsi ex_4 zon
pause
plot hold ex_6 zone fil bou

2.5.4 FLAC Constitutive Model Variables

Property values for all constitutive models may be accessed (changed, as well as tested) in any
general FISH function (i.e., any function that is not a constitutive model itself). As with the general
grid variables, indices must immediately follow the name of the property, enclosed in parentheses.
Property names must be spelled out in full, followed by zone indices (which may be single numbers,
symbols, or complicated expressions); for example, a valid FISH statement would be:

cohesion(2,3) = 3.4e5

If you write a function that tries to change a property variable, but the associated model does not exist
at the specified grid location (i,j), then no error will be given; however, no change will be made
to the grid. Similarly, if you try to obtain the value of a property for which no corresponding model
exists at the specified grid location, the value will be returned as zero; no error will be detected.
Consult Section 1.2 in the Command Reference and Section 2 in Theory and Background for
further information on the meanings and usage of the following variables:
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a wipp∗ con1† ev plastic hbs k22 rho∗
a 1∗ con2† ev tot hbmb lambda rs1∗
a 2∗ co2 f qx† hbsigci lconduct† rs2∗
act energy∗ cptable f qy† hbs3cv lspec heat† s f∗
angle ctable f t0† hb e3plas mm s g1∗
atable c2table f thexp† hb ind mpc s k1∗
b f∗ d f∗ ff c1‡ jangle mp1 shear mod

b wipp∗ d wipp∗ ff c2‡ jcohesion mtable spec heat†

b0∗ density ff c3‡ jc2 mutable stable
b1∗ dilation ff c4‡ jdilation multiplier state
b2∗ di2 ff count‡ jd2 mv0 sv
bijoint djtable ff evd‡ jfriction mv 1 temp∗
bimatrix dj2table ff latency‡ jf2 n cond† tension

biot c dtable ff switch‡ jtension n wipp∗ thexp†

bulk current d2table fjtable k exx∗ n 1∗ tjtable
bulk mod dy state fj2table k eyy∗ n 2∗ ttable

cam p econduct† frac d∗ k ezz∗ nuyx viscosity∗
cam q e dot star∗ friction k exy∗ nuzx vol strain

cap pressure e plastic fr2 k shear mod∗ per table xconduct†

citable e primary∗ ftable k viscosity∗ poiss xmod

cjtable ej plastic f2table kappa por table xyconduct†

cj2table especc heat† g thexp† kshear porosity yconduct†

cohesion et plastic gas c∗ k11 qdil ymod

conductivity† etj plastic hba k12 qvol

∗available only for creep model option — see Section 2 in Optional Features
†available only for thermal model option — see Section 1 in Optional Features
‡available only for dynamic option — see Section 3 in Optional Features

Note that properties for the Finn model are accessed with the z prop function rather than directly
by name.

In addition to the above set of names corresponding to built-in models, the properties of user-written
models may be addressed in a similar manner. Again, the names must be spelled in full, and zone
indices must follow the name if the property is referred to outside of the function in which it is
defined. See Section 2.8 for a discussion on properties for user-written models. Properties of DLL
models are set and retrieved with the z prop function (Section 2.5.3.2).
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2.5.5 Intrinsic Functions

All functions return floating-point values except for and, or, not, int, and type, which return integers,
and get mem, which returns a pointer. The functions max, min, abs and sgn return integers if their
argument(s) are all integer; otherwise, they return as floating-point. All functions must be placed
on the right-hand side of an assignment statement, even if the function’s return value is of no interest
— for example,

ii = out(’ Hi there!’)

is a valid way to use the out function. In this case, ii is not used.

abs(a) absolute value of a

acos(a) arc cosine of a (result is in radians)

and(a,b) bit-wise logical and of a and b

asin(a) arc sine of a (result is in radians)

atan(a) arc-tangent of a (result is in radians)

atan2(a,b) arc-tangent of a/b (result is in radians). NOTE: b may be
zero.

cos(a) cosine of a (a is in radians)

cparse(s, nc1, nc2) see Section 2.6

error string

This function causes an error condition. FISH function pro-
cessing (and command processing) stops immediately. The
message reported is string. This function can be used for
assignment only. (string = error is not allowed.)

exp(a) exponential of a

fc arg(n) passes arguments to FISH functions where n is any FISH
variable or expression that evaluates to an integer in the range
1 to 20.

float(a) converts a to a floating-point number. If it cannot be con-
verted (e.g., if a is a string), then 0.0 is returned.
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fstring(a, isig) This function works like string if isig = 0. Otherwise, the
number of significant figures (converted to string form) for
floating-point numbers in a are set to isig. “Significant fig-
ures” in this context means the number of digits after the
decimal point. The maximum for isig is 7, and the mini-
mum is 1. If isig is given values outside of this range, it
is truncated. The action of fstring is the same as string for
integer or string variables (i.e., isig is ignored).

get mem(nw) gets nw integers or floating point variables from FLAC ’s
memory space and returns an integer pointer to the start of
the contiguous array of objects. See Section 2.5.6.3 for more
details.

grand random number drawn from normal distribution: mean =
0.0; standard deviation = 1.0

in(s) prints out the message contained in string variable s and then
waits for input from the keyboard. The returned value will
be of type int or float if a single number has been typed in that
can be decoded as integer or floating-point, respectively. The
number should be the only thing on the line; however, if it is
followed by a space, comma or parenthesis, then any other
characters on the line are ignored. If the characters typed in
by the user cannot be interpreted as a single number, then
the returned value will be a string containing the sequence
of characters.

int(a) converts a to integer. If it cannot be converted (e.g., if a is a
string), then zero is returned.

ln(a) natural logarithm of a

log(a) base-ten logarithm of a

lose mem(nw,ia) returns nw previously allocated variables to FLAC. The pa-
rameter ia is the pointer of the start of the array of objects;
there is no checking done to ensure that ia is a valid address.
The return value is undefined. See Section 2.5.6.3 for more
details.

max(a,b) returns maximum of a, b

min(a,b) returns minimum of a, b

not(a) bit-wise logical not of a

or(a,b) bit-wise logical inclusive or of a, b
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out(s) prints out the message contained in s to the screen (and to
the log file, if it is open). The variable s must be of type
string. The returned value of the function is zero if no error
is detected, and 1 if there is an error in the argument (e.g., if
s is not a string).

parse(s, i) see Section 2.6

pre parse(s, i) see Section 2.6

sgn(a) sign of a (returns -1 if a < 0; else, 1)

sin(a) sine of a (a is in radians)

sqrt(a) square root of a

string(a) converts a to a string. If a is already of type string, then
the function simply returns a as its value. If a is int or float,
then a character string will be returned that corresponds to
the number as it would be printed out. However, no blanks
are included in the string.

tan(a) tangent of a (a is in radians)

type(e) the variable type of e is returned as an integer with value 1,
2, 3, 4, or 5, according to the type of the argument: int, float,
string, pointer or array, respectively.

urand random number drawn from uniform distribution between
0.0 and 1.0

2.5.6 Special Functions — Tables, Arrays and Memory Access

The functions described in the previous section are “conventional” in the sense that they simply
return a value, given some parameter(s), or they are executed for some effect. In other words,
they always appear on the right-hand side of any assignment statement. In contrast, the functions
described in this section (except the array functions in Section 2.5.6.2) may appear on either side
of an assignment (= sign). They act partly as functions and partly as arrays.
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2.5.6.1 Tables

The functions table, xtable, ytable and table size allow FISH functions to create and manipulate
FLAC tables, which are indexed arrays of number pairs used in several of FLAC ’s commands and
operations. However, tables are different from arrays in other programming languages. Tables are
dynamic data structures; items may be inserted and appended, and interpolation between values may
be done automatically. Consequently, the manipulation of tables by FISH is time-consuming. Use
them with caution! The action of each function depends on whether it is the source or destination
for a given data item; hence, each function is described twice.

A table is a list of pairs of floating-point numbers, denoted for convenience as x and y, although the
numbers may stand for any variables, not necessarily coordinates. Each table entry (or (x,y) pair)
also has a sequence number in the table. However, the sequence number of a given (x,y) pair may
change if a new item is inserted in the table. Sequence numbers are integers that start from 1 and
go up to the number of items in the table. Each table has a unique identification number, which
may be any integer except zero.

There are two distinct ways that tables may be used in a FISH function. The table function behaves
in the same way as the regular FLAC TABLE command (i.e., insertion and interpolation is done
automatically). The other functions, xtable and ytable, allow items to be added or updated by
reference to the sequence numbers; no interpolation or insertion is done.

y = table(n,x) The existing table n is consulted and a y-value found by
interpolation, corresponding to the given value of x. The
value of x should lie between two consecutive stored x-values
for the results to be meaningful. An error is signaled if table
n does not exist.

table(n,x) = y An (x,y) pair is inserted into the first appropriate place in
table n (i.e., the new item is inserted between two existing
items with x-values that bracket the given x-value). The new
item is placed at the beginning of the table or appended to the
end if the given x is lower than the lowest x or greater than
the greatest x, respectively. The number of items in the table
is increased by one, following execution of this statement.
If table n does not exist, it is created, and the given item is
taken as the first entry. The given statement is equivalent to
the FLAC command TABLE n insert x y. If the given x is
identical to the stored x of an (x,y) pair, then the y-value is
updated, rather than inserted.

x = xtable(n,s) The x-value of the pair of numbers that have sequence num-
ber s in table n is returned. An error is signaled if table n
does not exist, or if sequence number s does not exist.
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xtable(n,s) = x The given value of x is substituted for the stored value of
x in the (x,y) pair having sequence number s, in table n.
If sequence number s does not exist, then sufficient entries
are appended to table n to encompass the given sequence
number; the given x is then installed. If the given table does
not exist, it is created. An error is signaled if n is given as
zero, or if s is given as zero or negative.

y = ytable(n,s) The action of this statement is identical to the corresponding
xtable statement, except that the y-value of the (x,y) pair,
rather than x, is retrieved .

ytable(n,s) = y The action of this statement is identical to the corresponding
xtable statement, except that the y-value of the (x,y) pair,
rather than x, is installed.

i = table size(n) The number of entries in table n is returned in value i.

Since the xtable and ytable functions can create tables of arbitrary length, they should be used with
caution. It is suggested that the table function be used in constitutive models where interpolated
values are needed from tables. The xtable and ytable functions are more useful when generating
tables.

The following notes may be of use for the FISH table functions.

1. In large tables, for efficiency, sequence numbers should be scanned in the di-
rection of ascending numbers. FLAC keeps track of the last-accessed sequence
number for each table; this is used to start the search for the next requested
number. If the requested number is less than the previous one, the whole table
may need to be searched.

2. The functions xtable and ytable, rather than table, should be used to update
values in an existing table. Although table will update an (x,y) pair if the given
x is identical to the stored x, there may be slight numerical errors, which can
result in insertion rather than updating.

3. In a FISH function that replaces old table values with new values, it is necessary
to create the table first, since the action of retrieving old values will produce
an error. A complete table may be created — and its entries all set to zero —
by a single statement, as illustrated in the following example:

xtable(4,100) = 0.0

If table 4 does not exist, then it is created. 100 entries are also created, each
containing (0.0,0.0). Subsequent statements, such as:

xtable(4,32) = xtable(4,32) + 1.0
ytable(4,32) = ytable(4,32) + 4.5
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will update table values, but will not alter the length of the table. If the latter
statements are executed before table 4 exists, then an error will be detected.

4. Stored values (both x and y) in tables are always floating-point numbers. Given
integers are converted to floating-point type before storing. Be careful about
precision!

As an example in the use of table functions, the input sequence in Example 2.16 produces a smooth-
pointed, star-shaped hole in a FLAC grid.

Example 2.16 Use of table functions

g 50 50
m e
def star

ntab = 1
npts = 100
d_theta = 2.0 * pi / npts
loop n (1,npts)

z = sin(3.0*theta)ˆ4 + 1.2
xtable(ntab,n) = z * cos(theta)
ytable(ntab,n) = z * sin(theta)
theta = theta + d_theta

end_loop
end
star
gen -3 -3 -3 3 3 3 3 -3
plot hold grid
gen table 1
plot hold grid
mod null reg 20 20
plot hold grid

2.5.6.2 Special Array Functions

The following intrinsic functions are defined.

mat transpose (A, B)

returns matrix B as the transpose of matrix A. Both A and B
must be 2D, user-defined arrays with opposite dimensions —
e.g., A(5,3) and B(3,5). The same matrix must not be used
for both source and destination. The matrices can contain
any variable types. The function returns 0 or 1, denoting
success or failure, respectively.
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mat inverse (A, B)

returns matrix B as the inverse of matrix A, where A and
B are square matrices of equal size. The operation causes
the (internal) allocation of 8*N*(N+1) bytes of memory, but
if called more than once, the same memory is reused. The
arithmetic is single-precision (unless the double-precision
version of FLAC is used) and it is assumed that all elements
of A are floating-point numbers. (No checking is done!) The
function returns 0 or 1, denoting success or failure, respec-
tively.

Notes and cautions:

a) The functions operate on existing user-declared arrays in FISH. The number
and sizes of the array dimensions must correspond to the desired matrix oper-
ation. For example, to invert a matrix, the array must be two-dimensional and
square.

b) The matrix size is assumed to be identical to the array size. This may not be
a limitation, because arrays can be declared at compile time, based on a size
computed from a previously executed function. Example 2.17 illustrates this.

Example 2.17 Setting array size

def xxx
.
.
nn = ...

end
xxx
def set_mat

array aa(nn,nn) bb(nn,nn)
end

Example 2.18 contains an example and validation of the matrix inversion function, mat inverse().

Example 2.18 Using the matrix inversion function

def size
nn = 20

end
size
def gg

float abc xyz xx bb tot
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int i j nn
array abc(nn,nn) xyz(nn,nn) xx(nn) bb(nn)
loop j (1,nn)

loop i (1,nn)
abc(i,j) = urand ; random A coefficients

endLoop
xx(j) = float(j) ; X values

endLoop
loop i (1,nn) ; pre-compute b = A.x

bb(i) = 0.0
loop j (1,nn)

bb(i) = bb(i) + abc(i,j) * xx(j)
endLoop

endLoop
if mat_inverse(abc,xyz) = 1

oo = out(’ Inversion failed!’)
exit

endif
loop i (1,nn) ; now "solve" ... x = inv(A) . b

tot = 0.0
loop j (1,nn)

tot = tot + xyz(i,j) * bb(j)
endLoop
printout

endLoop
end
def printout

if i > 9
oo = out(’ i = ’+string(i)+’ x = ’+string(tot))

else
oo = out(’ i = ’+string(i)+’ x = ’+string(tot))

endif
end
opt gg
gg
;--- Note - x value should be (approximately) integers from 1 to nn
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2.5.6.3 Special Functions to Access Memory Directly

Warning! This section is intended for experienced programmers who are familiar with the use of
linked lists. The techniques described here are powerful because they provide access to most of the
internal data in FLAC, but they are dangerous if used without full understanding.

Most of FLAC ’s data are stored in a single, one-dimensional array. A FISH program has access to
this array via imem and fmem, which act like array names for integer and floating-point numbers,
respectively. Given index iad (which must be an integer), floating-point (f) or integer (i) values can
be found from:

f = fmem(iad)

i = imem(iad)

Values can also be inserted in the array, as follows:

fmem(iad) = f

imem(iad) = i

These functions are potentially very dangerous, as any data can be changed in FLAC ’s main array.
Only experienced programmers should use them. No checking is done to verify that iad is an
integer, so the user must be very careful. The use of these functions is explained in Section 2.5.7.

2.5.6.4 Special Functions to Communicate Parameters

In some cases (notably, when using structural piles) it is possible to replace FLAC ’s built-in logic
with the same user-defined logic embodied in a FISH function. In order to communicate parameters
between the FISH function and FLAC ’s internal logic, the special function fc arg is provided. The
function may appear as the source or destination (right- or left-hand side of an expression), and is
used as follows:

aa = fc arg(n)
fc arg(m) = bb

The arguments n and m can be any FISH variable or expression that evaluates to an integer in the range
1 to 20, inclusive — i.e., there are 20 separate parameters that can be used to pass information. The
parameters may be integers or floating-point values (but not strings). For an example application
of fc arg, see the user-defined normal coupling-spring function, cs nfunction, described in
Section 1.10.4 in Structural Elements.
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2.5.7 Access to FLAC’s Data Structures

Warning! This section is intended for experienced programmers who are familiar with the use of
linked lists. The techniques described here are powerful because they provide access to most of the
internal data in FLAC, but they are dangerous if used without full understanding.

Most of FLAC ’s data are stored in a single, one-dimensional array. A FISH program has access to
this array via imem and fmem (described in Section 2.5.6.3), which act like array names for integers
and floating-point numbers, respectively. Note that imem(n) and fmem(n) map into the same location
in memory; it is the responsibility of the programmer to access the correct type of data. Pointers
to the main data structures are listed in Section 2.5.1. Each data structure consists of one or more
linked lists, with offsets to individual data items listed in Section 4. Memory can also be allocated
from a FISH program and used to store whatever the programmer wishes. In many cases, FLAC ’s
data blocks contain one or more spare words that can be used as pointers to extension arrays that can
be allocated as needed. Although tables can be used to store data, it is much faster to use allocated
memory directly, via imem and fmem.

To illustrate the use of the concepts outlined above, let us write a FISH program (listed in Exam-
ple 2.19) to record the maximum normal force that acts within an interface, and the step number
and gridpoint at which the maximum occurred. After setting up the problem, we allocate a block of
memory to contain the recorded data and set up a pointer to it from the interface. The logic should
work for any number of interfaces, although Example 2.19 only involves one interface.

Example 2.19 Accessing FLAC’s data structures

g 10 11
m e
prop dens 2000 sh 1e8 bu 2e8
m n j=6
ini x add 2.5 y add -0.9 j=7,12
int 4 aside from 1,6 to 11,6 bside from 1,7 to 11,7
int 4 kn 5e8 ks 2.5e8 fric 10
set grav 10,5 large
fix x y j=1
step 1
def make_list

ip = int_pnt
loop while ip # 0

imem (ip+1) = get_mem(3) ; get storage buffer
ip = imem(ip)

endloop
end
make_list
def save_data

while_stepping
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ip = int_pnt
loop while ip # o ;scan interfaces

ii = imem(ip+1)
loop nside (2,3) ;scan 2 sides

ispt = imem(ip+nside)
loop while ispt # 0 ; scan nodes on one side

if abs(fmem(ispt+5)) > fmem(ii) then
fmem(ii) = abs(fmem(ispt+5))
imem(ii+1) = ispt
imem(ii+2) = step

end_if
ispt = imem(ispt)

end_loop
end_loop
ip = imem(ip)

end_loop
end
def sho_data

ip = int_pnt
loop while ip # 0

ii = imem(ip+1)
s1 = ’ max-Fn = ’+string(fmem(ii))+’, ’
ig = imem(imem(ii+1)+2)
jg = imem(imem(ii+1)+3)
s2 = ’ g.p.(’+string(ig)+’,’+string(jg)+’)’
s3 = ’ at step ’+string(imem(ii+2))
xx = out(s1+s2+s3)
ip = imem(ip)

end_loop
end
step 500
sho_data

The resulting output is as follows:

max-Fn = 2.6127E+05, g.p.(7,7) at step 367
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2.6 FISH I/O Routines

The set of FISH functions described in this section enable data to be written to, and read from, a
file. There are two modes, namely an “ASCII” mode that allows a FISH program to exchange data
with other programs, and a “FISH” mode that enables data to be passed between FISH functions.
In FISH mode, the data are written in binary, without loss of precision, whereas numbers written
out in ASCII form may lose precision when read back into a FISH program. In FISH mode, the
value of the FISH variable is written to the file, not the name of the variable. Only one file may be
open at any one time.

close The currently open file is closed; 0 is returned for a successful operation.

open(filename, wr, mode)

This function opens a file, named filename, for writing or reading. The
variable filename can be a quoted string or a FISH string variable.

Parameter wr must be an integer with one of the following values:
0 file opened for reading; file must exist
1 file opened for writing; existing file will be overwritten

Parameter mode must be an integer with one of the following values:
0 read/write of FISH variables; only the data corresponding to the

FISH variable (integer, float or string) are transferred, not the
name of the variable.

1 read/write of ASCII data; on a read operation the data are
expected to be organized in lines, with CR/LF between lines. A
maximum of 80 characters per line is allowed.

The returned value denotes the following conditions:
0 file opened successfully
1 filename is not a string
2 filename is a string, but is empty
3 wr or mode (not integers)
4 bad mode (not 0 or 1)
5 bad wr (not 0 or 1)
6 cannot open file for reading (e.g., file does not exist)
7 file already open
8 not a FISH mode file (for read access in FISH mode)
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read(ar, n)

reads n records into the array ar. Each record is either a line of ASCII
data or a single FISH variable. The array ar must be an array of at least n
elements. The returned value is:
0 requested number of lines were input without error
-1 error on read (except end-of-file)
n positive value indicates that end-of-file was encountered after

reading n lines

In FISH mode, the number and type of records must match exactly the
number and type of records written. It is up to the user to control this. If
an arbitrary number of variables is to be written, the first record could be
made to contain this number, so that the correct number could subsequently
be read.

write(ar, n)

writes n records from the first n elements of the array ar. Each record is
either a line of ASCII data, or a single FISH variable. For ASCII mode,
each element written must be of type string. The array ar must be an array
of at least n elements. The returned value is:
0 requested number of lines were output without error
-1 error on write
n positive value (in ASCII mode) indicates that the nth element

was not a string (hence only n−1 lines were written). An error
message is also displayed on the screen.

The following intrinsic functions do not perform file operations, but can be used to extract items
from ASCII data that is derived from a file.

cparse(s, nc1, nc2)

This function scans the string s and decodes the characters between columns
nc1 and nc2 (inclusive) as integer, float or string.

parse(s, i)

This function scans the string s and decodes the ith item, which it returns.
Integers, floats and strings are recognized. Delimiters are the same as for
general commands (i.e., spaces, commas, parentheses, tabs and equal signs).
If the ith item is missing, zero is returned. An error message is displayed
and zero is returned if the variable s is not a string.
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pre parse(s, i)

This function scans the string s and returns an integer value according to
the type of the ith item, as follows:
0 missing item
1 integer
2 float
3 string missing (unable to interpret as int or float)

Example 2.20 illustrates the use of the FISH I/O functions.

Example 2.20 Using the FISH I/O functions

def setup
a_size = 20
IO_READ = 0
IO_WRITE = 1
IO_FISH = 0
IO_ASCII = 1
filename = ’junk.dat’

end
setup
;
def io

array aa(a_size) bb(a_size)
;

; ASCII I/O TEST ------------------
status = open(filename, IO_WRITE, IO_ASCII)
aa(1) = ’Line 1 ... Fred’
aa(2) = ’Line 2 ... Joe’
aa(3) = ’Line 3 ... Roger’
status = write(aa,3)
status = close
status = open(filename, IO_READ, IO_ASCII)
status = read(bb, a_size)
if status # 3 then

oo = out(’ Bad number of lines’)
endif
status = close

;
; now check results...
loop n (1,3)

if parse(bb(n), 2) # n then
oo = out(’ Bad 2nd item in loop ’ + string(n))
exit
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endif
endloop

;
if pre_parse(bb(3), 4) # 3 then

oo = out(’ Not a string’)
exit

endif
;

; FISH I/O TEST -----------------
status = open(filename, IO_WRITE, IO_FISH)
funny_int = 1234567
funny_float = 1.2345e6
aa(1) = ’---> All tests passed OK’
aa(2) = funny_int
aa(3) = funny_float

;
status = write(aa,3)
status = close
status = open(filename, IO_READ, IO_FISH)
status = read(bb, 3)
status = close

;
; now check results...
if type(bb(1)) # 3 then

oo = out(’ Bad FISH string read/write’)
exit

endif
if bb(2) # funny_int then

oo = out(’ Bad FISH integer read/write’)
exit

endif
if bb(3) # funny_float then

oo = out(’ Bad FISH float read/write’)
exit

endif
oo = out(bb(1)) ; (should be a good message)
command

sys del junk.dat
endcommand

end
;
io
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2.7 Socket I/O Routines

FISH contains the option to allow data to be exchanged between two or more Itasca codes running as
separate processes, using socket connections (as used for TCP/IP transmission over the Internet). At
present, socket I/O connections can be made between FLAC and PFC2D and PFC3D. FLAC3D also
allows socket connections at this time. It is possible to pass data between two or more instances
of the same code (e.g., two instances of FLAC), but the main use is anticipated to be coupling
of dissimilar codes such as FLAC and PFC2D. An example of such a coupling is provided in
Section 2.5.3.1.

The data contained in FISH arrays may be passed in either direction between two codes. The data
are transmitted in binary with no loss of precision. Up to six data channels may be open at any
one time; these may exist between two codes, or may connect several codes simultaneously. The
following FISH intrinsics are provided. The word process denotes the instance of the code that is
currently running. All functions return a value of 10 if the ID number is invalid.

sclose(ID)

Channel ID is closed.

sopen(mode, ID)

The integer, mode, takes the value 0 or 1. A value of 1 causes the data
channel of number ID to be initiated, with the process acting as a server.
Another process can link to the server, with the same ID, by invoking sopen,
with mode = 0, which denotes the process as a client. The ID number must
be in the range 0 to 5, inclusive, giving a total of six possible channels
of communication. The server sopen function must be issued before the
client sopen function, for a given ID. While waiting for a connection, the
server process is unresponsive. The sopen function returns 0 when a good
connection has been made, and nonzero if an error has been detected.

sread(arr, num, ID)

num FISH variables are received from channel ID, and placed in array arr,
which is overwritten, and which must be at least num elements in size.
The returned value is zero if data is received without error, and nonzero if
an error has occurred. Note that the function sread does not return until
the requested number of items has been received. Therefore, a process
will appear to “lock up” if insufficient data have been sent by the sending
process.
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swrite(arr, num, ID)

num FISH variables are sent on channel ID from array arr. The data in arr
may consist of a mixture of integers, reals or strings. Zero is returned for
a good data transmission, and nonzero if an error is detected. In addition,
error messages may be issued for various problems, such as incorrect array
size, etc.

In order to achieve socket communication between two processes, codes must be started separately
from separate directories. To illustrate the procedure, we can send messages between two instances
of FLAC, and record the log files, as follows. The server log file is as follows:

Example 2.21 Server log file

def serve
array arr(3)
arr(1)=1234
arr(2)=57.89
arr(3)=’hello from the server’
oo=sopen(1,1)
oo=swrite(arr,3,1)
oo=sread(arr,1,1)
oo=sclose(1)
oo=arr(arr(1))

end
serve

The client log file is as follows:

Example 2.22 Client log file

def client
array arr(3)
oo=sopen(0,1)
oo=sread(arr,3,1)
oo=out(’ Received values ...’)
oo=out(’ ’+string(arr(1)))
oo=out(’ ’+string(arr(2)))
oo=out(’ ’+string(arr(3)))
arr(1)=’greetings from the client’
oo=swrite(arr,1,1)
oo=sclose(1)

end
client
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Data have been passed both ways between the two code instances. A more useful example is given
below, in Section 2.5.3.1.

2.7.1 Coupled FLAC and PFC2D Simulation

This example demonstrates the use of the socket I/O functions to transfer data between two codes
executing separately. A deformable punch (modeled with FLAC) is driven into an assembly of
particles (modeled with PFC2D ). Initially, a series of walls is created in PFC2D, with each wall
corresponding to a single surface segment of a FLAC zone. As the FLAC zones deform in large-
strain, gridpoint velocities are transferred to PFC2D, so that the walls move in exactly the same way
as the boundary segments of the FLAC grid. The resulting wall forces, due to particles interacting
with the walls, are transferred to FLAC as applied gridpoint forces. In this way, a fully coupled
simulation is performed.

Three data files are used in the simulation. The file in Example 2.23 must first be executed by PFC2D

to create an assembly of particles within a container, and bring the assembly to equilibrium under
gravity. The files in Examples 2.24 and 2.25 may then be used by FLAC and PFC2D, respectively,
to execute the simulation. In order for the system to operate correctly, both codes should be started
as separate processes from separate directories. Then, Example 2.24 should be called first from
FLAC as the server, which waits (indefinitely) for a connection from another process. The file
Example 2.25 may then be called from PFC2D (operating as a client process) to establish contact.
Initially, FLAC sends a series of wall coordinates to PFC2D, and both codes set up arrays of pointers
to eliminate searching during cycling. Once the setup process is complete, cycling begins in both
codes, with forces being sent by PFC2D to FLAC, and velocities being sent by FLAC to PFC2D.
Cycling in both codes is synchronized, using a timestep of unity, so that the same displacements
are calculated in each step in each code.
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Example 2.23 PFC2D initialization file for coupled FLAC/PFC2D example

set random
wall id 1 kn 1e8 nodes -2,2 -2,0
wall id 2 kn 1e8 nodes -2,0 2,0
wall id 3 kn 1e8 nodes 2,0 2,2
gen id=1,200 rad=.05 .09 x -2 2 y 0 2
pro dens 2000 kn 1e8 ks 1e8
set grav 0 -10
plot create pview
plot add wall blue
plot add ball red
plot add cforce yellow
set dt=dscale
cyc 15000
prop fric .5
cyc 15000
save pex0.sav

Example 2.24 FLAC initialization and run file for coupled FLAC/PFC2D example

grid 20 10
gen -0.5 1.5 -0.5 2.0 0.5 2.0 0.5 1.5
model elas
prop dens 1000 shear 5e8 bulk 10e8
fix x y j=11
def setLimits ; Array limits ... must be changed for bigger problem

nbuff = 1000 ; general buffer size
nList = 200 ; max number of walls generated
igpf = igp
jgpf = jgp

end
setLimits
def iniComms ; initialize communications, & send wall data

array buff(nbuff) numrec(1)
array i1List(nList) j1List(nList) i2List(nList) j2List(nList)
array appnt(igpf,jgpf)
oo = sopen(1,1) ; channel 1 ... server
numWalls = 0
loop j (1,jzones) ; left side

numWalls = numWalls + 1
i1List(numWalls) = 1
j1List(numWalls) = j
i2List(numWalls) = 1
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j2List(numWalls) = j+1
endLoop
loop i (1,izones) ; bottom

numWalls = numWalls + 1
i1List(numWalls) = i+1
j1List(numWalls) = 1
i2List(numWalls) = i
j2List(numWalls) = 1

endLoop
loop j (1,jzones) ; right side

numWalls = numWalls + 1
i1List(numWalls) = igp
j1List(numWalls) = j+1
i2List(numWalls) = igp
j2List(numWalls) = j

endLoop
ibuf = 0
loop nn (1,numWalls)

setIJ
ibuf = ibuf + 1
buff(ibuf) = x(i1,j1)
ibuf = ibuf + 1
buff(ibuf) = y(i1,j1)
ibuf = ibuf + 1
buff(ibuf) = x(i2,j2)
ibuf = ibuf + 1
buff(ibuf) = y(i2,j2)
command

apply xforce=1e-10 yforce=1e-10 i=i1 j=j1
endCommand

endLoop
numrec(1) = numWalls
oo = out(’ Sending ’+string(numWalls)+’ wall segments to PFC ...’)
oo = swrite(numrec,1,1)
oo = swrite(buff,ibuf,1)
ap = app_pnt ; set up easy access to apply-list pointers
loop while ap # 0

ii = imem(ap+$kapi1)
jj = imem(ap+$kapj1)
appnt(ii,jj) = ap
ap = imem(ap)

endLoop
end
def setIJ ; set i,j values, given index nn

i1 = i1List(nn)
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j1 = j1List(nn)
i2 = i2List(nn)
j2 = j2List(nn)

end
def endComms ; Close communications

oo = sclose(1)
end
def sendVelocities

ibuf = 0
loop nn (1,numWalls)

setIJ
buff(ibuf+1) = xvel(i1,j1)
buff(ibuf+2) = yvel(i1,j1)
buff(ibuf+3) = xvel(i2,j2)
buff(ibuf+4) = yvel(i2,j2)
ibuf = ibuf + 4

endLoop
ibuf = numWalls * 4
oo = swrite(buff,ibuf,1)
getForces

end
def getForces

loop nn (1,numWalls) ; reset applied forces
setIJ
ap1 = appnt(i1,j1)
ap2 = appnt(i2,j2)
fmem(ap1+$kapv1) = 0.0
fmem(ap1+$kapv2) = 0.0
fmem(ap2+$kapv1) = 0.0
fmem(ap2+$kapv2) = 0.0

endLoop
ibuf = numWalls * 3
oo = sread(buff,ibuf,1)
ibuf = 0
loop nn (1,numWalls)

setIJ
FxW = buff(ibuf+1)
FyW = buff(ibuf+2)
MomW = buff(ibuf+3)
denom = FyW * (x(i1,j1)-x(i2,j2)) - FxW * (y(i1,j1)-y(i2,j2))
if denom # 0.0

rat = (MomW - FyW * x(i2,j2) + FxW * y(i2,j2)) / denom
rat = max(0.0,min(1.0,rat))
ap1 = appnt(i1,j1)
ap2 = appnt(i2,j2)
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fmem(ap1+$kapv3) = fmem(ap1+$kapv3) + rat * FxW
fmem(ap2+$kapv3) = fmem(ap2+$kapv3) + (1.0-rat) * FxW
fmem(ap1+$kapv4) = fmem(ap1+$kapv4) + rat * FyW
fmem(ap2+$kapv4) = fmem(ap2+$kapv4) + (1.0-rat) * FyW

endif
ibuf = ibuf + 3

endLoop
end
call app.fin
set echo off
iniComms
set echo on
ini yvel=-0.5e-3
set fishcall 15 sendVelocities
win -2 2 -1 3
set large
cycle 1300
endComms
plot hold bound sig2 fill

Example 2.25 PFC2D run file for coupled FLAC/PFC2D example

res pex0.sav
def setLimits ; Array limits ... must be changed for bigger problems

nbuff = 1000 ; general buffer size
nList = 200 ; max number of walls generated

end
setLimits
def iniComms

array buff(nbuff) numrec(1)
array Wpoint(nList)
oo = sopen(0,1)
oo = sread(numrec,1,1)
numWalls = numrec(1)
ibuf = numWalls * 4 ; (4 values per wall)
oo = sread(buff,ibuf,1)
ibuf = 0
IDmake = 100 ; starting created wall number
loop nn (1,numWalls)

getSeg
command

wall id=IDmake kn=1e8 ks=1e8 nodes x1,y1 x2,y2
endCommand
Section
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wp = wall_head
loop while wp # null

if w_id(wp) = IDmake
exit section

endif
wp = w_next(wp)

endLoop
oo = out(’ ** error in finding wall pointer’)
Exit

EndSection
Wpoint(nn) = wp ; save wall pointer
w_fix(wp) = 1 ; inhibit PFC wall velocity update
IDmake = IDmake + 1

endLoop
end
def getSeg

ibuf = ibuf + 1
x1 = buff(ibuf)
ibuf = ibuf + 1
y1 = buff(ibuf)
ibuf = ibuf + 1
x2 = buff(ibuf)
ibuf = ibuf + 1
y2 = buff(ibuf)

end
def endComms

oo = close(1)
end
def getVelocities

ibuf = numWalls * 4
oo = sread(buff,ibuf,1)
ibuf = 0
loop nn (1,numWalls)

ibuf = ibuf + 1
xv1 = buff(ibuf)
ibuf = ibuf + 1
yv1 = buff(ibuf)
ibuf = ibuf + 1
xv2 = buff(ibuf)
ibuf = ibuf + 1
yv2 = buff(ibuf)
wp = Wpoint(nn)
ws = w_wlist(wp)
ws_xvel(ws) = xv1
ws_yvel(ws) = yv1
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ws = ws_next(ws)
ws_xvel(ws) = xv2
ws_yvel(ws) = yv2

endLoop
end
def sendForces

ibuf = 0
loop nn (1,numWalls)

wp = Wpoint(nn)
ibuf = ibuf + 1
buff(ibuf) = w_xfob(wp)
ibuf = ibuf + 1
buff(ibuf) = w_yfob(wp)
ibuf = ibuf + 1
buff(ibuf) = w_mom(wp)

endLoop
ibuf = numWalls * 3
oo = swrite(buff,ibuf,1)

end
set fishcall 0 getVelocities
set fishcall 3 sendForces
iniComms
plot sho
pause
cycle 1300
endComms

Figure 2.1 shows the initial particle assembly and the 40 walls that form the deformable punch,
corresponding to three sides of a 200-zone FLAC grid. Figure 2.2 shows the final state from PFC2D,
in which the active surfaces of the punch exhibit large deformation in response to the forces exerted
by the particles. Figure 2.3 shows the corresponding state from FLAC, in which the same surface
deformation is evident, as well as contours of major principal stresses. Note that FLAC will halt
with a “bad geometry” error if the simulation is continued much further.
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PFC2D 3.10

Itasca Consulting Group, Inc.
Minneapolis, MN  USA

Step 30000  15:36:53 Wed Mar 30 2005

View Size:
  X: -2.200e+000 <=> 2.200e+000
  Y: -1.449e+000 <=> 3.449e+000

Wall
Ball
CForce Chains

Compression
Tension

  Maximum =  6.305e+002

Figure 2.1 Initial particle assembly and walls that form deformable punch

PFC2D 3.10

Itasca Consulting Group, Inc.
Minneapolis, MN  USA

Step 31300  15:25:06 Wed Mar 30 2005

View Size:
  X: -2.200e+000 <=> 2.200e+000
  Y: -1.449e+000 <=> 3.449e+000

Wall
Ball
CForce Chains

Compression
Tension

  Maximum =  2.418e+005

Figure 2.2 Final state from PFC2D
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   FLAC (Version 5.00)

LEGEND

   30-Mar-05  15:21
  step      1300
 -1.000E+00 <x<  1.000E+00
  2.500E-01 <y<  2.250E+00

Minimum principal stress
       -3.50E+08           
       -3.00E+08           
       -2.50E+08           
       -2.00E+08           
       -1.50E+08           
       -1.00E+08           
       -5.00E+07           
        0.00E+00           
        5.00E+07           

Contour interval=  5.00E+07
Boundary plot

0   5E -1
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 0.900
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 1.700

 1.900

 2.100

-0.900 -0.700 -0.500 -0.300 -0.100  0.100  0.300  0.500  0.700  0.900

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 2.3 Final state from FLAC

The physical process is quite straightforward, but there are some points that are important to note:

1. Large-strain mode should be used in FLAC, because PFC2D cannot operate
in any other way, and it is necessary for wall movement to keep track with
zone-boundary movement.

2. In a simulation that is closely coupled, data should be exchanged at every
cycle, at the appropriate points in the calculation cycles for both codes.

3. The timestep in both codes should be identical. This is achieved here by
running FLAC in static mode and PFC2D with density scaling. Thus, the
timestep is unity for both processes. Alternatively, both codes could be run in
dynamic mode with the same timestep.

4. In order to “slave” the movement of PFC2D’s walls to FLAC ’s zone-segments,
the walls are declared “fixed,” using the FISH intrinsic w fix. This allows a
user-written FISH function to override the calculation of wall segment motion.

Some manipulation of forces sent from PFC2D must be done, because each wall produces forces
and moments relative to its center of rotation. FLAC gridpoint forces are derived from these data
by using equations of moment equilibrium, to determine the line of action of the resultant force. To
avoid giving many APPLY commands at each step, the data in an APPLY list are modified directly
by a FISH function, using a single APPLY list that is set up at the beginning of the run.

The example is contrived and simplified, but it illustrates that closely coupled interaction may be
achieved between a continuum region and a region that contains discrete bodies.
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2.8 User-Defined Constitutive Models

2.8.1 Introduction and Overview

New constitutive models may be written in the FISH language. Once compiled successfully, a new
model behaves just like a built-in model as far as the user is concerned — i.e., it can be installed
and removed by using the MODEL command. A user-defined model can also use properties that are
defined and given names by the model’s author; these names act just like built-in properties — i.e.,
they can be set with the PROPERTY command, printed with the PRINT command and plotted with
the PLOT command.

User-written models execute more slowly than built-in models. After optimization (described in
Section 2.9), a FISH model will typically run somewhere between one-quarter and one-third the
speed of a built-in model. However, quite often, a user-written model needs only to be installed in
a small part of the FLAC grid, since the particular behavior that it is designed to reproduce may
only occur locally (e.g., cracking around a tunnel); the material elsewhere can be represented by a
standard model. In any case, the increased runtimes of the special model may be compensated by
decreased human time and effort, since less work may be done trying to force-fit an inappropriate
model.

A user-written constitutive model is simply a FISH function containing some special statements
and references to special variables that correspond to local entities within a single zone. The user-
defined model (referred to as “UDM”) is called by FLAC four times per zone (once per triangular
sub-zone) for every solution step. It is the task of the UDM to supply a new set of stress components,
given strain increments and the old set of stress components. However, certain other tasks must be
performed and certain conventions observed. These are described in the following sections.

When a new model has been developed, it should be exercised thoroughly on a one-zone grid with
all gridpoints fixed. Given strain paths should be applied to the zone, and histories made of the
stress response. The proposed model may be “debugged” very effectively in this way.

The Following Sections Should Only Be
Read By Experienced Programmers.
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2.8.2 Model Definition and Use

The following statement must appear at the beginning of a FISH function for it to be recognized as
a user-defined model (UDM).

CONSTITUTIVE MODEL <n>

where n is an optional identification number. The above statement is incompatible with the state-
ments WHILE STEPPING and COMMAND, which must not appear in the same function. Once a func-
tion containing the statement CONSTITUTIVE MODEL has been successfully compiled, the FLAC
command MODEL can be used to install the UDM in the grid, just like a built-in model (see Exam-
ple 2.26).

Example 2.26 Installing a user-defined constitutive model

def test_model
constitutive_model
zs11 = 0.0
zs22 = 0.0

end
.
.

model test_model i=2,3 j=4,5

The optional ID number that follows the word CONSTITUTIVE MODEL must be a positive integer,
and must not conflict with the ID numbers of any of FLAC ’s internal models (see Section 2.5.3
for a list of built-in model numbers — under variable name model). If the ID number is omitted
or is inappropriate, then an ID number of zero is taken. The given number is not necessary, but it
is useful when using a FISH function to perform some operation that requires a knowledge of the
model installed in a particular zone — the grid variable model will return the given ID number. Note
that the ID number can only be set by means of the CONSTITUTIVE MODEL statement; it cannot be
assigned anywhere else. The code fragment in Example 2.27 illustrates the use of an ID number.
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Example 2.27 Assigning model numbers to user-defined constitutive models

def test_model
constitutive_model 88

.

.
end
def put_stresses

loop i (1,izones)
loop j (1,jzones)

if model(i,j) = 88 then
sxx(i,j) = syy(i,j) * fac_1

else
.

The name for a UDM should not conflict with that of any of the built-in models — see Section 1.2
in the Command Reference, under the MODEL command. Section 2.2.2 should also be consulted
to avoid conflicts with other pre-defined names.

2.8.3 User-Defined Local Property Variables

Named variables may be used by the UDM, as with any other FISH function but, since regular
FISH variables are of global scope, they cannot be used to store things that are different for each
zone. However, variables that are local to each zone may be defined by declaring them in advance
with the f prop statement:

f prop var1 var2 var3 . . .

This statement is followed by a list of names separated by space(s). Several such statements may
be given, but they should precede any executable code. The names must be unique and must not
conflict with FISH statements or any built-in property name (see Section 2.5.4). Any length of
name is allowed, but only the first 12 characters are displayed on plots or print headings.

During compilation of the FISH function, the number of user-defined local variables is counted and
used by FLAC to allocate that number of extra words of memory per zone. The names mentioned
in the f prop statement(s) are completely equivalent to FLAC properties — they may be set with
the PROPERTY command, printed with the PRINT command, and plotted with the PLOT command
(as contours). The variables are of type float; they are normally used to store material properties,
but they can be used to store any state variables at the individual zone level. The names of the local
variables are used just like any other scalar variable within the function that defines them — i.e.,
they are referred to without zone indices.

Local “property” variables are also available in other FISH functions (apart from the defining
function), but there they act like other property variables — i.e., zone subscripts are needed.
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Some program fragments in Example 2.28 illustrate the use of local property variables.

Example 2.28 Using local property variables

def my_model
constitutive_model 102
f_prop apples plums prunes bananas
f_prop grapes pears
case_of mode

case 1
;--- do initialization & checking here

case 2
zs11 = grapes * zde11 + 2.0 * zde22 / prunes

.

.
end
;
def ini_prop

loop i (1,izones)
loop j (1,jzones)

if model(i,j) = 102 then
grapes(i,j) = 34.5
prunes(i,j) = 66.6

else
.

end
;
grid 10 10
model my_model
ini_prop

.

.

In this example, the newly defined properties are used (as scalars) in the calculation of zone stresses
(discussed later). The same names are used in another function as indexed grid variables.

In general, note that indexed zone or gridpoint variables must not be used in a UDM function; the
function is already being called for a particular zone, so indices are irrelevant (and forbidden).
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2.8.4 State Variables

During stepping, the UDM function is called four times per zone per timestep (once for each
triangular sub-zone). When the function is called, the following local variables (all of type float)
are available within the function as scalars. The variables are undefined in functions that are not
constitutive model functions.

zart area or triangular sub-zone (input)

zde11 �e11 strain increment (input)

zde12 �e12 strain increment (input)

zde22 �e22 strain increment (input)

zde33 �e33 strain increment (input)

zdpp increment in pore pressure (output)

zdrot incremental zone rotation in CONFIG large mode only (input)

zporos porosity of zone (in CONFIG gw mode only) (input)

zs11 σ11 effective stress (input and output)

zs12 σ12 effective stress (input and output)

zs22 σ22 effective stress (input and output)

zs33 σ33 effective stress (input and output)

zsub indicator for sub-zone averaging (input)

ztea thermal a-zone strain increment (input)

zteb thermal b-zone strain increment (input)

ztec thermal c-zone strain increment (input)

zted thermal d-zone strain increment (input)

ztsa thermal a-zone stress increment (output)

ztsb thermal b-zone stress increment (output)

ztsc thermal c-zone stress increment (output)

ztsd thermal d-zone stress increment (output)

zvisc dynamic viscosity inhibit flag (output)
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zxbar mean distance of triangular sub-zone from axis of symmetry
(in CONFIG ax mode), such that the volume of the sub-zone
is given by zart * zxbar (input)

The notations (input) or (output) indicate, respectively, that the variable should be used (and not
modified) by the UDM, or that it may be modified by the UDM.

It is the main task of the UDM function to update the four stress components, given the current
stresses and the four strain increments. Note that the strain components are given; they cannot be
changed by the function. The process of mixed discretization (see Section 1.3.2 in Theory and
Background) has already been applied to the strains before the UDM is called; after the four sub-
zones are processed by the UDM, the stresses are adjusted externally, as described in Section 1.3.3
in Theory and Background.

If a state variable that applies to the whole quadrilateral zone (e.g., accumulated plastic strain) is
required, then appropriate averaging must be done within the UDM. The variable zsub indicates to
the function when averaging of quantities in the 4 sub-zones may be performed (see Section 2.8.6
for details).

The variable zdpp is an increment of pore pressure that may be generated by the constitutive model.
It is important to note that the increment in pore pressure due to the change in the volume of the zone
is already calculated before the UDM is called. The variable zdpp is only to be used by models that
produce pore pressure changes in addition to those associated with zone volume changes (e.g., if
the grains are compressible). Note that zdpp is ignored in axisymmetric mode — i.e., pore pressure
generation cannot be done by a UDM in an axisymmetric model.

In dynamic simulations, zvisc should be set to 0.0 if it is required that stiffness-proportional damping
be inhibited; for example, this type of damping may be “switched off” if plastic flow is occurring.
If zvisc is set to 1.0, then stiffness-proportional damping will be done normally (if it has been
requested by a FLAC command).

For thermal/mechanical calculations, the bulk modulus of the model should be used to provide
increments in stresses from increments of strains. This allows the thermal expansion/contraction
to be modeled properly.

2.8.5 Operations to Be Performed by the UDM: Use of mode Variable

In addition to the action during stepping (mentioned above), the UDM function must perform other
tasks. The scalar variable mode is defined whenever the function is called by FLAC. The UDM
should test the value of mode (an integer) and perform the appropriate tasks according to its value,
as follows.

mode

1 This mode is set when the function is called prior to stepping; the UDM
may perform any initialization or checking of material properties, or it may
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do nothing. In mode 1, the function is called only once per zone per STEP
command.

2 Mode 2 corresponds to the main task of the function, as described in Sec-
tion 2.8.4 — i.e., new stresses should be computed from old stresses and strain
increments. In this mode, the function is called up to 4 times per zone (once
for each sub-zone).

3 The UDM must return values for the scalars cm max and sm max: these should
be set to the maximum confined modulus and the shear modulus, respectively,
as estimated for this zone. The value of cm max is used by FLAC to compute
a stable timestep; it is essential that a value is returned for this variable. For an
elastic model, this variable is given byK+(4G/3). Both variables are used by
the absorbing boundary logic in dynamic mode — estimates of tangent moduli
should be provided. The UDM is called once per zone for mode 3; it is called
at the beginning of stepping and every ten steps in large-strain mode. It may
also be called more often if FLAC determines that it needs to recompute the
internal timestep.

4 A set of 4 thermally induced stresses must be computed from a given set of 4
fictitious strains. This calculation is only required if thermal calculations are
being done. Normally, the action consists of multiplying each strain by the
current tangent bulk modulus, to give stresses. The UDM is called once per
zone for mode 4.

Note that mode 3 is called before mode 1 for constitutive models; also, zone stresses are undefined
in mode 1, mode 3 and mode 4.

As an example of a simple constitutive model written in FISH, the function in Example 2.29 performs
an identical operation to the built-in isotropic elastic model of FLAC.

Example 2.29 FISH constitutive model for isotropic elastic behavior

def m_elas
constitutive_model
f_prop m_shear m_bulk
f_prop m_e1 m_e2 m_g2
case_of mode

; --- initialization ---
case 1

m_e1 = m_bulk + 4.0 * m_shear / 3.0
m_e2 = m_bulk - 2.0 * m_shear / 3.0
m_g2 = 2.0 * m_shear

; --- running section ---
case 2

zs11 = zs11 + zde11 * m_e1 + (zde22+zde33) * m_e2
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zs22 = zs22 + (zde11+zde33) * m_e2 + zde22 * m_e1
zs33 = zs33 + (zde11+zde22) * m_e2 + zde33 * m_e1
zs12 = zs12 + zde12 * m_g2

; --- max modulus ---
case 3

cm_max = m_bulk + 4.0 * m_shear / 3.0
sm_max = m_shear

; --- thermal stresses ---
case 4

ztsa = ztea * m_bulk
ztsb = zteb * m_bulk
ztsc = ztec * m_bulk
ztsd = zted * m_bulk

end_case
end

The “properties” m e1, m e2 and m g2 are evaluated in the initialization section, to save time
during stepping. We may store the above FISH code in a file (e.g., “ELAS.FIS”) and call it from a
FLAC data file, as shown in Example 2.30.

Example 2.30 Applying the FISH elastic model

g 5 5
set grav 10
fix x y j=1
call elas.fis
mod m_elas
prop m_bulk=2e8 m_shear=1e8 dens=1000
step 100
print ydisp m_bulk m_shear m_e1
ret

The results should be identical to those using FLAC ’s built-in elastic law. However, the execution
time will be slower, as explained in Section 2.8.1. The speed may be increased considerably by
using the command OPT m elas (see Section 2.9).
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2.8.6 Averaging of Sub-zone Variables: Use of zsub Variable

Some “property” variables (declared with the f prop statement) may be used to record or accumulate
state variables for the constitutive model. For example, plastic strain may be accumulated for use in
a strain-hardening law. However, properties are stored for the whole quadrilateral zone, whereas the
user-written function is called for each triangular sub-zone (either 2 or 4, depending on geometry).
The computed “property” (e.g., plastic strain) should be the average for the 2 or 4 sub-zones.
Parameter zsub (which is of type float) allows the function to know when to accumulate values and
when to store them, according to the following prescription:

zsub = 0 The function should accumulate the desired quantity in some unique
global variable. Since the function is called sequentially for all
sub-zones in the quadrilateral, there is no danger that the global
variable will conflict with its use by other zones and other models.
However, the global variable must not be overwritten by other (non-
constitutive) functions.

zsub> 0 The function should now divide the accumulated quantity by zsub
and store it in the appropriate property location. Since zsub will
have the value 2.0 or 4.0, the stored property will be the average
quantity. The variable used for accumulation must now be set to
zero. This is very important; otherwise, the next zone calculation
will be in error, since its accumulator will not start from zero.

The elastic model given as an example in Section 2.8.5 may be modified to illustrate the use
of parameter zsub to save average state variables. For example, suppose we want to save the
accumulated volume strain for each zone. We introduce a new property name m dvol, and a
new global variable m vol, which should not be used elsewhere. The following modified part of
the FISH code in Example 2.31 will store the average volumetric strain in the property variable
comfontm dvol.

Example 2.31 Storing average volumetric strain

.

.
f_prop m_dvol
case_of mode

.

.
;--- running section ---

case 2
zs11 = zs11 + zde11 * m_e1 + (zde22+zde33) * m_e2
zs22 = zs22 + (zde11+zde33) * m_e2 + zde22 * m_e1
zs33 = zs33 + (zde11+zde22) * m_e2 + zde33 * m_e1
zs12 = zs12 + zde12 * m_g2
m_vol = m_vol + zde11 + zde22 + zde33
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if zsub > 0.0 then
m_dvol = m_dvol + m_vol / zsub
m_vol = 0.0

end_if
.
.

After running FLAC, the correctness may be verified by printing out both the newly defined volume
strain and FLAC ’s built-in volume strain measure:

print m dvol vsi

The two results should be identical.

2.8.7 FRIEND Functions for Constitutive Models

The FRIEND statement may be used in a user-defined model (UDM) to allow other functions (without
the CONSTITUTIVE MODEL declaration) to have access to the local zone variables of the calling
function. The format is

friend func1 func2 ...

where func1 and func2 are names of FISH functions. Within such functions (when called from the
UDM), the intrinsic zone variables (e.g., zde11, mode, etc.) and property names are treated exactly
as they are in the calling UDM. The FRIEND declaration is only necessary if zone properties and
variables are to be accessed by the associated function. The following restrictions apply.

a) Each function may only be declared as the friend of one UDM; otherwise,
there would be a conflict in zone variable names. However, each UDM may
declare any number of friends.

b) The function referred to by the FRIEND statement must be defined after the orig-
inating UDM; otherwise, the compiler cannot know that the property names
(used in the FRIEND function) are not just global variables.

c) If a FRIEND function is optimized, the associated UDM function must also be
optimized.

Example 2.32 demonstrates and validates the FRIEND logic.
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Example 2.32 Demonstration of FRIEND logic

;--- Test of friend logic ... all computation is done in other
; functions
def m_elas

constitutive_model
friend aaa bbb ccc bbb_sub
f_prop m_shear m_bulk m_e1 m_e2 m_g2
case_of mode

case 1
aaa

case 2
bbb

case 3
ccc

case 4
end_case

end
def aaa

m_e1 = m_bulk + 4.0 * m_shear / 3.0
m_e2 = m_bulk - 2.0 * m_shear / 3.0
m_g2 = 2.0 * m_shear

end
def bbb

zs11 = zs11 + (zde22 + zde33) * m_e2 + zde11 * m_e1
zs22 = zs22 + (zde11 + zde33) * m_e2 + zde22 * m_e1
bbb_sub

end
def bbb_sub

zs12 = zs12 + zde12 * m_g2
zs33 = zs33 + (zde11 + zde22) * m_e2 + zde33 * m_e1

end
def ccc

cm_max = m_bulk + 4.0 * m_shear / 3.0
sm_max = m_shear

end
grid 6 6
mod m_elas i=1,3 ; left-hand side in UDM
prop m_shear 1e8 m_bulk 2e8 dens 1000 i=1,3
mod elas i=4,6 ; right-hand side is built-in model
prop shear 1e8 bulk 2e8 dens 1000 i=4,6
set grav 10
fix x y j=1
opt
cyc 100
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pr xdisp
; ---> Note that results should be symmetric, but of opposite sign.

2.8.8 Hints and Suggestions

Section 3 contains FISH versions of a number of FLAC ’s built-in models; the FISH programs are
also available on file to FLAC users. It is useful to consult these programs to get some ideas before
writing a new constitutive model. The following suggestions may also be useful.

1. After defining a constitutive function, type PRINT fish to make sure that:

(a) local properties do not appear in the list; and

(b) misspelled state variables (e.g., zed22) do not appear.

2. If a constitutive program uses many global variables, it may be worthwhile to
include a $ sign as the first character in their names, since the command PRINT
fish will not print these variables (and will cause confusion by listing many
names that may be irrelevant to the user). The “$” variables may be listed
separately with the command PRINT $fish.

3. If a user-defined property is given a value for mode 2 operation of a constitutive
function, then the conditions will correspond to the last-computed sub-zone
(usually D) unless steps are taken to store the average value (see Section 2.8.6).

4. If you have some user-written models that you use frequently, they can be
pre-compiled and stored in a save file; this will eliminate the time delay for
compilation of complicated models. The following file fragments illustrate
the technique:

call elas.fis ;compile required models
call mohr.fis
call my model.fis
save defmod.sav ;now save compiled versions

The compiled models can now be retrieved rapidly (from some other data file):

res defmod.sav
grid 20 20
model my model
.
.

Alternatively, the command res defmod.sav could be placed in the file
“FLAC.INI” if the user-written models are always required to be available on
start-up.
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5. The names of the new properties defined in a user-written constitutive model
must be spelled out in full in the PRINT, PLOT and PROPERTY commands
(unlike the names of built-in properties, which may be truncated).

6. Some checking of input properties should be done in the mode 1 section of a
user-written model; error messages may be printed out by using the variables
error and nerr (see Section 2.4.3).
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2.9 The Optimizer

The execution speed of user-written FISH functions can be increased in certain cases by using the
OPT command; a speed increase of four to eight times is typical. However, there are a number of
restrictions that limit the usefulness of the command and may actually lead to errors if the optimized
code is used incorrectly. The optimizer was designed primarily to improve the speed of user-written
constitutive models; there is less advantage in using it for general functions. Also note that the
optimizer can only be used with the single-precision version of FLAC.

2.9.1 Principles of Operation

In a normal FISH function, every reference to a variable necessitates a call to a “librarian” that
determines where the information is to be found. Since there are many types and variations of
variables (e.g., grid variables, intrinsic functions, local properties, etc.), the process of retrieval is
complicated and time-consuming. The optimizer attempts to go through this process beforehand
and store a machine address for each variable (or an index that gives rapid access to a machine
address). It also determines the types (integer, float or string) of variables and propagates them
through the arithmetic expressions in order to determine the types of the results in advance; this
eliminates another step at runtime.

The result of invoking the optimizer on a function is to create a new list of instructions (the “o-
code”), which consists of basic operations (arithmetic and jumps) using machine addresses. Any
references or operations that cannot be translated into simple instructions cause a temporary jump
from the o-code to the regular FISH code (the “p-code”) when the function is executed. The printout
“% optimized” indicates the proportion of instructions that were translated into o-code. Some
operations cannot be translated: in this case, the optimization of the whole function fails, and an
error message is displayed.

The use of optimized and non-optimized functions during execution is automatic and transparent to
the user — if an optimized version of a function exists, then it is used rather than the non-optimized
version.

2.9.2 Use of the OPT Command

The optimizer is applied to FISH functions that are already defined, as follows.

OPT <fun1 fun2 fun3. . . >

where fun1, fun2 and fun3 are existing FISH functions. Alternatively, the OPT
command may be given with no parameters: in this case, all functions are opti-
mized. An informative message is provided for each function, indicating whether
optimization was successful. The OPT command may be given several times — the
old optimized version is erased, and a new one is created.
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2.9.3 Restrictions

The following rules must be observed when writing a function that can be successfully optimized.

1. The function may call other functions, but such functions must have already
been defined prior to optimization. The called functions may or may not have
been optimized themselves.

2. COMMAND sections may not be executed while an optimized function is active:
for example, an error will occur if an optimized function calls a non-optimized
function that contains a COMMAND section. An optimized function may not
contain the COMMAND statement.

3. No mixed-mode arithmetic is allowed — that is, all variables (and functions)
in an arithmetic expression must be of the same type (all integer or all floating-
point). Furthermore, the destination type must be the same as the source type
in an assignment statement. If type conversion is required, then the functions
int( ), float( ) or string( ) should be used. The specification statements INT,
FLOAT and STRING should be used at the beginning of the function to pre-define
the types of all variables that will be used. Exempted from the mixed-mode
restriction is the exponentiation operation; for example, 3.4ˆ2 is allowed.

4. The following scalar variables (see Section 2.5.2) will not work in optimized
code: clock, imem, fmem, urand and grand. All other variables and functions
work correctly.

2.9.4 Suggestions

The following suggestions are designed to improve the speed of an optimized function, but it is not
necessary to follow them in order to achieve a working program.

1. The use of property variables within a constitutive model function should be
minimized; if possible, work with regular FISH variables, which are accessed
more rapidly.

2. The following variables or functions involve extra computational overheads:
tables, all grid-indexed variables (e.g., sxx(i,j), ex 3(i,j),
shear mod(i,j), etc.), and intrinsic functions (e.g., sin(x), sqrt(x)).
Also included in the list are user-defined constitutive properties used outside
of the constitutive model in which they are defined.

3. If possible, replace exponentiation (ˆ) with repeated multiplications — e.g.,
xdifˆ2 should be replaced with xdif*xdif.
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2.9.5 Warning

Variable types (integer, float or string) are built into the optimized code at the time of optimization.
If the variable types subsequently change, then the results of arithmetic operations will be wrong;
for example, integer arithmetic might be used to multiply two floating-point numbers. It is the
responsibility of the user to ensure that variable types do not change.
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17 Brazilian Test

17.1 Problem Statement

The Brazilian test (see Goodman 1980, for example) is used to estimate the tensile strength of
rock and concrete. A disk or cylinder of the material is loaded diametrically between the platens
of a testing machine. Failure is usually by splitting across the loaded diameter. The Brazilian
tensile strength is estimated from the test result by reporting the horizontal stress σt (i.e., the stress
perpendicular to the loaded diameter along the center part of the specimen) that corresponds to the
peak applied compression load. The relation between σt and the applied load can be determined
approximately from an analytical expression, assuming that the material is homogeneous, linearly
elastic and isotropic. This verification test compares the FLAC calculation to this solution.

The Brazilian test is only valid if primary fracture initiates from the center of the specimen and
spreads along the loaded diameter. The FLAC analysis can also study the test conditions that affect
fracture initiation. In this example, the influence of the size of the loading area of the platen is
evaluated. The parameters describing the problem conditions are shown in Figure 17.1. The loading
area is defined by 2α, which is the angular distance over which the applied force, F , is assumed to
be distributed radially. ro is the radius of the specimen.

2�

r0

F

Figure 17.1 The Brazilian test configuration
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17.2 Analytical Solution

The stress component normal to the loading diameter, σθ , and the stress component along the
loading diameter, σr , are given by the expressions (see Vutukuri et al., 1974):

σθ =+ F

πrotα

[ (
1− ( r

ro

)2) sin 2α

1− 2
(
r
ro

)2 cos 2α + ( r
ro

)4 − tan−1
(1+ ( r

ro

)2
1− ( r

ro

)2 tan α

)]
(17.1)

σr =− F

πrotα

[ (
1− ( r

ro

)2) sin 2α

1− 2
(
r
ro

)2 cos 2α + ( r
ro

)4 + tan−1
(1+ ( r

ro

)2
1− ( r

ro

)2 tan α

)]
(17.2)

where t is the thickness of the cylindrical specimen, and r is the distance from the center of the
specimen. (Compressive stress is negative.)

The value of σθ at the center of the cylinder is

σcθ =
F

πrot

[
sin 2α

α
− 1

]
≈ F

πrot
(17.3)

This approximation is used to calculate the tensile strength, σt . It is assumed that failure is inde-
pendent of stresses that develop normal to the disk face, and is a plane-strain solution.
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17.3 FLAC Model

The model for the FLAC analysis of the Brazilian test represents a cylindrical specimen with a
radius, ro, of 20 m and a thickness, t , of 1 m. Only the top half of the cylinder is modeled, because
of the symmetry of the Brazilian test. Figure 17.2 shows the FLAC grid. The strain-softening
material model is used to simulate the behavior of the specimen. The elastic material properties
and mass density assigned to the specimen are:

density (ρ) 2500 kg/m3

shear modulus (G) 1.0 GPa
bulk modulus (K) 3.0 GPa

The strength properties assigned to the strain-softening model are:

cohesion (c) 3.0 MPa
friction angle (φ) 45
dilation angle (ψ) 0
tensile strength (σt ) 1.0 MPa

The material is considered brittle with a total loss of cohesion at a plastic shear strain of 10−6, and
a total loss of tensile strength at a plastic tensile strain of 10−6.

The APPLY pressure command is used to apply the diametrical load as a normal stress. The boundary
over which the pressure is applied is selected to correspond to the loading area defined by 2α. Two
cases of loading area are studied: Case 1 corresponds to 2α ≈ 13◦; and Case 2 corresponds to 2α
≈ 5◦. The applied normal stress increases at a rate of 1.0 kPa per step. The load is increased to
a level that is a few steps below the load at which failure initiates. The boundary conditions and
applied forces for Case 1 at a normal stress of 14.244 MPa are shown in Figure 17.3.

A FISH function, load, calculates the applied load, F , and the horizontal stress, σcθ , at the center
of the specimen. The analytical expressions Eqs. (17.1) and (17.2) are input in Tables 11 and 12
with FISH function braz anal, and the FLAC results for σr and σθ through the specimen are
stored in Tables 21 and 22 via FISH function braz num, for comparison purposes.

The data file “BRAZIL.DAT” carries out the analyses for both cases. Set the MOVIE command
on before running the states “BRAZIL1 MOV.SAV” and “BRAZIL2 MOV.SAV.” The MOVIE com-
mand generates a series of plots that can be viewed with the “MOVIE.EXE” program. See Section 5
in the User’s Guide for information on the movie viewer.

For each case, the model is saved at a state that is within the elastic range a few steps prior to
initiation of failure. The results at this state are then compared to the analytical solution. (The
PAUSE command pauses the analysis at this state.) When the simulation is continued (by typing
CONTINUE), plots of plastic failure are generated as a movie that illustrates the progression of failure
in the model.
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Figure 17.2 FLAC grid for Brazilian test
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Figure 17.3 Boundary conditions and applied load for Case 1 at an applied
pressure of 14.244 MPa
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17.4 Results

The FLAC values for σr and σθ along the loading diameter are compared to the analytical solution
in Figure 17.4 for Case 1, and in Figure 17.5 for Case 2. In both cases the agreement is very good.

The failure mode is very different for each case. In Case 1, for the wider loading area, tensile
failure initiates in the center of the cylinder and propagates upward, as shown in Figure 17.6 and
indicated from the movie “BRAZIL1.DCX.” In Case 2, shear failure initiates first at the base of
the applied load, and then shear and tensile failure propagate downward toward the center of the
specimen. This is shown in Figure 17.7 and in the movie “BRAZIL2.DCX.” For further discussion
on the influence of loading area on the mode of failure, see Vutukuri et al. (1974).

17.5 References

Goodman, R. E. Introduction to Rock Mechanics. New York: John Wiley & Sons, 1980.

Vutukuri, V. S., R. D. Lama and S. S. Saluja. Handbook on Mechanical Properties of Rocks,
Vol. 1. Clausthal, Germany: Trans Tech., 1974.
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Figure 17.4 Comparison of σr and σθ for Case 1

   FLAC (Version 5.00)

LEGEND

   22-Sep-04  13:36
  step     18280
 
Table Plot
 anal hoop stress

 FLAC hoop stress

 anal. radial stress

 FLAC radial stress

 2   4   6   8  10  12  14  16  18  

-1.400

-1.200

-1.000

-0.800

-0.600

-0.400

-0.200

 0.000

(10        ) 07

JOB TITLE : Brazilian Test                                                                            

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 17.5 Comparison of σr and σθ for Case 2
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Figure 17.6 Initial plasticity state for Case 1
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Figure 17.7 Initial plasticity state for Case 2
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17.6 Data File “BRAZIL.DAT”

;Project Record Tree export

;... State: brazil0.sav ....
config
; fish functions
;
def parm case1
first i=16
last i=27
alfa=atan(x(last i,41)/y(last i,41))
ang factor=sin(2.0*alfa)/alfa-1.0

end
;
def parm case2
first i=19
last i=24
alfa=atan(x(last i,41)/y(last i,41))
ang factor=sin(2.0*alfa)/alfa-1.0

end
;
def load
sum=0.0
loop i(1,igp)

sum=sum-yforce(i,1)
end loop
load=sum
sigma t=sum*ang factor/(20.0*pi)
end
;
def ramp

ramp=step
end
;
def braz anal

rad0 = 20.0
app str = float(step) * 1000.0
app for = 2.0 * app str * rad0 * alfa

;
loop jj (1,jzones)

rad = 0.25 + (float(jj-1) * 0.5)
radrat = rad / rad0
for den = pi * rad0 * alfa
t1 t = (1.0 - (radrat)ˆ2) * sin (2.0 * alfa)
t1 b = 1.0 - (2.0 * (radrat)ˆ2 * cos(2.0*alfa)) + (radrat)ˆ4
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t2 t = (1.0 + (radrat)ˆ2) / (1.0 - (radrat)ˆ2)
t2 b = tan(alfa)
t2 tb = t2 t * t2 b
t2 = atan(t2 tb)
sigma t = (app for / for den) * ((t1 t / t1 b) - t2)
sigma r = - (app for / for den) * ((t1 t / t1 b) + t2)
xtable(11,jj) = rad
ytable(11,jj) = sigma t
xtable(12,jj) = rad
ytable(12,jj) = sigma r

endloop
end
;
def braz num

loop jj (1,jzones)
rad = 0.25 + (float(jj-1) * 0.5)
xtable(21,jj) = rad
ytable(21,jj) = sxx(21,jj)
xtable(22,jj) = rad
ytable(22,jj) = syy(21,jj)

endloop
end
grid 41 40
mo ss
gen -20 0 -20 20 -.15 20 -.15 0 rat 0.9090909 1 i 1 21
gen .15 0 .15 20 20 20 20 0 rat 1.1 1 i 22 42
gen circle 0 0 20
mo null reg 1 40
mo null reg 40 40
pro bulk 3e9 she 1e9 fric 45 coh 3e6 ten 1e6 dil 5 den 2500
pro ctab 1 ttab 2
table 1 0 3e6 1e-6 0 1 0
table 2 0 1e6 1e-6 0 1 0
fix y j 1
save brazil0.sav

;*** Branch: Case 1 ****

;... State: brazil1.sav ....
parm case1
apply press 1e3 hist ramp from first i 41 to last i 41
;
hist unbal
hist sxx i 20 j 1
hist syy i 20 j 1
hist sxx i 20 j 40
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hist syy i 20 j 40
hist load
hist sigma t
; case 1 loading
step 14244
braz anal
braz num
save brazil1.sav

;... State: brazil1 mov.sav ....
; movie file brazil1.dcx
def ssolve1

loop k (1,20)
command

step 2
pl b pl

end command
end loop

end
ssolve1
save brazil1 mov.sav

;*** Branch: Case 2 ****
restore brazil0.sav

;... State: brazil2.sav ....
parm case2
apply press 1e3 hist ramp from first i 41 to last i 41
hist unbal
hist sxx i 20 j 1
hist syy i 20 j 1
hist sxx i 20 j 40
hist syy i 20 j 40
hist load
hist sigma t
; case 2 loading
step 18280
braz anal
braz num
save brazil2.sav

;... State: brazil2 mov.sav ....
; movie file brazil2.dcx
def ssolve2

loop k (1,20)
command
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step 16 ; for Case 2
pl b pl

end command
end loop

end
ssolve2
save brazil2 mov.sav

;*** plot commands ****
;plot name: grid
plot hold grid
;plot name: Boundary conditions and applied load
plot hold bound apply aforce fix
;plot name: Stress comparison
label table 1
Analytical solution
label table 2
FLAC solution
label table 12
anal. radial stress
label table 21
FLAC hoop stress
label table 11
anal hoop stress
label table 22
FLAC radial stress
plot hold table 22 cross 21 cross 12 line 11 line label 1 red label 2 red &
label 12 red label 21 red label 11 red label 22 red

;plot name: Initial plasticity indicator
plot hold bound plasticity
;plot name: Grid, plasticity indicator and net applied force
plot hold grid plasticity apply aforce white
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18 Compression of a Poroelastic Sample — Mandel’s Problem

18.1 Problem Statement

During compression of a poroelastic specimen under constant boundary conditions, the pore pres-
sure will display a non-monotonic variation with consolidation time. At initial consolidation times,
an increase in the pore pressure will be induced near the center of the sample when it is subjected
to a constant vertical load and drained laterally. Subsequently, the pore pressure falls. This effect
was pointed out by Mandel (1950). It was also predicted by Cryer (1963), and thus is also known
as the Mandel-Cryer effect, and was demonstrated experimentally by Verruijt (1965).

In Mandel’s problem, a sample of saturated poroelastic material is loaded under plane-strain con-
ditions by a constant compressive force applied on rigid impervious platens (seeFigure 18.1). The
width of the sample is 2a, its height is 2b, and the force intensity is 2F . The application of the load
is instantaneous, the platens are impervious, and the sample is free to drain laterally.

The short-term response of the material corresponds to a uniform vertical stress across the sample.
As lateral drainage takes place, the non-uniform dissipation of induced pore pressure causes an
apparent softening of the material near the edges of the sample. The resulting stress concentration
in the stiffer (still undrained) core is then responsible for an additional rise in pore pressure in the
middle of the sample. As drainage proceeds and the pore pressure gradient decreases, the vertical
load is again transmitted in a uniform manner. The non-monotonic variation of pore pressure with
time observed in Mandel’s problem serves to illustrate the main difference in prediction between
Biot’s and Terzaghi’s theories.

��

��

��

��

�

�

Figure 18.1 Mandel’s problem
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18.2 Analytical Solution

The solution to Mandel’s problem, generalized for the case of compressible constituents, is given
by Cheng and Detournay (1988). The expression for the pore pressure is

p = 2FB(1+ νu)
3a

∞∑
i=1

sinαi
αi − sinαi cosαi

[
cos

αix

a
− cosαi

]
exp(−α2

i ct/a
2) (18.1)

whereB is Skempton’s pore pressure coefficient (the ratio of induced pore pressure to variation
of confining pressure under undrained conditions),ν andνu are drained and undrained Poisson’s
ratio,c is the true diffusivity (or generalized consolidation coefficient),t is time andαi , i = 1,∞,
are the roots of the equation:

tanαi = 1− ν
νu − ν αi (18.2)

If the solid grains that form the material are assumed to be incompressible, as is the case inFLAC,
the following relations between material constants apply:

B = Kw

Kw + nK
Ku = K + Kw

n
(18.3)

c = k/( n
Kw
+ 1

K + 4G/3
)

whereKw is fluid bulk modulus,n is porosity,K andKu are drained and undrained bulk moduli,
G is shear modulus andk is mobility coefficient. The drained and undrained Poisson’s ratios are
related to the moduliG,K andKu, as follows:

ν = 3K − 2G

6K + 2G
(18.4)

νu = 3Ku − 2G

6Ku + 2G
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The formulae for horizontal displacement atx = a and vertical displacement aty = b are:

ux(a, t) = Fν

2G
+ F(1− νu)

G

∞∑
i=1

sinαi cosαi
αi − sinαi cosαi

exp(−α2
i ct/a

2)

(18.5)

uy(b, t) = −F(1− ν)b
2Ga

+ F(1− νu)b
Ga

∞∑
i=1

sinαi cosαi
αi − sinαi cosαi

exp(−α2
i ct/a

2)

According to the exact solution, the initial (instantaneous) and final vertical displacements of the
upper platen are:

uy(b,0) = −Fb1− νu
2Ga

(18.6)

uy(b,∞) = −Fb1− ν
2Ga

The lateral boundaries of the sample stay plane during drainage; they first move outward and then
inward. The initial (instantaneous) and final lateral displacements of the right boundary are:

ux(a,0) = F νu

2G
(18.7)

ux(a,∞) = F ν

2G

The degrees of consolidation in the horizontal and vertical directions,Dh andDv, are defined as:

Dh = ux(a, t)− ux(a,0)
ux(a,∞)− ux(a,0)

(18.8)

Dv = uy(b, t)− uy(b,0)
uy(b,∞)− uy(b,0)
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These degrees are found to be identical, and the analytic expression forD = Dh = Dv is

D = 1− 4(1− νu)
1− 2ν

∞∑
i=1

sinαi cosαi
αi − sinαi cosαi

exp(−α2
i ct/a

2) (18.9)

Because the discharge has only a horizontal component in Mandel’s problem, the pore pressure,
stress and strain solutions are independent of they-coordinate.

18.3 FLAC Model

By symmetry, only a quarter of the sample is considered in the numerical model.* The grid has 20
zones in thex-direction and 2 in they-direction. Mandel’s problem is solved for the case:

drained Poisson’s ratio(ν) 0.2
Skempton coefficient(B) 0.9

The FLAC simulation is carried out to produce results in terms ofnormalized pore pressure,̂p,
distance,̂x, and time,̂t , defined as:

p̂ = ap

F

x̂ = x

a
(18.10)

t̂ = ct

a2

Thenormalized results are not affected by the absolute magnitude of material properties used, as
long as their combination yields the value forνu andB specified above. TheFLAC grid dimensions,
applied force and property values used in the simulation may be viewed as scaled for the purpose
of producing the normalized results. They are selected as follows:

* CAUTION: When running this example in theGIIC, be sure to turn off the listing to theConsole
pane using theFile/Preference Settings menu item. Otherwise, the size of the save files will
become excessive.
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model width (a) 1
model height (b) 0.1
applied force (F ) 1
drained bulk modulus (K) 1
shear modulus (G) 0.75
fluid bulk modulus (Kw) 9
porosity (n) 0.5

With the above values, the true diffusivity in theFLAC model is unity, and the model time ist̂ . The
model mechanical boundary conditions correspond to roller boundaries along thex- andy-axes of
symmetry. The sample is initially stress-free, and the pore pressure is equal to zero. Undrained
conditions are established first by applying a constant unit mechanical pressure at the top boundary
of the model.

In the second part of the simulation, the pore pressure is fixed at zero on the right side of the model
to allow drainage to occur. The rigid plate condition is enforced by applying a vertical velocity
at the top of the model. The velocity magnitude is derived from the exact displacement solution
(Eq. (18.5)). As a verification to the numerical solution, the reaction force on the top platen is
monitored to check whether it remains constant and equal to one.

18.4 Results

The numerical simulation is carried out for a total value of normalized time equal to 4, with interme-
diate results at̂t = 0.01,0.1,0.5,1 and 2. (Results att̂ = 0 correspond to the undrained response.)
The pore pressure profiles at those times are checked against exact solutions inFigure 18.2. At
early times, the pore pressure atx = 0 (center of sample) is seen to rise above the undrained value,
before decreasing as drainage evolves. This is also shown inFigure 18.3, which comparesFLAC
to the analytical solution for the actual pore pressure versus consolidation time at the center of the
sample.

As may be seen inFigure 18.4, the reaction force stays equal to unity throughout the simulation.
(The approach taken to apply the force boundary condition is thus equivalent to a servo-controlled
velocity.)

Numerical values for the horizontal and vertical degrees of consolidation are plotted versus the
analytical solution values (Eq. (18.9)) in Figure 18.5.
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Figure 18.2 Pore pressure profile comparison:̂p vs x̂
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Figure 18.3 Pore pressure versus consolidation time at the center of the sam-
ple
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Figure 18.4 History of y-reaction force on top platen
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Figure 18.5 Degree of consolidation versus log time
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18.6 Data File “MANDEL.DAT”

;Project Record Tree export

;... State: man0.sav ....
config gw
; --- definitions ---
def ini man

c F = 1. ; applied force
c a = 1. ; sample half width
c b = 0.1 ; sample half height
c wb = 4.5 ; water bulk modulus
c wk = 11./18. ; mobility coefficient
c po = 0.5 ; porosity
c bu = 1. ; drained bulk modulus
c sh = 0.75 ; shear modulus
c ub = c bu + c wb/c po ; undrained bulk modulus
c sk = c wb/(c wb + c po*c bu) ; Skempton coefficient
val = c bu/c sh
c nu = (3.*val-2.)/(6.*val+2.) ; drained Poisson ratio
val = c ub/c sh
c un = (3.*val-2.)/(6.*val+2.) ; undrained Poisson ratio
stor = c po/c wb+1./(c bu+4.*c sh/3.); storativity
diff = c wk/stor ; diffusivity
coe = diff/(c a*c a)
v co = -(1.-c un)*c F*c b/(c sh*c a) ; coeff. for applied vel
v co = v co*coe
c nm = 100 ; number of mech steps per flow step

end
ini man
; --- grid ---
grid 20,2
gen 0 0 0 c b c a c b c a 0
def f gp

figp = igp
fjgp = jgp

end
f gp
; --- properties ---
m e
water bulk=c wb
prop perm=c wk por=c po
prop dens 1 bu=c bu sh=c sh
; --- fish function---
def check ppu ; undrained pore pressure profile

ini man
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pcoe = c F*c sk*(1.+c un)/(3.*c a)
tabn = taba + 10
loop ip (1,igp)

xval = x(ip,2)
xtable(taba,ip) = xval
ytable(taba,ip) = pcoe
xtable(tabn,ip) = xval
ytable(tabn,ip) = gpp(ip,2)

end loop
end
; --- boundary conditions ---
fix x i=1
fix y j=1
apply pr 1 j=fjgp
; --- undrained response ---
set flow off
solve sratio 1.e-3
set taba=10
check ppu
save man0.sav

;... State: man1.sav ....
; --- fish functions ---
def ini root

tabroot = 100
nroot = 50
tab1 = tabroot + 1
tab2 = tabroot + 2
tab3 = tabroot + 3
tab4 = tabroot + 4
tab5 = tabroot + 5
c coe = (1. - c nu)/(c un - c nu)
pcoe = 2.*c F*c sk*(1.+c un)/(3.*c a)
tbi = 0

end
ini root
; calculate and store roots
ca froot.fis
def func

func = tan(c x0)/(c coe*c x0) - 1.
end
def store root

val root = -pi
c eps2 = 1.e-2
tol = 1.e-6
c int = pi*0.5

FLAC Version 5.0



Compression of a Poroelastic Sample — Mandel’s Problem 18 - 11

loop ii (1,nroot)
val = float(ii-1)*pi
c eps1 = c eps2*(val + c int - val root - pi)
if ii > 50 then

c eps1 = c eps1*10.
end if
c x1 = val - c eps1
c x2 = val + c int - c eps1
val root = froot
xtable(tabroot,ii) = ii
ytable(tabroot,ii) = val root
sr = sin(val root)
cr = cos(val root)
den = val root-sr*cr
r2 = val root * val root
xtable(tab1,ii) = ii
ytable(tab1,ii) = sr/den
xtable(tab2,ii) = ii
ytable(tab2,ii) = cr/den
xtable(tab3,ii) = ii
ytable(tab3,ii) = sr*cr/den
xtable(tab4,ii) = ii
ytable(tab4,ii) = r2
xtable(tab5,ii) = ii
ytable(tab5,ii) = r2*sr*cr/den

end loop
end
store root
def rf ; reaction force

sum = 0.
loop ii(1,igp)

sum = sum + yforce(ii,jgp)
end loop
rf = sum

end
def qout ; outflow

outflow = 0.0
loop j (1,jgp)

outflow = outflow - gflow(igp,j)
end loop
qout = outflow

end
def ana yv ; velocity per mechanical step

velo = 0.
veln = 0.
jjsav = 0
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loop jj (1,nroot)
al2 = ytable(tab4,jj)
veln = velo + ytable(tab5,jj)*exp(-al2*coe*gwtime)
if veln = velo then

jjsav = jj
jj = nroot

end if
velo = veln

end loop
ana yv = veln*v co*gwtdel

end
def check pp ; pore pressure profile

ini man
pcoe = 2.*c F*c sk*(1.+c un)/(3.*c a)
tabn = taba + 10
loop ip (1,igp)

sumo = 0.
sumn = 0.
jjsav = 0
xval = x(ip,2)
loop jjp (1,nroot)

al2 = ytable(tab4,jjp)
al = ytable(tabroot,jjp)
term = cos(al*xval/c a)-cos(al)
sumn = sumo + ytable(tab1,jjp)*term*exp(-al2*coe*gwtime)
if sumn = sumo then

jjsav = jjp
jjp = nroot

end if
sumo = sumn

end loop
xtable(taba,ip) = xval
ytable(taba,ip) = sumn*pcoe
xtable(tabn,ip) = xval
ytable(tabn,ip) = gpp(ip,2)

end loop
end
def ana pp ; pore pressure history

sumo = 0.
sumn = 0.
jjsav = 0
xval = x(1,2)
loop jjp (1,nroot)

al2 = ytable(tab4,jjp)
al = ytable(tabroot,jjp)
term = cos(al*xval/c a)-cos(al)
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sumn = sumo + ytable(tab1,jjp)*term*exp(-al2*coe*gwtime)
if sumn = sumo then

jjsav = jjp
jjp = nroot

end if
sumo = sumn

end loop
ana pp = sumn*pcoe
num pp = gpp(1,2)

end
def deg cons ; degrees of consolidation history

ini man
ccoe = 2.*(1.-c un)/(c un-c nu)
uxa0 = c F*c un/(2.*c sh)
duxa = c F*(c nu - c un)/(2.*c sh)
uyb0 = -c F*c b*(1. - c un)/(2.*c sh*c a)
duyb = -c F*c b*(c un - c nu)/(2.*c sh*c a)
taba1 = taba+1
taba2 = taba+2
loop ip (1,tbi)

sumo = 0.
sumn = 0.
jjsav = 0
tt = xtable(3,ip)
loop jjp (1,nroot)

al2 = ytable(tab4,jjp)
sumn = sumo + ytable(tab3,jjp)*exp(-al2*coe*tt)
if sumn = sumo then

jjsav = jjp
jjp = nroot

end if
sumo = sumn

end loop
xval = log(tt)
xtable(taba,ip) = xval
ytable(taba,ip) = 1.-ccoe*sumn
xtable(taba1,ip) = xval
ytable(taba1,ip) = (ytable(4,ip)-uxa0)/duxa
xtable(taba2,ip) = xval
ytable(taba2,ip) = (ytable(3,ip)-uyb0)/duyb

end loop
end
def big step

loop kk (1,nfstep)
command
set flow on mech off
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step 1
set flow off mech on

end command
val yv = ana yv
command
ini yv val yv j=fjgp
step 1
ini yv 0 j=fjgp
set echo on mess on
solve sratio 5.e-2
set echo off mess off

end command
tbi = tbi + 1
xtable(1,tbi) = gwtime
ytable(1,tbi) = rf ; reaction force
xtable(2,tbi) = gwtime
ytable(2,tbi) = val yv ; velocity increment per step
xtable(3,tbi) = gwtime
ytable(3,tbi) = ydisp(1,jgp) ; top y-displacement
xtable(4,tbi) = gwtime
ytable(4,tbi) = xdisp(igp,1) ; right x-displacement

end loop
end
; --- drained conditions ---
apply remove mech j=fjgp
fix pp i=figp
ini pp 0 i=figp
fix y j=fjgp
ini yv 0 j=fjgp
set flow on
hist ana pp
hist num pp
hist gwtime
; --- drained test ---
set gwdt=8e-5
set nfstep = 125
big step
set taba=11
check pp
save man1.sav

;... State: man2.sav ....
set nfstep = 1125
big step
set taba=12
check pp
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save man2.sav

;... State: man3.sav ....
set nfstep = 5000
big step
set taba=13
check pp
save man3.sav

;... State: man4.sav ....
set nfstep = 6250
big step
set taba=14
check pp
save man4.sav

;... State: man5.sav ....
set nfstep = 12500
big step
set taba=15
check pp
save man5.sav

;... State: man6.sav ....
set nfstep = 25000
big step
set taba=16
check pp
save man6.sav

;... State: man7.sav ....
set taba=7
deg cons
set echo on mess on
save man7.sav

;*** plot commands ****
;plot name: Pore pressure versus consolidation time
plot hold history 1 line 2 line vs 3
;plot name: Pore pressure profile
label table 10
anal (t = 0.01)
label table 20
FLAC (t = 0.01)
label table 11
anal (t = 0.01)
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label table 21
FLAC (t = 0.01)
label table 12
anal (t = 0.1)
label table 22
FLAC (t = 0.1)
label table 13
anal (t = 0.5)
label table 23
FLAC (t = 0.5)
label table 14
anal (t = 1.0)
label table 24
FLAC (t = 1.0)
label table 15
anal (t = 2.0)
label table 25
FLAC (t = 2.0)
label table 16
anal (t = 4.0)
label table 26
FLAC (t = 4.0)
plot hold table 26 cross 16 line 25 cross 15 line 24 cross 14 line 23 &
cross 13 line 22 cross 12 line 21 cross 11 line 20 cross 10 line

;plot name: Degree of consolidation versus log time
label table 7
D (anal)
label table 8
Dh (FLAC)
label table 9
Dv (FLAC)
plot hold table 9 line 8 line 7 line
;plot name: Y-reaction force history
label table 1
y-reaction force
plot hold table 1 line
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18.7 Data File “FROOT.FIS”

; --- froot.fis ---
; Using Brent’s method, find the root of a function FUNC=f(x)
; bracketed in the interval [c x1,c x2]
; (i.e., such that f(c x1)*f(c x2) < 0)
; input: c x1, c x2 interval bounds
; func fish function with input c x
; tol
; output: froot root value
;
; Numerical Recipes: function zbrent
;
def froot

itmax = 100
c eps = 3.e-8
c x = c x1
fa = func
c x = c x2
fb = func
c a = c x1
c b = c x2
if fa*fb > 0. then

toto=out(’ root must be bracketed for froot’)
command

pause
end command
exit

end if
fc = fb
loop iter (1,itmax)

if fb*fc > 0. then
c c = c a
fc = fa
c d = c b - c a
c e = c d

end if
if abs(fc) < abs(fb) then

c a = c b
c b = c c
c c = c a
fa = fb
fb = fc
fc = fa

end if
tol1 = 2.*c eps*abs(c b)+0.5*tol
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xm = 0.5*(c c-c b)
if abs(xm) <= tol1 then

froot = c b
exit

end if
if fb = 0. then

froot = c b
exit

end if
if abs(c e) >= tol1 then

if abs(fa) > abs(fb) then
c s = fb/fa
if c a = c c then

c p = 2.*xm*c s
c q = 1. - c s

else
c q = fa/fc
c r = fb/fc
c p = c s*(2.*xm*c q*(c q-c r)-(c b-c a)*(c r-1.))
c q = (c q-1.)*(c r-1.)*(c s-1.)

end if
if c p > 0. then

c q = -c q
end if
c p=abs(c p)
if 2.*c p < min(3.*xm*c q-abs(tol1*c q),abs(c e*c q)) then

c e = c d
c d = c p/c q

else
c d = xm
c e = c d

end if
else

c d = xm
c e = c d

end if
else

c d = xm
c e = c d

end if
c a = c b
fa = fb
if abs(c d) > tol1 then

c b = c b + c d
else

c b = c b + sign(tol1,xm)
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end if
c x = c b
fb = func

end loop
toto = out(’ froot exceeding maximum iteration’)
froot = c b
command

pause
end command

end
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PRECIS

This volume contains descriptions of four optional facilities that can be added to the basic version
of FLAC.

Section 1 describes the thermal model option and presents several verification problems that illus-
trate its application both with and without interaction with mechanical stress and pore pressure.

Section 2 describes the creep models option — i.e., the facility to simulate time-dependent material
behavior. Six creep models, including both viscoelastic and viscoplastic models, are available.

The dynamic analysis option is described in Section 3. Special considerations for running a dynamic
analysis are provided and several verification examples are included.

User-defined constitutive models can be implemented in FLAC as a DLL file (dynamic link library)
written in C++. The procedure to create DLLs is given in Section 4.
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13 Plastic Flow in a Punch Problem

13.1 Problem Statement

Difficulties are sometimes reported in the modeling of plastic flow where large velocity gradients
exist. The use of interfaces embedded within a continuum finite-element mesh [e.g., van Langen and
Vermeer (1991)] has been suggested at locations where singular behavior is expected. The velocity
field at the corners of a punch driven into a cohesive, frictionless soil is shown to be discontinuous.
Figure 13.1 shows the problem geometry and boundary conditions. This example is used to
demonstrate that FLAC can produce accurate results without introducing interfaces, provided that
the expected singular point is not located at a gridpoint. One reason for avoiding interfaces is that,
for some cases, the internal rupture surfaces may be unknown in advance.

2 
un

its 1 unit

1 unit

1 unit

imposed
velocity

free surface

rough, rigid
punch

Figure 13.1 Boundary conditions and dimensions for the numerical simula-
tion of a punch problem
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13.2 FLAC Model

Figure 13.2 shows the grid used for the simulation. There are eight zones and nine nodes under the
punch. The properties of the material are:

bulk modulus (K) 1.66667 MPa
shear modulus (G) 1.0 MPa
density (p) 1000 kg/m3

cohesion (c) 10 kPa
friction angle (φ) 0◦

A velocity loading condition, shown in Figure 13.3, is applied. The gradual application of the
boundary velocity reduces the tendency for initial oscillation in the loading curve, but does not
affect the collapse load.

Controlled Nodes

X
 =

 1
.0

Figure 13.2 FLAC grid for 8-zone punch
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Figure 13.3 Applied punch velocity

13.3 Results and Discussion

The FISH function load calculates the numerical and analytical values of pressure beneath the
punch. Note that for the numerical simulation, the total pressure is taken as the sum of vertical
forces on the velocity-controlled nodes, divided by the width of the punch (unity, in this case). The
width of the punch extends to one-half the zone at which the velocity jump occurs. The load is
normalized by dividing by the cohesion, c, and the displacement is normalized by multiplying by
the factor G/c. The resulting normalized load/displacement curve is given in Figure 13.4, and the
steady-state velocity field is given in Figure 13.5. The numerical value calculated for the steady-
state load is 5.148 c, which is only 0.12% in error of the exact load of (2 + π)c. The pattern of
shear strain rate is illustrated in Figure 13.6. The observed collapse mechanism is defined quite
well, even for a material that does not soften. Table 13.1 records the steady-state loads for various
mesh densities, expressed in terms of the number of FLAC zones under the punch. The accuracy is
within 3.5% when only one element represents the punch. (Recall that FLAC uses constant-strain
elements.) The overestimate of load for the finer discretizations can be reduced if the simulation is
run with zero damping or at a slower velocity.
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Figure 13.4 Normalized load/displacement for 8-zone punch
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Figure 13.5 Steady-state velocity field for 8-zone punch
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Figure 13.6 Contours of maximum shear strain rate for 8-zone punch

Table 13.1 Steady-state punch pressures
(normalized) for various
discretizations

Punch Zones Pressure Error

1 4.969 - 3.4%
2 5.067 - 1.5%
4 5.121 - 0.4%
8 5.148 + 0.12%
16 5.156 + 0.28%

13.4 Reference

van Langen, H., and P. A. Vermeer. “Interface Elements for Singular Plasticity Points,” Int. J. Num.
Anal. Methods Geomech., 15, 301-305 (1991).
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13.5 Data File “PUNCH.DAT”

;Project Record Tree export

;... State: m9.sav ....
; measure load on moving plate
def load
sum = 0.0
loop i (1,9)

sum = sum + yforce(i,17)
end loop
load = sum / (cohesion(1,1)*(x(9,17)+x(10,17))/2.)
disp = -ydisp(1,17)*shear mod(1,1)/cohesion(1,1)
anal = (2.0+pi)

end
; gradual increase in starting velocity
def ramp
while stepping
if step <= 3000 then

ud app = 4e-7 + step *3.6e-6/3000
vel his = ud app
loop i (1,9)

yvel(i,17) = - ud app
end loop

end if
end
config
grid 17,24
model mohr
gen (0,-3) (0,0) (2,0) (2,-3)
prop dens=1000 bulk=1.66667e6 shear=1e6 coh=1e4 tens=1e10
mod null i=1,9 j=17,24
; boundary condition
fix x i=1
fix x i=18
fix x,y j=1
fix x i=10 j=17,25
fix x,y i=1,9 j=17
; histories
his load
his anal
his disp
his vel his
his sratio
his nstep 100
step 25000
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save m9.sav

;*** plot commands ****
;plot name: grid
plot hold grid
;plot name: Applied punch velocity
plot hold history 4 line
;plot name: Normalized load/displacement
plot hold history 1 line 2 line begin 3000 skip 30 vs 3
;plot name: Steady-state velocity field
plot hold bound velocity max 1.0E-5
;plot name: Contous of max. shear strain rate
plot hold bound ssr fill

FLAC Version 5.0



13 - 8 Verification Problems

FLAC Version 5.0



Slope Failure Due to Surcharge Load in Weightless Material 20 - 1

20 Slope Failure Due to Surcharge Load in Weightless Material

20.1 Problem Statement

FLAC uses the shear strength reduction technique (see Section 1.5 in the FLAC/Slope User’s
Guide) to evaluate the factor of safety for slopes in a Mohr-Coulomb material. In this technique,
the material shear strength is reduced in stages until collapse occurs, and the factor of safety is
defined as the ratio of the material’s actual strength to the reduced shear strength at failure. By
default, one or both strength properties of cohesion, c, and friction, tan φ, may be included in the
reduction technique; if both properties are considered, they are reduced in proportion.

We take the example of a vertical slope in uniform, weightless, Mohr-Coulomb material, under
applied surface loading, to illustrate how the definition of factor of safety used in FLAC relates to
more traditional factor-of-safety measures. We assume that a linear failure surface would develop
under a sufficiently large value of uniform surcharge pressure, P , acting on a length, L (as shown in
Figure 20.1), and use simple limit equilibrium solutions to compare with FLAC results. Compressive
stresses are taken as positive in this section; this is opposite to the FLAC convention.

Figure 20.1 Vertical slope with surcharge pressure

We consider a stable slope and a potential failure surface, inclined at an angle of α to the horizontal
(this angle is yet to be determined). The stress state on the virtual failure surface with slope α, is
represented by point q1 on the Mohr’s circle, with radius P/2 shown in Figure 20.2.
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Figure 20.2 Stress state on potential failure surface

The equation for the Mohr’s circle is

(
σ − P

2

)2

+ τ 2 =
(
P

2

)2

(20.1)

where τ and σ are shear and normal stress on the potential surface. For a Mohr-Coulomb material,
the shear strength of the soil, τmax, may be expressed as

τmax = c + σ tan φ (20.2)

where σ is normal stress on the potential failure surface. This criterion is represented by a straight
line in Figure 20.2. We consider two common definitions for factor of safety and illustrate how, for
the example, they relate to the estimate obtained using the strength reduction technique.
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20.2 Factor of Safety with respect to Strength (Friction and Cohesion)

Generally, the factor of safety with respect to strength, Fs , is defined as

Fs = min
τmax

τ
(20.3)

where τmax is the average shear strength of the soil, and τ is the average shear stress developed
along the most critical potential failure surface. Also, the most critical surface is the one that gives
the minimum value to the ratio Eq. (20.3) (Das, 1994).

For the vertical slope problem, the stress ratio may be expressed using the expressions for τmax and
τ from Eqs. (20.2) and (20.1), respectively. This gives

τmax

τ
= c + σ tan φ√(

P
2

)2 − (σ − P
2

)2 (20.4)

The stress ratio may be interpreted geometrically on Figure 20.2, as a ratio of elevations, to the
failure line, τmax, and Mohr’s circle, τ . The minimum of this ratio is obtained for a particular value
σs of σ (and, thus, a particular value αs of α), which is obtained by setting to zero the derivative of
τmax
τ

with respect to σ in Eq. (20.4), and solving for σ . The result is

σs = Pc

P tan φ + 2c
(20.5)

The corresponding shear stress value is (see Eq. (20.1))

τs =
√(

P

2

)2

−
(
σs − P

2

)2

(20.6)

The factor of safety may now be expressed as

Fs = c + σs tan φ

τs
(20.7)

After substitution (in Eq. (20.7)) of Eq. (20.5) for σs , and Eq. (20.6) for τs , and some manipulations,
the expression is

Fs = 2

√( c
P

)2 +
( c
P

)
tan φ (20.8)
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The predicted orientation for the failure plane is given by tan αs = τs/σs . Using Eq. (20.5), we
obtain

tan αs =
√
P

c
tan φ + 1 (20.9)

The stresses (σs , τs) have an interesting property: they correspond to the failure state of a fictional
material in which cohesion, cd , and friction, tan φd , are reduced in the same proportion so as to
keep the ratio c/tan φ constant. This may be seen from geometrical considerations as follows.
The failure criterion for such a material is represented by the straight line τ = cd + σ tan φd in
Figure 20.3, which goes through the apex τ = 0, σ = −c/ tan φ. This line is tangent to Mohr’s
circle at the point (τI , σI ). The contention is that this point coincides with (τs, σs).

Figure 20.3 Failure criteria for actual and fictional material with reduced
cohesion and friction

From triangle q1-q2-q3, we have

cosφd = D

c/ tan φ + P/2 (20.10)

where D is given by Pythagoras’ theorem
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D2 +
(
P

2

)2

=
(

c

tan φ
+ P

2

)2

(20.11)

From triangle q1-q2-q4, we have

σI + c

tan φ
= D cosφd (20.12)

If we substitute Eq. (20.10) in Eq. (20.12), use Eq. (20.11), and solve for σI , we obtain, after some
manipulations:

σI = Pc

P tan φ + 2c
(20.13)

This expression is identical to Eq. (20.5) and, since the point is located on Mohr’s circle, it implies
that (τI , σI ) coincides with (τs, σs). In particular, we can write

τs = cd + σs tan φd (20.14)

We can now relate the factor of safety in Eq. (20.3) to the expression used in the strength reduction
technique. To do this, we substitute Eq. (20.14) in Eq. (20.7). This gives:

Fs = c + σs tan φ

cd + σs tan φd
(20.15)

Since, by definition, we have c/tan φ = cd/tan φd , Eq. (20.15) may also be expressed as

Fs = c

cd
(20.16)

or else as

Fs = tan φ

tan φd
(20.17)

From this it follows that if we were, for example, to evaluate cd by the stress reduction technique,
with both friction and cohesion involved, and use it in Eq. (20.16), we would obtain the same
factor-of-safety value as the one derived from Eq. (20.8).
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20.2.1 FLAC Model

Several simulations were carried out with FLAC, as verification examples for factor-of-safety cal-
culation using both cohesion and friction in the strength reduction technique. For the examples,
the slope is 20 m high, cohesion is 0.1 MPa, surface pressure is applied on a length of 10 m. There
is zero dilation, and tensile strength is set to a high value (10 GPa). A total of six simulations are
carried out for two values of friction angles, surface pressures and mesh densities, as indicated in
table Table 20.1.

The FLAC grid used in the numerical tests is shown in Figure 20.4 for the coarse mesh case, and in
Figure 20.5 for the medium mesh case.

The factors of safety obtained numerically are compared to those predicted by formula Eq. (20.8).
The results, listed in the table, show very good agreement. The numerical simulations predicted a
linear failure surface, a typical failure state is shown in Figure 20.6.

Table 20.1 Factor-of-safety results for friction and cohesion reduction
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   FLAC (Version 5.00)

LEGEND

   28-Sep-04  11:24
  step      8840
 -5.667E+00 <x<  2.367E+01
 -5.667E+00 <y<  2.367E+01

Factor of Safety  2.02
Grid plot

0   5E  0
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max vector =    1.053E+05
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(*10^1)

JOB TITLE : Vertical slope - coarse mesh                                                              

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 20.4 FLAC grid — coarse mesh case

   FLAC (Version 5.00)

LEGEND

   28-Sep-04  16:14
  step         0
 -5.667E+00 <x<  2.367E+01
 -5.667E+00 <y<  2.367E+01

FOS not calculated
Grid plot
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max vector =    6.757E+04

0   2E  5

-0.250

 0.250

 0.750

 1.250

 1.750

 2.250

(*10^1)

-0.250  0.250  0.750  1.250  1.750  2.250
(*10^1)

JOB TITLE : Vertical slope - medium mesh                                                              

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 20.5 FLAC grid — medium mesh case
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   FLAC (Version 5.00)

LEGEND

   29-Sep-04   8:29
  step     26104
 -5.667E+00 <x<  2.367E+01
 -5.667E+00 <y<  2.367E+01

Factor of Safety  2.52
Shear Strain Rate contours
        2.50E-06           
        5.00E-06           
        7.50E-06           
        1.00E-05           
        1.25E-05           
        1.50E-05           
        1.75E-05           
        2.00E-05           
        2.25E-05           

Contour interval=  2.50E-06
(zero contour omitted)
Boundary plot

0   5E  0
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max vector =    6.757E+04
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(*10^1)

-0.250  0.250  0.750  1.250  1.750  2.250
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JOB TITLE : Vertical slope - C = P, phi = 30                                                          

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 20.6 Failure mode for friction and cohesion reduction — c = P ,
φ = 30 — medium mesh
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20.3 Factor of Safety with respect to Load (Cohesion Only)

Another commonly used expression for factor of safety is given by the ratio of critical load (minimum
load to generate failure) to actual load:

Fl = Pcr

P
(20.18)

For this case, the load is increased, in a virtual sense, until failure occurs. The failure criterion is
shown by the line τ = c+σ tan φ in Figure 20.7, and the current stress on the potential failure plane
is represented by the Mohr’s circle with radius P/2. As the load increases, the Mohr’s circle grows,
until a state of limit equilibrium is reached for which contact is made with the failure criterion. The
surface load at that stage is Pcr .

Figure 20.7 Failure criteria for actual and fictional material with reduced
cohesion

The load ratio Pcr/P has a special property: if we consider the failure state of a fictional material
in which cohesion, cd , is allowed to be reduced, while friction is maintained constant and equal to
tan φ, then Pcr/P = c/cd . This may be shown using geometrical considerations as follows. The
ultimate failure criterion for the material with reduced cohesion is a line τ = cd + σ tan φ, tangent
to the Mohr’s circle with radius P/2. The two triangles q1-q2-q3 and q1′ -q2′ -q3′ in Figure 20.7 are
similar, and we may write
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Pcr

P
=

Pcr
2 + L
P
2 + Ld

(20.19)

where L = c/tan φ, and Ld = cd/tan φ.

After substitution of the last two expressions in Eq. (20.19), and some manipulations, we obtain

Pcr

P
= c

cd
(20.20)

as asserted. From triangle q1-q2-q3, we have

Ld = P

2

(
1

sin φ
–1

)
(20.21)

Using that cd = Ld tan φ, and substituting Eq. (20.21) for Ld , we obtain

cd = P

2
√

1+sin φ
1−sin φ

(20.22)

Finally, using Eq. (20.22) in Eq. (20.20), and the result in Eq. (20.18), we obtain the following
expression for the safety factor with respect to load:

Fl = 2
c

P

√(
1+ sin φ

1− sin φ

)
(20.23)
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20.3.1 FLAC Model

The previous FLAC simulations, described in Section 20.2.1, are repeated, this time excluding
friction from the factor-of-safety calculation. The results are compared with the analytical prediction
from Eq. (20.23) in Table 20.2. The agreement is good. The value for Fl is higher or equal to that
obtained for Fs for equivalent cases (i.e., for this example, the Fs values are more conservative).

Table 20.2 Factor-of-safety results for cohesion reduction

A typical failure state with linear failure surface as predicted by the simulations is shown in Fig-
ure 20.8.

   FLAC (Version 5.00)

LEGEND

    4-Apr-05  11:05
  step     39156
 -5.667E+00 <x<  2.367E+01
 -5.667E+00 <y<  2.367E+01

Factor of Safety  3.46
Shear Strain Rate contours
        1.00E-07           
        2.00E-07           
        3.00E-07           
        4.00E-07           
        5.00E-07           
        6.00E-07           

Contour interval=  1.00E-07
(zero contour omitted)
Boundary plot
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(*10^1)
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JOB TITLE : Vertical Slope - C = P, phi = 30                                                          

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 20.8 Failure mode for cohesion reduction — c = P , φ = 30 —
medium mesh
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20.4 Note on Failure Modes

Referring to Figure 20.7, we can see from the figure that the slip planes make an angle of π4 + φ
2

with the horizontal (the normal to the failure plane is inclined at π4 − φ
2 ). Potentially, failure can

occur along any one of these planes, represented schematically in Figure 20.9.

Figure 20.9 Schematic representation of potential failure planes

In theory, no particular location is favored. In reality, the stress concentration at the edge of the
applied load will trigger failure propagation from that point. But any inhomogeneity (in property,
for instance) may also cause failure to localize along one or more specific plane in the family of those
shown in Figure 20.9. From a numerical point of view, any little imperfection (such as numerical
round-off error) can cause the failure to localize along one or more specific planes. This leads to
the surprising observation that, because they contain different “imperfections,” grids of different
resolutions, or codes working at different precision levels, may produce different failure patterns.
This behavior, however, characterizes the physics of the problem; an example is presented below.
It is interesting to note that, although different failure patterns may be realized (e.g., for different
grid resolutions), from energy principles, we expect the same factor of safety to be predicted in
both cases.

For the vertical slope example, the most likely mode of failure to develop is the wedge, represented
in Figures 20.6 and 20.8. However, while running the load simulations for cohesion reduction,
using a slightly different geometry, we encountered the failure mode shown in Figure 20.10, which
displays both possible inclinations of slip planes.
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   FLAC (Version 5.00)

LEGEND

    4-Apr-05   7:06
  step     19401
 -5.167E+00 <x<  2.417E+01
 -5.667E+00 <y<  2.367E+01

Factor of Safety  3.47
Shear Strain Rate contours
        1.00E-07           
        2.00E-07           
        3.00E-07           
        4.00E-07           
        5.00E-07           

Contour interval=  1.00E-07
(zero contour omitted)
Boundary plot
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JOB TITLE : Vertical Slope - C = P, phi = 30                                                          

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 20.10 Alternative failure mode for cohesion reduction — c = P , φ =
30 — medium mesh

This mode appeared for the medium grid case (see Figure 20.11), while for the fine grid case (see
Figure 20.12), the more common wedge failure was observed. The factor of safety was calculated
to be 3.47 and 3.42 for the medium and fine grid case, respectively. These values are in good
agreement with the values estimated from the limit equilibrium solution Eq. (20.23).
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   FLAC (Version 5.00)

LEGEND

    3-Apr-05  21:48
  step         0
 -5.167E+00 <x<  2.417E+01
 -5.667E+00 <y<  2.367E+01

Grid plot
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JOB TITLE : Vertical Slope - medium mesh                                                              

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 20.11 FLAC grid — alternate medium mesh case

   FLAC (Version 5.00)

LEGEND

   23-Sep-04  13:21
  step         0
 -5.167E+00 <x<  2.417E+01
 -5.667E+00 <y<  2.367E+01

FOS not calculated
Grid plot
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JOB TITLE : Vertical slope - fine mesh                                                                

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 20.12 FLAC grid — alternate fine mesh case
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20.6 Data File “SURCHARGE.DAT”

;Project Record Tree export

;*** BRANCH: COARSE: PHI=0, P=C ****
new

;... STATE: COARSE A ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 20,20
model elastic j=1,2
model elastic i=2,20
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,2 j=1,3
gen 0.0,-2.0 0.0,0.0 20.0,0.0 20.0,-2.0 i=2,21 j=1,3
gen 0.0,0.0 0,20.0 20.0,20.0 20.0,0.0 i=2,21 j=3 21
; Add top
table 100 -13.00 -2.000 -13.00 0 -2.000 0 0 0 0 20.00 20.00 20.00
table 100 31.00 20.00 31.00 -2.000
ini x 10.0 y 20.0 i 12 j 21
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
fix x i=1
fix x i=21
apply pressure 100000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)
group ’Generic:cohesive’ reg tab 100
model mohr group ’Generic:cohesive’ notnull
prop density=1.0 bulk=1E8 shear=3E7 cohesion=100000.0 friction=0.0 &
dilation=0.0 tension=1.0E10 group ’Generic:cohesive’ notnull

; END MODEL
save coarse a.sav

;*** BRANCH: FRICTION AND COHESION ****

;... STATE: FOSCOARSE FC A ....
solve fos no restore file=FOScoarse FC a.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop

FLAC Version 5.0



Slope Failure Due to Surcharge Load in Weightless Material 20 - 17

end loop
end
fill ex1 ssr
set gp avg=1
extrap to gp
save FOScoarse FC a.fsv

;*** BRANCH: COHESION ****
restore coarse a.sav

;... STATE: FOSCOARSE C A ....
solve fos no restore exclude friction file=FOScoarse C a.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save FOScoarse C a.fsv

;*** BRANCH: COARSE: PHI=30, P=C ****
new

;... STATE: COARSE B ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 20,20
model elastic j=1,2
model elastic i=2,20
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,2 j=1,3
gen 0.0,-2.0 0.0,0.0 20.0,0.0 20.0,-2.0 i=2,21 j=1,3
gen 0.0,0.0 0,20.0 20.0,20.0 20.0,0.0 i=2,21 j=3 21
; Add top
table 100 -13.00 -2.000 -13.00 0 -2.000 0 0 0 0 20.00 20.00 20.00
table 100 31.00 20.00 31.00 -2.000
ini x 10.0 y 20.0 i 12 j 21
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
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fix x i=1
fix x i=21
apply pressure 100000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)
group ’Generic:cohesive’ reg tab 100
model mohr group ’Generic:cohesive’ notnull
prop density=1.0 bulk=1E8 shear=3E7 cohesion=100000.0 friction=30.0 &
dilation=0.0 tension=1.0E10 group ’Generic:cohesive’ notnull

; END MODEL
save coarse b.sav

;*** BRANCH: FRICTION AND COHESION ****

;... STATE: FOSCOARSE FC B ....
solve fos no restore file=FOScoarse FC b.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save FOScoarse FC b.fsv

;*** BRANCH: COHESION ****
restore coarse b.sav

;... STATE: FOSCOARSE C B ....
solve fos no restore exclude friction file=FOScoarse C b.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
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save FOScoarse C b.fsv

;*** BRANCH: COARSE: PHI=30, P=C/2 ****
new

;... STATE: COARSE C ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 20,20
model elastic j=1,2
model elastic i=2,20
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,2 j=1,3
gen 0.0,-2.0 0.0,0.0 20.0,0.0 20.0,-2.0 i=2,21 j=1,3
gen 0.0,0.0 0,20.0 20.0,20.0 20.0,0.0 i=2,21 j=3 21
; Add top
table 100 -13.00 -2.000 -13.00 0 -2.000 0 0 0 0 20.00 20.00 20.00
table 100 31.00 20.00 31.00 -2.000
ini x 10.0 y 20.0 i 12 j 21
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
fix x i=1
fix x i=21
apply pressure 50000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)
group ’Generic:cohesive’ reg tab 100
model mohr group ’Generic:cohesive’ notnull
prop density=1.0 bulk=1E8 shear=3E7 cohesion=100000.0 friction=30.0 &
dilation=0.0 tension=1.0E10 group ’Generic:cohesive’ notnull

; END MODEL
save coarse c.sav

;*** BRANCH: FRICTION AND COHESION ****

;... STATE: FOSCOARSE FC C ....
solve fos no restore file=FOScoarse FC c.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
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fill ex1 ssr
set gp avg=1
extrap to gp
save FOScoarse FC c.fsv

;*** BRANCH: COHESION ****
restore coarse c.sav

;... STATE: FOSCOARSE C C ....
solve fos no restore exclude friction file=FOScoarse C c.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save FOScoarse C c.fsv

;*** BRANCH: AMED: PHI=0, P=C ****
new

;... STATE: AMEDIUM A ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 40,38
model elastic j=1,3
model elastic i=4,40
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,4 j=1,4
gen 0.0,-2.0 0.0,0.0 21.0,0.0 21.0,-2.0 i=4,41 j=1,4
gen 0.0,0.0 0.0,20.0 21.0,20.0 21.0,0.0 i=4,41 j=4 39
; Add top
table 100 -13.50 -2.000 -13.50 0 -2.000 0 0 0 0 20.00 21.00 20.00
table 100 32.50 20.00 32.50 -2.000
ini x 10.0 y 20.0 i 22 j 39
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
fix x i=1
fix x i=41
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apply pressure 100000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)
group ’soil’ reg tab 100
model mohr group ’soil’ notnull
prop density=1000.0 bulk=1.00000008E8 shear=3.0E7 cohesion=100000.0 &
friction=0.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull

; END MODEL
save Amedium a.sav

;*** BRANCH: FRICTION AND COHESION ****

;... STATE: AFOSMEDIUM FC A ....
solve fos no restore file FoSmedium a.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save AFOSmedium FC a.fsv

;*** BRANCH: COHESION ****
restore Amedium a.sav

;... STATE: AFOSMEDIUM C A ....
solve fos exclude friction no restore file=FOSmedium C a.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save AFOSmedium C a.fsv
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;*** BRANCH: AMED: PHI=30, P=C ****
new

;... STATE: AMEDIUM B ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 40,38
model elastic j=1,3
model elastic i=4,40
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,4 j=1,4
gen 0.0,-2.0 0.0,0.0 21.0,0.0 21.0,-2.0 i=4,41 j=1,4
gen 0.0,0.0 0.0,20.0 21.0,20.0 21.0,0.0 i=4,41 j=4 39
; Add top
table 100 -13.50 -2.000 -13.50 0 -2.000 0 0 0 0 20.00 21.00 20.00
table 100 32.50 20.00 32.50 -2.000
ini x 10.0 y 20.0 i 22 j 39
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
fix x i=1
fix x i=41
apply pressure 100000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)
group ’soil’ reg tab 100
model mohr group ’soil’ notnull
prop density=1000.0 bulk=1.00000008E8 shear=3.0E7 cohesion=100000.0 &
friction=30.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull

; END MODEL
save Amedium b.sav

;*** BRANCH: FRICTION AND COHESION ****

;... STATE: AFOSMEDIUM FC B ....
solve fos no restore file=FOSmedium FC b.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
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extrap to gp
save AFOSmedium FC b.fsv

;*** BRANCH: COHESION ****
restore Amedium b.sav

;... STATE: AFOSMEDIUM C B ....
solve fos exclude friction no restore file=FOSmedium C b.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save AFOSmedium C b.fsv

;*** BRANCH: AMED: PHI=30, P=C/2 ****
new

;... STATE: AMEDIUM C ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 40,38
model elastic j=1,3
model elastic i=4,40
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,4 j=1,4
gen 0.0,-2.0 0.0,0.0 21.0,0.0 21.0,-2.0 i=4,41 j=1,4
gen 0.0,0.0 0.0,20.0 21.0,20.0 21.0,0.0 i=4,41 j=4 39
; Add top
table 100 -13.50 -2.000 -13.50 0 -2.000 0 0 0 0 20.00 21.00 20.00
table 100 32.50 20.00 32.50 -2.000
ini x 10.0 y 20.0 i 22 j 39
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
fix x i=1
fix x i=41
apply pressure 50000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)
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group ’soil’ reg tab 100
model mohr group ’soil’ notnull
prop density=1000.0 bulk=1.00000008E8 shear=3.0E7 cohesion=100000.0 &
friction=30.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull

; END MODEL
save Amedium c.sav

;*** BRANCH: FRICTION AND COHESION ****

;... STATE: AFOSMEDIUM FC C ....
solve fos no restore file=AFOSmedium FC c.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save AFoSmedium FC c.fsv

;*** BRANCH: COHESION ****
restore Amedium c.sav

;... STATE: AFOSMEDIUM C C ....
solve fos no restore exclude friction file=AFOSmedium C c.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save AFOSmedium C c.fsv

;*** BRANCH: MED: PHI=0, P=C ****
new
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;... STATE: MEDIUM A ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 40,40
model elastic j 1 4
model elastic i 4,40 j 5 50
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,4 j=1,5
gen 0.0,-2.0 0.0,0.0 20.0,0.0 20.0,-2.0 i=4,41 j=1,5
gen 0.0,0.0 0.0,20.0 20.0,20.0 20.0,0.0 i=4,41 j=5 41
; Add top
table 100 -13.50 -2.000 -13.50 0 -2.000 0 0 0 0 20.00 20.00 20.00
table 100 32.50 20.00 32.50 -2.000
ini x 10.0 y 20.0 i 22 j 41
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
fix x i=1
fix x i=41
apply pressure 100000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)
group ’soil’ reg tab 100
model mohr group ’soil’ notnull
prop density=1000.0 bulk=1.00000008E8 shear=3.0E7 cohesion=100000.0 &
friction=0.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull

; friction=30.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull
; Add structural elements
; END MODEL
save Medium a.sav

;*** BRANCH: FRICTION AND COHESION ****

;... STATE: FOS MED FC A ....
solve fos no restore file=FOS med FC a.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
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extrap to gp
save FOS med FC a.fsv

;*** BRANCH: COHESION ****
restore Medium a.sav

;... STATE: FOS MED C A ....
solve fos no restore exclude friction file=FOS med C a.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save FOS med C a.fsv

;*** BRANCH: MED: PHI=30, P=C ****
new

;... STATE: MEDIUM B ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 40,40
model elastic j 1 4
model elastic i 4,40 j 5 50
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,4 j=1,5
gen 0.0,-2.0 0.0,0.0 20.0,0.0 20.0,-2.0 i=4,41 j=1,5
gen 0.0,0.0 0.0,20.0 20.0,20.0 20.0,0.0 i=4,41 j=5 41
; Add top
table 100 -13.50 -2.000 -13.50 0 -2.000 0 0 0 0 20.00 20.00 20.00
table 100 32.50 20.00 32.50 -2.000
ini x 10.0 y 20.0 i 22 j 41
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
fix x i=1
fix x i=41
apply pressure 100000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)

FLAC Version 5.0



Slope Failure Due to Surcharge Load in Weightless Material 20 - 27

group ’soil’ reg tab 100
model mohr group ’soil’ notnull
prop density=1000.0 bulk=1.00000008E8 shear=3.0E7 cohesion=100000.0 &
friction=30.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull

; friction=30.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull
; Add structural elements
; END MODEL
save Medium b.sav

;*** BRANCH: FRICTION AND COHESION ****

;... STATE: FOS MED FC B ....
solve fos no restore file=FOS med FC b.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save FOS med FC b.fsv

;*** BRANCH: COHESION ****
restore Medium b.sav

;... STATE: FOS MED C B ....
solve fos no restore exclude friction file=FOS med C b.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save FOS med C b.fsv
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;*** BRANCH: MED: PHI=30, P=C/2 ****
new

;... STATE: MEDIUM C ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 40,40
model elastic j 1 4
model elastic i 4,40 j 5 50
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,4 j=1,5
gen 0.0,-2.0 0.0,0.0 20.0,0.0 20.0,-2.0 i=4,41 j=1,5
gen 0.0,0.0 0.0,20.0 20.0,20.0 20.0,0.0 i=4,41 j=5 41
; Add top
table 100 -13.50 -2.000 -13.50 0 -2.000 0 0 0 0 20.00 20.00 20.00
table 100 32.50 20.00 32.50 -2.000
ini x 10.0 y 20.0 i 22 j 41
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
fix x i=1
fix x i=41
apply pressure 50000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)
group ’soil’ reg tab 100
model mohr group ’soil’ notnull
prop density=1000.0 bulk=1.00000008E8 shear=3.0E7 cohesion=100000.0 &
friction=30.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull

; friction=30.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull
; Add structural elements
; END MODEL
save Medium c.sav

;*** BRANCH: FRICTION AND COHESION ****

;... STATE: FOS MED FC C ....
solve fos no restore file=FOS med FC c.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
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fill ex1 ssr
set gp avg=1
extrap to gp
save FOS med FC c.fsv

;*** BRANCH: COHESION ****
restore Medium c.sav

;... STATE: FOS MED C C ....
solve fos no restore exclude friction file=FOS med C c.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save FoS med C c.fsv

;*** BRANCH: FINE-COH: PHI=30, P=C ****
new

;... STATE: FINE B ....
config extra 4
; START MODEL
; Stepped slope mesh (Simple slope only)
grid 60,57
model elastic j=1,5
model elastic i=6,60
gen -2.0,-2.0 -2.0,0.0 0.0,0.0 0.0,-2.0 i=1,6 j=1,6
gen 0.0,-2.0 0.0,0.0 21.0,0.0 21.0,-2.0 i=6,61 j=1,6
gen 0.0,0.0 0.0,20.0 21.0,20.0 21.0,0.0 i=6,61 j=6 58
; Add top
table 100 -13.50 -2.000 -13.50 0 -2.000 0 0 0 0 20.00 21.00 20.00
table 100 32.50 20.00 32.50 -2.000
table 92 0.001000 20.00 10.00 20.00
ini x 10.00 y 20.00 i 32 j 58
; Add layers
; Add fix conditions to Bottom, Left, Right
fix x y j=1
fix x i=1
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fix x i=61
apply pressure 100000.0 from xy 0.0010,20.0 to xy 10.0,20.0
; Identify zones into layered region (cascading assignment)
group ’soil’ reg tab 100
model mohr group ’soil’ notnull
prop density=1000.0 bulk=1.00000008E8 shear=3.0E7 cohesion=100000.0 &
friction=30.0 dilation=0.0 tension=1.0E10 group ’soil’ notnull

save fine b.sav

;... STATE: FOSFINE B ....
solve fos exclude friction no restore file=FoSfine b.fsv
call extrap.fis
def fill ex1 ssr
; --- Loop through all zones
loop i (1,izones)

loop j (1,jzones)
ex 1(i,j) = ssr(i,j)

end loop
end loop

end
fill ex1 ssr
set gp avg=1
extrap to gp
save FoSfine b.fsv

;*** plot commands ****
;plot name: Grid
plot hold fos grid apply aforce
;plot name: Failure mode
plot hold fos ex 2 alias ’Shear Strain Rate contours’ fill zero boundary &
apply aforce velocity
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2 TWO-PHASE FLOW

2.1 Introduction

The two-phase flow option in FLAC allows numerical modeling of the flow of two immiscible fluids
through porous media. The formulation applies to problems, such as those encountered in reservoir
simulation, in which a fluid displaces another and simultaneous flow of the two fluids takes place
in the porous medium with no mass transfer between them. The formulation is not suitable for
describing piston-like processes in which a sharp interface between the two fluids moves at the
average speed of fluid flow. A description of the concepts involved in the mathematical description
of multi-phase flow may be found in reference books such as Fundamentals of Numerical Reservoir
Simulation (Donald W. Peaceman 1977). Some of these concepts are addressed below.

In two-phase flow, the void space is completely filled by the two fluids. One of the fluids (the wetting
fluid, identified by the subscript w) wets the porous medium more than the other (the non-wetting
fluid, identified by subscript g ornw). As a result, the pressure in the non-wetting fluid will be higher
than the pressure in the wetting fluid. The pressure difference Pg − Pw is the capillary pressure
Pc, which is a function of saturation, Sw. Darcy’s law is used to describe the flow of each fluid.
The effective intrinsic permeability in the law is given as a fraction of the single-fluid (or saturated)
intrinsic permeability. The fractions (or relative permeabilities) are functions of saturation, Sw. In
the FLAC implementation, the curves for capillary pressure and relative permeabilities are built-in
empirical laws of the van Genuchten form (van Genuchten 1980).

The flow modeling with FLAC may be done by itself or in parallel with the mechanical modeling.
In the latter case, the solid grains forming the matrix are assumed to be incompressible (equivalent
to the Biot coefficient equal to one for single phase flow). The following features of the fluids/solid
interaction is captured using the built-in logic:

• Changes in effective stress cause volumetric strain to occur (the effective stress increment
for two-phase flow is the Terzaghi effective stress increment, with pore pressure increment
replaced by mean, saturation weighted, fluid pressure increments — see, e.g., Dangla
1999).

• Volumetric deformation causes changes in fluid pressures.

• Bishop effective stress is used in the detection of yield in constitutive models involving
plasticity (see, e.g., Hutter et al., 1999).

Volumetric deformations induce changes in porosity, which in turn impact permeability and the
capillary pressure curve parameters. These dependencies are not accounted for automatically in
the code. However, the user can implement them using appropriate FISH functions. (FISH access
is provided to most of the two-phase flow parameters and fluid properties.)

The following characteristics are provided.

1. The fluid transport laws correspond to both isotropic and anisotropic permeability.
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2. Different zones may have different fluid-flow properties.

3. Fluid pressure, flux and impermeable boundary conditions may be prescribed for both
fluids.

4. Fluid sources may be inserted into the material as either point sources (INTERIOR dis-
charge, INTERIOR nwdischarge) or volume sources (INTERIOR well, INTERIOR nwwell).
These sources correspond to either a prescribed inflow or outflow of fluid and may vary
with time.

5. Any of the mechanical models may be used with the two-phase flow logic.

Note that the two-phase flow calculation is not available in axisymmetry. Also, coupling of two-
phase flow to the thermal logic is not provided in this version of the code.

The remainder of this section is divided into four parts:

1. The mathematical formulation for two-phase flow and coupled fluid flow-mechanical
processes is given in Section 2.2.

2. The numerical formulation used in the FLAC implementation of the two-phase flow logic
is described in Section 2.3.

3. Section 2.4 lists the additional FLAC commands and FISH access for two-phase flow
analysis.

4. Example problems are contained in Section 2.5.*

* The data files listed in this chapter are created in one of two ways: either by typing in the commands
in a text editor, or by generating the model in the GIIC and exporting the file using the File / Export
Recordmenu item. The files are stored in the directory “ITASCA\FLAC500\FLUID\2-TwoPhase”
with the extension “.DAT.” A project file is also provided for each example. In order to run an
example and compare the results to plots in this volume, open a project file in the GIIC, by clicking
on the File / Open Project menu item and selecting the project file name (with extension “.PRJ”).
Click on the Project Options icon at the top of the Project Tree Record, select Rebuild unsaved
states and the example data file will be run and plots created.
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2.2 Mathematical Formulation

2.2.1 Governing Equations

The two-phase flow logic in FLAC embodies the following laws.

Transport Laws

Wetting and non-wetting fluid transport is described by Darcy’s law:

qwi = −kwij κwr
∂

∂xj
(Pw − ρwgkxk) (2.1)

q
g
i = −kwij

µw

µg
κ
g
r

∂

∂xj
(Pg − ρggkxk) (2.2)

where kij is saturated mobility coefficient, which is a tensor, κr is relative permeability for the fluid,
which is a function of saturation Sw, µ is dynamic viscosity, P is pore pressure, ρ is fluid density,
and g is gravity. Note that the mobility coefficient (or FLAC permeability) is defined as the ratio of
intrinsic permeability to dynamic viscosity.

Relative Permeability Laws

Relative permeabilities are related to saturation Sw by empirical laws of the van Genuchten form
(van Genuchten 1980) — see, e.g., Figure 2.1:

κwr = Sbe
[
1−

(
1− S1/a

e

)a]2
(2.3)

κ
g
r = (1− Se)c

[
1− S1/a

e

]2a
(2.4)

In those laws, a, b and c are constant parameters and Se is the effective saturation.

The effective saturation is defined as

Se = Sw − Swr
1− Swr

(2.5)

where Swr is residual wetting fluid saturation (the residual saturation, which remains in spite of high
capillary pressures, is referred to as “connate” in the case of water).
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Figure 2.1 Relative permeabilities, κwr , κgr , vs effective saturation, Se

Capillary Pressure Law

The capillary pressure law relates the difference in fluid pore pressures to saturation:

Pg − Pw = Pc(Sw) (2.6)

In FLAC, this empirical law is of the van Genuchten form (see Figure 2.2):

Pc(Sw) = P0

[
S
−1/a
e − 1

]1−a
(2.7)
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Figure 2.2 Capillary pressure, Pc, vs effective saturation, Se

The parameter P0 is larger for finer material, and its dependency on material properties may be
assessed using the Leverett scaling law (see, e.g., Nikolaevskij 1990, p. 414). This law, derived
using dimensional analysis, has the form:

P0 = σ√
κ/n

(2.8)

where σ is surface tension, a property of the matrix, κ is intrinsic permeability, and n is porosity. The
“alpha coefficient” is sometimes introduced in the literature in place of P0. The relation between
those two scaling parameters is

P0 = ρwg

α
(2.9)

where ρw is wetting fluid density and g is gravity.

Saturation

The two fluids completely fill the pore space, and we have

Sw + Sg = 1 (2.10)
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Fluid Balance Laws

For slightly compressible fluids, the balance relations are:

∂ζw

∂t
= −∂q

w
i

∂xi
+ qwv (2.11)

∂ζg

∂t
= −∂q

g
i

∂xi
+ qgv (2.12)

where ζ is the variation of fluid content (variation of fluid volume per unit volume of porous
material), and qv is the volumetric fluid source intensity.

Fluid Constitutive Laws

The constitutive laws for the fluids are:

Sw
∂Pw

∂t
= Kw

n

[
∂ζw

∂t
− n∂Sw

∂t
− Sw ∂ε

∂t

]
(2.13)

Sg
∂Pg

∂t
= Kg

n

[
∂ζg

∂t
− n∂Sg

∂t
− Sg ∂ε

∂t

]
(2.14)

where Kw, Kg are fluid bulk moduli, and ε is volumetric strain.

Finally, after substitution of Eq. (2.11) in Eq. (2.13), Eq. (2.12) in Eq. (2.14), and some rearrange-
ment of terms, we obtain:

n

[
Sw

Kw

∂Pw

∂t
+ ∂Sw

∂t

]
= −

[
∂qwi

∂xi
+ Sw ∂ε

∂t

]
(2.15)

n

[
Sg

Kg

∂Pg

∂t
+ ∂Sg

∂t

]
= −

[
∂q

g
i

∂xi
+ Sg ∂ε

∂t

]
(2.16)

In a fluid-only calculation, the term ∂ε
∂t

is omitted, and Eqs. (2.6), (2.10), (2.15) and (2.16) form a
nonlinear system of four equations which needs to be solved for the four unknowns, Pw, Pg , Sw
and Sg .

The additional equations for a coupled fluid-mechanical calculation, adapted for two-phase flow
analysis, are:
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Balance of Momentum

The balance equation is

∂σij

∂xj
+ ρgi = ρ du̇i

dt
(2.17)

where, ρ is bulk density, and u̇ is velocity. For two-phase flow calculations, we have

ρ = ρd + n(Swρw + Sgρg) (2.18)

where ρw, ρg are fluid densities, and ρd is the matrix dry density.

Mechanical Constitutive Laws

The incremental constitutive response for the porous solid has the form:

�σ ′ij = H(σij ,�εij , κ) (2.19)

where �σ ′ij is the change in effective stress, H is the functional form of the constitutive law, and
κ is a history parameter. For two-phase flow, the change in effective stress is defined as

�σ ′ij = �σij +�Pδij (2.20)

where (see Dangla 1999):

�P = Sw�Pw + Sg�Pg (2.21)

As may be seen from this formulation, provided the total stress remains constant, deformation will
only occur if a change of pore pressure takes place. For constitutive models involving plasticity,
Bishop effective stress is used to detect failure. This effective stress is defined as σij + P̄ δij , with
P̄ = SwPw + SgPg .

Compatibility Equation

The relation between strain rate and velocity gradient is given as usual. It is listed here for com-
pleteness:

ε̇ij = 1

2

[
∂u̇i

∂xj
+ ∂u̇j
∂xi

]
(2.22)
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2.2.2 Boundary and Initial Conditions

In FLAC, initial values of saturation Sw and wetting pore pressure Pw must be specified. The initial
value of non-wetting pore pressure is derived internally from the capillary pressure law.

Pore pressure or flux boundary conditions may be specified for each fluid. If no condition is specified
for one of the fluids, the boundary acts as impermeable for that fluid. A seepage condition may
also be imposed. In this case, the non-wetting pressure is ambiant (value zero) and the boundary
remains impermeable to the wetting fluid as long as the pressure Pw is less than ambiant.
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2.3 Numerical Formulation

The fluid balance equations (Eqs. (2.15) and (2.16)) are solved in FLAC using a discretization and
finite-difference method which follow the general scheme presented in Section 1. That section
should be consulted whenever reference is made to the triangles that make up FLAC ’s quadrilateral
elements, and to the derivation of the element fluid “stiffness matrix.”

In the two-phase flow calculation, two pore pressures (Pw, Pg) and one value of the saturation (Sw)
are defined at each node. It is assumed that these quantities vary linearly within a triangle. The
numerical scheme rests on a nodal formulation of the fluid continuity equations. The nodal flow
contributions are calculated on a zone basis, using an upstream weighting technique. The resulting
system of ordinary differential equations is solved using an explicit formulation in time.

2.3.1 Nodal Formulation of the Fluid Balance Laws

For a finite volume V , the balance laws take the form:

Sw

Kw
�Pw +�Sw = − 1

nV
[Qw�t + Sw�V ] (2.23)

Sg

Kg
�Pg +�Sg = − 1

nV

[
Qg�t + Sg�V

]
(2.24)

where V is nodal volume, and Q is nodal flow rate.

The incremental forms of Eqs. (2.6) and (2.10) are:

�Pg −�Pw = Pc ′�Sw (2.25)

�Sw +�Sg = 0 (2.26)

where Pc ′ stands for the derivative of Pc(Sw) with respect to Sw.

These latter relations may be used to eliminate �Pg and �Sg from Eqs. (2.23) and (2.24). This
gives, after some rearrangement of terms:

Sw

Kw
�Pw +�Sw = − 1

nV
[Qw�t + Sw�V ] (2.27)

Sg

Kg
�Pw +

(
SgPc

′

Kg
− 1

)
�Sw = − 1

nV

[
Qg�t + Sg�V

]
(2.28)
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Finally, solving for �Pw and �Sw, we obtain:

�Pw = − �t

nVD

[
Qw

(
1− SgPc

′

Kg

)
+Qg

]
− β �V

nVD

[
Sw

(
1− SgPc

′

Kg

)
+ Sg

]
(2.29)

�Sw = − �t

nVD

[
Qw

Sg

Kg
−Qg

Sw

Kw

]
− β �V

nVD
SwSg

[
1

Kg
− 1

Kw

]
(2.30)

where, by definition:

D = Sw

Kw
+ Sg

Kg
− Sw

Kw

SgPc
′

Kg
(2.31)

and the undrained coefficient β, introduced for numerical convenience, is a constant equal to one
for mechanical coupling and to zero for a stand-alone fluid flow calculation.

Differentiation of Eq. (2.7) with respect to Sw gives, using Eq. (2.5):

SgPc
′ = −P0

1− a
a

(1− Se)S−1/a
e

[
1− S1/a

e

]−a
(2.32)

As may be seen from this expression, although the derivative of the capillary curve has a vertical
tangent at Sw = 1, the term SgPc

′, which appears in Eqs. (2.29) to (2.31), is finite and goes to zero
at full saturation.

In the FLAC explicit numerical scheme, the new nodal wetting pore pressure and saturation at t+�t
are evaluated from those at time, t , by adding the increments Eqs. (2.29) and (2.30), evaluated from
known quantities at time, t . The new value of Pg at the node is derived from new values of Pw and
Sw, using the capillary pressure law Eq. (2.6).
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2.3.2 Nodal Flow Rate

The zone contributions to nodal flow rates Qw and Qg are calculated in FLAC using the element
wetting-fluid “stiffness matrix,” [Mw]. The components of this matrix are the same as those which
would have been calculated for saturated flow of the wetting fluid (see Section 1.3.1 for a reference
on its derivation).

For two-phase flow, the nodal volumetric flow rates in a zone Qw, Qg are related to nodal pore
pressures Pw, Pg by the matrix expressions:

Qw = κ̂wr [Mw]{Pw − ρwxigi} (2.33)

Qg = κ̂gr µw
µg

[Mw]{Pg − ρgxigi} (2.34)

where S is the zone average saturation, and κ̂r is relative permeability for the zone. In FLAC, an
upstream weighting technique is used, whereby the average saturation at inflow nodes in the zone
is used in combination with Eqs. (2.3) – (2.5) to evaluate the zone relative permeabilities.

2.3.3 Timestep

In a two-phase flow calculation, the stable timestep for numerical stability is calculated on the
basis of fluid diffusivity (even in coupled simulations). It is taken as the minimum value of stable
timesteps that would be used for saturated flow of the wetting and non-wetting fluid, respectively
(see Section 1.3.5 for reference to critical timestep determination for saturated flow). An estimation
of the timestep magnitude may be obtained using the formula:

�t = L2
znmin

(
1

kwKw
,

1

kgKg

)
(2.35)

where Lz is the smallest zone size in the simulation, and kg is the saturated mobility coefficient for
the non-wetting fluid (kg = kwµw/µg).

The effect of increased mechanical stiffness is incorporated in quasi-static analysis in the density-
scaling scheme already in FLAC; the apparent mechanical bulk modulus of a zone is modified by
the presence of fluids as follows:

K := K + SwKw + SgKg
n

(2.36)

where n is the porosity of the zone.
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2.3.4 Mechanical Coupling

In the FLAC formulation, changes in effective stress induce deformation. Any of the built-in
constitutive models can be used in conjunction with a two-phase fluid flow calculation to model this
effect. The constitutive model calculates an effective stress change using a law of the functional
form Eq. (2.19). The corresponding total stress change is then derived from Eq. (2.20). The mean
zone pressure in this formula is evaluated from Eq. (2.21), using mean zone values for saturations
and pressure increments.

In transient fluid-mechanical calculations, volumetric deformations generate pore pressures and
saturation changes. This additional coupling effect is taken into consideration by incorporation of
the second terms in Eqs. (2.30) and (2.31) in the numerical scheme. The nodal contributions of
those terms are calculated after distribution of zone volumetric strains to the nodes.
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2.4 FLAC Commands and FISH Access

As a naming convention in FLAC commands and FISH variables related to two-phase flow, we use
the subscript w for the wetting fluid, and nw or 2 for the non-wetting fluid. The main commands
available to assist in a FLAC simulation are listed in the Section 1 in the Command Reference; the
additional commands specifically related to two-phase flow are listed in this section.

2.4.1 FLAC Configuration

Two-phase flow calculation is performed in CONFIG tpflow only. Please note that CONFIG gw and
CONFIG tpflow cannot be used simultaneously. Also, coupling with the thermal logic is not provided
in this version of the FLAC, so CONFIG thermal should not be used with CONFIG tpflow.

2.4.2 Initialization

The variables listed in Tables 2.1 and 2.2 can be initialized in CONFIG tpflow, using the INITIAL
command.

Table 2.1 Gridpoint variables (initialization)

INITIAL keyword

pp w pore pressure

nwpp nw pore pressure *

saturation w saturation

fmodulus w fluid modulus

f2modulus nw fluid modulus

vga van Genuchten a

vgpcw van Genuchten b

vgpcnw van Genuchten c

vgp0 van Genuchten PO
rsat residual saturation Swr

* This command is only used at fixed nwpp nodes. The quantity is initialized automatically by the
code at nodes where the nwpp is not fixed.
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Table 2.2 Zone variables (initialization)

INITIAL keyword

wk11 w sat. mobility coeff. k11
wk12 w sat. mobility coeff. k12
wk22 w sat. mobility coeff. k22
wpermeability w isotropic mobility coeff. *

poro porosity

udcoe undrained coeff. β **

visrat viscosity ratio ***

* This command initializes k11 and k22 at the given value, and k12 to zero.
** This coefficient, which is 1 by default, can be initialized to 0 to prevent generation of pore
pressure by volumetric straining.
*** The ratio is for wetting over non-wetting fluid dynamic viscosity.

Please note the difference between groundwater-flow mode and two-phase flow mode.

In CONFIG gw we use:

PROPERTY porosity

PROPERTY k11

PROPERTY k12

PROPERTY permeability

In CONFIG tpflow we use:

INITIAL porosity

INITIAL wk11

INITIAL wk12

INITIAL wpermeability

In both configurations, the “permeability” input is the value of the wetting fluid mobility coefficient
(coefficient of pore pressure in Darcy’s law) at full saturation. The effective mobility is obtained
by multiplication of the wetting fluid input value with a relative mobility law built into the code. In
CONFIG tpflow, and for the non-wetting fluid, this relation is multiplied by the viscosity ratio (an
input value equal to wetting fluid over non-wetting fluid viscosity).
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The wetting and non-wetting fluid density can be initialized using the commands:

WATER density value

WATER nwdensity value

The minimum value of relative saturation (used to cap the capillary pressure) can be changed to a
value larger than the default value of 10−5, using the command

WATER secap value

2.4.3 Printing

The variables listed Tables 2.3 and 2.4 in CONFIG tpflow, using the PRINT command.

Table 2.3 Gridpoint variables (printing)

PRINT keyword

gpp w pore pressure

nwpp nw pore pressure

saturation w saturation

fmodulus w fluid modulus

f2modulus nw fluid modulus

vga van Genuchten a

vgpcw van Genuchten b

vgpcnw van Genuchten c

vgp0 van Genuchten P0

rsat residual saturation Swr
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Table 2.4 Zone variables (printing)

PRINT keyword

pp average zone pore pressure *

zpp id. *

wk11 w sat. mobility coeff. k11
wk12 w sat. mobility coeff. k12
wk22 w sat. mobility coeff. k22
wpermeability w isotropic mobility coeff.

poro porosity

udcoe undrained coeff. β **

visrat viscosity ratio ***

* Defined as PwSw + PgSg .
** Coefficient of pore pressure increment generated by volumetric straining, which can take the
value 0 or 1.
*** Wetting over non-wetting dynamic fluid viscosity.

2.4.4 Boundary Conditions

Pore pressures can be fixed or freed using the commands:

FIX/FREE pp

FIX/FREE nwpp

A seepage boundary condition can be fixed/freed using the command

FIX/FREE seepage

At a seepage boundary, the non-wetting fluid pressure is atmospheric (value zero). The boundary
is impermeable to the wetting fluid as long as the wetting pressure is negative, the non-wetting pore
pressure is set to zero at boundary nodes where the condition is not met.

Wells, pore pressure or discharge can be applied for the wetting fluid, using the commands:

INTERIOR well value

APPLY discharge value

APPLY pp value
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The equivalent commands for the non-wetting fluid are:

INTERIOR nwwell value

APPLY nwdischarge value

APPLY nwpp value

A history can also be applied to the well, discharge or pore pressure. Any new APPLY command
for a fluid will overwrite the old condition for that fluid.

2.4.5 Plotting

Contours of wetting and non-wetting pore pressure, saturation and fluid modulus can be plotted
using:

PLOT pp

PLOT nwpp

PLOT sat

PLOT fmod

Flow vectors can be plotted for wetting and non-wetting fluids using the commands:

PLOT flow

PLOT nwflow
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2.4.6 FISH Variables

FISH access is provided for the variables listed in Tables 2.5 and 2.6.

Table 2.5 Gridpoint variables (FISH access)

gpp w-fluid gpp

nwpp nw-fluid gpp

fmod w-fluid modulus

f2mod nw-fluid modulus

sat w-fluid saturation

rsat w-fluid residual saturation

vga van Genuchten coeff. a

vgpcw van Genuchten coeff. b

vgpcnw van Genuchten coeff. c

vgp0 van Genuchten pressure PO
gflow w-fluid nodal flow rate READ only

g2flow nw-fluid nodal flow rate READ only

Table 2.6 Zone variables (FISH access)

pp zone pp * READ only

wk11 w sat mobility coeff. k11
wk12 w sat mobility coeff. k12
wk22 w sat mobility coeff. k22
poro2 porosity

rsat w-fluid residual saturation

visrat viscosity ratio (wet/non-wet)

udcoe undrained coeff. β

* Zone pore pressure is calculated as: SwPw + SgPg
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2.4.7 Miscellaneous Comments

Please note:

1. The van Genuchten properties are automatically restricted to the following ranges:

vga : between 0.1 and 1.0

vgpcw : between 0 and 1

vgpcnw : between 0 and 1

vgp0 : >= 0

Also, the residual saturation cannot exceed 0.9, and the initial saturation Sw must be
larger than the residual value.

2. By default, the minimum value of relative saturation for the wetting fluid is taken as 10−5

for evaluation of capillary pressure and its derivative. This minimum value can be reset
to a larger value by using the command

WATER secap value

3. The flow ratio is calculated for the wetting fluid only.

4. Non-wetting bulk modulus cannot be zero; the default value is 10−3× wetting bulk
modulus.

5. Two-phase flow logic is not implemented for axisymmetry or dynamic analysis.

6. The timestep is taken as the minimum value of the two stable timesteps calculated for
saturated flow of the wetting and non-wetting fluids.
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2.5 Example Problems

Several examples which illustrate the modeling capabilities of the two-phase flow logic in FLAC
are presented in this section. These examples were run with the double-precision version of FLAC.

2.5.1 Saturation and Drainage of a Caisson

This one-dimensional example involves simulation of infiltration in a large caisson, and drainage by
gravity following complete saturation. The geometry, properties, initial and boundary conditions
correspond to those of the Test “Problem 1,” published by Forsyth et al. (1995). The caisson
is 6 m high and 3 m wide. The water saturation is initially Sw = 0.303 throughout the caisson.
Infiltration takes place at the rate of 2.315 m/s (or 0.2 m/day) at the top of the caisson until full
saturation is reached. Subsequently, drainage by gravity is allowed to take place at the bottom
of the caisson for a period of 100 days. The material properties used in the simulation are those
of Bandelier Tuff (the information given in parentheses below is used to derive FLAC property
values from those published in Forsyth’s paper). The saturated mobility coefficient is isotropic,
with kw = 2.92 × 10−10 m2/(Pa-s) (this corresponds to an intrinsic permeability of 2.95× 10−13

m2 and a dynamic viscosity of 1.01×10−3 Pa-s). The porosity is 0.33 and the residual saturation is
zero. The van Genuchten parameters are P0 = 0.699×104 Pa (this value is derived from Eq. (2.9),
using ρwg = 104 Pa/m and α = 1.43 1/m), a = 0.336 (with the equivalence a = 1 − 1/β, this
corresponds to a value of β = 1.506), b = 0.5 and c = 0.5.

A column of 20 zones is used in the FLAC simulation. A seepage condition is assigned at the
bottom of the caisson where air pressure is fixed at zero. The air bulk modulus is given a low value,
three orders of magnitude smaller than the water bulk modulus.

Figure 2.3 shows the water saturation profile over the caisson height at 1.16, 4.16 and 7.16 days.
After complete saturation, the infiltration rate is set to zero and bottom drainage is simulated for a
total period of 100 days, the predicted water content profile (porosity times water saturation) at 1,
4, 20 and 100 days is given in Figure 2.4.
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Figure 2.3 Saturation profiles during infiltration
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Figure 2.4 Profile of water content during drainage
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Example 2.1 Saturation and drainage of a caisson

title
Saturation and Drainage of a Caisson

config tpflow
grid 1 20
gen 0 0 0 6 0.3 6 0.3 0
mo e
prop density 1 bu 2 sh 1
def setup

c_vgp0 = 1e2/0.0143
c_vga = 1.0 - 1.0/1.506
c_inisat= 0.303
c_q = 0.2/(24*60.0*60.0)
c_iperm = 2.95e-13
c_vis = 1.01e-3
c_perm = c_iperm/c_vis
c_inip = -c_vgp0 * (c_inisatˆ(-1.0/c_vga)-1.0)ˆ(1.0-c_vga)
c_igp = igp
c_jgp = jgp

end
setup

ini wperm=c_perm visrat=1. poro=0.33 rsat=0.0
ini vga=c_vga vgpcw=0.5 vgpcnw=0.5 vgp0=c_vgp0
ini fmod=1e6 f2mod=1e3 udcoe=0.
; --- initial conditions ---
ini pp=c_inip
ini sat=c_inisat
set gravity 10
water density 1e3 nwdensity 0.0
; --- boundary conditions ---
apply discharge c_q j=c_jgp
fix nwpp j=1
fix seepage j=1 ;boundary is impermeable until sat is 1
; pp is set to 0 thereafter
set mech off flow on
set step 10000000 ncw 100
solve age 1e5
save caisa.sav
solve age 3.6e5
save caisb.sav
solve age 6.2e5
save caisc.sav
solve age 8e5
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save caisd.sav
apply remove j=c_jgp
set gwtime 0.0
solve age 86.4e3 ; 1 day
save caise.sav
solve age 345.6e3 ; 4 day
save caisf.sav
solve age 1.728e6 ; 20 day
save caisg.sav
solve age 8.640e6 ; 100 day
save caish.sav
;
; create plots
res caisa.sav
ca caisson_log.fis
set filename = ’satl.log’
set tabin=1
log_satl
set filename = ’sata.log’
set tabin=2
log_sat
;
new
res caisb.sav
ca caisson_log.fis
set filename = ’satb.log’
set tabin=3
log_sat
;
new
res caisc.sav
ca caisson_log.fis
set filename = ’satc.log’
set tabin=4
log_sat
set filename = ’satu.log’
set tabin=5
log_satu
;
new
res caise.sav
ca caisson_log.fis
set filename = ’wcl.log’
set tabin=6
log_wcl
set filename = ’wca.log’
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set tabin=7
log_wc
;
new
res caisf.sav
ca caisson_log.fis
set filename = ’wcb.log’
set tabin=8
log_wc
;
new
res caisg.sav
ca caisson_log.fis
set filename = ’wcc.log’
set tabin=9
log_wc
;
new
res caish.sav
ca caisson_log.fis
set filename = ’wcd.log’
set tabin=10
log_wc
set filename = ’wcu.log’
set tabin=11
log_wcu
;
new
gr 1 1
set echo off
ca satl.log
ca sata.log
ca satb.log
ca satc.log
ca satu.log
ca wcl.log
ca wca.log
ca wcb.log
ca wcc.log
ca wcd.log
ca wcu.log
set echo on
label table 1
lbound
label table 2
saturation t=1.16d
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label table 3
saturation t=4.16d
label table 4
saturation t=7.16d
label table 5
ubound
label table 6
lbound
label table 7
water content t=1d
label table 8
water content t=4d
label table 9
water content t=20d
label table 10
water content t=100d
label table 11
ubound

plot hold table 1 l 2 l 3 l 4 l 5 l &
alias ’saturation front’ label

plot hold table 6 l 7 l 8 l 9 l 10 l 11 l &
alias ’water content’ label

ret

2.5.2 Capillary Infiltration in a Dry Caisson

This numerical simulation analyzes the flow of water, driven by capillary suction in a dry caisson
filled with porous material. The caisson is 30 m wide and 20 m high, the porosity is 0.4, the initial
saturation is 1%, and the residual saturation is zero. The top, left-hand side of the caisson is in
contact with water along a 3 m inlet, and the right side is exposed to air at atmospheric pressure.
The effect of gravity is neglected in this simulation which is designed to test the ability of FLAC to
model fluid flow driven by capillarity.

The mobility coefficient kw is isotropic; its value is 10−9 m2/(Pa-s) for this example. The relative
permeability and capillary laws are shown in Figures 2.5 and 2.6. They correspond to the van
Genuchten parameters P0 = 8× 105, a = 0.5, b = 0.5 and c = 0.333.
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Figure 2.5 Relative permeability laws
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Figure 2.6 Capillary pressure law, Pc/P0
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A grid of 20 by 20 zones is used in the FLAC simulation. A seepage condition is assigned on the
right side of the model, and saturation is fixed (at one) at the water inlet (top, left side of the model).
A low bulk modulus (1.39× 105 Pa) and high viscosity ratio (55) are used to model the air phase.

Figure 2.7 shows the evolution of saturation at monitoring points indicated in Figure 2.8, for the
first 140 seconds after the caisson is placed in contact with water. Contours of saturation and flow
vectors at the end of the simulation are given in Figure 2.9.
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Figure 2.7 Saturation histories
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Figure 2.8 FLAC grid and monitoring points
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Figure 2.9 Saturation contours and flow vectors at 140 seconds
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Example 2.2 Capillary infiltration in a caisson

title
Capillary infiltration in a caisson

config tpflow
grid 20 20
gen 0 0 0 20 30 20 30 0
mo e
prop density 1 bu 2 sh 1

def setup
c_vgp0 = 8e5 ; P_0
c_vga = 1-1./2. ; a
c_inisat= 0.01 ; initial saturation
c_iperm = 1e-9 ; intrinsic permeability
c_vis = 1e-3 ; water viscosity at 20 degree in Pa*s
c_perm = c_iperm/c_vis ; water saturated mobility coefficient
c_nwpp = 1e5 ; initial air pressure

; (=atmospheric pressure)
; initial water pressure

c_inip = c_nwpp-c_vgp0 * (c_inisatˆ(-1.0/c_vga)-1.0)ˆ(1.0-c_vga)
end
setup
; --- properties ---
ini wk11=c_perm wk12=0. wk22=c_perm ; water mobility coefficient(isotropic)
ini poro 0.4 ; porosity
ini fmod 2e9 f2mod 1.39e5 ; water/air bulk modulus

ini visrat 55 ; viscosity ratio water/air
ini udcoe 0. ; coupling coefficient (not used)

; van Genuchten parameters a, b, c, P_0
ini vga=c_vga vgpcw 0.5 vgpcnw 0.333 vgp0 c_vgp0
ini rsat 0.0 ; residual water saturation
water dens 0 ; no density
set grav 0 ; no gravity
; --- initial conditions ---
ini pp c_inip ; water pore pressure
ini sat c_inisat ; water saturation

; --- boundary conditions ---
ini pp 0 i 1 j 18,21 ; left boundary inlet
fix pp i 1 j 18,21
fix sat i 1 j 18,21
fix seepage i 21 ; right boundary outlet
; --- boundary conditions ---

FLAC Version 5.0



2 - 30 Fluid-Mechanical Interaction

set mech off flow on
set step 1000000000
; --- fish functions ---
def _sat1
_sat1=sat(1,19)
_sat2=sat(3,18)
_sat3=sat(5,17)
_sat4=sat(7,16)
_sat5=sat(9,15)
_sat6=sat(11,14)
_sat7=sat(13,13)
_sat8=sat(15,12)
_sat9=sat(17,11)
end
hist _sat1
hist _sat2
hist _sat3
hist _sat4
hist _sat5
hist _sat6
hist _sat7
hist _sat8
hist _sat9
hist gwtime

hist nstep 1000

solve age 140
save capi.sav
;
mark i=1,1 j=19,19
mark i=3,3 j=18,18
mark i=5,5 j=17,17
mark i=7,7 j=16,16
mark i=9,9 j=15,15
mark i=11,11 j=14,14

plot hold his 1 l 2 l 3 l 4 l 5 l 6 l vs 10
plot hold grid fix mark
plot hold sat fill flow
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2.5.3 Seepage through an Embankment

This example studies water seepage through an embankment resting on an impermeable base.
The geometry and boundary conditions for this problem can be compared to those considered in
Section 10 in the Verifications volume. The width of the embankment is 9 m, and its height is
6 m. Initially, the water table is located 1.2 m above the impermeable base. The water level is then
raised to a height of 6 m on the upstream face of the embankment and the numerical simulation is
carried out until steady-state conditions are reached.

The following material properties are used:

mobility coeff. (kw) 10−10 m2/(Pa-s)
porosity (n) 0.3

water density (ρw) 1000 kg/m3

water bulk modulus (Kw) 1000 Pa
gravity (g) 10 m/sec2

The laws adopted for relative permeability and capillary pressure are shown in Figures 2.10 and
2.11. They correspond to the van Genuchten parameter values a = 0.336, b = 0.5, c = 0.5 and
P0 = 0.699× 104.
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Figure 2.10 Relative permeability laws
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Figure 2.11 Capillary pressure law, Pc/P0

A grid of 30 by 20 elements is used to simulate the embankment. Initial water pressure and saturation
are imposed using a FISH function (the values correspond to steady-state conditions with water
level at y = 1.2 m and zero air pressure in the unsaturated zone). The water level is raised to a height
of 6 m on the upstream face, and a seepage condition is declared on the downstream face. A low
modulus, three orders of magnitude smaller than the water modulus, is assigned to the air phase.
The simulation is carried out to steady-state using the SOLVE command.

Figure 2.12 shows the steady-state contours of water pore pressure and flow vectors. A close-up of
the seepage face is given in Figure 2.13. For the particular set of properties used in the simulation,
the numerical value of the seepage length is found to be in agreement with the analytical value for
single phase flow (no capillary pressure) derived by Polubarinova-Kochina (see, e.g., Harr (1991)
pp. 206-207), and indicated by the solid line on the figure.
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Figure 2.12 Contour of pore pressure and flow vectors
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Figure 2.13 Flow vectors and seepage face
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Example 2.3 Seepage through an embankment

title
Seepage through an embankment

config tpflow
g 30 20
def ini_h2

h1 = 6. ; upstream water level
h2 = 1.2 ; downstream water level
bl = 9. ; embankment width
ck = 1e-10 ; saturated mobility coefficient
rs = 0. ; residual saturation
va = 1.0 - 1.0/1.506 ; van Genuchten a
p0=1.e4/1.43 ; reference capillary pressure
rw = 1e3 ; water density
gr = 10. ; gravity

end
ini_h2
gen 0 0 0 h1 bl h1 bl 0
mo el
; --- Properties ---
ini por .3 wperm=ck visrat 1 rsat 0 den 2000
water den=rw nwden 0
ini fmod 1e3 f2mod 1 udcoe 0
ini vga=va vgpcw=0.5 vgpcnw=0.5 vgp0=p0 rsat=rs
; --- Initial conditions ---
; (water level at y=h2)
def ini_state

n = 1.0/(1.0-va)
loop jj (6,jgp)

pw = (h2-y(1,jj)) * rw * gr
pc = -pw
se = ((pc/p0)ˆn + 1.0)ˆ(-va)
sw = se * (1.0 - rs) + rs
loop ii (1,igp)

gpp(ii,jj) = pw
sat(ii,jj) = sw

end_loop
end_loop

end
ini_state
ini sat 1 i 1 31 j 1 5
ini pp 1.2e4 var 0 -1.2e4 i 1 31 j 1 5
; --- Boundary conditions ---
fix nwpp j=31
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fix pp i 1 j 1 5
fix sat i 1 j 1 5
fix pp i 31 j 1 5
fix sat i 31 j 1 5
; --- Settings ---
set flow on mech off
set grav=gr
; --- raise upstream water level ---
ini pp 6e4 var 0 -6e4 i 1 j 1 21
fix pp i=1 j 1 21
fix sat i=1 j 1 21
fix seepage i 31 j 6 21
; --- fish function ---
def qin

valin = 0.0
valout = 0.0
loop jj (1,21)

valin = valin + gflow(1,jj)
if and(flags(igp,jj),262144) # 0 then

if gpp(igp,jj) = 0.0 then
; seepage node

valout = valout - gflow(igp,jj)
endif

else
; fixed pp node

valout = valout - gflow(igp,jj)
endif

end_loop
qin = valin
qout = valout

end
; --- histories ---
his ns 1000
his gwtime
his qin
his qout
; --- Step to steady-state ---
set step 200000
set ncw 1000
solve age 3e9
save emb2.sav
; --- View plots ---
plot hold pp fill int 10000 flow
win 6.5 10.5 -.25 3.75
label plot 1 (9.25,1.50)
seepage face
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label plot 2 (9.25,1.40)
(analytical)
label arrow 3 (9,1.2) (9,1.8)

plot hold pp fill label lm flow
ret

2.5.4 Unsaturated Flow around a Drift

Under unsaturated conditions, underground excavation can serve as an obstacle to the flow. This
example analyzes unsaturated seepage flow around a system of horizontal drifts located 60 m apart,
and situated 30 m below ground level. The diameter of the drifts is 5 m. Surface water is infiltrating
at a steady rate, q0, of 2× 10−8 m/s. The phreatic surface level is at a depth of 60 m. The purpose
of the simulation is to determine the saturation distribution around the drifts when steady-state
conditions are reached.

The laws adopted for relative permeability and capillary pressure correspond to the van Genuchten
parameters a = 0.630, b = 0.5, c = 0.5 and P0 = 103. The saturated mobility coefficient is
homogeneous and isotropic; the value is 1.042 × 10−10 m2/(Pa-s). The porosity is 5 × 10−4, the
residual saturation is zero, and the initial saturation is 0.42.

By symmetry, half of a drift is considered for this problem. A radial grid of 1250 zones is used
in the FLAC simulation. A flux boundary condition is applied at the top of the model (ground
level), a constant pressure is assigned at the bottom of the grid (phreatic surface), and a seepage
condition is declared at the drift boundary. The lateral boundaries are impermeable to water flow
(symmetry conditions). The initial saturation corresponds to one-dimensional gravity flow with
constant specific discharge, q0. The air phase pressure is fixed at the value zero in this simulation.

Figure 2.14 shows the steady-state contours of saturation for the simulation. Pore pressure contours
and flow vectors are given in Figure 2.15. As may be seen on the plots, water is deflected from
the drift roof, and “drip lobes” are formed in which saturation and flow velocity are increased
(compared to the initial steady situation). A dry shadow is formed, sheltered by the cavity. These
features are described in the context of Richard’s equation (see Philip and Knight 1989) and a
relative permeability exponential law.
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Figure 2.14 Contours of saturation
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Figure 2.15 Pore pressure contours and flow vectors
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Example 2.4 Unsaturated flow around a drift

title
Unsaturated flow to a drift

def setup
; --- input data ---
; - geometry -

d_radius = 2.5
d_spacing = 30.0
n_radial = 25
n_theta = 25 ; number of zones on 90 degree (must be even)

; - fluid flow -
c_vgp0 = 1e4/10.
c_vga = 1.0 - 1.0/2.7
c_inisat = 0.42
c_rsat = 0.0
c_poro = 5e-4
c_se = (c_inisat-c_rsat)/(1.0-c_rsat)
c_q = 2e-8
c_perm = 1.042e-6/1e4

c_inip = -c_vgp0 * (c_seˆ(-1.0/c_vga)-1.0)ˆ(1.0-c_vga)
; --- derived data ---

v_rmul = d_spacing/d_radius
nx = n_radial
ny = (n_theta/2)*4
ib = nx + 1
it = ib
j1b = 1
j2b = (ny/4) + 1
j1t = 3*(ny/4) + 1
j2t = ny + 1

end
setup
config tpflow
; --- geometry ---
grid nx ny
mo el
call hhole.fis
set rmin=d_radius rmul=v_rmul gratio 1.1
hhole
;plot grid hold
; --- fluid properties ---
ini wk11=c_perm wk12=0. wk22=c_perm
ini poro=c_poro rsat=c_rsat
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ini vga=c_vga vgpcw=0.5 vgpcnw=0.5 vgp0=c_vgp0
ini visrat 1. udcoe 0.
ini fmod 1e4 f2mod 1e1
; --- initial conditions ---
ini pp =c_inip
ini sat=c_inisat
water density 1e3
; --- boundary conditions ---
ini nwpp 0
fix nwpp
; --- (top boundary) ---
ini nwpp 0 i=it j=j1t,j2t
fix nwpp i=it j=j1t,j2t
apply discharge c_q i=it j=j1t,j2t
; --- (drift boundary) ---
fix seepage i=1
fix nwpp i=1
; --- (bottom boundary) ---
ini pp 0 i=ib j=j1b,j2b
fix pp i=ib j=j1b,j2b
ini nwpp 0 i=ib j=j1b,j2b
fix nwpp i=ib j=j1b,j2b
ini sat 1 i=ib j=j1b,j2b
; --- fish function ---
def perc_drift_seep
; seepage occurs on a FIX SEEPAGE boundary when the pp of wetting
; fluid reaches the value 0.0

val = 0.0
ii = 1

loop jj (1,jgp)
if and(flags(ii,jj),262144) # 0 then
if gpp(ii,jj) = 0.0 then

; toto=out(’ seepage point: i= ’+string(ii)+’ j= ’+string(jj))
val = val - gflow(ii,jj)
endif
endif

end_loop
perc_drift_seep = 100.0 * val/(c_q * d_radius)
drift_seep = val
top_seep = c_q * d_spacing
val = 0.0
ii = ib

loop jj (j1b,j2b)
val = val - gflow(ii,jj)

end_loop
bottom_seep = val
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bd_seep = val + drift_seep
end

set grav=10 flow=on mech=off
set sratio=0.0 step 500000000
hist ns 500
hist gwtime
hist perc_drift_seep
hist drift_seep
hist top_seep
hist bottom_seep
hist bd_seep
set ncw 500
solve age 3e5
save drift.sav
win -1 17.5 -14.5 4
plot hold sat fill
plot hold pp fill flow bl
ret
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2.5.5 Deformation Caused by Filling of a Caisson

This academic example studies the mechanical deformation caused by infiltration of water in a
caisson filled with porous material. The caisson is 6 m wide and 6 m high. Initially, the bottom
part of the caisson is fully saturated with water over a height h2 = 2 m and steady-state conditions
prevail. The top of the caisson is then exposed to a constant flux of water (flow rate q = 2.3×10−6

m/s) on a span of 1 m located at the center. During the experiment, the water level is kept at the
initial height on the lateral sides of the caisson. The evolution of saturation and soil deformation is
monitored for a total of 18× 105s.

The mobility coefficient kw is 10−10 m2/(Pa-s) and the porosity is 0.3. The laws adopted for relative
permeability and capillary pressure correspond to the van Genuchten parameter values a = 0.34,
b = 0.5, c = 0.5 and P0 = 7000. The porous material has an elastic behavior, the dry bulk modulus
is 108 Pa, the shear modulus is 0.3× 108 Pa and the dry soil density is 1500 kg/m3.

By symmetry, half of the caisson is considered in the numerical simulation. A grid of 12 by 24
elements is used to simulate the porous material. The mechanical boundary conditions correspond
zero normal displacement at the lateral and bottom sides of the caisson. Lateral displacements are
also restricted at the bottom of the model. A low bulk modulus (three orders of magnitude smaller
than the modulus used for water) is assigned to the air phase. Initial pore pressure and saturation
are assigned using a FISH function. They correspond to the steady state conditions with water
level at h2 and zero air pressure in the unsaturated region. The initial stresses, in equilibrium under
gravity, and consistent with the initial saturation distribution, are also calculated and assigned to
the model using a FISH function. The numerical simulation is carried out for a total of 18× 105 s,
with intermediate results at five additional times.

Figures 2.18 to 2.29 show the saturation contours, water flow vectors and deformations taking place
during the filling process.
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Figure 2.16 Saturation contours

   FLAC (Version 5.00)

LEGEND

   19-Apr-04   9:49
  step         0
 -2.505E+00 <x<  5.505E+00
 -1.005E+00 <y<  7.005E+00

Boundary plot

0   2E  0

Grid plot

0   2E  0

-0.500

 0.500

 1.500

 2.500

 3.500

 4.500

 5.500

 6.500

-2.000 -1.000  0.000  1.000  2.000  3.000  4.000  5.000

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 2.17 FLAC grid
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Figure 2.18 Saturation contours and flow vectors t = 2× 105 s
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Figure 2.19 Magnified grid t = 2× 105 s
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Figure 2.20 Saturation contours and flow vectors t = 4× 105 s
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Figure 2.21 Magnified grid t = 4× 105 s
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Figure 2.22 Saturation contours and flow vectors t = 6× 105 s
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Figure 2.23 Magnified grid t = 6× 105 s
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   FLAC (Version 5.00)
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Figure 2.24 Saturation contours and flow vectors t = 8× 105 s
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Figure 2.25 Magnified grid t = 8× 105 s
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   FLAC (Version 5.00)

LEGEND
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Figure 2.26 Saturation contours and flow vectors t = 12× 105 s
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Figure 2.27 Magnified grid t = 12× 105 s
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   FLAC (Version 5.00)
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Figure 2.28 Saturation contours and flow vectors t = 18× 105 s
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Figure 2.29 Magnified grid t = 18× 105 s
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Example 2.5 Deformation caused by filling of a caisson

config tpflow ex 1
title
Deformation caused by filling of a caisson

grid 12,24
m e
prop s=.3e8 b=1e8 d=1500
gen 0,0 0,6 3,6 3,0
def setup

va = 0.34
p0 = 7000
rs = 0.0
c_q = 0.2/(24.*60.*60.)
h2 = 2.
c_igp = igp
c_jgp = jgp

end
setup

ini wperm 1e-10 por .3 udcoe 0 visrat 1
water den 1000 nwden 0
ini fmod 1e6 f2mod 1e3
ini vga=va vgpcw=0.5 vgpcnw=0.5 vgp0=p0 rsat=rs
; displacement boundary conditions
fix x i=1
fix x i=c_igp
fix x y j=1
; apply gravity
set grav=10
; initial conditions
; (water level at y=h2)
def ini_pps

n = 1.0/(1.0-va)
loop jj (9,jgp)

pw = (h2-y(1,jj)) * 1.e4
pc = -pw
se = ((pc/p0)ˆn + 1.0)ˆ(-va)
sw = se * (1.0 - rs) + rs
loop ii (1,igp)

gpp(ii,jj) = pw
sat(ii,jj) = sw

end_loop
end_loop

end
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ini_pps
ini sat 1 i 1 13 j 1 8
ini pp 2e4 var 0 -2e4 i 1 13 j 1 8
ini nwpp 0 j=c_jgp
fix nwpp j=c_jgp
fix pp i=13 j=1,8
fix sat i=13 j=1,8
def ini_str

rowup = 0.0
valup = 0.0
loop jj (1,jzones)

j1 = jgp - jj
myzsat = (sat(1,j1)+sat(2,j1)+sat(1,j1+1)+sat(2,j1+1))*0.25
thisrow = (1500. + 0.3 * myzsat * 1000.) * 10. * 0.25
val = valup + (rowup + thisrow) * 0.5
loop ii (1,izones)

sxx(ii,j1) = -val
syy(ii,j1) = -val
szz(ii,j1) = -val

end_loop
valup = val
rowup = thisrow

end_loop
end
ini_str
save cuve0.sav
; remplissage
ini udcoe 1
apply discharge c_q i=1,3 j=c_jgp
set gwtime 0
solve auto on age 2e5
save cuvea.sav
solve auto on age 4e5
save cuveb.sav
solve auto on age 6e5
save cuvec.sav
solve auto on age 8e5
save cuved.sav
solve auto on age 10e5
save cuvee.sav
solve auto on age 12e5
save cuvef.sav
solve auto on age 14e5
save cuveg.sav
solve auto on age 16e5
save cuveh.sav
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solve auto on age 18e5
save cuvei.sav

;generate plots
res cuve0.sav
title
Deformation caused by filling of a caisson t=0s

plot hold sat fill
plot hold grid
;
new
res cuvea.sav
title
Deformation caused by filling of a caisson t=2e5s

plot hold sat fill flow bl
plot hold grid mag
;
new
res cuveb.sav
title
Deformation caused by filling of a caisson t=4e5s

plot hold sat fill flow bl
plot hold grid mag
;
new
res cuvec.sav
title
Deformation caused by filling of a caisson t=6e5s

plot hold sat fill flow bl
plot hold grid mag

new
res cuved.sav
title
Deformation caused by filling of a caisson t=8e5s

plot hold sat fill flow bl
plot hold grid mag
;
new
res cuvef.sav
title
Deformation caused by filling of a caisson t=12e5s

plot hold sat fill flow bl
plot hold grid mag
;
new
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res cuvei.sav
title
Deformation caused by filling of a caisson t=18e5s

plot hold sat fill flow bl
plot hold grid mag
ret
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14 Poroelastic Response of a Borehole

14.1 Problem Statement

A borehole (see Figure 14.1) is excavated in a saturated porous rock subject to an anisotropic in-situ
stress field with isotropic componentP0 and deviator S0. The borehole boundary is free to drain and
is exposed to atmospheric pressure. The initial pore pressure field is p0. The problem is analyzed
assuming plane-strain conditions and instantaneous drilling of the borehole. The objective of the
FLAC simulation is to capture the poroelastic effects taking place during the short time response of
the system. This problem provides a validation test for the FLAC simulation of two-dimensional
coupled hydraulic-mechanical processes.

Figure 14.1 Problem definition

For this problem, the initial conditions are characterized by an in-situ pore pressure (p0) = 1 MPa,
an in-situ isotropic stress (P0) = 3 MPa, and an in-situ deviatoric stress (S0) = 1 MPa.

The following material properties are prescribed:

shear modulus (G) 1.5 × 109 Pa

bulk modulus (K) 1.5 × 109 Pa

porosity (n) 0.3

Biot coefficient (α) 0.65
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Biot modulus, fluid (M) 2.0 × 109 Pa

permeability (k) 10−12 (m/sec)/(Pa/m)

14.2 Closed-Form Solution

The two-dimensional poroelastic solution for a borehole in a non-hydrostatic stress field can be
found in Detournay and Cheng (1988). The general solution is derived in the Laplace transform
domain. Results in the time domain can be obtained using a numerical inversion technique. The
short-time asymptotic solution for the region near the borehole is also presented. This solution
is formulated by superposition of asymptotic solutions for three loading modes: (1) a far-field
isotropic stress; (2) an initial pore pressure distribution; and (3) a far-field stress deviator. The
stresses (σrr , σθθ , σrθ ), pore pressure (p), and displacements (ur , uθ ) induced by each loading
mode are defined in the equations below. As shown in Figure 14.1, r and θ are the polar coordinates
and a is the borehole radius.

(1) Loading Mode 1: Far-Field Isotropic Stress

This loading mode produces the classical Lamé solution in elasticity. The rock deforma-
tion is entirely associated with the deviatoric strain, and there is no mechanism for pore
pressure generation. Also, the stress field and displacements are independent of the bulk
modulus of the rock and of time.

σrr = −P0(1− a
2

r2
)

σθθ = −P0(1+ a
2

r2
)

σrθ = 0
(14.1)

ur = − P0

2G

a2

r

uθ = 0

p = 0
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(2) Loading Mode 2: Initial Pore Pressure Distribution

The short-time asymptotic solution for stresses, pore pressure and displacements are
given as follows:

σrr = −2ηp0

{(a
r

) 3
2

[√
4ct

a2π
exp

(
− (r − a)

2

4ct

)
−
( r
a
− 1

)
erfc

(
r − a√

4ct

)]
− a

2

r2

√
4ct

a2π

}

σθθ = 2ηp0

{(a
r

) 3
2

[√
4ct

a2π
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(
− (r − a)

2

4ct

)
+ erfc

(
r − a√

4ct

)]
− a

2

r2

√
4ct

a2π

}

+ 2ηp0
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4ct

)]}

σrθ = 0
(14.2)

ur = 2η
ap0

2G

{√
a

r

[√
4ct

a2π
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(
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4ct

)
−
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)
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(
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4ct
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r

√
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a2π

}

uθ = 0

p
p0
= 1−

√
a
r
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(
r−a√

4ct

)
− 1

8

√
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(
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)
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− (r − a)
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4ct
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−
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The poroelastic coefficient, η, and the diffusivity, c, involved in the above equations are
defined as follows (assuming incompressible grains):

η = α(1− 2νu)

2(1− νu) (14.3)

and

c = k/( 1

M
+ α2

K + 4
3G

) (14.4)

where k is the mobility coefficient (FLAC permeability), K and G are the drained bulk
and shear moduli of the medium,M is the Biot modulus, ν is the drained Poisson’s ratio,
and νu is the undrained Poisson’s ratio.

The undrained Poisson’s ratio νu is defined as

νu = 3Ku − 2G

2(3Ku +G) (14.5)

where the undrained bulk modulus Ku is

Ku = Kw/n+K (14.6)

The mode 2 solution indicates that a maximum tensile stress σθθ = 2ηp0 is reached at the
borehole wall.

(3) Loading Mode 3: Far-Field Deviator

The mode 3 solution is for deviatoric loading. The following short-time asymptotic
equations for stresses, pore pressure and displacements are obtained for this mode:

σrr = S0

[
1− 4

a2

r2
+ 3

a4

r4

]
cos 2θ

σθθ = S0

[
−1+ 4

νu − ν
1− ν

√
a

r
erfc

(
r − a√

4ct

)
− 3

a4

r4

]
cos 2θ
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σrθ = S0

[
−1− 2

a2

r2
+ 3

a4

r4

]
sin 2θ

(14.7)

ur = aS0

2G

[
4(1− νu)a

r
− a

3

r3

]
cos 2θ

uθ = aS0

2G

[
−2(1− 2νu)

a

r
− a

3

r3

]
sin 2θ

p = S0
4

3
B(1+ νu)

[
−
√
a

r
erfc

(
r − a√

4ct

)
+ a

2

r2

]
cos 2θ

In the mode 3 equations, the Skempton’s coefficient B is expressed as

B = (Ku −K)/(αKu) (14.8)

The superposition of the three loading mode solutions (Eqs. (14.1), (14.2) and (14.7))
is performed in three FISH functions (“BHPP.FIS” (see Section 14.7), “SIGT.FIS” (see
Section 14.8), and “BPUR.FIS” (see Section 14.9)), to provide solutions for pore pres-
sure, tangential stress and radial displacement, respectively, for comparison to the FLAC
results. Note that the FISH function “ERFC.FIS” (see Section 3 in the FISH volume) is
used to calculate the complementary error function.

14.3 FLAC Model

The FLAC grid used in the simulation is shown in Figure 14.2. The model takes advantage of the
problem quarter symmetry: it corresponds to a quarter of a ring with inner radius a equal to 1 m,
and outer radius b equal to 50 m. The origin of the system-of-reference axes is at the borehole
center; the x- and y-axes are in the direction of the minimum and maximum compressive in-situ
principal stresses, respectively.

The boundary conditions correspond to roller boundaries along the symmetry lines, zero pore
pressure and no traction at the borehole, and fixed displacements at the far boundary.

The grid has 50 zones in the radial direction and 16 zones on the circumference, and is generated
by the FISH function “QDONUT.FIS” (see Section 3 in the FISH volume). The radial extent of
the model is selected such that the stress state at the outer boundary, estimated using the Kirsch
solution, compares with good accuracy to the in-situ stress field.
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Figure 14.2 FLAC grid

To qualify as a short-time simulation, the total simulation time must correspond to a value of the
normalized time t∗ = ct/a2 smaller than 10−2 (see Detournay and Cheng 1988). The selected
target time, t∗, of approximately 10−3 is well within the range of applicability of the short-time
asymptotic solution. With a diffusivity, c, for this problem of approximately 2× 10−3 m2/s, and a
borehole radius of 1 m, this time translates to roughly 0.5 second. The magnitude of the radius of
influence of the borehole at that time is estimated, using R = √(4ct), at roughly 0.1 m. The grid
is graded in the radial direction with a ratio of 1.18, so that 15 zones cover the radius of influence.
(Note that the total number of zones in the radial and tangential directions must be large enough for
the zone aspect ratio to remain below approximately 5:1, in order to avoid numerical inaccuracies.)

The FLAC model is run to three times: t = 0.003 s; 0.03 s; and 0.3 s. These times correspond to
normalized times: t∗ = 0.7×10−5; 0.7×10−4; and 0.7×10−3, respectively. A partial-uncoupling
solution technique is employed whereby the numerical calculation is first performed in flow-only
mode to the specific time, and then the model is run to equilibrium in mechanical-only mode. In
order to preserve the correct diffusivity in this process, the fluid bulk modulus is set to the value
n c/k during the flow calculation, and to zero during the mechanical calculation. See Section 1.8.2
in Fluid-Mechanical Interaction for further information on this solution method.

The data file for this model is “BH.DAT,” listed in Section 14.6. The data file runs the model data
file and then processes the results for comparison to the analytical solution. The analytical and
FLAC results for pore pressure, tangential stress and radial displacement are stored in tables that are
written to separate “.LOG” files using FISH I/O functions (see Section 2.6 in the FISH volume).
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14.4 Results and Discussion

The results and discussion of the FLAC simulation closely follow those reported in Detournay and
Cheng (1988). Isochrones of pore pressure variation with radius are compared to the analytical
solution in Figure 14.3 for t = 0.003 s, 0.03 s, 0.3 s, and the direction θ = 0. The steep radial
gradient of pore pressure developing at the borehole wall is illustrated in this figure. This gradient
is associated with a rapid drainage of fluid near the borehole which influences the apparent stiffness
properties of the rock.

   FLAC (Version 5.00)

LEGEND

   29-Sep-04  16:32
  step         0
 
Pore pressure (Pa)
FLAC t = 0.3 s

FLAC t = 0.03 s

FLAC t = 0.003 s

analytical t = 0.3 s

analytical t = 0.03 s

analytical t = 0.003 s

 5  10  15  20  25  

(10        )-02

 0.200

 0.400

 0.600

 0.800

 1.000

 1.200

 1.400

 1.600

 1.800

(10        ) 06

JOB TITLE : POROELASTIC RESPONSE OF A BOREHOLE - PLANE STRAIN                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 14.3 Pore pressure variation with radius at θ = 0◦ (t = 0.003 s, 0.03 s
and 0.3 s)
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The drained modulus characterizes the rock in the vicinity of the borehole, and the stiffer undrained
modulus characterizes the rock further away. The shielding effect on the stress concentration
near the borehole caused by this stiffness contrast is shown in Figure 14.4. In this figure, the
isochrones of tangential stress variation with radius are compared to the analytical solution for the
three values of time considered earlier and along the x-direction. As this figure shows, at the very
small times considered in the simulation, the peak tangential stress is actually located inside the
rock. This mechanism explains field observations which indicate that failure can be initiated at a
small distance inside the rock, rather than at the borehole wall as predicted by an elastic analysis.
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Figure 14.4 Tangential stress variation with radius at θ = 0◦ (t = 0.003 s,
0.03 s, 0.3 s)
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The radial displacement versus θ is compared to the analytical solution in Figure 14.5 for a simulation
time of 0.3 second. The results of the FLAC simulation show good agreement with the analytical
predictions.
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Figure 14.5 Radial displacement variation with θ at r = a (t = 0.3 s)

14.5 Reference

Detournay, E., and A. H.-D. Cheng. “Poroelastic Response of a Borehole in a Non-Hydrostatic
Stress Field,” Int. J. Rock Mech. Min. Sci. & Geomech. Abstr., 25(3), 171-182 (1988).
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14.6 Data File “BH.DAT”

;Project Record Tree export

;*** BRANCH: SIMULATIONS ****
new

;... STATE: BH A ....
config gw
; --- grid ---
g 50 16
mo el
ca qdonut.fis
set rmin=1 rmul 50 gratio 1.18
qdonut
def ini bh

P0 = 0.;3.e6
S0 = 1.e6
pp0 = 1.e6
sxx0 = -P0 + S0
syy0 = -P0 - S0
c bu = 1.5e9
c sh = 1.5e9
c k = 1e-12
c n = 0.3

;
a = rmin

; Biot coef:
c bc = 0.65

; Biot modulus: M
M = 2e9

; undrained bulk
K u = c bu + c bc*c bc*M

; drained poisson ratio
aux = c bu/c sh
nu = (3.*aux-2.)/(6.*aux+2.)

; undrained poisson ratio
aux = K u/c sh
nu u = (3.*aux-2.)/(6.*aux+2.)

; Skempton coefficient
B=(K u-c bu)/(c bc*K u)

; diffusion coef
stor = 1./M + c bc*c bc/(c bu+4.*c sh/3.)
diff = c k / stor

; eta
eta = c bc*(1.-2.*nu)/(2.*(1.-nu))
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c bm = M
c bma = 1./stor

;
b0 ii = 0
ip = 1
jp = 1
tabin = 1
tabout = 1

end
ini bh
; --- properties ---
pro bulk c bu she c sh den 2500
pro por c n perm c k biot c c bc
water den 1000 tens 1e20
set biot on
initial biot mod c bm
; --- initial and boundary conditions ---
ini sxx sxx0 syy syy0 szz sxx0
ini pp pp0
fix y j 1
fix x j 17
fix x y i 51
fix sat
; --- undrained response ---
set flow off
solve sratio 5.e-3
save bh a.sav

;... STATE: BH 1 ....
; --- drained response ---
ini pp 0 i 1
fix pp i 1
;
set clock 1000000 step 1000000
set gwdt=3e-4
;
set flow on mech off
initial biot mod c bma
solve age 3e-3
set flow off mech on
initial biot mod 0
solve sratio 5.e-3
save bh 1.sav

;... STATE: BH 1M ....
set flow on
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ca erfc.fis
ca bhpp.fis
ca sigt.fis
ca log it.fis
;
set tabout = 1
stor pp
set tabout = 101
stor sigt
;
set filename = ’bhpp1.log’
set tabin=1
log it
set filename = ’bhpp11.log’
set tabin=11
log it
;
set filename = ’bh101.log’
set tabin=101
log it
set filename = ’bh111.log’
set tabin=111
log it
save bh 1m.sav

;... STATE: BH 2 ....
;
set flow on mech off
initial biot mod c bma
solve age 3e-2
set flow off mech on
initial biot mod 0
solve sratio 5.e-3
save bh 2.sav

;... STATE: BH 2M ....
set flow on
ca erfc.fis
ca bhpp.fis
ca sigt.fis
;ca log it.fis
;
set tabout = 2
stor pp
set tabout = 102
stor sigt
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;
set filename = ’bhpp2.log’
set tabin=2
log it
set filename = ’bhpp12.log’
set tabin=12
log it
;
set filename = ’bh102.log’
set tabin=102
log it
set filename = ’bh112.log’
set tabin=112
log it
save bh 2m.sav

;... STATE: BH 3 ....
set flow on mech off
initial biot mod c bma
solve age 3e-1
set flow off mech on
initial biot mod 0
solve sratio 5.e-3
save bh 3.sav

;... STATE: BH 3M ....
set flow on
ca erfc.fis
ca bhpp.fis
ca sigt.fis
ca bhur.fis
;ca log it.fis
;
set tabout = 3
stor pp
set tabout = 103
stor sigt
set tabout = 203
stor ur
;
set filename = ’bhpp3.log’
set tabin=3
log it
set filename = ’bhpp13.log’
set tabin=13
log it
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;
set filename = ’bh103.log’
set tabin=103
log it
set filename = ’bh113.log’
set tabin=113
log it
save bh 3m.sav

;*** BRANCH: RESULTS ****
new

;... STATE: BH M ....
config gwflow
gr 1 1
set echo off
; pore pressure results
call bhpp1.log
call bhpp2.log
call bhpp3.log
call bhpp11.log
call bhpp12.log
call bhpp13.log
; tangential stress results
call bh101.log
call bh102.log
call bh103.log
call bh111.log
call bh112.log
call bh113.log
set echo on
save Bh m.sav

;*** plot commands ****
;plot name: Pore pressure
label table 1
analytical t = 0.003 s
label table 2
analytical t = 0.03 s
label table 3
analytical t = 0.3 s
label table 11
FLAC t = 0.003 s
label table 12
FLAC t = 0.03 s
label table 13
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FLAC t = 0.3 s
plot hold table 1 line 11 cross 2 line 12 cross 3 line 13 cross end 20
;plot name: Tangential stress
label table 101
analytical t = 0.003 s
label table 102
analytical t = 0.03 s
label table 103
analytical t = 0.3 s
label table 111
FLAC t = 0.003 s
label table 112
FLAC t = 0.03 s
label table 113
FLAC t = 0.3 s
plot hold table 101 line 111 cross 102 line 112 cross 103 line 113 cross &
end 20

;plot name: Radial displacement
label table 203
analytical t = 0.3 s
label table 213
FLAC t = 0.3 s
plot hold table 203 line 213 cross end 20
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14.7 Data File “BHPP.FIS”

; Calculate and store pore pressure values
def stor pp

jp = 1
tab1 = tabout + 10
c0 = 1./(a*sqrt(pi))
c3 = S0*4.*B*(1.+nu u)/3.
n num = 0
loop ip (1,igp)

n num = n num + 1
xval = x(ip,jp)
yval = y(ip,jp)
rad = sqrt(xval*xval+yval*yval)
theta = atan2(yval,xval)
c1 = a/rad
c2 = sqrt(c1)
c t = gwtime
c4 = sqrt(4.*diff*c t)
e val = (rad - a)/c4
verfc = erfc
cmod1 = 0.
aux = c4*c0*exp(-e val*e val) - (rad/a-1.)*verfc
cmod2 = ((1.-c2*verfc)-0.125*(c2*(1.-c1))*aux)*pp0
cmod3 = c3*(-c2*verfc+c1*c1)*cos(2.*theta)
xtable(tabout,ip) = rad - a
ytable(tabout,ip) = cmod1+cmod2+cmod3
xtable(tab1,ip) = rad - a
ytable(tab1,ip) = gpp(ip,jp)

end loop
end
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14.8 Data File “SIGT.FIS”

; Calculate and store tangential stress values
def stor sigt

jp = 1
c0 = 1./(a*sqrt(pi))
c3 = P0*a/(2.*c sh)
c5 = eta*a*pp0/c sh
c6 = S0*a/(2.*c sh)
c8 = 4.*(nu u-nu)/(1.-nu)
n num = 0
loop ip (1,izones)

n num = n num + 1
xc = (x(ip,jp)+x(ip+1,jp)+x(ip,jp+1)+x(ip+1,jp+1))*0.25
yc = (y(ip,jp)+y(ip+1,jp)+y(ip,jp+1)+y(ip+1,jp+1))*0.25
rad = sqrt(xc*xc+yc*yc)
theta = atan2(yc,xc)
sn = sin(theta)
cn = cos(theta)
sigx = sxx(ip,jp)
sigy = syy(ip,jp)
sigxy= sxy(ip,jp)
sigt = sigx*sn*sn - 2.0*sigxy*sn*cn + sigy*cn*cn
c1 = a/rad
c2 = sqrt(c1)
c7 = c8*c2
cval = c1*c1
c t = gwtime
c4 = sqrt(4.*diff*c t)
e val = (rad - a)/c4
verfc = erfc

; tangential
aux = c4*c0*exp(-e val*e val) - (rad/a-1.)*verfc
cmod1 = (-cval-1.)*P0
aux1 = c4*c0*exp(-e val*e val) + verfc
cmod2 = 2.*eta*(c1*c2*aux1-cval*c4*c0+0.125*(c2*(1.-c1))*aux)*pp0
cmod3 = (-1.+c7*verfc-3.*cval*cval)*cos(2.*theta)*S0
tab1 = tabout + 10
xtable(tabout,ip) = rad - a
ytable(tabout,ip) = cmod1+cmod2+cmod3
xtable(tab1,ip) = rad - a
ytable(tab1,ip) = sigt

end loop
end
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14.9 Data File “BHUR.FIS”

def stor ur
; --- radial displacement ---

ip = 1
tab1 = tabout + 10
c0 = 1./(a*sqrt(pi))
c3 = P0*a/(2.*c sh)
c5 = eta*a*pp0/c sh
c6 = S0*a/(2.*c sh)
loop jp (1,jgp)

xval = x(ip,jp)
yval = y(ip,jp)
rad = sqrt(xval*xval+yval*yval)
theta = atan2(yval,xval)
thetad= theta / degrad
c1 = a/rad
c2 = sqrt(c1)
c t = gwtime
c4 = sqrt(4.*diff*c t)
e val = (rad - a)/c4
verfc = erfc
cmod1 = -c1*c3
aux = c4*c0*exp(-e val*e val) - (rad/a-1.)*verfc
cmod2 = (c2*aux+c1*c4*c0)*c5
cmod3 = c1*(4.*(1.-nu u)-c1*c1)*cos(2.*theta)*c6
xtable(tabout,jp) = thetad
ytable(tabout,jp) = cmod1+cmod2+cmod3
xtable(tab1,jp) = thetad
ytable(tab1,jp) = xdisp(ip,jp)*cos(theta)+ydisp(ip,jp)*sin(theta)

end loop
end
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14.10 Data File “LOG IT.FIS”

def log it
array p val(1500)
narr = 0
loop ii (1,n num)
narr = narr + 1
tabi = tabin
xval = xtable(tabi,ii)
yval = ytable(tabi,ii)
p val(narr) = ’table ’+string(tabi)+’ ’+string(xval)+’ ’+string(yval)

end loop
stat = open(filename,1,1)
stat = write(p val,narr)
stat = close

end
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1 Slope Stability for a Cohesive and Frictional Soil

1.1 Problem Statement

A common problem encountered in engineering soil mechanics is the stability of soil slopes in
frictional materials. In this example, three slope conditions are analyzed. First, a slope in sand
with zero cohesion is modeled with an initial slope steeper than the angle of repose of the sand.
This slope, of course, should collapse; the progression of this collapse is calculated as it develops.
Second, a small cohesion is added to the material and the slope is re-examined to determine whether
it is stable. Third, the water level in the slope is raised, and the effect on stability is examined.

In this example, the soil is homogeneous, and the stability and factor of safety of the slope can
readily be determined using an analytic or graphical technique.* However, the power of the FLAC
code lies in its ability to model more complex slope geometries in which, for example, several
layers of soil with differing material properties and/or constitutive behaviors may exist. This type
of problem can be examined with no greater effort than the homogeneous case by simply assigning
different material properties and/or models to different zones.

This example also demonstrates two approaches to analyze the effect of a phreatic surface in
the slope. In one approach, an effective-stress analysis is performed after adding a pore-pressure
distribution directly to the zones in the model. In the other approach, a groundwater flow calculation
is performed first to establish the phreatic surface; then the effective-stress analysis is performed.

1.2 Modeling Procedure

1.2.1 Initial Model State

The following sequence of operations is used to initialize the slope and create a restart file from
which the boundary conditions and/or material properties may be varied for the three cases of this
example. Please refer to “SLOPE.DAT” in Section 1.3 for a complete listing of the commands for
this example.

An initial grid of 20× 10 square zones is set up. Note that this initial grid is assigned, by default, the
dimensions of 20 units in the x-direction by 10 units in the y-direction unless otherwise redefined
by the user. The command to do this is:

grid 20 10

* See Section 10 for a comparison of FLAC results to a limit equilibrium analysis.
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A Mohr-Coulomb constitutive model is assigned to all zones (assumed because no range is given)
with the following properties:

density 1500 kg/m3

shear modulus 0.3 × 108 Pa
bulk modulus 108 Pa
friction angle 20◦

cohesion 1010 Pa
tensile strength 1010 Pa

Note that a high cohesion and tensile strength are assigned to prevent slope failure during the
initialization of gravitational stresses in the model (see below).

The basic grid is deformed into the shape of a slope and the soil base beneath it. This is done using
the GENERATE command. Two different quadrilateral regions are created with the following two
GENERATE commands:

gen 0,0 0,3 20,3 20,0 j = 1,4
gen same 9,10 20,10 same i = 6,21 j = 4,11

The first GENERATE command defines the base of the slope, and the second GENERATE command
creates the slope. Note that the zones are aligned with the angle of the slope so that the zones
along the slope face are all quadrilateral-shaped. This is recommended because all zones are then
composed of two overlaid sets of triangular elements. These zones are well-suited for plasticity
analysis (see Section 1.3.3.2 in Theory and Background). It is also possible to create a slope
using the GENERATE line command. However, with this command, single triangular zones will be
created along the slope face; these zones are not as accurate for plasticity analysis.

The area directly to the left of the slope face is excavated by declaring the appropriate zones as
null. This is done by creating a “region” (i.e., the grid is divided into two regions separated by a
boundary) that is defined by “marking” selected gridpoints as boundaries between regions. The
following commands mark the boundary of the excavated region and then null the zones within that
region:

mark i = 1,6 j = 4
mark i = 6 j = 4,11
model null region 1,10

The marked boundaries can be verified by issuing the PRINT mark command. The MODEL null
command will delete zones in the region containing zone (1,10). Figure 1.1 shows the resulting
FLAC grid.
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   FLAC (Version 5.00)

LEGEND

   24-Aug-04  16:47
  step       715
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Figure 1.1 Grid plot of initial slope

The acceleration of gravity is set to 9.81 m/sec2 (positive means acting downward). The boundary
conditions consist of roller boundaries on the left and right sides of the model as well as a fixed base.
An initial elastic state in which gravitational stresses are equilibrated is desired. This is achieved
with the SOLVE command, using default limits. Equilibrium is obtained when the out-of-balance
force ratio limit of 10−3 is reached. To examine the progression of the solution, the y-displacement
history is requested at a gridpoint at the slope crest. This is done using the HISTORY command.
When the SOLVE command has reached its limit, the history may be plotted to verify that the mesh
is, indeed, at an equilibrium state (i.e., PLOT history 1). A numerical and graphical representation
of the elastic stresses can be obtained by issuing the following commands:

print sxx syy
plot sxx yellow bound
plot syy yellow bound

Initially, very large values for the cohesion and tensile strength are assigned to the slope. In justifi-
cation, let us re-examine the way in which an explicit model works. An initial grid is created first
and, in this case, gravity applied to the gridpoints and gravitational stresses allowed to equilibrate.
For most problems, it is desirable that this process occur as rapidly as possible. This can be done
by requiring the material to behave elastically during the equilibration process.

Once stresses have equilibrated, actual material properties are assigned, excavation is made, loads
are applied, etc., and the simulation process continued. In the case illustrated here, a plastic
constitutive model is assigned initially, with high cohesion and tensile strength, forcing the material
to behave elastically. Then the cohesion and tensile strength are reset to the desired values. This
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eliminates the necessity of redefining the constitutive model and properties after equilibrium, thus
saving a few steps of input. The same effect could be obtained by using an elastic model initially
for the equilibration process, followed by a change to the Mohr-Coulomb model, followed by a
definition of the material friction, cohesion and tensile strength. Either methodology for initializing
a gravity-loaded grid is acceptable and is selected based on the preference of the user.

A restart file is created to save the elastic equilibrium state. This is done to save time in case future
runs will be made in which material parameters or constitutive models are varied. Performing
these studies requires only that the elastic state be restored, therefore eliminating the necessity to
recompute the equilibrium state.

The command

save sl1.sav

will create a restart file on the default drive called “SL1.SAV.” FLAC could be halted at this point
and the program run with the saved state restored at a later time, simply by typing

restore sl1.sav

1.2.2 Slope Collapse: Dry Conditions

For the next stage of the simulation, the material properties are set to the actual soil values and the
calculation continued while examining the possible failure process. During this process, plots of the
progressive displacement of the slope are made. To avoid any confusion in analyzing the data, only
the change in displacement is monitored — not the cumulative displacements from the beginning
of the simulation. The calculation procedure in FLAC does not involve displacements, but keeps
the cumulative total for each gridpoint as a convenience to the user. Therefore, the displacements
may be initialized at any point in the run without affecting the results. This is done by using the
command

ini xdis=0 ydis=0

From this point on, plots or printouts will show only the change in displacement from the previous
state.

Next, the material properties of the zones are reset by using the PROPERTY command. The cohesion
is set to zero for all zones that are currently composed of soil.* Finally, the calculation mode is
set to large-strain to provide a more accurate geometrical representation of the slope failure as it
progresses. Because slope collapse will occur due to the angle of repose of the soil being smaller
than the slope angle, the SOLVE command is not used (because equilibrium will not be reached).
The STEP command is used to step the simulation a small number of calculational steps at a time,
stopping to print and plot intermediate stages. Here, the power of the explicit method is evident in

* Note that the tensile strength will also be set to zero in FLAC, because the tensile strength is
calculated from cohesion/tan (friction).
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its ability to follow highly nonlinear problems, which may never converge to an equilibrium state,
through progressive failure.

The model is now stepped in intervals to evaluate the progressive collapse of the slope. The collapse
is revealed when printing and plotting results after each step. The following commands are used:

print xv yv xd yd state
plot xv z disp bou

Figures 1.2 and 1.3 show the state of the slope at 915 steps and 1715 steps. These figures illustrate
the progressive collapse and, in particular, indicate the location of the failure (slip) surface. The
slope is collapsing in an attempt to reach its angle of repose. At some point, the displacements of the
gridpoints become unrealistic because of extreme distortion of the grid. FLAC automatically checks
for excessive grid deformation and will stop the calculation process if the condition is detected,
displaying an error message.
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Figure 1.2 Plot of displacement vectors and x-velocity contours at step 915
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   FLAC (Version 5.00)
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Figure 1.3 Plot of displacement vectors and x-velocity contours at step 1715

An interesting comparison can be obtained by running another simulation in which a small cohesion
and zero tensile strength are assigned to the soil. Because the initial elastic equilibrium state has
been saved, the problem can be restored from this state:

rest sl1.sav

Following the procedure used earlier, enter the following commands:

ini xdis=0 ydis=0
prop coh=1e4 tens=0.0
set large
solve

Under these conditions, the results will show that the slope is stable. (Note the small magnitude of
the calculated displacements.)
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1.2.3 Effective Stress Analysis with WATER table

Next, we wish to assess the stability of the slope with a water table present. Continuing with the
model at the present state, the water level is raised in the slope to a height of 9 m on the right side
of the model and 5 m on the left side (i.e., 2 m above the base of the excavation). It is a simple
matter to use the WATER table command to specify the phreatic surface. Note that the correct
wet and dry densities must also be supplied. The FISH function wet den in “SLOPE.DAT” at
“BRANCH:WATER TABLE” prescribes the wet density to zones below the water table, assuming
a soil porosity of 0.3. The APPLY press command must also be used to apply the weight of the
water in the excavation to the surface of the excavation. Figure 1.4 illustrates the location of the
water table, the applied forces representing the weight of the water in the excavation, and the wet
and dry densities in the zones.

The calculation is continued with the STEP command. Now, after an additional 6000 steps, the
slope is observed to fail. The pore pressure distribution and velocity vectors indicating the slope
failure in the model are plotted in Figure 1.5.
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Figure 1.4 Location of water table, applied forces along slope and wet and
dry densities
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Figure 1.5 Pore pressure distribution and velocity vectors in failed slope (us-
ing WATER table)

1.2.4 Effective Stress Analysis with CONFIG gw

Alternatively, the groundwater flow option in FLAC can be used to find the phreatic surface and
establish the pore pressure distribution before the mechanical response is investigated. The model
is run in groundwater flow mode by using the CONFIG gw command. This command must be given
before the GRID command, so we create a new model state in “SLOPE.DAT,” at “BRANCH:SLOPE
WITH GW” in Section 1.3 for this case. We turn off the mechanical calculation (SET mech off) in
order to establish the initial pore pressure distribution. We apply pore pressure boundary conditions
to raise the water level to 5 m at the left boundary, and 9 m at the right. The slope is initially dry (INI
sat 0). We also set the bulk modulus of the water to a low value (1.0 × 104) because our objective
is to reach the steady-flow state as quickly as possible. The groundwater time scale is wrong in this
case, but we are not interested in the transient time response. The steady-flow state is determined by
using the SOLVE ratio command. When the groundwater flow ratio falls below the set value of 0.01,
steady-state flow is achieved. This can be checked by using the FISH function “QRATIO.FIS” to
assess the flow state. (See Section 3 in the FISH volume for a description of this function.) The
steady-flow state is indicated by the plot of flow vectors and phreatic-surface contour in Figure 1.6.
(The FISH function “PS.FIS” is used to locate the phreatic surface — see Section 3 in the FISH
volume.) The bumpy phreatic-surface line is due to the coarse discretization.
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Figure 1.6 Steady-state flow through slope

Mechanical equilibrium is then established including the pore pressure. This is accomplished with
the following commands:

set flow off mech on
apply press 2e4 var 0 -2e4 from 1,4 to 6,6
water bulk = 0.0

These commands turn off the flow calculation, turn on the mechanical calculation, apply the weight
of the water to the excavation surface, and set the bulk modulus of the water to zero. The last
command prevents pore pressures from generating as a result of mechanical deformation. This is
done so that the results can be compared to the previous case using the water table. The SOLVE
command is then used to find the equilibrium state.

Finally, the cohesion is reduced to 1.0 × 104, the tensile strength to zero, and the calculation is
continued with the STEP command. The slope fails, as shown in Figure 1.7. The result is the same
as that which occurs using WATER table.

The approach using the groundwater flow mode can take longer to reach a solution because of the
extra calculation needed to establish the pore pressure distribution. However, this method is helpful
when the pore pressure distribution or phreatic surface location is unknown. Also, this approach
avoids the necessity of assigning wet density values to zones beneath the phreatic surface, which
can become difficult for complex geometries.
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Figure 1.7 Pore pressure distribution and velocity vectors in failed slope (us-
ing CONFIG gw)
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1.3 Data File “SLOPE.DAT”

;Project Record Tree export

;*** BRANCH: SLOPE WITHOUT GW ****
new

;... STATE: SL1 ....
config ats
grid 20,10
;Mohr-Coulomb model
m m
; soil properties --- note large cohesion to force initial elastic
; behavior for determining initial stress state. This will prevent
; slope failure when initializing the gravity stresses
prop s=.3e8 b=1e8 d=1500 fri=20 coh=1e10 ten=1e10
; warp grid to form a slope :
gen 0,0 0,3 20,3 20,0 j 1,4
gen same 9,10 20,10 same i 6 21 j 4 11
mark i=1,6 j=4
mark i=6 j=4,11
model null region 1,10
; displacement boundary conditions
fix x i=1
fix x i=21
fix x y j=1
; apply gravity
set grav=9.81
; displacement history of slope
his ydis i=10 j=10
; solve for initial gravity stresses
solve
; save initial state
save sl1.sav

;*** BRANCH: DRY ****

;... STATE: SL2 ....
; reset displacement components to zero
ini xdis=0 ydis=0
; set cohesion to 0
prop coh=0
; use large strain logic
set large
step 200
save sl2.sav

FLAC Version 5.0



1 - 12 Example Applications

;... STATE: SL3 ....
step 800
save sl3.sav

;*** BRANCH: WATER TABLE ****
restore sl1.sav

;... STATE: SL4 ....
ini xdis=0 ydis=0
prop coh=1e4 tens 0.0
set large
solve
;
ini xdis=0.0 ydis=0.0
; install phreatic surface in slope
water table 1 den 1000
table 1 (0,5) (6.11,5) (20,9)
def wet den

loop i (1,izones)
loop j (1,jzones)

if model(i,j)>1 then
xa=(x(i,j)+x(i+1,j)+x(i+1,j+1)+x(i,j+1))
xc=0.25*xa
ya=(y(i,j)+y(i+1,j)+y(i+1,j+1)+y(i,j+1))
yc=0.25*ya
if yc<table(1,xc) then

density(i,j) = 1800
end if

end if
end loop

end loop
end
wet den
apply press 2e4 var 0 -2e4 from 1,4 to 6,6
save sl4.sav

;... STATE: SL5 ....
step 6000
sclin 1 19 0 19 10
save sl5.sav

;*** BRANCH: SLOPE WITH GW ****
new

;... STATE: SLGW1 ....
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config gw ats ex 1
grid 20,10
;Mohr-Coulomb model
m m
; soil properties --- note large cohesion to force initial elastic
; behavior for determining initial stress state. This will prevent
; slope failure when initializing the gravity stresses
prop s=.3e8 b=1e8 d=1500 fri=20 coh=1e10 ten=1e10
; warp grid to form a slope :
gen 0,0 0,3 20,3 20,0 j 1,4
gen same 9,10 20,10 same i 6 21 j 4 11
mark i=1,6 j=4
mark i=6 j=4,11
model null region 1,10
prop perm 1e-10 por .3
water den 1000 bulk 1e4
; displacement boundary conditions
fix x i=1
fix x i=21
fix x y j=1
; pore pressure boundary conditions
apply pp 9e4 var 0 -9e4 i 21 j 1 10
apply pp 5e4 var 0 -3e4 i 1 j 1 4
ini pp 2e4 var 0 -2e4 mark i 1 6 j 4 6
fix pp mark
; apply gravity
set grav=9.81
call qratio.fis
hist gwtime
hist qratio
hist inflow
hist outflow
set mech off
solve
save slgw1.sav

;... STATE: SLGW3 ....
set flow off mech on
app press 2e4 var 0 -2e4 from 1 4 to 6 6
water bulk 0.0
; displacement history of slope
hist reset
his ydis i=10 j=10
solve
save slgw3.sav
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;... STATE: SLGW4 ....
ini xdis 0.0 ydis 0.0
prop coh 1e4 ten 0.0
set large
step 1000
sclin 1 19 0 19 10
save slgw4.sav

;*** plot commands ****
;plot name: grid
plot hold grid
;plot name: Displacement vectors
plot hold bound displacement xvel zero
;plot name: Water Table
plot hold density fill inv grid water apply lmagenta
;plot name: Pore pressure distribution
plot hold bound velocity pp
;plot name: Steady-state flow
plot hold bound flow saturation alias ’phreatic surface’ min 0.0 max 0.5 &
int 0.5 lmagenta
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2 Axisymmetric Modeling of Post-Pillar Mining

2.1 Problem Statement

Post pillars are created when mechanized cut-and-fill stopes are mined on all sides, creating a long
thin pillar that is confined by backfill. This example is an examination of the potential instability
of a post pillar.

The axisymmetric geometry in FLAC is used to approximate the post-pillar mining state. The
axisymmetry provides an analysis of pillar deformation closely related to the three-dimensional
condition.*

2.2 Modeling Procedure

The FLAC model is shown in Figure 2.1. In this figure, the first cut of the cut-and-fill stope has
been removed. The post-pillar is modeled as a cylinder with a radius of 10 m. The width of the
stope is 20 m, and the height of the first cut is 10 m.

Figure 2.2 illustrates the history of horizontal displacement at the midpoint of the wall of the pillar
following the first cut. This figure indicates that the wall is stable.

Each successive cut of the cut-and-fill stope is excavated while filling the previous cut with sandfill.
The sandfill was modeled using the Mohr-Coulomb model and the double-yield model in two
different runs beginning from the first excavation stage. The shear strength properties are the same
for both models (friction angle = 35◦; cohesion = 0). For the double-yield model, the cap pressure
varies from 0.01 MPa at zero plastic volumetric strain, to 50 MPa at a plastic volumetric strain of
0.2.

2.3 Results

Figures 2.3 through 2.7 show the stress trajectories for successive mining stages. As seen, the
sandfill does not develop appreciable load, and the pillar becomes de-stressed in the horizontal
direction. These plots are from the run with the Mohr-Coulomb model; the results are similar for
the run with the double-yield model.

The difference between the two runs can be appreciated by comparing the vertical heave in the
fill. For the Mohr-Coulomb model, a maximum displacement of 0.19 m is calculated after the fifth
cut-and-fill (Figure 2.8). For the double-yield model, the sandfill heaves approximately 0.16 m at
the final stage (Figure 2.9). This difference is due to the ability of the fill to compact using the
double-yield model.

* FLAC3D is recommended for a more rigorous three-dimensional analysis.
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If the model is stepped further beyond the state where the equilibrium ratio is below 0.5 × 10−5

after the final cut, the floor continues to heave a small amount. In fact, several hundred additional
steps are required to reach an equilibrium state. This is because very low forces are able to cause
displacement of the weak sandfill.

The plots of the plasticity state in Figures 2.10 through 2.14 show that the pillar yields adjacent to
the cut-and-fill stope but eventually stabilizes due to the surrounding fill. Figure 2.15 presents a
plot of horizontal displacement histories at different locations along the pillar, also indicating that
the pillar is stable. For these plots, the Mohr-Coulomb model was used for the sandfill.
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Figure 2.1 FLAC axisymmetry model showing excavation of first cut
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Figure 2.2 History of horizontal displacement at midpoint of pillar wall fol-
lowing excavation of first cut
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Figure 2.3 Principal stresses after first cut
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Figure 2.4 Principal stresses after second cut and fill of first cut (M-C sand-
fill)
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Figure 2.5 Principal stresses after third cut and fill of second cut (M-C sand-
fill)
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Figure 2.6 Principal stresses after fourth cut and fill of third cut (M-C sand-
fill)
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Figure 2.7 Principal stresses after fifth cut and fill of fourth cut (M-C sand-
fill)
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Figure 2.8 Displacement of fill after fifth cut, using the Mohr-Coulomb
model for the sandfill
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Figure 2.9 Displacement of fill after fifth cut, using the double-yield model
for the sandfill
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Figure 2.10 Plasticity state after first cut
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Figure 2.11 Plasticity state after second cut (M-C sandfill)
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Figure 2.12 Plasticity state after third cut (M-C sandfill)
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Figure 2.13 Plasticity state after fourth cut (M-C sandfill)
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Figure 2.14 Plasticity state after fifth cut (M-C sandfill)
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Figure 2.15 History of horizontal displacements at different locations along
pillar (M-C sandfill)
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2.4 Data File “POSTP. DAT”

;Project Record Tree export

;... STATE: INI ....
;**********************
;Mining Example Problem
;**********************
;
;Post pillar mining simulation using axisymmetric model in FLAC
;
;specify axisymmetric configuration
config axi
grid 18,24
mod mohr
prop s=14e9 b=19e9 de=2500 fri=30 coh=3e6 ten=0
gen 0,0 0,120 30,120 30,0 i=1,13
gen 30,0 30,120 90,120 90,0 i=13,19
;
;apply boundary pressures
apply p=30e6 from 1,25 to 19,25
apply p=30e6 from 1,1 to 19,1
apply p=45e6 from 19,1 to 19,25
;
;note out-of-plane stress component
ini sxx=-45e6 syy=-30e6 szz=-45e6
;
;histories
his unbal
his sxx i=1 j=8
his sxx i=1 j=10
his sxx i=1 j=12
his sxx i=1 j=14
his syy i=1 j=8
his syy i=1 j=10
his syy i=1 j=12
his syy i=1 j=14
his szz i=1 j=8
his szz i=1 j=10
his szz i=1 j=12
his szz i=1 j=14
his xdis i=5 j=8
his xdis i=5 j=10
his xdis i=5 j=12
his xdis i=5 j=14
his nste=10
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set sratio 5e-5
;
;solve to ensure at equilibrium
solve
save ini.sav

;... STATE: PP1 ....
his nste=50
set large
;
;excavate cut-and-fill stope lift 1
mod null i=5,12 j=7,8
solve
save pp1.sav

;*** BRANCH: M-C SANDFILL ****

;... STATE: PPMC2 ....
;
;excavate cut-and-fill stope lift 2
mod null i=5,12 j=9,10
;
;backfill previous cut using Mohr-Coulomb model
mod mohr i=5,12 j=7,8
prop s=.3e8 b=1e8 d=1600 fric=35 coh=0 ten=0 i=5,12 j=7,8
solve
save ppmc2.sav

;... STATE: PPMC3 ....
;excavate cut-and-fill stope lift 3
mod null i=5,12 j=11,12
;backfill previous cut using Mohr-Coulomb model
mod mohr i=5,12 j=9,10
prop s=.3e8 b=1e8 d=1600 fric=35 coh=0 ten=0 i=5,12 j=9,10
solve
save ppmc3.sav

;... STATE: PPMC4 ....
;
;excavate cut-and-fill stope lift 4
mod null i=5,12 j=13,14
;
;backfill previous cut using Mohr-Coulomb model
mod mohr i=5,12 j=11,12
prop s=.3e8 b=1e8 d=1600 fric=35 coh=0 ten=0 i=5,12 j=11,12
solve
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save ppmc4.sav

;... STATE: PPMC5 ....
;
;excavate cut-and-fill stope lift 5
mod null i=5,12 j=15,16
;
;backfill previous cut using Mohr-Coulomb model
mod mohr i=5,12 j=13,14
prop s=.3e8 b=1e8 d=1600 fric=35 coh=0 ten=0 i=5,12 j=13,14
solve
save ppmc5.sav

;*** BRANCH: D-Y SANDFILL ****
restore pp1.sav

;... STATE: PPDY2 ....
;
;excavate cut-and-fill stope lift 2
mod null i=5,12 j=9,10
;
;backfill previous cut using DY model
mod dy i=5,12 j=7,8
prop s=.3e8 b=1e8 d=1600 fric=35 coh=0 ten=0 cptable=1 i=5,12 j=7,8
; relation between cap pressure and volumetric strain
table 1 0 1e4 .02 .2e6 .04 .8e6 .06 1.3e6 .08 3.5e6 .1 5.5e6
table 1 .12 8.5e6 .14 11.5e6 .16 19e6 .18 34e6 .2 50e6
;history of horizontal stress in fill
hist sxx i=9 j=7
solve
save ppdy2.sav

;... STATE: PPDY3 ....
;
;excavate cut-and-fill stope lift 3
mod null i=5,12 j=11,12
;
;backfill previous cut using DY model
mod dy i=5,12 j=9,10
prop s=.3e8 b=1e8 d=1600 fric=35 coh=0 ten=0 cptable 1 i=5,12 j=9,10
;history of horizontal stress in fill
hist sxx i=9 j=9
solve
save ppdy3.sav

;... STATE: PPDY4 ....
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;
;excavate cut-and-fill stope lift 4
mod null i=5,12 j=13,14
;
;backfill previous cut using DY model
mod dy i=5,12 j=11,12
prop s=.3e8 b=1e8 d=1600 fric=35 coh=0 ten=0 cptable 1 i=5,12 j=11,12
;history of horizontal stress in fill
hist sxx i=9 j=11
solve
save ppdy4.sav

;... STATE: PPDY5 ....
;
;excavate cut-and-fill stope lift 5
mod null i=5,12 j=15,16
;
;backfill previous cut using DY model
mod dy i=5,12 j=13,14
prop s=.3e8 b=1e8 d=1600 fric=35 coh=0 ten=0 cptable 1 i=5,12 j=13,14
;history of horizontal stress in fill
hist sxx i=9 j=13
solve
save ppdy5.sav

;*** plot commands ****
;plot name: Excavation
plot hold grid
;plot name: Horizontal Disp-midpoint
plot hold history 14 line
;plot name: Principal stresses
plot hold bound stress
;plot name: Displacement of fill
plot hold bound displacement max 0.5
;plot name: Plasticity state
plot hold bound plasticity
;plot name: Horizontal disp - different locations
plot hold history 14 line 15 line 16 line 17 line
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3 Cemented Backfill Pillar Performance

3.1 Problem Statement

This example studies the failure mode of cemented backfill pillars which are represented as a Mohr-
Coulomb material. The pillar is three-dimensional in geometry, measuring 75 m in height by 27 m
in length and 15 m in width. The material properties of the fill are as follows:

density (ρ) 2100 kg/m3

bulk modulus (K) 110 MPa
shear modulus (G) 37 MPa
cohesion (c) 0.1 MPa
friction angle (φ) 35◦
tensile strength ( c

tanφ
) 0.14 MPa

3.2 Modeling Procedure

The analysis is made along a two-dimensional longitudinal section through the pillar center. The
problem geometry and analysis plane are illustrated in Figure 3.1. A sliding interface is used
along one of the orebody-sandfill contacts to allow downward settling of the sand during collapse.
The boundary at the fill-ore contact, which is to be excavated, is given a roller boundary, and the
right-hand boundary is fixed in the x- and y-directions; the top is free (Figure 3.1).

The modeling sequence is as follows. First, the gravity stresses are allowed to develop in the
sandfill, and forces equilibrate across the interface. This is done elastically so that the fill will not
yield. At equilibrium, displacements are reset, cohesion is set to the proper value, and vertical
retreat mining is simulated by removing the x-direction fix along the left-face boundary in small
increments that simulate the blast height (6 m). Both x-displacement and x-velocity histories are
used to evaluate whether the system is coming to equilibrium at each step. Excavation is continued
until active collapse of the pillar occurs.
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75m
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sliding interface

Figure 3.1 Schematic illustrating true three-dimensional backfill pillar ge-
ometry and two-dimensional representation

3.3 Results

Figures 3.2 through 3.7 show displacement vectors in the model at different blast heights. The
model comes to equilibrium for the first three blast heights (6 m, 12 m and 18 m), as indicated by
Figures 3.2 through 3.5. Only a small localized displacement is shown in each of these figures.
Note that after excavation of the 12 m blast height, the zones nearest to the left-face boundary
fail in tension. These zones are deleted in order to remove elements that will produce a bad zone
geometry as the excavation continues. The model is still in equilibrium after these zones are deleted;
Figures 3.3 and 3.4 show displacements before and after tension-failed zones were deleted. For the
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first three stages (6 m, 12 m and 18 m blast heights), the model can be brought to equilibrium after
each excavation is made by using the SOLVE command.

At the fourth blast height (24 m), collapse of the pillar begins to occur. The failure is shown by the
large region of downward movement that is shown in Figure 3.6. The failure is even more evident
at the 30 m blast height, as shown by Figure 3.7. The deformed boundary and plasticity states at
collapse of the pillar are shown in Figure 3.8. A history of x-displacement at the left-face boundary
is shown in Figure 3.9. This gridpoint history is reset at the fourth blast height, and indicates that
the model reaches equilibrium at this stage and collapsing in the next.
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Figure 3.2 Displacement vectors at 6 m blast height
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Figure 3.3 Displacement vectors at 12 m blast height

   FLAC (Version 5.00)

LEGEND

   13-Jan-05  14:30
  step      8342
 -4.157E+01 <x<  5.844E+01
 -1.251E+01 <y<  8.750E+01

Boundary plot

0   2E  1

Displacement vectors
max vector =    1.222E-01

0   2E -1

 0.000

 2.000

 4.000

 6.000

 8.000

(*10^1)

-3.000 -1.000  1.000  3.000  5.000
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 3.4 Displacement vectors at 12 m blast height (tension failed zones
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Figure 3.5 Displacement vectors at 18 m blast height

   FLAC (Version 5.00)

LEGEND

   13-Jan-05  14:33
  step     35856
 -4.157E+01 <x<  5.844E+01
 -1.251E+01 <y<  8.750E+01

Boundary plot

0   2E  1

Displacement vectors
max vector =    1.228E+00

0   2E  0

 0.000

 2.000

 4.000

 6.000

 8.000

(*10^1)

-3.000 -1.000  1.000  3.000  5.000
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 3.6 Displacement vectors at 24 m blast height

FLAC Version 5.0



3 - 6 Example Applications

   FLAC (Version 5.00)

LEGEND

   13-Jan-05  14:33
  step     39856
 -4.157E+01 <x<  5.844E+01
 -1.251E+01 <y<  8.750E+01

Boundary plot

0   2E  1

Displacement vectors
max vector =    5.909E+00

0   2E  1

 0.000

 2.000

 4.000

 6.000

 8.000

(*10^1)

-3.000 -1.000  1.000  3.000  5.000
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 3.7 Displacement vectors at 30 m blast height
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Figure 3.8 Plasticity indicators and deformed grid at 30 m blast height

FLAC Version 5.0



Cemented Backfill Pillar Performance 3 - 7

   FLAC (Version 5.00)

LEGEND

   13-Jan-05  14:33
  step     39856
 
HISTORY PLOT
   Y-axis :
   7 X displacement(   1,  11)
   X-axis :
Number of steps

 5  10  15  20  25  30  35  

(10        ) 03

-3.000

-2.500

-2.000

-1.500

-1.000

-0.500

 0.000

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 3.9 History of x-displacement at 30 m height on pillar wall
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3.4 Data File “SAND. DAT”

;Project Record Tree export

;... State: init.sav ....
config
;**********************
;Mining Example Problem
;**********************
;
;Stability of cemented sand pillars
;
gri 17,25
;
;Mohr-Coulomb model, 30:1 sand:cement ratio, no tension cutoff
;
m mo
;sand
prop s=37e6 bu=110e6 de=2100 coh=1e10 fri=35 tens=1.43e10
;rock
prop s=2.292e10 b=3.056e10 d=2700 fric 35 coh 1e7 i 17 j 1 25
;
;pillar 75m high by 15m wide
gen 0,0 0,75 17,75 17,0
;
;create interface
mod null i=16
ini x add -1 i=17
;
;declare interface
int 1 as from 16,26 to 16,1 bs from 17,26 to 17,1
int 1 coh=0 fric=0 kn=1e9 ks=1e9 tbond=0
set grav=9.8
;
;boundary conditions
fix y j=1
fix x i=1
fix x i=18
his unbal
his syy i=8 j=1
;
;step to initial gravity equilibrium
solve
save init.sav

;... State: step1.sav ....
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;
;large strain mode on
set large
;
;turn down cohesion and tension
prop coh=0.1e6 tens=0.14e6
;turn up friction for interface
int 1 fric=35
;fix y at right face boundary
fix y i=18
;
;reset displacements
ini xdis=0 ydis=0
his xdis i=1 j=3
his xdis i=1 j=5
his xdis i=1 j=7
his xdis i=1 j=9
his xdis i=1 j=11
his xdis i=1 j=13
his xdis i=1 j=15
his xdis i=1 j=17
his xdis i=1 j=19
;
set sratio 1e-4
;
;simulate vertical retreat mining in adjacent stope by
;freeing xfix on node points
; 6 m blast height
free x i=1 j=4,5
solve
save step1.sav

;... State: step2.sav ....
;
; 12 m blast height
ini xdis=0 ydis=0
free x i=1 j=6,7
solve
save step2.sav

;... State: step2del.sav ....
;
;delete zones that failed in tension
model null i 1 j 4 6
solve
save step2del.sav
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;... State: step3.sav ....
;
; 18 m blast height
ini xdis=0 ydis=0
free x i=1 j=8,9
model null i 1 j 7
solve
save step3.sav

;... State: step4.sav ....
;
; 24 m blast height
; these final steps will require a greater number of timesteps
; to determine potential instability and deformation pattern
ini xdis=0 ydis=0
free x i=1 j=10,11
model null i 1 j 8
solve
save step4.sav

;... State: step5.sav ....
;
; 30 m blast height
ini xdis=0 ydis=0
free x i=1 j=12,13
step 4000
save step5.sav

;*** plot commands ****
;plot name: Displacement Vector
plot hold bound displacement
;plot name: Plasticity Indicator
plot hold bound plasticity
;plot name: History of x-displacement
plot hold history 7 line
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4 WRITING NEW CONSTITUTIVE MODELS

4.1 Introduction

The methodology is similar to that for developing a user-defined model with FISH (Section 2.8 in
the FISH volume). A model written in C++ is compiled as a DLL file (dynamic link library) that
can be loaded whenever it is needed. The main function of the model is to return new stresses,
given strain increments. However, the model must also provide other information, such as names,
and perform operations such as writing and reading save files.

In the C++ language, the emphasis is on an object-oriented approach to program structure, using
classes to represent objects. The data associated with an object are encapsulated by the object
and are invisible outside the object. Communication with the object is by member functions that
operate on the encapsulated data. In addition, there is strong support for a hierarchy of objects —
new object types may be derived from a base object and the base-object’s member functions may be
superseded by similar functions provided by the derived objects. This arrangement confers a distinct
benefit in terms of program modularity. For example, the main program may need access to many
different varieties of derived objects in many different parts of the code, but it is only necessary to
make reference to base-objects, not to the derived objects. The runtime system automatically calls
the member functions of the appropriate derived objects. A good introduction to programming in
C++ is provided by Stevens (1994); it is assumed that the reader has a working knowledge of the
language.

The methodology of writing a constitutive model in C++ for operation in FLAC is described in Sec-
tion 4.2.1. This includes descriptions of the base class, member functions, registration of models,
information passed between the model and FLAC, and the model state indicators. The implemen-
tation of a DLL model is described and illustrated in Section 4.2.2. This includes descriptions of
the support functions used by the model, the source code for an example model, FISH support for
user-written models, and the mechanism for creating and loading a DLL. All of the files referenced
in this section are contained in the “\ITASCA\Shared\Models\UDM” directory in the compressed
file “UDM.ZIP.”

Note that a DLL must be compiled using Microsoft Visual C++ (VC++) Version 6.0 (SP4) or later
for operation in FLAC.
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4.2 Methodology

4.2.1 Base Class for Constitutive Models

The methodology described above is exploited in FLAC ’s support for user-written constitutive
models. A base class provides a framework for actual constitutive models, which are classes de-
rived from the base class. The base class, called ConstitutiveModel, is termed an “abstract”
class because it declares a number of “pure virtual” member functions (signified by the =0 syntax
appended to the function prototypes). This means that no object of this base class can be cre-
ated, and that any derived-class object must supply real member functions to replace each one of
the pure virtual functions of ConstitutiveModel. Example 4.1 provides a partial listing of
ConstitutiveModel (contained in file “CONMODEL.H”). Some members of Constitu-
tiveModel, such as utility functions, are omitted from the listing in Example 4.1; the use of utility
functions (such as YoungPoissonFromBulkShear) is self-evident, and examples of their use
can be found in the supplied model source files. Other functions are used by FLAC to manipulate
and interrogate constitutive models; there is no reason for a user-written model to use or redefine
these.

Example 4.1 Partial class definition for base class, ConstitutiveModel

class ConstitutiveModel {
public:

EXPORT ConstitutiveModel(unsigned uTypeIn,bool bRegister=false);
EXPORT virtual ˜ConstitutiveModel(void);

// ROUTINES THAT MUST BE SPECIFIED BY THE DERIVED TYPE
virtual const char *Keyword(void) const=0;
virtual const char *Name(void) const=0;
virtual const char **Properties(void) const=0;
virtual const char **States(void) const=0;
virtual double GetProperty(unsigned ul) const=0;
virtual ConstitutiveModel *Clone(void) const=0;
virtual double ConfinedModulus(void) const=0;
virtual double ShearModulus(void) const=0;
virtual double BulkModulus(void) const=0;
virtual double SafetyFactor(void) const=0;
virtual unsigned Version(void) const=0;
virtual void SetProperty(unsigned ul,const double &d)=0;
EXPORT virtual const char *Copy(const ConstitutiveModel *cm)=0;
virtual const char *Initialize(unsigned uDim,State *pst)=0;
virtual const char *Run(unsigned uDim,State *pst)=0;
EXPORT virtual const char *SaveRestore(ModelSaveObject *mso)=0;

};
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4.2.2 Member Functions

Any derived constitutive model class must provide actual functions to replace the virtual member-
functions in ConstitutiveModel. These functions perform the operations described below.

const char *Keyword()A pointer is returned to a character array containing the
name of the constitutive model, as the user will refer to it with the MODEL command.
For example, ‘‘elastic’’ would be a valid string in C++.

const char *Name()A pointer is returned to a character array containing the name
of the constitutive model that is to be used on printout (e.g., resulting from the PRINT
zone command). The name may or may not be the same as that given by the Keyword
member function, but note that FLAC may truncate long strings on printout. An example
of a valid string is: ‘‘Linear/elastic’’.

const char **Properties()A pointer is returned to an array of strings (charac-
ter arrays) containing the names of model properties, with a null pointer to denote the end
of the array of strings. The following array of strings is a valid example: {‘‘shear,’’
‘‘bulk,’’ 0}. The given names will be those recognized by the PROPERTY com-
mand. Note: The array of strings should be terminated by 0, as shown.

const char *States()A pointer is returned to an array of strings containing state
names, with a null pointer to denote the end of the array. The names are used on printout
and in plotting to identify user-defined internal states of the model (e.g., plastic flow). The
following array of strings is a valid example: {‘‘yielding,’’ ‘‘tension,’’
0}. See the variable mState in Section 4.2.4. Note: The array of strings should be
terminated by 0, as shown.

SetProperty(unsigned n, const double &dVal)The value of dVal
supplied by the call comes from a FLAC command of the form PROP name=dVal; the
supplied value of n is the sequence number (starting with 1) of the property name
previously specified by means of a Properties() call. The model object is required
to store the supplied value in its appropriate private memory location.

double GetProperty(unsigned n)A value should be returned for the model
property of sequence number n (previously defined by a Properties() call, with n
= 1 denoting the first property).

const char *Copy(const ConstitutiveModel *cm)This member func-
tion should first call the base class Copy function, and then copy all essential data from
the model object pointed to by cm (assumed to be of the same derived class as the current
model). In the event of an error, a string describing the error is returned; otherwise, 0
should be returned. It is not necessary to copy data members that are recomputed when
the Initialize() function is called.

const char *Initialize(unsigned uDim, State *ps)This function is
called once for each model object (i.e., for each full zone) when the FLAC CYCLE com-
mand is given and when the large-strain update is performed. The model object may
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perform initialization of its property or state variables, or it may do nothing. The dimen-
sionality (e.g., this is 2 for FLAC) is given as uDim, and structure ps (see Section 4.2.4)
contains current information for the zone containing the model object. A pointer to a
character string should be returned if an error is detected; otherwise, 0 is returned. Note
that strains are undefined when Initialize is called. The average stress compo-
nents for the full zone are available in the state structure; they cannot be changed by the
Initialize() member function.

const char *Run(unsigned uDim, State *ps)This function is called for
each sub-zone (up to four per zone) at each cycle from within FLAC ’s zone scan. The
model must update the stress tensor from strain increments. The structure ps (see
Section 4.2.4) contains the current stress components and the computed strain increment
components for the sub-zone being processed. The stress components already contain the
rotation-correction terms when Run() is called. A pointer to a character string should
be returned if an error is detected; otherwise, 0 is returned.

double ConfinedModulus(void)The model object must return a value for its
best estimate of the maximum confined modulus. This is used by FLAC to compute the
stable timestep. For a linear, elastic model, the confined modulus is K + 4G/3.

double ShearModulus(void)The model object must return a value for its best
estimate of the current tangent shear modulus. This is used by FLAC to determine
coefficients for quiet boundaries in dynamic mode.

double BulkModulus(void)This is not used by FLAC at present, but the model
object should return its best estimate of the current tangent bulk modulus.

double SafetyFactor(void)This function is not used at present. It should return
some value, such as 10.0.

unsigned Version(void)The version number of the constitutive model should
be returned. This may be used to deal with the case of restoring files containing objects
of earlier versions of the model, which perhaps omit certain variables.

ConstitutiveModel *Clone(void)A new object must be created, of the same
class as the current object, and a pointer to it of type ConstitutiveModel returned.
This function is called whenever FLAC installs the model in a zone.

const char *SaveRestore(ModelSaveObject *mso)This function is
called when either the SAVE or RESTORE command is given. The model object should
first call the SaveRestore() function of the base class. SaveRestore allows
the model to save and restore data members of each object. Only integers and real
variables are accepted, so other data types must be converted to those. The derived-
class function must call mso->Initialize(nd,ni), where nd is the number of
doubles, and ni is the number of ints, to be saved/restored. The variables are then
identified by calling mso->Save(ns,var), where ns is the sequence number of
the variable (from 0 to nd-1 or 0 to ni-1, depending on whether reals or integers
are being saved/restored), and var is the variable to be saved. There are separate
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Save() functions for processing double or int variables. The structure of the
ModelSaveObject class is irrelevant, except for the use of the member functions
mentioned. It is defined in “CONMODEL.H.”

The model class definition should also contain a constructor that must invoke the base constructor.
If the base constructor is called with bRegister, set true, then the derived model is registered
with FLAC (see Section 4.2.3). A type number (uTypeIn) unique to the model must also be passed;
this enables the correct model to be reinstalled in each zone when a problem is restored from a save
file. It is recommended that a high value of type number be chosen (e.g., 100 or higher), to avoid
conflicts with the built-in models, which start from type 1. In all other cases, the derived-class
constructor should be called with no parameters, as in the Clone member function. Initialization
of data members may be performed by the constructor, as illustrated in Example 4.2. In this
example, the model’s unique type number is the integer mnUserMohrModel (see Example 4.4
for its definition), and the symbols dBulk, dShear etc., are the data members for the derived
model.

Example 4.2 Typical model constructor

UserMohrModel::UserMohrModel(bool bRegister)
:ConstitutiveModel(mnUserMohrModel,bRegister), dBulk(0.0),
dShear(0.0), dCohesion(0.0), dFriction(0.0), dDilation(0.0),
dTension(0.0), dYoung(0.0), dPoisson(0.0), dE1(0.0), dE2(0.0),
dG2(0.0), dNPH(0.0), dCSN(0.0), dSC1(0.0), dSC3(0.0),
dBISC(0.0), dE21(0.0) { }

4.2.3 Registration of Models

Each user-written constitutive model contains its own name and the name of its properties and
state indicators. FLAC can determine this information by calling the appropriate member function,
as described in Section 4.2.2. FLAC is made aware of a user-written constitutive model by a
constructor call invoked by a static global instance of a model object — see Example 4.3. The
object is constructed either when FLAC is loaded (for the “built-in” models), or when a DLL is
loaded (for external models). The true value of the argument causes the base constructor to
“register” the new model, and add it to the list of models. Only one static registration of a particular
model should be made; it is convenient to place it in the C++ source file of the model, so that the
model is registered when its corresponding DLL file is loaded. The static instance of the model is
consulted whenever FLAC needs any information about the model or needs to instantiate a copy of
the model (using the Clone function).
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Example 4.3 Global instantiation of a model object

static ElasticModel modelInstance(true);
// ... forces a constructor call to the model registry

4.2.4 Information Passed between Model and FLAC during Cycling

The most important link between FLAC and a user-written model is the member-function
Run(unsigned nDim, State *ps), which computes the mechanical response of the model
during cycling. A structure, State (defined in “CONMODEL.H”), is used to transfer information
to and from the model. The members of State (all public) are as follows. Not all the information
may be used by a particular code; the structure is intended to serve all Itasca codes.

unsigned char bySubZone Sequence number of the sub-zone currently being
processed, starting at 0. This information may be used to scale accumulated sub-zone
data correctly. For example, if four sub-zones are present (see byTotSubZones),
accumulated values will need to be divided by four, in order to obtain the average for the
whole zone.

unsigned char byTotSubZones Total number of sub-zones in the zone currently
being processed, including those from all overlays, if present.

unsigned char byOverlay Number of times the volume of the current zone is
represented (e.g., 2 represents two overlays).

unsigned long mState Model state indicator flag (or bitmap). Specific bits in
this flag correspond to names in the States() member function. For example, a flag
value of 1 (bit 0) represents the first state, 2 (bit 1) the second, 4 (bit 2) the third, 8 (bit 3)
the fourth, etc. Any number of bits may be selected simultaneously (for example, both
shear and tensile yield may occur together). See Section 4.2.5 for a description of the
failure states and bit assignment.

double dSubZoneVolume Volume of the current sub-zone.

double dZoneVolume Volume of the current full zone.

STensor stnE Strain increment tensor, input to the constitutive model. See Sec-
tion 4.3.1 for the names of components.

STensor stnS Stress tensor. The current effective stress tensor is input to the con-
stitutive model, and the model must return the updated tensor. See Section 4.3.1 for the
names of components.

STensor stnI Stress increment tensor — not used by FLAC.
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double dvRotX Increment of sub-zone rotation (spin velocity multiplied by timestep)
input to the model in large-strain mode. This information may be used by models that
have directional properties that must be updated in large-strain mode.

double dvRotY Not used by FLAC.

double dvRotZ Not used by FLAC.

double dDensity Density of full zone. Not used by FLAC at present.

double dTemp Temperature of the complete zone (input only).

double dTimeStep Timestep (input only).

double dppInc Optional increment of pore pressure produced by the model.

double dPorosity Current porosity of zone (input only).

double dTMUtility Unused at present.

bool bLarge True if the model is currently running in large-strain mode.

bool bTherm True if the thermal calculation mode is active.

bool bCreep True if the creep calculation mode is active.

bool bFluid True if the fluid (groundwater) calculation mode is active.

bool bViscous True if viscous strains are to be computed for the stiffness-
proportional component of Rayleigh damping. This flag defaults to false if not set.
Typically, it should be set true for an elastic increment, and false for an increment
in which yielding occurs.

The main task of member-function Run() is to compute new stresses from strain increments. In
a nonlinear model, it is also useful to communicate the internal state of the model, so that the state
may be plotted and printed. For example, the supplied models indicate whether they are currently
yielding or have yielded in the past. Each sub-zone may set the variable mState, which records
the state of a model as a series of bits that can be on or off (1 or 0). Each bit can be associated with a
message that is displayed on the screen. The string returned by member function States contains
sub-strings corresponding to bit positions that the model may set in mState. The first sub-string
refers to bit 0, the second to bit 1, and so on. Several bits may be set simultaneously. For example,
both shear and tensile yield may occur together. The bit assignment is described in Section 4.2.5.
The operation of the state logic may be appreciated by consulting any of the nonlinear model files
— e.g., “USERMOHR.CPP.”

4.2.5 Effect of Various Symmetry Modes

The existence and significance of various stress and strain components depends of the calculation
mode selected in a FLAC simulation. These are examined below (denoting the strain increment
components by εii , and the effective stress components by σii).
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4.2.5.1 Plane Strain

Input: εxx , εyy , εxy are nonzero; εzz, εyz, εxz are zero.

The Run() function must return σxx , σyy , σxy , σzz.

4.2.5.2 Plane Stress

Input: εxx , εyy , εxy are nonzero; εzz, εyz, εxz are zero.

The Run() function must return σxx , σyy , σxy and σzz = 0. Although εzz is not computed (or used)
by FLAC, it may be computed internally in the constitutive function. There is no difference in
FLAC ’s calculation (external to the constitutive model) for plane stress, compared to plane strain.
The condition of plane stress is purely determined by the constitutive model; for example, by using
different coefficients in the elasticity matrix (see below for a listing of the built-in Fortran elastic
model). No equations of motion are performed for the out-of-plane (z) dimension. A user-defined
model may compute an “internal” εzz, as mentioned above, and accumulate the increments, if the
current out-of-plane strain is needed.

4.2.5.3 Axisymmetry

Input: εxx , εyy , εxy , εzz are nonzero; εyz, εxz are zero.

The Run() function must return σxx , σyy , σxy , σzz. εzz is computed by FLAC before calling the
model’s Run() function, based on motion in the xy-plane. The value of σzz returned by the model
will influence the motion in the xy-plane computed by FLAC.

4.2.5.4 Summary

The user-written function should be identical for use in both plane strain and axisymmetry. FLAC
handles (external to the model) the generation of the four strain components and the correct use
of the returned stress components. Thus, one model will run under plane strain or axisymmetry,
without change or switches necessary.

If a user-defined model is to reproduce plane-stress conditions, it should be written accordingly;
the action of FLAC (external to the model) is identical for plane strain or plane stress. The user
may designate a material “property” to act as a switch to invoke plane strain or plane stress. This
is entirely a matter for the model.

Stress-rotation correction terms are applied by FLAC in large-strain mode before the model function
is called. The user-defined function should just operate as if it is in small-strain mode.

Thus, there should be no need for a user-defined model function to know whether a FLAC simulation
is in plane strain or axisymmetry. For plane stress, the model can be notified by a user-defined
property switch.
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4.2.5.5 Illustration of the Difference between Plane Strain and Plane Stress

The following extract is from FLAC ’s built-in Fortran coding for the elastic model. Note that it is
the model that determines whether the solution is plane strain or plane stress.

.

.
c ----------------------
c Initialisation section
c ----------------------

100 e1 = zx(kk) + c4d3 * zx(kg)
e2 = zx(kk) - c2d3 * zx(kg)
if ( (e1.eq.dpc0) .and. (e2.eq.dpc0) .and. mecflg) then

nerr = 208
error = .true.
return

endif
if (pstrss) then

div1 = e2 * e2 / e1
zx(ke1) = e1 - div1
zx(ke2) = e2 - div1

else
zx(ke1) = e1
zx(ke2) = e2

endif
zx(kg2) = dpc2 * zx(kg)
return

c ---------------
c Running section
c ---------------

200 continue
s11 = s11 + de11 * zx(ke1) + (de22+de33) * zx(ke2)
s22 = s22 + (de11+de33) * zx(ke2) + de22 * zx(ke1)
if(.not.pstrss) s33 = s33 + (de11+de22) * zx(ke2) + de33 * zx(ke1)
s12 = s12 + de12*zx(kg2)

c
Rvisc = dpc1
return

.

.
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4.3 Implementation

4.3.1 Utility Structures

Three structures/classes are provided to assist in writing and communicating with constitutive
models: STensor, Axes and ConTableList, contained in files “STENSOR.H,” “AXES.H”
and “CONTABLE.H,” respectively. The usage of the structures may be determined from the
annotations in the header files and from examples in the constitutive model source files provided.
The only essential components are the following data members of STensor: d11, d22, d33,
d12, d13 and d23. These correspond to the three direct stress or strain components, and the three
shear-stress or -strain components, respectively. (Note that components d13 and d23 are not used
in FLAC.) Tensors are assumed to be symmetric. The structure STensor also contains member
functions that compute principal stresses and resolve stresses from global to principal axes, and
vice versa. The full source code of these, and other, utility functions is available to the user for
inspection.

4.3.2 Example Constitutive Model

The source codes of all constitutive models used by FLAC are provided for the user to inspect or
adapt. Here we extract, for illustration, parts of the Mohr-Coulomb elastic/plastic model contained
in files “USERMOHR.*.” Example 4.4 provides the class specification for the model, which
also includes the definition of the model’s unique type number. Note that there are more private
variables than property names (see the Properties()member function). In this model, some of
the variables are for internal use only: they occupy memory in each zone, but they are not available
for the user of FLAC to change or print out.

Example 4.4 Class specification for the Mohr-Coulomb model: file “CMMOHR.H”

class UserMohrModel : public ConstitutiveModel {
public:

// User must give a number greater than 100 to avoid conflict with
built-in models.

enum ModelNum { mnUserMohrModel=109 };
// Creators
EXPORT UserMohrModel(bool bRegister=true);
// Use keyword to load model into FLAC/FLAC3D
virtual const char *Keyword(void) const { return("usermohr"); }

// Expanded name for printing purposes
virtual const char *Name(void) const { return("User-Mohr"); }
virtual const char **Properties(void) const;
virtual const char **States(void) const;
virtual double GetProperty(unsigned ul) const;
virtual ConstitutiveModel *Clone(void) const { return(new

UserMohrModel()); }
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virtual double ConfinedModulus(void) const { return(dBulk +
d4d3*dShear); }

virtual double ShearModulus(void) const { return(dShear); }
virtual double BulkModulus(void) const { return(dBulk); }
virtual double SafetyFactor(void) const { return(10.0); }

//version control..
virtual unsigned Version(void) const { return(2); }
// Manipulators
virtual void SetProperty(unsigned ul,const double &dVal);

//Explicit Copy instead of Copy Constructor
virtual const char *Copy(const ConstitutiveModel *m);

//Initialize and Run
virtual const char *Initialize(unsigned uDim,State *ps);
virtual const char *Run(unsigned uDim,State *ps);

//Save Restore
virtual const char *SaveRestore(ModelSaveObject *mso);

private:
//properties

double dBulk,dShear,dCohesion,dFriction,dDilation,dTension,
dYoung,dPoisson;

////utility members for ease of calculation
double dE1,dE2,dG2,dNPH,dCSN,dSC1,dSC2,dSC3,dBISC,dE21;

};

Example 4.5 provides the constant definitions used by the model as well as the global instantiation
of the model, as discussed in Section 4.2.3.

Example 4.5 Constant definition for Mohr-Coulomb model, and instantiation

static const double d2d3 = 2.0 / 3.0;
static const double dPi = 3.141592653589793238462643383279502884197169399;
static const double dDegRad = dPi / 180.0;
static UserMohrModel usermohrmodel(true);

The constructor for this model was listed in Example 4.2. Example 4.6 provides listings of the
member functions for initialization and execution (“running”). Note that, to save time, private
model variables dE1, dE2, dG2, etc., are not computed at each cycle. Note also the use of the
State structure in providing strain increments and stresses. In general, separate sections should
be provided in every model for execution in two and three dimensions, to allow the same models to
be used efficiently in FLAC. In this example, the 2D section is identical to the 3D section. Please
refer to the file “USERMOHR.CPP” for listings of member functions: Properties, States,
GetProperties, SetProperties, Copy and SaveRestore.
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Example 4.6 Initialization and execution sections of the Mohr-Coulomb model

/**************************** INITIALIZE *******************************/
const char *UserMohrModel::Initialize(unsigned uDim,State *) {

if ((uDim!=2)&&(uDim!=3)) return("Illegal dimension in UserMohr consti-
tutive model");

dE1 = dBulk + d4d3 * dShear;
dE2 = dBulk - d2d3 * dShear;
dG2 = 2.0 * dShear;
double dRsin = sin(dFriction * dDegRad);
dNPH = (1.0 + dRsin) / (1.0 - dRsin);
dCSN = 2.0 * dCohesion * sqrt(dNPH);
if (dFriction) {

double dApex = dCohesion * cos(dFriction * dDegRad) / dRsin;
dTension = dTension < dApex ? dTension : dApex;

}
dRsin = sin(dDilation * dDegRad);
double dRnps = (1.0 + dRsin) / (1.0 - dRsin);
double dRa = dE1 - dRnps * dE2;
double dRb = dE2 - dRnps * dE1;
double dRd = dRa - dRb * dNPH;
dSC1 = dRa / dRd;
dSC3 = dRb / dRd;
dSC2 = dE2 * (1.0 - dRnps) / dRd;
dBISC = sqrt(1.0 + dNPH * dNPH) + dNPH;
dE21 = dE2 / dE1;
return(0);

}
/**************************** RUN **************************************/
const char *UserMohrModel::Run(unsigned uDim,State *ps) {

if ((uDim!=3)&&(uDim!=2)) return("Illegal dimension in Mohr consti-
tutive model");

/* --- plasticity indicator: */
/* store ’now’ info. as ’past’ and turn ’now’ info off ---*/
if (ps->mState & mShearNow)

ps->mState = (unsigned long)(ps->mState mShearPast);
ps->mState = (unsigned long)(ps->mState & ˜mShearNow);
if (ps->mState & mTensionNow)

ps->mState = (unsigned long)(ps->mState mTensionPast);
ps->mState = (unsigned long)(ps->mState & ˜mTensionNow);

int iPlas = 0;
double dTeTens = dTension;
/* --- trial elastic stresses --- */
double dE11 = ps->stnE.d11;
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double dE22 = ps->stnE.d22;
double dE33 = ps->stnE.d33;

ps->stnS.d11 += dE11 * dE1 + (dE22 + dE33) * dE2;
ps->stnS.d22 += (dE11 + dE33) * dE2 + dE22 * dE1;
ps->stnS.d33 += (dE11 + dE22) * dE2 + dE33 * dE1;
ps->stnS.d12 += ps->stnE.d12 * dG2;
ps->stnS.d13 += ps->stnE.d13 * dG2;
ps->stnS.d23 += ps->stnE.d23 * dG2;
/* --- calculate and sort ps->incips->l stresses and ps->incips->l direc-

tions --- */
Axes aDir;
double dPrinMin,dPrinMid,dPrinMax,sdif=0.0,psdif=0.0;
int icase=0;

bool bFast=ps->stnS.Resoltopris(&dPrinMin,&dPrinMid,&dPrinMax,&aDir,uDim,
&icase, &sdif, &psdif);

double dPrinMinCopy = dPrinMin;
double dPrinMidCopy = dPrinMid;
double dPrinMaxCopy = dPrinMax;
/* --- Mohr-Coulomb failure criterion --- */
double dFsurf = dPrinMin - dNPH * dPrinMax + dCSN;
/* --- Tensile failure criteria --- */
double dTsurf = dTension - dPrinMax;
double dPdiv = -dTsurf + (dPrinMin - dNPH * dTension + dCSN) * dBISC;
/* --- tests for failure */
if (dFsurf < 0.0 && dPdiv < 0.0) {

iPlas = 1;
/* --- shear failure: correction to ps->incips->l stresses ---*/
ps->mState = (unsigned long)(ps->mState 0x01);
dPrinMin -= dFsurf * dSC1;
dPrinMid -= dFsurf * dSC2;
dPrinMax -= dFsurf * dSC3;

} else if (dTsurf < 0.0 && dPdiv > 0.0) {
iPlas = 2;
/* --- tension failure: correction to ps->incips->l stresses ---*/
ps->mState = (unsigned long)(ps->mState 0x02);
double dTco = dE21 * dTsurf;
dPrinMin += dTco;
dPrinMid += dTco;
dPrinMax = dTension;

}
if (iPlas) {

ps->stnS.Resoltoglob(dPrinMin,dPrinMid, dPrinMax, aDir,
dPrinMinCopy,dPrinMidCopy,dPrinMaxCopy, uDim, icase, sdif, psdif,
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bFast);
ps->bViscous = false; // Inhibit stiffness-damping terms

} else {
ps->bViscous = true; // Allow stiffness-damping terms

}
return(0);

}

4.3.3 FISH Support for Constitutive Models

The following FISH intrinsics are available in FLAC.

z prop(i,j,p name)

This can be used on the left- or right-hand side of an expression.

Thus,

val = z prop(i,j,p name)

stores in val the floating-point value of property named p name in the zone with indices i,j. p name
may be a string containing the property name, or a FISH variable that evaluates to such a string.
For example, z prop(i,j,‘bulk’) would refer to the bulk modulus. If there is no constitutive model
in i,j, or the model does not possess the named property, then 0.0 is returned. Similarly,

z prop(i,j,p name) = val

stores val in the property named p name in zone i,j. Nothing is stored if there is no constitutive
model in i,j, or if the model does not possess the named property or val is not an integer or floating-
point number. In both uses, i,j must be integers and p name must either be a string or a FISH
variable containing a string.

z model(i,j)

The action of this intrinsic depends on context. If used in the following way:

var = z model(i,j)

the returned variable var will be a string containing the keyword name of the model installed in
zone i,j. Otherwise, an integer variable zero will be returned, denoting that no constitutive model
is present (the user’s FISH function must check for the variable type before doing a comparison).
If used in the following way:

z model(i,j) = var

the string contained in var will be taken as a model name, and the corresponding constitutive model
will be installed in the zone, erasing whatever was there before. If var does not contain a valid
model name, nothing will be done and no error will be signalled. The constitutive model member
function Initialize() is called immediately after the model object is constructed.
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4.3.4 Creating User-Written Model DLLs

In order to create a DLL in VC++, it is first necessary to create a workspace. The workspace
will contain projects that are essentially a collection of C++ source and header files and their
dependencies.

A workspace has already been created for the user — “UDM.DSW.” (See “UDM.ZIP” in the
“\ITASCA\Shared\Models\UDM” folder.) It contains a project called “UDM.DSP” that contains
example source and header files called “USERSSOFT.CPP” and “USERSSOFT.H.” To create a
DLL, the user may modify these files, or delete these files and include new ones. Simple guidelines
are described below. The user should refer to Microsoft VC++ documentation for detailed infor-
mation on how to add and delete files from the project, change the settings for the project, etc. For
more information on particular functions, refer to the additional comments found in the header and
source files.

The user-defined models depend on the following files.

1. AXES.H — specifies a particular axes system

2. CONMODEL.H — utility structure used to communicate with constitutive model

3. CONTABLE.H — defines the TABLE interface for general constitutive models

4. STENSOR.H — symmetric tensor storage

These header files should also be included in the project. These files get all unresolved definitions,
when the model is loaded, from “VCMODELS.DLL” (included with the FLAC executable) to which
they are linked through the import library “VCMODELS.LIB.”

The resulting DLL will be placed in the “.\Release” directory. The default name of the DLL is
“USERSSOFT.DLL.”

An example DLL implementation, which creates the file “USERSSOFT.DLL,” is included. (After
opening the “UDM.DSW” workspace in VC++, click on Build –> Rebuild all to build the DLL.) This
model is identical to the built-in strain-softening model. The data file “SS.DAT” provides a simple
test that compares MODEL userssoft to MODEL ss.

The “UDM.DSW” workspace may be used to create a DLL for a different model. In this way, the
dependency settings will still apply. For example, if you have written your own model (source files
“MYMODEL.CPP” and “MYMODEL.H”) and wish to create a DLL (“MYMODEL.DLL”), do
the following from the “UDM.DSW” workspace*:

1. Click on Project –> Settings and select the Link tab. Beneath “Category General,” enter
the output file name and directory in the edit box, e.g., “Release/mymodel.dll.”

* A more detailed procedure is described in “README.TXT,” contained in “UDM.ZIP,” for users
who wish to create multiple DLLs.
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2. Click on Project –> Add to Project –> Files and select the source files: “MYMODEL.CPP”
and “MYMODEL.H.” These will be added to the project tree in the workspace.

3. Remove the existing source files, “USERSSOFT.CPP” and “USERSSOFT.H” from the
project tree.

4. Click on Build –> Rebuild all to build the “MYMODEL.DLL” file. (With this procedure,
existing object files from previous compilations will be deleted before a new DLL is
built.)

4.3.5 Loading and Running User-Written Model DLLs

Before user-defined models can be loaded into FLAC, the code must first be configured to accept
DLL models by giving the CONFIG cppudm command. Model DLL files may then be loaded into
FLAC while it is running by giving the command MODEL load <filename>, with the filename of the
DLL. Thereafter, the new model name and property names will be recognized by FLAC and FISH
functions that refer to the model and its properties. If the MODEL load command is given for a
model that is already loaded, nothing will be done, but an informative message will be displayed.

The CONFIG cppudm and MODEL load commands must also be given to register the DLL model
before restoring save files that include a user-defined model. These commands can be put into
the “FLAC.INI” file if the user-defined model is used often. If running FLAC in the GIIC, these
commands are automatically saved in the project file.

4.4 References

Stevens, A. Teach yourself C++, 4th Ed. New York: MIS Press, 1994.
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5 Post-Peak Pillar Behavior and the Effects of Backfill Confinement

5.1 Problem Statement

A room-and-pillar mine is presently experiencing a slow but progressive collapse of pillars. An
attempt to answer the following questions is made. Should backfill be poured around the pillars,
which have not yet failed, in an attempt to increase their peak strength and/or residual strength?
How is the stress-strain curve for rib pillars affected by backfilling? And how important is a gap
between the backfill and the roof?

The orebody seam is approximately 8 m high and dips at 20◦. Underground observation shows
that hangingwall and footwall contacts are coated with talcy minerals and exhibit substantial recent
movement.

5.2 Modeling Procedure

Three cases are studied with FLAC for this example: Case 1, no backfill; Case 2, tight backfill;
and Case 3, backfill with a 10 cm gap. The FLAC grid for all three cases is shown in Figure 5.1.
Interfaces are placed between the pillar and the hangingwall, and the pillar and the footwall, to
simulate the sliding contacts. Backfill regions are created around the pillar; excavation and fill
operations are simulated via the MODEL null command.

   FLAC (Version 5.00)
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Figure 5.1 FLAC model of a pillar in a dipping seam
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The properties used in this problem are shown in Table 5.1. The strain-softening model in FLAC is
used to produce a peak/residual strength behavior for the pillar.

Backfill in confined compression exhibits a pore-collapse behavior, as shown inFigure 5.2. The
double-yield model in FLAC is used to model the backfill. The relation between cap pressure (cp)
and plastic volumetric strain (epv) is found by fitting a simple model to a uniaxial strain test on
backfill (Clark 1991). (See Figure 5.2.) The relation found to fit the test is

cp = 1.15× 107
(

epv

0.28− epv
)1.5

+ 104 (5.1)

A table of discrete values is calculated from this relation and used in the problem. Slipping interfaces
(withφ = 20◦ and c= 100 MPa) between the pillar and hangingwall/footwall simulate a weak contact.

FISH functions are used to monitor the pillar behavior. The strain is obtained by averaging the
displacements across the ends of the pillar and dividing by the original length. Averaging the
stresses is done along the interface between pillar and footwall.

The three cases are run sequentially from the data file “PILL.DAT” (see Section 5.5).

Table 5.1 Data used for FLAC simulations

Model Cohesion (MPa) Friction Angle (◦) Bulk Shear

Initial Residual Initial Residual (Pa) (Pa)

Elastic (hw, fw) – – – – 3× 109 2.3× 109

Strain-Softening (pillar) 20 5 40 30 3× 109 2.3× 109

Double-Yield (backfill) 0 0 40 40 450× 106 600× 106

Cap-Pressure Table

Strain, epv (%) 0 4 8 12 16 20 24

Pressure, cp (MPa) 0.01 0.80 3.50 8.50 19.0 50.0 170.0
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Figure 5.2 Comparison of experimental and FLAC-modeled uniaxial strain
test (Clark 1991)

5.3 Results

Figures 5.3 through 5.5 show the plastic shear strain in the pillar for the three cases studied once a
vertical strain of approximately 11% in the pillar is reached. In Case 1 (no backfill), a well-formed
shear band crosses the pillar; this band is inhibited when the backfill is placed (compare Figures 5.4
and 5.5 to Figure 5.3).

The vertical-stress versus the vertical-strain (both measured in the pillar) results are plotted for the
three cases in Figure 5.6.* The backfill has little effect on the peak strength but it has a significant
effect on the post-peak behavior due to an increase in confining stress. When backfill is present,
the average pillar stress does not drop below 55 MPa, as opposed to a residual average stress of
approximately 35 MPa with no backfill present. An expected delay in stress build-up in the pillar
occurs for the case that includes a gap between roof and backfill.

* The pillar stress/strain response for each case is obtained in “PILL.DAT” by writing the history re-
sults to tables that are then copied in TABLE command format to three separate files (“P1 RES.DAT,”
“P2 RES.DAT” and “P3 RES.DAT”) using FISH I/O routines (see “LOG IT.FIS” in Section 5.6),
and retrieved at the completion of the three cases.
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Figure 5.3 Plastic shear strain in pillar — Case 1
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Figure 5.4 Plastic shear strain in pillar and backfill — Case 2
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Figure 5.5 Plastic shear strain in pillar and backfill — Case 3
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Figure 5.6 Vertical stress versus vertical strain in pillar
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5.4 Reference

Clark, I. H. “The Cap Model for Stress Path Analysis of Mine Backfill Compaction Processes,” in
Computer Methods and Advances in Geomechanics, pp. 1293-1298. Rotterdam: A. A. Balkema,
1991.
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5.5 Data File “PILL. DAT”

;Project Record Tree export

;*** Branch: no backfill ****
new

;... State: pill1eq.sav ....
config
; ***********************
; Mining Example Problem
; ***********************
;Data file illustrating pillar compression tests
gr 20,22
m e
;base case with no backfill
prop s=2.292e9 b=3.056e9 d=2700
mod null j=6
mod null j=17
gen 0,0 0,16 9.5,12.54 9.5,-3.46 rat 0.6667 0.6667 i=1,6 j=1,6
gen 9.5,-3.46 9.5,12.54 20.5,8.54 20.5,-7.46 rat 1.0 0.6667 i=6,16 j=1,6
gen 20.5,-7.46 20.5,8.54 30,5.08 30,-10.92 rat 1.5 0.6667 i=16,21 j=1,6
gen 0,16 0,24 9.5,20.54 9.5,12.54 rat 0.6667 1.0 i=1,6 j=7,17
gen 9.5,12.54 9.5,20.54 20.5,16.54 20.5,8.54 i=6,16 j=7,17
gen 20.5,8.54 20.5,16.54 30,13.08 30,5.08 rat 1.5 1.0 i=16,21 j=7,17
gen 0,24 0,40 9.5,36.54 9.5,20.54 rat 0.6667 1.5 i=1,6 j=18,23
gen 9.5,20.54 9.5,36.54 20.5,32.54 20.5,16.54 rat 1.0 1.5 i=6,16 j=18,23
gen 20.5,16.54 20.5,32.54 30,29.08 30,13.08 rat 1.5 1.5 i=16,21 j=18,23
mod null i=1,5 j=7,16
mod null i=16,20 j=7,16
;fric of hw, fw=20 intact coh=20, , res. coh=5e6, no backfill
;strain softening model
mod ss i=6,15 j=7,16
prop s=2.292e9 b=3.056e9 d=2700 ftab=1 ctab=2 i=6,15 j=7,16
prop fric=40 coh=20e6 ten=23.8e6 i=6,15 j=7,16
table 1 0,40 .01,30 1 30
table 2 0,20e6 .01,5e6 1 5e6
inter 1 as from 1,6 to 21,6 bs from 16,7 to 6,7
inter 2 as from 6,17 to 16,17 bs from 21,18 to 1,18
inter 1 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 2 ks=1e9 kn=1e9 fric=20 coh=1e5
fix x y j=1
fix x i=1
fix x i=21
set large
;
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;;Define FISH function to monitor pillar performance
; vertical strain
def deforpil

altura=.5*(y(6,17)-y(6,7)+y(16,17)-y(16,7))
deforpil=(8.0-altura)/8.0

end
;
; averaging of pillar stress
def sigma

s=0
loop i (6,15)
s=s-syy(i,7)

end loop
sigma=.1*s
n num = n num + 1
end
;
;averaging of reaction stress at lower boundary
def avers
force=0.0
loop i (1,igp)
force=force-yforce(i,1)

end loop
avers=force/30.0

end
;
;averaging major and minor principal stress in pillar
def pillar1
sum1=0.0
sum3=0.0
loop i (6,15)
loop j (7,16)
temp1=-0.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ 2+0.25*(sxx(i,j)-syy(i,j))ˆ 2)
s1=max(temp1+temp2,-szz(i,j))
s3=min(temp1-temp2,-szz(i,j))
sum1=sum1+s1
sum3=sum3+s3

end loop
end loop

pillar1=sum1/100.0
pillar3=sum3/100.0

end
;
;horizontal strain at 3 locations across pillar
def hst1
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hst1=((xdisp(16,12)-xdisp(6,12))*c20-(ydisp(16,12)+ydisp(6,12))*c70)/l0
hst2=((xdisp(16,10)-xdisp(6,10))*c20-(ydisp(16,10)+ydisp(6,10))*c70)/l0
hst3=((xdisp(16,14)-xdisp(6,14))*c20-(ydisp(16,14)+ydisp(6,14))*c70)/l0

end
;
def const
c20=cos(.35)
c70=cos(1.22)
l0=11.7
n num = 0
end
const
;
;let interfaces settle down under gravity before applying loads
set grav 10
his unbal
solve
save pill1eq.sav

;... State: pill1.sav ....
;
ini xvel=0 yvel=0
;apply y-oriented velocities to compress pillar
ini yvel=-1e-4 j=23
ini yvel=1e-4 j=1
fix x y j=1
fix x y j=23
fix x i=1
fix x i=21
;
;servo to control y-velocity
def servo
while stepping
if unbal > 1e6 then
loop i (1,21)
yvel(i,23)=yvel(i,23)*.975
yvel(i,1)=yvel(i,1)*.975

end loop
end if
if unbal < 1e5 then
loop i (1,21)
yvel(i,23)=yvel(i,23)*1.025
yvel(i,1)=yvel(i,1)*1.025

end loop
end if
end
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;
history sigma
history deforpil
history pillar1
history pillar3
history hst1
history hst2
history hst3
history avers
history yvel i=1 j=23
;
step 10000
hist write 2 vs 3 table 1
call log it.fis
set filename = ’p1 res.dat’
set tabin 1
log it
save pill1.sav

;*** Branch: tight backfill ****
new

;... State: pill2eq.sav ....
config
; ***********************
; Mining Example Problem
; ***********************
;Data file illustrating backfilled pillar compression tests
gr 20,22
m e
;backfilled. No gap.
prop s=2.292e9 b=3.056e9 d=2700
mod null j=6
mod null j=17
mod null i=5 j=7,16
mod null i=16 j=7,16
gen 0,0 0,16 9.5,12.54 9.5,-3.46 rat 0.6667 0.6667 i=1,6 j=1,6
gen 9.5,-3.46 9.5,12.54 20.5,8.54 20.5,-7.46 rat 1.0 0.6667 i=6,16 j=1,6
gen 20.5,-7.46 20.5,8.54 30,5.08 30,-10.92 rat 1.5 0.6667 i=16,21 j=1,6
gen 0,16 0,24 9.5,20.54 9.5,12.54 rat 0.6667 1.0 i=1,5 j=7,17
gen 9.5,12.54 9.5,20.54 20.5,16.54 20.5,8.54 i=6,16 j=7,17
gen 20.5,8.54 20.5,16.54 30,13.08 30,5.08 rat 1.5 1.0 i=17,21 j=7,17
gen 0,24 0,40 9.5,36.54 9.5,20.54 rat 0.6667 1.5 i=1,6 j=18,23
gen 9.5,20.54 9.5,36.54 20.5,32.54 20.5,16.54 rat 1.0 1.5 i=6,16 j=18,23
gen 20.5,16.54 20.5,32.54 30,29.08 30,13.08 rat 1.5 1.5 i=16,21 j=18,23
;backfill a Double-Yield material, 30:1 sand/cement
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mod dy i=1,4 j=7,16
mod dy i=17,20 j=7,16
pro den 1000 she 6e8 bul 4.5e8 fric 40 dil 5 cptable 3 i=1,4 j=7,16
pro den 1000 she 6e8 bul 4.5e8 fric 40 dil 5 cptable 3 i=17,20 j=7,16
tab 3 0 1e4 .02 .2e6 .04 .8e6 .06 1.3e6 .08 3.5e6 .1 5.5e6
tab 3 .12 8.5e6 .14 11.5e6 .16 19e6 .18 34e6 .2 50e6 .22 80e6
tab 3 .24 17e7 .26 54e7
mod ss i=6,15 j=7,16
prop s=2.292e9 b=3.056e9 d=2700 ftab=1 ctab=2 i=6,15 j=7,16
prop fric=40 coh=20e6 ten=23.8e6 i=6,15 j=7,16
table 1 0,40 .01,30
table 2 0,20e6 .01,5e6
inter 1 as from 1,6 to 21,6 bs from 16,7 to 6,7
inter 2 as from 6,17 to 16,17 bs from 21,18 to 1,18
inter 3 as from 1,6 to 21,6 bs from 5,7 to 1,7
inter 4 as from 5,7 to 5,17 bs from 6,7 to 6,17
inter 5 as from 1,18 to 21,18 bs from 1,17 to 5,17
inter 6 as from 1,6 to 21,6 bs from 17,7 to 21,7
inter 7 as from 16,7 to 16,17 bs from 17,7 to 17,17
inter 8 as from 1,18 to 21,18 bs from 17,17 to 21,17
inter 1 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 2 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 3 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 4 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 5 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 6 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 7 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 8 ks=1e9 kn=1e9 fric=20 coh=1e5
fix x y j=1
fix x i=1
fix x i=21
set large
;
;;Define FISH function to monitor pillar performance
; vertical strain
def deforpil

altura=.5*(y(6,17)-y(6,7)+y(16,17)-y(16,7))
deforpil=(8.0-altura)/8.0

end
;
; averaging of pillar stress
def sigma

s=0
loop i (6,15)
s=s-syy(i,7)

end loop
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sigma=.1*s
n num = n num + 1
end
;
;averaging of reaction stress at lower boundary
def avers
force=0.0
loop i (1,igp)
force=force-yforce(i,1)

end loop
avers=force/30.0

end
;
;averaging major and minor principal stress in pillar
def pillar1
sum1=0.0
sum3=0.0
loop i (6,15)
loop j (7,16)
temp1=-0.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ 2+0.25*(sxx(i,j)-syy(i,j))ˆ 2)
s1=max(temp1+temp2,-szz(i,j))
s3=min(temp1-temp2,-szz(i,j))
sum1=sum1+s1
sum3=sum3+s3

end loop
end loop

pillar1=sum1/100.0
pillar3=sum3/100.0

end
;
;horizontal strain at 3 locations across pillar
def hst1
hst1=((xdisp(16,12)-xdisp(6,12))*c20-(ydisp(16,12)+ydisp(6,12))*c70)/l0
hst2=((xdisp(16,10)-xdisp(6,10))*c20-(ydisp(16,10)+ydisp(6,10))*c70)/l0
hst3=((xdisp(16,14)-xdisp(6,14))*c20-(ydisp(16,14)+ydisp(6,14))*c70)/l0

end
;
def const
c20=cos(.35)
c70=cos(1.22)
l0=11.7
n num = 0

end
const
;
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;let interfaces settle down under gravity before applying loads
set grav 10
his unbal
solve
save pill2eq.sav

;... State: pill2.sav ....
;
ini xvel=0 yvel=0
;apply y-oriented velocities to compress pillar
ini yvel=-1e-4 j=23
ini yvel=1e-4 j=1
fix x y j=1
fix x y j=23
fix x i=1
fix x i=21
;
;servo to control y-velocity
def servo
while stepping
if unbal > 1e6 then
loop i (1,21)
yvel(i,23)=yvel(i,23)*.975
yvel(i,1)=yvel(i,1)*.975

end loop
end if
if unbal < 1e5 then
loop i (1,21)
yvel(i,23)=yvel(i,23)*1.025
yvel(i,1)=yvel(i,1)*1.025

end loop
end if
end
;
history sigma
history deforpil
history pillar1
history pillar3
history hst1
history hst2
history hst3
history avers
history yvel i=1 j=23
;
step 15000
hist write 2 vs 3 table 2
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call log it.fis
set filename = ’p2 res.dat’
set tabin 2
log it
save pill2.sav

;*** Branch: backfill with 10 cm gap ****
new

;... State: pill3eq.sav ....
config
; ***********************
; Mining Example Problem
; ***********************
;Data file illustrating backfilled pillar compression tests
gr 20,22
m e
;backfilled. with 0.1m gap.
prop s=2.292e9 b=3.056e9 d=2700
mod null j=6
mod null j=17
mod null i=5 j=7,16
mod null i=16 j=7,16
gen 0,0 0,16 9.5,12.54 9.5,-3.46 rat 0.6667 0.6667 i=1,6 j=1,6
gen 9.5,-3.46 9.5,12.54 20.5,8.54 20.5,-7.46 rat 1.0 0.6667 i=6,16 j=1,6
gen 20.5,-7.46 20.5,8.54 30,5.08 30,-10.92 rat 1.5 0.6667 i=16,21 j=1,6
gen 0,16 0,23.9 9.5,20.44 9.5,12.54 rat 0.6667 1.0 i=1,5 j=7,17
gen 9.5,12.54 9.5,20.54 20.5,16.54 20.5,8.54 i=6,16 j=7,17
gen 20.5,8.54 20.5,16.44 30,12.98 30,5.08 rat 1.5 1.0 i=17,21 j=7,17
gen 0,24 0,40 9.5,36.54 9.5,20.54 rat 0.6667 1.5 i=1,6 j=18,23
gen 9.5,20.54 9.5,36.54 20.5,32.54 20.5,16.54 rat 1.0 1.5 i=6,16 j=18,23
gen 20.5,16.54 20.5,32.54 30,29.08 30,13.08 rat 1.5 1.5 i=16,21 j=18,23
;backfill a Double-Yield material, 30:1 sand/cement
mod dy i=1,4 j=7,16
mod dy i=17,20 j=7,16
pro den 1000 she 6e8 bul 4.5e8 fric 40 dil 5 cptable 3 i=1,4 j=7,16
pro den 1000 she 6e8 bul 4.5e8 fric 40 dil 5 cptable 3 i=17,20 j=7,16
tab 3 0 1e4 .02 .2e6 .04 .8e6 .06 1.3e6 .08 3.5e6 .1 5.5e6
tab 3 .12 8.5e6 .14 11.5e6 .16 19e6 .18 34e6 .2 50e6 .22 80e6
tab 3 .24 17e7 .26 54e7
mod ss i=6,15 j=7,16
prop s=2.292e9 b=3.056e9 d=2700 ftab=1 ctab=2 i=6,15 j=7,16
prop fric=40 coh=20e6 ten=23.8e6 i=6,15 j=7,16
table 1 0,40 .01,30
table 2 0,20e6 .01,5e6
inter 1 as from 1,6 to 21,6 bs from 16,7 to 6,7
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inter 2 as from 6,17 to 16,17 bs from 21,18 to 1,18
inter 3 as from 1,6 to 21,6 bs from 5,7 to 1,7
inter 4 as from 5,7 to 5,17 bs from 6,7 to 6,17
inter 5 as from 1,18 to 21,18 bs from 1,17 to 5,17
inter 6 as from 1,6 to 21,6 bs from 17,7 to 21,7
inter 7 as from 16,7 to 16,17 bs from 17,7 to 17,17
inter 8 as from 1,18 to 21,18 bs from 17,17 to 21,17
inter 1 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 2 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 3 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 4 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 5 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 6 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 7 ks=1e9 kn=1e9 fric=20 coh=1e5
inter 8 ks=1e9 kn=1e9 fric=20 coh=1e5
fix x y j=1
fix x i=1
fix x i=21
set large
;
;;Define FISH function to monitor pillar performance
; vertical strain
def deforpil

altura=.5*(y(6,17)-y(6,7)+y(16,17)-y(16,7))
deforpil=(8.0-altura)/8.0

end
;
; averaging of pillar stress
def sigma

s=0
loop i (6,15)
s=s-syy(i,7)

end loop
sigma=.1*s
n num = n num + 1

end
;
;averaging of reaction stress at lower boundary
def avers
force=0.0
loop i (1,igp)
force=force-yforce(i,1)

end loop
avers=force/30.0

end
;
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;averaging major and minor principal stress in pillar
def pillar1
sum1=0.0
sum3=0.0
loop i (6,15)
loop j (7,16)
temp1=-0.5*(sxx(i,j)+syy(i,j))
temp2=sqrt(sxy(i,j)ˆ 2+0.25*(sxx(i,j)-syy(i,j))ˆ 2)
s1=max(temp1+temp2,-szz(i,j))
s3=min(temp1-temp2,-szz(i,j))
sum1=sum1+s1
sum3=sum3+s3

end loop
end loop

pillar1=sum1/100.0
pillar3=sum3/100.0

end
;
;horizontal strain at 3 locations across pillar
def hst1
hst1=((xdisp(16,12)-xdisp(6,12))*c20-(ydisp(16,12)+ydisp(6,12))*c70)/l0
hst2=((xdisp(16,10)-xdisp(6,10))*c20-(ydisp(16,10)+ydisp(6,10))*c70)/l0
hst3=((xdisp(16,14)-xdisp(6,14))*c20-(ydisp(16,14)+ydisp(6,14))*c70)/l0

end
;
def const
c20=cos(.35)
c70=cos(1.22)
l0=11.7
n num = 0

end
const
;
;let interfaces settle down under gravity before applying loads
set grav 10
his unbal
solve
save pill3eq.sav

;... State: pill3.sav ....
;
ini xvel=0 yvel=0
;apply y-oriented velocities to compress pillar
ini yvel=-1e-4 j=23
ini yvel=1e-4 j=1
fix x y j=1
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fix x y j=23
fix x i=1
fix x i=21
;
;servo to control y-velocity
def servo
while stepping
if unbal > 1e6 then
loop i (1,21)
yvel(i,23)=yvel(i,23)*.975
yvel(i,1)=yvel(i,1)*.975

end loop
end if
if unbal < 1e5 then
loop i (1,21)
yvel(i,23)=yvel(i,23)*1.025
yvel(i,1)=yvel(i,1)*1.025

end loop
end if
end
;
history sigma
history deforpil
history pillar1
history pillar3
history hst1
history hst2
history hst3
history avers
history yvel i=1 j=23
;
step 15000
hist write 2 vs 3 table 3
call log it.fis
set filename = ’p3 res.dat’
set tabin 3
log it
save pill3.sav

;*** Branch: compare vertical stress ****
new

;... State: compare.sav ....
config
call p1 res.dat
call p2 res.dat
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call p3 res.dat
save compare.sav

;*** plot commands ****
;plot name: Plastic shear strain in pillar
plot hold bound e plastic fill
;plot name: FLAC model of a pillar in a dipping seam
plot hold grid
;plot name: Vertical stress versus vertical strain in pillar
label table 1
no backfill
label table 2
tight backfill
label table 3
backfill with 10 cm gap
plot hold table 3 line 2 line 1 line
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5.6 Data File “LOG IT. FIS”

def log it
array p val(1500)
narr = 0
loop ii (1,n num)
narr = narr + 1
tabi = tabin
xval = xtable(tabi,ii)
yval = ytable(tabi,ii)
p val(narr) = ’table ’+string(tabi)+’ ’+string(xval)+’ ’+string(yval)

end loop
stat = open(filename,1,1)
stat = write(p val,narr)
stat = close

end
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6 Full-Scale Test Wall in Sand

6.1 Problem Statement

A test wall is constructed in well-graded sand and supported by shotcrete, tiebacks, and “soil nails”
(ASCE 1988). The “nails” consist of No. 10 grade-60 steel bars grouted into the soil mass. The
tieback is anchored over a 24 ft length by pressure grouting. A cross section through the test wall
is shown inFigure 6.1.

Key features of this problem include:

(1) eight excavation stages;

(2) emplaced support components at each excavation stage; and

(3) development of forces in support components as a result of soil deformation.

Figure 6.1 Cross section through test wall

The prototype wall consists of nails and tiebacks at regularly spaced vertical and horizontal intervals.
Reducing three-dimensional problems with regularly spaced reinforcement to two-dimensional
problems involves averaging the reinforcement effect in three dimensions over the distance between
the reinforcement. Donovan et al. (1984) suggest that linear scaling of material properties is a simple
and convenient way of distributing the discrete effect of reinforcement over the distance between
reinforcement in a regularly spaced pattern.

This approach is used in this analysis, based upon a one-foot problem width and the spacing for
reinforcement shown inTable 6.1. SeeSection 1.9.4in Structural Elements for a description of
the properties that are scaled using this approach.
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Table 6.1 Reinforcement spacing

Row Spacing (feet)

1 4.5
2 3.5
3 9.0
4 4.5
5 4.5
6 4.5
7 4.5

Note that the spacing is the horizontal reinforcement spacing (in feet) for each of the seven rows
for which the support components are installed.

The nails and tiebacks are assumed to be homogeneous, isotropic, linearly elastic materials repre-
sented as cables with the properties shown inTable 6.2.

Table 6.2 Properties for soil nails and tiebacks

Property Row 1 Nails Row 2 Nails Row 3 Nails Grouted Tieback Ungrouted Portion Row 4-7 Nails

Young’s Modulus (psf) 4.2× 109 4.2× 109 4.2× 109 4.2× 109 4.2× 109 4.2× 109

Area (ft2) 8.5× 10-3 8.5× 10-3 8.5× 10-3 .0103 .0103 8.5× 10-3

Bond Stiffness (lbf /ft/ft) 6.3× 107 6.3× 107 6.3× 107 6.3× 107 0 6.3× 107

Bond Strength (lbf /ft) 990 5000 6000 9000 0 6000

Yield Strength (lbf ) 73620 73620 73620 222750 222750 73620

The pressure dependency of the grout bond strength is neglected for this analysis. SeeSection 9
for an example that includes the pressure dependency of the bond strength.

The shotcrete is assumed to be a homogeneous, isotropic, linearly elastic material represented as a
liner with the following properties:

Young’s modulus 4.80× 108 psf

Poisson’s ratio 0.2

moment of inertia 3.00× 10−3 ft4

area 0.333 ft2

Note that the Young’s modulus is adjusted in theFLAC analysis to account for plane-strain conditions
by dividing by (1 -ν2). A value forE of 5.00× 108 psf is used in the analysis.
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The soil is assumed to be homogeneous and to behave as a Mohr-Coulomb material with the
following properties:

density 3.63 slugs/ft3

friction 36◦

cohesion 0

dilation 7.5◦

bulk modulus 1.33× 106 psf

shear modulus 0.8× 106 psf

6.2 Modeling Procedure

The numerical analysis is performed by first compacting the soil mass under gravity to establish
equilibrium in-situ conditions, and then sequentially excavating to various levels and introducing
support elements. The complete input data file for the analysis is contained in “WALL. DAT.” See
Section 6.5.

Note that thespacing property is used with theSTRUCT prop command to assign the spacing in
accordance withTable 6.1for the soil nails and tiebacks. By assigningspacing, the appropriate
input properties inTable 6.2will be automatically scaled, and the actual forces in the cable elements
will be automatically calculated for output of results.

The various stages in the modeling sequence are discussed below.

Initial Equilibrium Stage

TheFLAC grid for the problem region, shown inFigure 6.1, is created using theBuild / Block tool.
The model dimensions and zoning selected for the grid are shown in theBlock dialog, inFigure 6.2.
The Utility / Table tool and theAlter / Shape tool (with the Table mode) are used to define the irregular
ground surface. The final grid is shown inFigure 6.3. The grid contains 1225 zones; elements
representing soil behind the wall are one foot square, and elements farther from the wall are slightly
larger.
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Figure 6.2 Build / Block dialog
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Figure 6.3 Plot of grid used in test wall analysis

Roller-boundary conditions are applied to the bottom and side boundaries. The ground surface is
free (i.e., no applied stress). An initial stress state given by a coefficient of earth pressure at rest of
0.45 is assumed. The problem is then timestepped to equilibrium.

Excavation Stage I

The first increment of excavation is modeled by deleting elements to a depth of 5 feet. At the same
time, liner elements representing the shotcrete face support and cable elements representing the
first row of soil nails are introduced. The model is stepped to equilibrium for this stage.
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Excavation Stage II

The next increment is modeled by deleting elements equivalent to 2 feet of excavation. Again,
shotcrete and nail support are installed via liner and cable elements, and the problem is stepped to
equilibrium.

Excavation Stage III

The next increment is modeled by deleting zones equivalent to 5 feet of excavation. Shotcrete and
nail support are installed, as before. The tieback at this level is modeled using a six-segment cable
with a grouted unstressed length of 24 feet connected to a one-segment cable with a pre-tensioned
ungrouted length of 21 feet. A pre-tension force of 186.2 kips is applied to the ungrouted cable to
simulate the effect of the pressure grouting. (Note that the pre-tensioning parameter is also scaled
automatically by the tieback spacing of 9 feet.) The end of the tieback at the excavation face is
connected directly to a gridpoint common to the shotcrete and soil mass, in order to simulate the
effect of the reinforced concrete pads.

In order to create the tieback, the ungrouted cable is installed first, and then the grouted cable is
installed. In this way, the properties of the grouted portion of the cable will be assigned to the node
connecting the grouted and ungrouted cables.

Excavation Stages IV — VII

The next four stages consist of deleting elements to simulate soil excavation, simultaneously in-
stalling support elements, and stepping to equilibrium to allow passive forces to develop in the
reinforcement.

Excavation Stage VIII

The final stage consists of deleting elements equivalent to one foot of excavation and simultaneously
installing a liner element equivalent to one foot of shotcrete. The problem is then stepped to
equilibrium.

The model grid at the completion of all excavation stages is shown inFigure 6.4.
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Figure 6.4 Plot of grid following removal of elements representing soil in
front of the wall

6.3 Results

The results presented inFigures 6.5through6.8 represent the state of the analysis following all
excavation and support installation (i.e., the end of the analysis).

Figure 6.5plots the actual axial forces in the soil nails and tiebacks at the last stage. Note that
whenspacing is specified with theSTRUCT prop command, the actual forces (and moments) are
displayed in printed and plotted output for spaced structural elements.

Figures 6.6and 6.7 plot the actual forces along the tieback and soil nails, respectively, at the
last stage. These plots are created using theFISH function tabforce listed in “WALL.FIS”
in Section 6.6. Scaled values for axial force are accessed directly inFLAC by theFISH offset
$kelfax. These forces must be multiplied by the spacing to obtain the actual values, which are
then stored in tables. The table numbers for the soil nail forces correspond to the excavation stages
in which the nails were installed. Note that the peak value in the tieback force distribution plot in
Figure 6.6corresponds to the axial force in cable ID 4 (161.7 kips), shown inFigure 6.5.

Figure 6.8shows the displacement vectors at the last stage and indicates the effect of the pre-
tensioning in the tieback on reducing the movement of the wall.

Intermediate results at the end of each stage, as well as displacement and loads in the shotcrete, are
also available but are not presented here. Further discussion on this application is given by Lorig
(1991).
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Figure 6.5 Actual axial tensile forces in the soil nails and tieback at the end
of the analysis
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Figure 6.6 Distribution of axial tensile forces in the tieback — distance from
the face (ft) vs actual axial force (kips)
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Figure 6.7 Distribution of axial tensile forces in the soil nails — distance
from the face (ft) vs actual axial force (kips)
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Figure 6.8 Displacement vectors for test wall analysis
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6.5 Data File “WALL. DAT”

;Project Record Tree export
;Title:Test Wall in Sand

;... State: tw0.sav ....
config
grid 35,35
gen (-50.0,65.0) (-50.0,71.0) (-20.0,71.0) (-20.0,65.0) ratio 0.9,1.0 &
i 1 11 j 1 4

gen (-50.0,71.0) (-50.0,103.0) (-20.0,103.0) (-20.0,71.0) ratio 0.9,1.0 &
i 1 11 j 4 36

gen (-20.0,65.0) (-20.0,71.0) (0.0,71.0) (0.0,65.0) i 11 31 j 1 4
gen (-20.0,71.0) (-20.0,103.0) (0.0,103.0) (0.0,71.0) i 11 31 j 4 36
gen (0.0,65.0) (0.0,71.0) (10.0,71.0) (10.0,65.0) ratio 1.2,1.0 &
i 31 36 j 1 4

gen (0.0,71.0) (0.0,103.0) (10.0,103.0) (10.0,71.0) ratio 1.2,1.0 &
i 31 36 j 4 36

model elastic i=1,35 j=1,35
table 101 delete
table 101 -60.00 100.0 -44.79 100.0 -40.29 99.00 -36.59 98.50 &
-33.59 99.00 -30.60 100.1 -27.29 102.0 -25.20 102.8 -24.00 103.0

gen table 101
ini x -25.0 y 102.8 i 8 j 36
model null region 4 34
group ’null’ region 4 34
group delete ’null’
save tw0.sav

;... State: tw1.sav ....
group ’sand’ notnull
model mohr notnull group ’sand’
prop density=3.63 bulk=1330000.0 shear=800000.0 cohesion=0.0 &
friction=36.0 dilation=7.5 tension=0.0 notnull group ’sand’

fix x y j 1
fix x i 36
fix x i 1 j 1 33
initial syy -4446.0 var 0.0,4446.0
initial sxx -2000.0 var 0.0,2000.0
initial szz -2000.0 var 0.0,2000.0
set gravity=32.18504
set =large
history 1 xdisp i=31, j=36
history 2 xdisp i=31, j=30
history 3 xdisp i=31, j=24
history 4 xdisp i=31, j=18
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history 5 xdisp i=31, j=12
history 6 xdisp i=31, j=6
history 7 ydisp i=31, j=36
history 8 ydisp i=31, j=30
history 9 ydisp i=31, j=24
history 10 ydisp i=31, j=18
history 11 ydisp i=31, j=12
history 12 ydisp i=31, j=6
history 999 unbalanced
solve
save tw1.sav

;... State: tw2.sav ....
model null i 31 35 j 31 35
group ’null’ i 31 35 j 31 35
group delete ’null’
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
struct node 1 grid 31,31
struct node 2 grid 31,32
struct node 3 grid 31,33
struct node 4 grid 31,34
struct node 5 grid 31,35
struct node 6 grid 31,36
struct liner begin node 1 end node 2 prop 5001
struct liner begin node 2 end node 3 prop 5001
struct liner begin node 3 end node 4 prop 5001
struct liner begin node 4 end node 5 prop 5001
struct liner begin node 5 end node 6 prop 5001
struct prop 5001
struct prop 5001 spacing 1.0 e 5.0E8 area 0.333 I 0.0030 pratio 0.2 &
thickness 0.333

struct node 7 -11.9,98.65
struct node 8 -0.1,100.75
struct cable begin node 7 end node 8 seg 6 prop 2001
struct prop 2001 spacing 4.5 e 4.2e9 area 0.0085 kbond 6.3e7 sbond 990.0 &
yield 73620.0

solve
save tw2.sav

;... State: tw3.sav ....
model null i 31 35 j 29 30
group ’null’ i 31 35 j 29 30
group delete ’null’
struct node 14 grid 31,29
struct node 15 grid 31,30
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struct liner begin node 14 end node 15 prop 5001
struct liner begin node 15 end node 1 prop 5001
struct node 16 -11.9,94.15
struct node 17 -0.1,96.25
struct cable begin node 16 end node 17 seg 6 prop 2002
struct prop 2002
struct prop 2002 spacing 3.5 e 4.2E9 area 0.0085 kbond 6.3E7 sbond 5000.0 &
yield 73620.0

solve
save tw3.sav

;... State: tw4.sav ....
model null i 31 35 j 24 28
group ’null’ i 31 35 j 24 28
group delete ’null’
struct node 23 grid 31,24
struct node 24 grid 31,25
struct node 25 grid 31,26
struct node 26 grid 31,27
struct node 27 grid 31,28
struct liner begin node 23 end node 24 prop 5001
struct liner begin node 24 end node 25 prop 5001
struct liner begin node 25 end node 26 prop 5001
struct liner begin node 26 end node 27 prop 5001
struct liner begin node 27 end node 14 prop 5001
struct node 28 -11.9,89.65
struct node 29 -0.1,91.75
struct cable begin node 28 end node 29 seg 6 prop 2003
struct prop 2003
struct prop 2003 spacing 9.0 e 4.2E9 area 0.0085 kbond 6.3E7 sbond 6000.0 &
yield 73620.0

struct node 35 -20.8,88.1
struct node 36 4.3501117E-4,92.00395 slave x y 24
struct cable begin node 35 end node 36 prop 2004 tension 186200.0
struct prop 2004
struct prop 2004 spacing 9.0 e 4.2E9 area 0.0103 yield 222750.0
struct node 37 -44.3,83.9
struct cable begin node 37 end node 35 seg 6 prop 2005
struct prop 2005
struct prop 2005 spacing 9.0 e 4.2E9 area 0.0103 kbond 6.3E7 sbond 9000.0 &
yield 222750.0

solve
save tw4.sav

;... State: tw5.sav ....
model null i 31 35 j 20 23
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group ’null’ i 31 35 j 20 23
group delete ’null’
struct node 43 grid 31,20
struct node 44 grid 31,21
struct node 45 grid 31,22
struct node 46 grid 31,23
struct liner begin node 43 end node 44 prop 5001
struct liner begin node 44 end node 45 prop 5001
struct liner begin node 45 end node 46 prop 5001
struct liner begin node 46 end node 23 prop 5001
struct node 47 -11.9,85.17
struct node 48 -0.1,87.25
struct cable begin node 47 end node 48 seg 6 prop 2006
struct prop 2006
struct prop 2006 spacing 4.5 e 4.2E9 area 0.0085 kbond 6.3E7 sbond 6000.0 &
yield 73620.0

solve
save tw5.sav

;... State: tw6.sav ....
model null i 31 35 j 15 19
group ’null’ i 31 35 j 15 19
group delete ’null’
struct node 54 grid 31,15
struct node 55 grid 31,16
struct node 56 grid 31,17
struct node 57 grid 31,18
struct node 58 grid 31,19
struct liner begin node 54 end node 55 prop 5001
struct liner begin node 55 end node 56 prop 5001
struct liner begin node 56 end node 57 prop 5001
struct liner begin node 57 end node 58 prop 5001
struct liner begin node 58 end node 43 prop 5001
struct node 59 -11.9,80.67
struct node 60 -0.1,82.75
struct cable begin node 59 end node 60 seg 6 prop 2006
solve
save tw6.sav

;... State: tw7.sav ....
model null i 31 35 j 11 14
group ’null’ i 31 35 j 11 14
group delete ’null’
struct node 66 grid 31,11
struct node 67 grid 31,12
struct node 68 grid 31,13
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struct node 69 grid 31,14
struct liner begin node 66 end node 67 prop 5001
struct liner begin node 67 end node 68 prop 5001
struct liner begin node 68 end node 69 prop 5001
struct liner begin node 69 end node 54 prop 5001
struct node 70 -11.9,76.17
struct node 71 -0.1,78.25
struct cable begin node 70 end node 71 seg 6 prop 2006
solve
save tw7.sav

;... State: tw8.sav ....
model null i 31 35 j 6 10
group ’null’ i 31 35 j 6 10
group delete ’null’
struct node 77 grid 31,6
struct node 78 grid 31,7
struct node 79 grid 31,8
struct node 80 grid 31,9
struct node 81 grid 31,10
struct liner begin node 77 end node 78 prop 5001
struct liner begin node 78 end node 79 prop 5001
struct liner begin node 79 end node 80 prop 5001
struct liner begin node 80 end node 81 prop 5001
struct liner begin node 81 end node 66 prop 5001
struct node 82 -11.9,71.67
struct node 83 -0.1,73.75
struct cable begin node 82 end node 83 seg 6 prop 2006
solve
save tw8.sav

;... State: tw9.sav ....
model null i 31 35 j 5
group ’null’ i 31 35 j 5
group delete ’null’
struct node 89 grid 31,5
struct liner begin node 89 end node 77 prop 5001
solve
save tw9.sav

;... State: tw10.sav ....
set echo off
call Wall.fis
tabforce
save tw10.sav
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;*** plot commands ****
;plot name: Tieback/nail forces
plot hold bound struct cable axial fill white struct cable bond
;plot name: Displacement vectors
plot hold displacement max 0.05 bound
;plot name: Grid
plot hold grid
;plot name: Axial forces in nails
label table 1
Stage I nail
label table 2
Stage II nail
label table 3
Stage III nail
label table 4
Stage IV nail
label table 5
Stage V nail
label table 6
Stage VI nail
label table 7
Stage VII nail
plot hold table 1 both 2 both 3 both 4 both 5 both 6 both 7 both
;plot name: tieback axial forces
label table 9
Axial Tensile Force (kips)
plot hold table 9 both
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6.6 Data File “WALL. FIS”

;Name:
;Diagram:
; --- Save cable axial forces in table ---
ca str.fin
def tabforce

i1 = 0 ; Table 1: nail at Stage I
i2 = 0 ; Table 2: nail at Stage II
i3 = 0 ; Table 3: nail at Stage III
i4 = 0 ; Table 4: nail at Stage IV
i5 = 0 ; Table 5: nail at Stage V
i6 = 0 ; Table 6: nail at Stage VI
i7 = 0 ; Table 7: nail at Stage VII
i8 = 0 ; Table 8: tieback
nin = imem(str pnt + $ksels)
loop while nin # 0
if imem(nin+$kelcod) = 2 then
if imem(nin+$keltyp) # 2004 then
if imem(nin+$keltyp) # 2005 then

p1 = imem(nin + $keln1)
p2 = imem(nin + $keln2)
xe = (fmem(p2+$kndx)+fmem(p1+$kndx))*0.5
ye = (fmem(p2+$kndy)+fmem(p1+$kndy))*0.5
if ye < 74.0 then

i7 = i7 + 1
xtable(7,i7) = xe
ytable(7,i7) = -fmem(nin+$kelfax)*4.5/1000.0

else
if ye < 79.0 then

i6 = i6 + 1
xtable(6,i6) = xe
ytable(6,i6) = -fmem(nin+$kelfax)*4.5/1000.0

else
if ye < 83.0 then

i5 = i5 + 1
xtable(5,i5) = xe
ytable(5,i5) = -fmem(nin+$kelfax)*4.5/1000.0

else
if ye < 88.0 then

i4 = i4 + 1
xtable(4,i4) = xe
ytable(4,i4) = -fmem(nin+$kelfax)*4.5/1000.0

else
if ye < 92.0 then

i3 = i3 + 1

FLAC Version 5.0



Full-Scale Test Wall in Sand 6 - 17

xtable(3,i3) = xe
ytable(3,i3) = -fmem(nin+$kelfax)*9.0/1000.0

else
if ye < 97.0 then

i2 = i2 + 1
xtable(2,i2) = xe
ytable(2,i2) = -fmem(nin+$kelfax)*3.5/1000.0

else
if ye < 102.0 then

i1 = i1 + 1
xtable(1,i1) = xe
ytable(1,i1) = -fmem(nin+$kelfax)*4.5/1000.0

end if
end if

end if
end if

end if
end if

end if
end if
end if
end if
; property numbers 2004 and 2005 correspond to the tieback
if imem(nin+$keltyp) = 2005 then

i8 = i8 + 1
p1 = imem(nin + $keln1)
p2 = imem(nin + $keln2)
xe = (fmem(p2+$kndx)+fmem(p1+$kndx))*0.5
ye = (fmem(p2+$kndy)+fmem(p1+$kndy))*0.5
xtable(8,i8) = xe
ytable(8,i8) = -fmem(nin+$kelfax)*9.0/1000.0

end if
if imem(nin+$keltyp) = 2004 then

i8 = i8 + 1
p1 = imem(nin + $keln1)
p2 = imem(nin + $keln2)
xe = (fmem(p2+$kndx)+fmem(p1+$kndx))*0.5
ye = (fmem(p2+$kndy)+fmem(p1+$kndy))*0.5
xtable(8,i8) = xe
ytable(8,i8) = -fmem(nin+$kelfax)*9.0/1000.0

end if
nin = imem(nin)

end loop
loop m (1,i8)

x value = xtable(8,m)
y value = ytable(8,m)
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table(9,x value) = y value
endloop

end
tabforce
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7 Stresses around a Pressurized Concrete Tunnel

7.1 Problem Statement

This example demonstrates the stress analysis of a water tunnel that is excavated in rock, subse-
quently lined, and then pressurized. The analysis presented here considers the lining as a monolithic
structure, and includes gravitational loading of the surrounding rock mass.

The objectives of this analysis are to simulate stress relaxation in the rock after excavation and
prior to liner installation, and to examine rock stresses after the lining is installed and the tunnel
pressurized.

The section to be analyzed is illustrated in Figure 7.1. The circular water tunnel has an excavated
radius of 5 ft 10 in, and the monolithic liner is 10 in thick. The centerline location has been
positioned, for convenience, at coordinate (0,0) and is located 30 ft below the ground surface. The
water table is 5 ft below ground surface. The overburden is composed completely of a mica-schist
rock with negligible amounts of decomposed rock and clay sediments over the top.

5'

elev 0'
y = 30

elev -30
y = 0

mica-schist
rock

CL

elev -90
y = -60

x = 0

5' 10"

5' 0"

Figure 7.1 Geometry for water tunnel

It is assumed that the rock is at equilibrium under gravity loading prior to making the excavation.
Further, it is assumed that there is sufficient time delay between excavation and liner installation to
permit the perturbed stress field to come to equilibrium.
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The following properties describe the rock behavior:

unit weight 170 pcf

elastic modulus (E) 2 × 106 psi
Poisson’s ratio (ν) 0.32
friction angle (φ) 45◦
cohesion (c) 30 psi
tensile strength (σt ) 30 psi

For this study, the rock is assumed to be a homogeneous, isotropic material with no anisotropy
(petrographic, bedding or jointing). The vertical in-situ stress is assumed to increase hydrostatically
with depth as the sum of the water weight and the buoyant rock weight. The ratio of horizontal
to vertical effective stress is 0.3. Depth stress gradients are assumed linear, with zero stress at the
ground surface. Gravity is specified in the analysis.

Groundwater flow is neglected for this analysis. The unlined tunnel boundary is assumed to be
impermeable, and change in pore pressure around the tunnel is assumed to only occur as a result of
mechanical deformations. In order to evaluate the effect of the tunnel excavation on pore pressure
change, two different effective-stress analyses are performed: one neglecting pore pressure change;
and the other including mechanical generation of pore pressure.

The concrete liner is a continuous monolithic structure and is assumed to behave as a homogeneous,
isotropic, linearly elastic material with the following elastic properties:

elastic modulus (E) 3.6 × 106 psi
Poisson’s ratio 0.2

The analysis focuses on the installation of a 1 ft section of the liner. In order to account for the
plane-strain conditions assumed for the rock mass, the input value for E of the liner is divided by
(1 - ν2). The moment of inertia, I , for the lining is determined from I = t3/12, where t is the liner
thickness.

After the liner is installed, the tunnel is pressurized to 200 psi. For this analysis, the pressurization
is performed at the same stage during which the liner is installed.
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7.2 Modeling Procedure

The basic assumptions that are applied for the FLAC analysis include the following:

1. The geometry of the tunnel is the same along the tunnel length, permitting the
three-dimensional problem to be modeled in two dimensions as a plane-strain
analysis.

2. The layout and geometry of the tunnel are symmetric about the center of the
tunnel, permitting only half of the problem to be simulated along the line of
symmetry.

3. The excavation face is advanced instantaneously and left unlined for sufficient
time to permit the stress field to come to equilibrium. However, the time is not
sufficient for flow of groundwater into the tunnel.

4. The liner is installed and pressurized instantaneously, permitting the stress field
to respond to radial strain of the liner. The liner is also assumed to be rigidly
connected to the rock, and acts as an impermeable barrier to groundwater.*

The Build / Library tool is used to create the grid for this problem. We select the Single tunnel - refined
region item from the library list, and then alter the grid to fit the problem dimensions. The FLAC
mesh is shown in Figure 7.2. The model extends 60 ft below the centerline of the tunnel.

* For other scenarios for modeling forces on submerged lined tunnels, see Section 1.9.5 in Fluid-
Mechanical Interaction.
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Figure 7.2 FLAC grid for water tunnel analysis

A roller boundary is used to model zero x-displacement along the line of symmetry at x = 0 and
the right boundary at x = 100. The bottom of the mesh is pinned in both x- and y-directions.

The modeling sequence consists of the following stages:

Stage I establish equilibrium conditions to initialize stresses
Stage II excavate water tunnel and allow stresses to come to equilibrium
Stage III install tunnel lining, add pressure, and cycle to equilibrium

The lining is represented by structural liner elements connected from node to node around the
excavation. Thus, the liner segments are effectively bonded to the rock.

Each structural element has nodal endpoints that coincide with gridpoints describing the excavation
periphery. The internal tunnel pressure (200 psi) at the tunnel boundary is reduced to account for
the thickness of the liner.

The effect of groundwater pressure on the liner is obtained automatically, because the total stress
exerted by each rock zone contains a pore pressure component. As the liner deforms under load,
it will affect the rock stresses and local pore pressures. The influence on pore pressures can be
evaluated by the following approach.

Two different effective-stress analyses are performed to evaluate the influence of pore pressure. In
the first analysis, the effect of pore-pressure change on the response of the system is neglected.
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The WATER table command sets the pore pressure distribution, and this does not change during the
modeling stages.

In the second analysis, mechanical generation of pore pressures is included. The CONFIG gw
command and a groundwater bulk modulus of 4 × 107 psf are used in this case. SET flow off
is specified in order to exclude groundwater flow. The INITIAL pp command sets the initial pore
pressure distribution for this case.

The initial total stress distribution is also specified in both cases, using INITIAL sxx syy szz commands.
As a result, both analyses are at a stress equilibrium state with the same total and effective stress
distributions, before the tunnel is excavated. The initial states can be compared by viewing states
“W2.SAV” and “GW W2.SAV.” The data file (“PRESSTUNNEL.DAT”) including both analyses
is listed in Section 7.4.

FLAC Version 5.0



7 - 6 Example Applications

7.3 Results and Discussion

The results for the first case (no change in pore pressure) are plotted in a sequence of eight figures.
Figures 7.3 and 7.4 show effective and total principal stress plots (in psf) after stress equilibrium
for the far field and the near field. It is seen that the major principal stress is vertical. As expected,
these stresses increase with depth. The location of the water table is also shown in Figure 7.3.

The next plots, Figures 7.5 and 7.6, are of the effective and total principal stresses after the excavation
is made and stresses have come to equilibrium, but prior to liner installation. It is clear that the
principal stress tensors rotate about the circumference of the excavation for a distance of about 1
tunnel diameter. Comparing the unexcavated to excavated stresses, it can be seen that the maximum
principal stress has increased around the tunnel. However, the radial stresses are relaxed in the
vicinity of the tunnel, and there is a tensile-stress region immediately surrounding the tunnel, as
shown in Figure 7.5. Change in principal stress tensor direction between the unexcavated and
excavated states represents shear stresses due to excavation.

Figures 7.7 and 7.8 indicate the principal stress distribution after the lining is installed and pres-
surized, and stresses have come to equilibrium. The tensile-stress region now extends farther away
from the tunnel, all the way to the ground surface. The radial stresses surrounding the tunnel
increase as a result of the pressurization, but the tangential stresses decrease and become tensile.
This can be seen by comparing Figure 7.8 to Figure 7.6.

The plasticity plot in Figure 7.9 shows that many zones around the tunnel either are at yield, or were
at yield in the past. However, none of the zones has failed yet in tension. The currently yielded
zones are in the higher shear stress regions.

Figure 7.10 plots the pore pressure distribution at the final state. Note that the pore pressures do
not change for this analysis.

For the second analysis, pore pressures can generate as a result of mechanical volume change
during the tunnel construction stages. Pore pressure change is governed by the water bulk modulus.
Figure 7.11 shows the pore pressure distribution after the tunnel excavation, and Figure 7.12 shows
the distribution after the liner is installed and pressurized.

Figures 7.13 and 7.14 show the principal stress distribution for the analysis, including mechanical
generation of pore pressure. The effect of mechanical deformation on pore pressure is indicated in
these figures by the change in the pore-pressure contours around the tunnel (as shown in Figures 7.11
and 7.12). However, as these figures also indicate, the influence of change in pore pressure on the
effective stress distribution, and the extent of the tensile stress region, is insignificant. Compare
Figures 7.13 and 7.14 to Figures 7.5 and 7.7.
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Figure 7.3 Effective principal stress distribution under gravity loading
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Figure 7.4 Close-up view of initial total stresses before tunnel excavation
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Figure 7.5 Effective principal stress distribution and tensile stress region
after tunnel excavation
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Figure 7.6 Close-up view of total principal stress distribution after tunnel
excavation
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Figure 7.7 Effective principal stress distribution and tensile stress region
after liner installed and pressurized
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Figure 7.8 Close-up view of total principal stress distribution, axial forces in
liner and applied forces at tunnel boundary after liner installed
and pressurized
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Figure 7.9 Plasticity indicators after liner installed and pressurized
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Figure 7.10 Pore pressure distribution after liner installed and pressurized
(no mechanical generation of pore pressure)
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Figure 7.11 Pore pressure distribution after tunnel excavation (mechanical
generation of pore pressure)
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Figure 7.12 Pore pressure distribution after liner installed and pressurized
(mechanical generation of pore pressure)
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Figure 7.13 Effective principal stress distribution, pore pressure contours and
tensile stress region after tunnel excavation (mechanical gener-
ation of pore pressure included)
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Figure 7.14 Effective principal stress distribution, pore pressure contours and
tensile stress region after liner installed and pressurized (mechan-
ical generation of pore pressure included)
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7.4 Data File “PRESSTUNNEL.DAT”

;Project Record Tree export
;Title:Pressurized Concrete Tunnel

;*** Branch: effective stress ****
new

;... State: w1.sav ....
config
grid 58,51
gen 0.0,-60.0 0.0,-20.0 20.0,-20.0 20.0,-60.0 i 2 14 j 1 21
model elastic i=2,13 j=1,20
gen 20.0,-60.0 20.0,-20.0 100.0,-20.0 100.0,-60.0 ratio 1.1,1.0 i 14 34 &
j 1 21

model elastic i=14,33 j=1,20
gen 0.0,-20.0 0.0,20.0 20.0,20.0 20.0,-20.0 i 35 59 j 1 43
model elastic i=35,58 j=1,42
gen 20.0,-20.0 20.0,20.0 100.0,20.0 100.0,-20.0 ratio 1.1,1.0 i 14 34 &
j 21 42

model elastic i=14,33 j=21,41
gen 0.0,20.0 0.0,30.0 20.0,30.0 20.0,20.0 i 2 14 j 42 52
model elastic i=2,13 j=42,51
gen 20.0,20.0 20.0,30.0 100.0,29.999992 100.0,20.0 ratio 1.1,1.0 i 14 34 &
j 42 52

model elastic i=14,33 j=42,51
attach aside from 2 21 to 14 21 bside from 35 1 to 59 1
attach aside from 35 43 to 59 43 bside from 2 42 to 14 42
attach aside from 59 43 to 59 1 bside from 14 42 to 14 21
gen arc 0.0,0.0 0.0,-5.833 180.0
group ’rock mass - wet’ notnull j 1 46
model mohr notnull group ’rock mass - wet’
prop density=5.28 bulk=2.67E8 shear=1.09E8 cohesion=4320.0 &
friction=45.0 dilation=0.0 tension=4320.0 notnull group ’rock mass - wet’

group ’rock mass - dry’ notnull j 47 51
model mohr notnull group ’rock mass - dry’
prop density=4.6986 bulk=2.67E8 shear=1.09E8 cohesion=4320.0 &
friction=45.0 dilation=0.0 tension=4320.0 notnull group ’rock mass - dry’

fix x y i 2 34 j 1
fix x i 34
fix x i 2 j 42 52
fix x i 35 j 1 42
fix x i 2 j 1 21
save w1.sav

;... State: w2.sav ....
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table 1 delete
table 1 0 25.00 100.0 25.00
set gravity=32.18504
water density=1.938
water table=1
initial syy -15207.83 var 0.0,14451.36 i 2 33 j 1 46
initial syy -756.47 var 0.0,756.47 i 2 33 j 47 51
initial syy -8407.19 var 0.0,6800.64 i 35 58 j 1 42
initial sxx -8275.37 var 0.0,8048.43 i 2 33 j 1 46
initial sxx -226.94 var 0.0,226.94 i 2 33 j 47 51
initial sxx -4487.87 var 0.0,3787.49 i 35 58 j 1 42
initial szz -8275.37 var 0.0,8048.43 i 2 33 j 1 46
initial szz -226.94 var 0.0,226.94 i 2 33 j 47 51
initial szz -4487.87 var 0.0,3787.49 i 35 58 j 1 42
history 999 unbalanced
solve elastic
save w2.sav

;... State: w3.sav ....
model null region 38 22
group ’null’ region 38 22
group delete ’null’
solve
save w3.sav

;... State: w4.sav ....
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
struct node 1 grid 35,16
struct node 2 grid 36,16
struct node 3 grid 37,16
struct node 4 grid 38,16
struct node 5 grid 38,17
struct node 6 grid 39,17
struct node 7 grid 40,17
struct node 8 grid 40,18
struct node 9 grid 41,18
struct node 10 grid 41,19
struct node 11 grid 41,20
struct node 12 grid 42,20
struct node 13 grid 42,21
struct node 14 grid 42,22
struct node 15 grid 42,23
struct node 16 grid 42,24
struct node 17 grid 41,24
struct node 18 grid 41,25

FLAC Version 5.0



Stresses around a Pressurized Concrete Tunnel 7 - 15

struct node 19 grid 41,26
struct node 20 grid 40,26
struct node 21 grid 40,27
struct node 22 grid 39,27
struct node 23 grid 38,27
struct node 24 grid 38,28
struct node 25 grid 37,28
struct node 26 grid 36,28
struct node 27 grid 35,28
struct liner begin node 1 end node 2 prop 5001
struct liner begin node 2 end node 3 prop 5001
struct liner begin node 3 end node 4 prop 5001
struct liner begin node 4 end node 5 prop 5001
struct liner begin node 5 end node 6 prop 5001
struct liner begin node 6 end node 7 prop 5001
struct liner begin node 7 end node 8 prop 5001
struct liner begin node 8 end node 9 prop 5001
struct liner begin node 9 end node 10 prop 5001
struct liner begin node 10 end node 11 prop 5001
struct liner begin node 11 end node 12 prop 5001
struct liner begin node 12 end node 13 prop 5001
struct liner begin node 13 end node 14 prop 5001
struct liner begin node 14 end node 15 prop 5001
struct liner begin node 15 end node 16 prop 5001
struct liner begin node 16 end node 17 prop 5001
struct liner begin node 17 end node 18 prop 5001
struct liner begin node 18 end node 19 prop 5001
struct liner begin node 19 end node 20 prop 5001
struct liner begin node 20 end node 21 prop 5001
struct liner begin node 21 end node 22 prop 5001
struct liner begin node 22 end node 23 prop 5001
struct liner begin node 23 end node 24 prop 5001
struct liner begin node 24 end node 25 prop 5001
struct liner begin node 25 end node 26 prop 5001
struct liner begin node 26 end node 27 prop 5001
struct prop 5001
struct node 1 fix r
struct node 27 fix r
struct prop 5001 e 5.4E8 area 0.83 I 0.048225 thickness 0.83 pratio 0.2
apply pressure 24685.7 from 35,16 to 35,28
solve
save w4.sav

;*** Branch: pore press generation ****
new
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;... State: gw w1.sav ....
config gw
grid 58,51
gen 0.0,-60.0 0.0,-20.0 20.0,-20.0 20.0,-60.0 i 2 14 j 1 21
model elastic i=2,13 j=1,20
gen 20.0,-60.0 20.0,-20.0 100.0,-20.0 100.0,-60.0 ratio 1.1,1.0 i 14 34 &
j 1 21

model elastic i=14,33 j=1,20
gen 0.0,-20.0 0.0,20.0 20.0,20.0 20.0,-20.0 i 35 59 j 1 43
model elastic i=35,58 j=1,42
gen 20.0,-20.0 20.0,20.0 100.0,20.0 100.0,-20.0 ratio 1.1,1.0 i 14 34 &
j 21 42

model elastic i=14,33 j=21,41
gen 0.0,20.0 0.0,30.0 20.0,30.0 20.0,20.0 i 2 14 j 42 52
model elastic i=2,13 j=42,51
gen 20.0,20.0 20.0,30.0 100.0,29.999992 100.0,20.0 ratio 1.1,1.0 i 14 34 &
j 42 52

model elastic i=14,33 j=42,51
attach aside from 2 21 to 14 21 bside from 35 1 to 59 1
attach aside from 35 43 to 59 43 bside from 2 42 to 14 42
attach aside from 59 43 to 59 1 bside from 14 42 to 14 21
gen arc 0.0,0.0 0.0,-5.833 180.0
group ’rock mass - dry’ notnull j 1 51
model mohr notnull group ’rock mass - dry’
prop density=4.6986 bulk=2.67E8 shear=1.09E8 cohesion=4320.0 &
friction=45.0 dilation=0.0 tension=4320.0 notnull group ’rock mass - dry’

fix x y i 2 34 j 1
fix x i 34
fix x i 2 j 42 52
fix x i 35 j 1 42
fix x i 2 j 1 21
save gw w1.sav

;... State: gw w2.sav ....
set gravity=32.18504
prop por=0.3 notnull
water density=1.938
set flow=off
initial pp 5304.31 var 0.0,-5304.31 i 2 34 j 1 47
initial pp 2808.16 var 0.0,-2496.14 i 35 59 j 1 43
initial saturation 0.0 i 2 34 j 47 52
initial syy -15207.83 var 0.0,14451.36 i 2 33 j 1 46
initial syy -756.47 var 0.0,756.47 i 2 33 j 47 51
initial syy -8407.19 var 0.0,6800.64 i 35 58 j 1 42
initial sxx -8275.37 var 0.0,8048.43 i 2 33 j 1 46
initial sxx -226.94 var 0.0,226.94 i 2 33 j 47 51
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initial sxx -4487.87 var 0.0,3787.49 i 35 58 j 1 42
initial szz -8275.37 var 0.0,8048.43 i 2 33 j 1 46
initial szz -226.94 var 0.0,226.94 i 2 33 j 47 51
initial szz -4487.87 var 0.0,3787.49 i 35 58 j 1 42
history 999 unbalanced
solve
save gw w2.sav

;... State: gw w3.sav ....
model null region 38 22
group ’null’ region 38 22
group delete ’null’
water bulk=4.0E7
solve
save gw w3.sav

;... State: gw w4.sav ....
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
struct node 1 grid 35,16
struct node 2 grid 36,16
struct node 3 grid 37,16
struct node 4 grid 38,16
struct node 5 grid 38,17
struct node 6 grid 39,17
struct node 7 grid 40,17
struct node 8 grid 40,18
struct node 9 grid 41,18
struct node 10 grid 41,19
struct node 11 grid 41,20
struct node 12 grid 42,20
struct node 13 grid 42,21
struct node 14 grid 42,22
struct node 15 grid 42,23
struct node 16 grid 42,24
struct node 17 grid 41,24
struct node 18 grid 41,25
struct node 19 grid 41,26
struct node 20 grid 40,26
struct node 21 grid 40,27
struct node 22 grid 39,27
struct node 23 grid 38,27
struct node 24 grid 38,28
struct node 25 grid 37,28
struct node 26 grid 36,28
struct node 27 grid 35,28
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struct liner begin node 1 end node 2 prop 5001
struct liner begin node 2 end node 3 prop 5001
struct liner begin node 3 end node 4 prop 5001
struct liner begin node 4 end node 5 prop 5001
struct liner begin node 5 end node 6 prop 5001
struct liner begin node 6 end node 7 prop 5001
struct liner begin node 7 end node 8 prop 5001
struct liner begin node 8 end node 9 prop 5001
struct liner begin node 9 end node 10 prop 5001
struct liner begin node 10 end node 11 prop 5001
struct liner begin node 11 end node 12 prop 5001
struct liner begin node 12 end node 13 prop 5001
struct liner begin node 13 end node 14 prop 5001
struct liner begin node 14 end node 15 prop 5001
struct liner begin node 15 end node 16 prop 5001
struct liner begin node 16 end node 17 prop 5001
struct liner begin node 17 end node 18 prop 5001
struct liner begin node 18 end node 19 prop 5001
struct liner begin node 19 end node 20 prop 5001
struct liner begin node 20 end node 21 prop 5001
struct liner begin node 21 end node 22 prop 5001
struct liner begin node 22 end node 23 prop 5001
struct liner begin node 23 end node 24 prop 5001
struct liner begin node 24 end node 25 prop 5001
struct liner begin node 25 end node 26 prop 5001
struct liner begin node 26 end node 27 prop 5001
struct prop 5001
struct node 1 fix r
struct node 27 fix r
struct prop 5001 e 5.4E8 area 0.83 I 0.048225 thickness 0.83 pratio 0.2
apply pressure 24685.7 from 35,16 to 35,28
solve
save gw w4.sav

;*** plot commands ****
;plot name: Unbalanced force
plot hold history 999
;plot name: eff. stresses
plot hold estress water white bound tcont lmagenta
;plot name: total stresses closeup
plot hold stress water lmagenta bound struct liner axial fill &
max 200000.0 white apply lmagenta

;plot name: plasticity
plot hold bound plasticity
;plot name: tot. stresses
plot hold stress bound
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;plot name: pp
plot hold pp fill bound
;plot name: fail Mohr
set pltc 4320.0 pltf 45.0 pltt 4320.0
plot hold fail normal
;plot name: grid
plot hold grid
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8 Displacements near the Face of an Advancing Shaft

8.1 Problem Statement

A circular shaft is excavated in chalk and lined with monolithic precast concrete segments. The aim
of this exercise is to determine the displacements that take place before the lining is installed. This
type of information can then be used to enable a two-dimensional plane-strain analysis to include
the effect of shaft or tunnel advancement on relaxation of shaft or tunnel loads (seeSection 12).

For this example, the shaft’s diameter is 5.44 m, and the thickness of the lining is 22 cm. The
excavation increments are 2 m long and, after each round,a 2 m precast concrete segment is placed
right up to the face.Figure 8.1shows a cross-section view of the process.

r=2.5 m

0.22 m

2 m

2 m

Symmetry

Line

STEP 1 STEP 2 STEP 3

Figure 8.1 Problem geometry and excavation steps
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In reality, the chalk exhibits time-dependent behavior associated with creep. The analysis presented
here is limited to the elastic response which accounts for the closure near the face. The following
properties are used:

Chalk
density 2350 kg/m3

bulk modulus 600 MPa
shear modulus 360 MPa

Concrete Liner
density 2500 kg/m3

bulk modulus 14 GPa
shear modulus 8.4 GPa

The in-situ stress state is considered to be hydrostatic, withσxx = σyy = σzz = 1.5 MPa.

Panet (1979) published an expression relating shaft closure of an unsupported shaft to the distance
to the shaft face. The expression provides a starting point for this example. The solution calculates
radial displacements,ur , at the shaft circumference:

ur = c0 + c1

[
1− exp

(
− |y|

0.7R

)]
y ≥ 0 (8.1)

ur = c0 − c1

[
1− exp

(
− |y|

0.7R

)]
y ≤ 0

with:

c0 = −σoR
2G

ho (8.2)

c1 = −σoR
2G

(1− ho)

where:
R = unlined shaft radius;
ho ∼= 1/3;
σo = in-situ pressure;
G = shear modulus; and
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|y|= distance to the face (positive in the direction of the advancing face).

Two analyses are performed for the advancing shaft:

(1) the unlined shaft is modeled and the results compared to Panet’s (1979) solu-
tion; and

(2) the effect of the lining is studied.

8.2 Modeling Procedure

Because the axis of the shaft is an axis of radial symmetry, an axisymmetric elastic model is used
in this example. TheFLAC model has dimensions 30 m by 60 m and contains 1300 zones. In order
to limit the effect of the boundary condition, 30 meters of shaft have been modeled (6 diameters).

For the unlined case, the excavation of the 30 meters has been modeled in only one step (see
“BRANCH: UNLINED” in “SHAX.DAT” in Section 8.5). For the lined case, the excavation
sequence is followed. TheFISH functionexcav in “BRANCH: LINED” in “SHAX.DAT”) simulates
the excavation sequence. For each round, rowsjj1 to jj2 are excavated, and the concrete liner is
placed in rowsjj3 to jj4. Figures 8.2and8.3show the zone geometry at the end of the run.
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Figure 8.2 Zone geometry
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Figure 8.3 Zone geometry (detail)

8.3 Results

For the analysis of the unlined shaft, the radial displacements,ur , calculated at the shaft circumfer-
ence closely match Panet’s solution (Eq. (8.1)). Figure 8.4compares the radial displacements as a
function of the distance to the face obtained fromFLAC with Panet’s solution.

For the lined shaft analysis, the radial displacements that take place at the shaft interface with the
precast liner are plotted inFigure 8.5. The displacements are approximately 60% of those with no
liner. The jagged shape is due to the uneven radial displacement of the unsupported span, which is
partially confined at both ends (last ring of lining and shaft’s face) and relatively free to move in
the middle.

Figure 8.6shows a magnified grid plot for the unlined shaft, whileFigure 8.7shows the same plot
for the lined shaft. The jagged shape of the deformed liner is also evident in the second plot.

Note that the use of the axisymmetry option preventsFLAC from modeling the bending resistance
accurately. However, the compression resistance is represented adequately.

FLAC Version 5.0



Displacements near the Face of an Advancing Shaft 8 - 5

   FLAC (Version 5.00)

LEGEND

   30-Aug-04  11:37
  step      1037
 
Table Plot
FLAC

Panet Solution

-20 -15 -10  -5  0   5  10  15  20  

-5.000

-4.000

-3.000

-2.000

-1.000

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 8.4 Comparison of radial displacements (mm) as a function of the
distance to the face (m) for the unlined shaft
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Figure 8.5 Comparison of radial displacements (mm) as a function of the
distance to the face (m) for the lined shaft versus the unlined
shaft
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Figure 8.6 Deformed grid for the unlined shaft (magnification factor = 50)
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Figure 8.7 Deformed grid for the lined shaft (magnification factor = 50)
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8.4 Reference

Panet, M. “Time-Dependent Deformations in Underground Works,” inProceedings of the 4th
ISRM Congress (Montreux), Vol. 3, pp. 279-289. Rotterdam: A. A. Balkema and the Swiss
Society for Soil and Rock Mechanics, 1979.
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8.5 Data File “SHAX.DAT”

;Project Record Tree export

;*** BRANCH: UNLINED ****
new

;... State: shax1.sav ....
config axi
g 20 65
mo el
gen 0 -30 0 0 2.5 0 2.5 -30 i 1 5 j 1 21 rat 1 0.9
gen s 0 30 2.5 30 s i 1 5 j 21 66
gen 2.5 0 2.5 30 30 30 30 0 i 5 21 j 21 66 rat 1.2 1
gen 2.5 -30 2.5 0 30 0 30 -30 i 5 21 j 1 21 rat 1.2 .9
ini x 2.72 i 6
pro bulk 6e8 she 3.6e8 den 2350
ini sxx=-1.5e6 syy=-1.5e6 szz=-1.5e6
app sxx=-1.5e6 i 21
fix y j 1
fix y j 66
hist unbal
hist xd i 6 j 21
hist xd i 6 j 59
mo null i 1 5 j 21 65
solve
save shax1.sav

;... State: ExApp 08a.sav ....
def cons

h0 = 1. / 3.
a1 = 1.5e-2 * 2.72 / (2. * 3.6)
a2 = -1. / (0.7 * 2.72)
c0 = -a1 * h0
c1 = -(1.0 - h0) * a1

end
cons
def panet

i = 6
k = 0
loop j (1,66)

yf = y(i,j)
if abs(yf) < 21. then

k = k + 1
xtable(10,k) = yf
yv = abs(yf)
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yval = 1.-exp(yv * a2)
if yf < 0.0 then

yval = (c0 - c0 * yval)*1e3
else

yval = (c0 + c1 * yval)*1e3
end if
ytable(10,k) = yval
xtable(11,k) = yf
ytable(11,k) = xdisp(i,j)*1e3

end if
end loop

end
panet
save ExApp 08a.sav

;*** BRANCH: LINED ****
new

;... State: shax2.sav ....
config axi
g 20 65
mo el
gen 0 -30 0 0 2.5 0 2.5 -30 i 1 5 j 1 21 rat 1 0.9
gen s 0 30 2.5 30 s i 1 5 j 21 66
gen 2.5 0 2.5 30 30 30 30 0 i 5 21 j 21 66 rat 1.2 1
gen 2.5 -30 2.5 0 30 0 30 -30 i 5 21 j 1 21 rat 1.2 .9
ini x 2.72 i 6
pro bulk 6e8 she 3.6e8 den 2350
ini sxx=-1.5e6 syy=-1.5e6 szz=-1.5e6
app sxx=-1.5e6 i 21
fix y j 1
fix y j 66
hist unbal
hist xd i 5 j 21
hist xd i 5 j 61
mo null i 1 5 j 63 65
solve
def excav

loop k (1,14)
jj1=63-3*k
jj2=jj1+2
jj3=jj2+1
jj4=jj3+2
command

mo null i 1 5 j jj1 jj2
mo el i 5 j jj3 jj4
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pro bulk 14e9 shear 8.4e9 den 2500 i 5 j jj3 jj4
solve

end command
end loop

end
excav
save shax2.sav

;... State: ExApp 08b.sav ....
def cons

h0 = 1. / 3.
a1 = 1.5e-2 * 2.72 / (2. * 3.6)
a2 = -1. / (0.7 * 2.72)
c0 = -a1 * h0
c1 = -(1.0 - h0) * a1

end
cons
def panet

i = 6
k = 0
loop j (1,66)

yf = y(i,j)
if abs(yf) < 21. then

k = k + 1
xtable(10,k) = yf
yv = abs(yf)
yval = 1.-exp(yv * a2)
if yf < 0.0 then

yval = (c0 - c0 * yval)*1e3
else

yval = (c0 + c1 * yval)*1e3
end if
ytable(10,k) = yval
xtable(11,k) = yf
ytable(11,k) = xdisp(i,j)*1e3

end if
end loop

end
panet
save ExApp 08b.sav

;*** plot commands ****
;plot name: grid
plot hold grid
;plot name: zone geometry(detail)
plot hold grid
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;plot name: Deformed grid
plot hold grid red grid magnify 50.0 white
;plot name: Radial displacement
label table 10
Panet Solution
label table 11
FLAC
plot hold table 11 line 10 line
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9 Simulation of Pull-Tests for Grouted Cable Anchors

9.1 Problem Statement

The most common method for determination of cable bolt properties is to perform pull-out tests on
small segments of grouted cables in the field. Typically, segments from 10 to 50 cm in length are
grouted into boreholes. The ends of these segments are pulled with a jack mounted to the surface
of the tunnel and connected to cable via a barrel-and-wedge type anchor. The force applied to the
cable, and the deformation of the cable are plotted to produce an axial force-deflection curve. From
this curve, the peak shear strength of the grout bond is determined and converted to a strength in
tons/m cable length.

The results for pull-tests on one-half meter segments of several types of cables are illustrated in
Figure 9.1. These plots are expressed in terms of tons/m versus deformation in mm. For all cables,
a water/cement ratio of one-third was used.
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Figure 9.1 Field results for pull-tests on various types of cables for a bond
length of 0.5 m and a water/cement ratio of 1/3
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The properties of typical concrete-reinforcing tendons are given in Table 9.1.

Table 9.1 Typical stranded cable properties

Force (kN) at the following
Nominal Nominal Nominal Grade % of ultimate tensile strength

diameter (mm) mass (kg/m) area (mm2) 55% 65% 75% 100%

15 1.54 177 Super 105 125 145 190

19 2.42 283 Super 170 200 230 305

23 3.49 415 Reg 235 280 325 430
Super 250 295 340 450

26 4.43 530 Reg 300 355 410 545
Super 315 370 430 570

29 5.48 660 Reg 375 440 510 680
Super 390 460 535 710

32 6.64 804 Reg 455 540 625 830
Super 480 565 655 870

35 7.91 962 Reg 545 645 745 990
Super 570 675 780 1040

38 9.29 1140 Reg 645 765 880 1175
Super 675 800 925 1230

In this example problem, FLAC is used to model the previous tests and reproduce the field data. It is
noted that the current cable bolt model in FLAC describes the response of the cable-rock interaction
as cohesive and frictional in nature. The model assumes the grout behaves as an elastic, perfectly
plastic material with confining stress dependence but no loss of strength after failure. Recent field
and laboratory work (e.g., Kaiser et al. 1992) has shown that dilation introduced by the spiral cable
strands can be an important factor in cable response. This behavior is not addressed here, but could
be accounted for through the use of a FISH routine.
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9.2 Modeling Procedure

First, we consider the case where the confining stress dependence on the cable shear bond strength
may be neglected. The cable properties required by FLAC ’s cable-bolt model must be extracted
from the field pull-test curve. This is easily done when the field test data are presented in terms of
force/unit length versus deformation, as shown in Figure 9.1. Assuming no yielding in the cable,
the value of the grout shear stiffness, kbond, is simply the slope of the curve, with the ultimate bond
strength, sbond, being the peak-pull strength value per unit length.

For example, all of the pull-test results shown here have roughly the same loading slope; so, an
average value of kbond is chosen for all:

kbond ≈ 28 tons/meter

25× 10−3meter
= 1.12× 107 N/m/m

This value of kbond is very low, indicating a rather poor grouting job for the cable. Typical kbond
values would be approximately one order of magnitude or more higher than this.

The value of sbond for the single 15.2 mm wire is simply the peak shear resistance in tons/m. In this
case, sbond ≈ 17.5 tons/m, or 17.5 × 104 N/m. To check this value of sbond for reasonableness,
it can be converted to grout shear strength by dividing by the approximate surface area of the
wire (assuming the bond fails at the grout/cable interface). We find that the peak shear strength
is 3.66 MPa. This value should equal roughly half the uniaxial compressive strength of the grout,
indicating either a very poor grout or that the cable was allowed to rotate during the pull-test,
yielding artificially low grout shear-strength values.*

At “Branch: Single 15.2 mm Cable” in the data file “PULL.DAT” (see Section 9.4) is the command
listing for a simple example of a pull-test using FLAC. The cable end-node is pulled at a small,
constant y-oriented velocity (Figure 9.2). A FISH function, ff, is used to sum the reaction forces
and monitor nodal displacement generated by the pull-tests for comparison to field test results.

* This effect is explored in some detail in Hyett et al., 1992.
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This surface fixed in y-direction

End of cable pulled at velocity, V

Grouted cable length 0.5 m

Figure 9.2 Schematic of geometry of FLAC model for a pull test

A plot of history 1 versus history 2 (pull force versus cable displacement) for the case of a single
15.2 mm cable is shown in Figure 9.3. This figure illustrates the general force-displacement behavior
given in Figure 9.1. The peak force is reached at a displacement of approximately 17 mm. After
this point, the cable is simply pulled out of the borehole in much the same fashion as a block sliding
on a plane. Figures 9.4(a-c) show the axial force distribution on the cable for displacements of 10
mm, 17 mm and 17.5 mm, respectively. Superimposed on the axial forces are locations at which
the grout bond is yielding. At 10 mm [Figure 9.4(a)], the grout bond has not failed. At 17 mm
[Figure 9.4(b)], bond failure is initiated and rapidly propagates [Figure 9.4(c)] down the entire cable
length. At that stage, the force on the cable end is simply the sum of sbond×li (where li is the length
of cable segments) for all n-slipping segments. If the embedded length were long enough, the cable
axial force would eventually reach the yield force limit of the cable itself. The cable should then
break when the extension strain equals the ultimate breaking strain of the cable (generally, around
3%). The cable model does not have an extension strain limit; the rockbolt model (see Section 1.6
in Structural Elements) should be used to simulate this condition.
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Figure 9.3 Cable pull force in N/m versus cable displacement in meters for
the case of a single 15.2 mm grouted cable
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(a) at 10 mm deformation
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(b) at 17 mm deformation
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(c) at 17.5 mm deformation

Figure 9.4 Plot of axial force and cable bond yield points for pull-test simula-
tion on a 15.2 mm cable bolt (Note that cable-bond-slip progresses
rapidly after peak strength is reached at the first cable element.)

The evolution of the force profile along the cable is illustrated for the case of the 26 mm cables (Fig-
ure 9.5). See “Branch:26 mm Cable” in “PULL.DAT” in Section 9.4. Here, the force-displacement
profiles for various “snapshots” in displacement are compared. Table 10 is labeled 5 mm displace-
ment, and the remaining tables are labeled at 5 mm increments up to 30 mm. (Note that the last
three values in each table are for structural nodes outside the grid and should be neglected.) Up
to the point of approximately 20 mm, bond slippage does not occur, and the increase in axial load
is essentially elastic; however, bond slippage occurs rapidly between 20 and 25 mm (Tables 40
and 50), with a constant force distribution thereafter. The slope of the final curve is approximately
sbond/L, where L is the initial grouted length of the cable.
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Figure 9.5 Evolution of the final axial force distribution (in tons/m) for a
pull-test simulation on 26 mm cables in a single borehole (Note
that the last three points in each table are outside the grid and
should be neglected.)

The cable shear bond strength will, in general, increase with increasing effective pressure p′ acting
on the cable. A linear law is implemented in FLAC, whereby the cable shear bond strength is defined
as a constant (sbond) plus the effective pressure on the cable multiplied by the cable perimeter
(perimeter) times a friction angle (sfriction). This pressure dependence is activated automatically in
FLAC by issuing the cable properties perimeter and sfriction. Note that, in this case, the input data
for sbond must correspond to the shear bond strength in a cable pull-out test carried out without
confining pressure. Numerical results of pull-out tests on the 15.2 mm cable are presented for a
friction angle of 20◦ and three levels of initial confining pressure, namely p′ = 105, 106 and 107

N/m2, in Figures 9.6 to 9.8. Those figures indicate an increasing failure level with increasing initial
confining pressure illustrating the frictional character of the cable-rock interface. Results for the
pull-out test with confined pressure on the 15.2 mm cable were obtained in “PULL.DAT” at the
branch named “Branch: 15.2 mm cab. with confining pressure” in Section 9.4.
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Figure 9.6 Pull-out test on 15.2 mm cable — p = 105 N/m2
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Figure 9.7 Pull-out test on 15.2 mm cable — p = 106 N/m2
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Figure 9.8 Pull-out test on 15.2 mm cable — p = 107 N/m2
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9.4 Data File “PULL.DAT”

;Project Record Tree export

;*** Branch: Single 15.2 mm cable ****
new

;... State: pull a.sav ....
config
;pull.dat
g 4 6
mo el
ini x mul .1
ini y mul .1
pro bulk 5e9 she 3e9 den 2000
fix y j 7
set large
set st damp struc combined
; --- Cable installation ---
stru cable beg .2 0.1 end .2 .7 seg 12
stru pro 1 e 98.6e9 yield 232.13e3 a 181e-6 sbond 1.75e5 kbond 1.12e7
; --- Fish functions ---
; ff : Pull force per unit cable length
; dd : Displacement of cable end
def ff

sum = 0.0
loop i (1,igp)

sum = sum+yforce(i,7)
end loop
ff=2.0*sum ; multiply by 2.0 because length is 0.5 m
dd=step*1e-6

end
; --- Histories ---
his nstep 100
hist ff
hist dd
hist unbal
; --- Pull out test ---
stru node 13 fix y ini yvel 1e-6
step 10000
; 10 mm deformation
;plot hold bou struc ax struc bo
save pull a.sav

;... State: pull b.sav ....
step 7000

FLAC Version 5.0



9 - 12 Example Applications

; 17 mm deformation
;plot hold bou struc ax struc bo
save pull b.sav

;... State: pull c.sav ....
step 500
; 17.5 mm deformation
;plot hold bou struc ax struc bo
save pull c.sav

;... State: pull.sav ....
step 2500
; 20 mm deformation
;plot hold his 1 vs 2
save pull.sav

;*** Branch: 26 mm cable ****
new

;... State: pull1.sav ....
config
;pull1.dat
g 4 6
mo el
ini x mul .1
ini y mul .1
pro bulk 5e9 she 3e9 den 2000
fix y j 7
set large
set st damp struct combined
; --- Cable installation ---
stru cable beg .2 0.1 end .2 .7 seg 12
stru pro 1 e 98.6e9 yield 545.e3 a 530.e-6 sbond 2.63e5 kbond 1.12e7
; --- Fish functions ---
; ff : Pull force per unit cable length
; dd : Displacement of cable end
def ff

sum = 0.0
loop i (1,igp)

sum = sum+yforce(i,7)
end loop
ff=2.0*sum
dd=step*1e-6

end
ca str.fin
def fill tab
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; xval: distance from initial cable deep end [m]
; yval: axial force by unit cable length [tons/m]

k = 0
eind = imem(str pnt+$ksels)
loop while eind # 0

pt1 = imem(eind+$keln1)
pt2 = imem(eind+$keln2)
k = k + 1
xval = (fmem(pt1+$kndy)+fmem(pt2+$kndy))*0.5 - 0.1
yval = -fmem(eind+$kelfax)*2.0e-4
xtable(itab,k) = xval
ytable(itab,k) = yval
eind = imem(eind)

end loop
end
def test

command
step 5000

end command
itab = itab + 10
fill tab

end
; --- Histories ---
his nstep 100
hist ff
hist dd
hist unbal
; --- Pull out test ---
stru node 13 fix y ini yvel 1e-6
test
save pull1.sav

;... State: pull2.sav ....
test
save pull2.sav

;... State: pull3.sav ....
test
save pull3.sav

;... State: pull4.sav ....
test
save pull4.sav

;... State: pull5.sav ....
test
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save pull5.sav

;... State: pull6.sav ....
test
save pull6.sav

;*** Branch: 15.2 mm cab. with confining pressure ****
new

;... State: pull2p.sav ....
config
;pull2.dat
g 4 6
mo el
ini x mul .1
ini y mul .1
pro bulk 5e9 she 3e9 den 2000
fix y j 7
; --- Settings ---
set large
set st damp struc combined
; --- Cable installation ---
stru cable beg .2 0.1 end .2 .7 seg 12
stru pro 1 e 98.6e9 yield 232.13e3 a 181e-6 sbond 1.75e5 kbond 1.12e7
stru pro 1 sfriction 20.0 perimeter 47.75e-3
; --- Fish functions ---
def con p

cpm = - cp
command

ini sxx cpm szz cpm
app pr cp i 1
app pr cp i 5

end command
end
; ff : Pull force per unit cable length
; dd : Displacement of cable end
def ff

sum = 0.0
loop i (1,igp)

sum = sum+yforce(i,7)
end loop
ff=2.0*sum
dd=step*1e-6

end
; --- Histories ---
his nstep 100
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hist ff
hist dd
hist unbal
; --- Pull out test ---
stru node 13 fix y ini yvel 1e-6
save pull2p.sav

;*** Branch: c.p. =1e5 ****

;... State: pullp1.sav ....
set cp = 1e5
con p
step 40000
save pullp1.sav

;*** Branch: c.p.=1e6 ****
restore pull2p.sav

;... State: pullp2.sav ....
set cp = 1e6
con p
step 40000
save pullp2.sav

;*** Branch: c.p.=1e7 ****
restore pull2p.sav

;... State: pullp3.sav ....
set cp = 1e7
con p
step 40000
save pullp3.sav

;*** plot commands ****
;plot name: Pull force vs displ
plot hold history 1 line vs 2
;plot name: Axial force and cable bond yield points
plot hold bound struct cable axial max 90000.0 struct cable bond
;plot name: Axial force along cable
label table 10
5 mm displ
label table 20
10 mm displ
label table 30
15 mm displ
label table 40
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20 mm displ
label table 50
25 mm displ
label table 60
30 mm displ
plot hold table 60 both 50 both 40 both 30 both 20 both 10 both alias &
’axial force along cable’
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10 Slope Stability Analysis of a Rock Slope

10.1 Problem Statement

Limit equilibrium methods are commonly used to evaluate the stability of slopes in rock or soil.
For materials in which well-defined structural patterns (e.g., features such as bedding planes or
joints) are not present, rupture surfaces develop naturally along planes or curved surfaces within
the slope. In soils, the rupture surface is commonly observed to be circular: this is the basis for
many limit-equilibrium stability theories.

One common method is the Bishop simplified method of slices (Bishop 1955). This method is
one of several used by Hoek and Bray (1981) to produce series of slope stability charts for circular
failure. A limiting equilibrium condition for the development of a tensile crack can be included
with the circular failure, as well as the influence of water pressure due to the presence of a phreatic
surface in the slope. The charts developed by Hoek and Bray can be used to determine the location
of the critical failure circle and tension crack, and find the associated factor of safety for stability
of the slope.

An example application of Bishop’s method is given by Hoek and Bray for the case of a slope
excavated in highly weathered granitic rock. The slope contains three 15 m high benches with two
8 m wide beams. The bench faces are inclined at 75◦ to the horizontal, and the top of the slope is
cut at 45◦ from the top of the third bench to the ground surface. Figure 10.1 illustrates the geometry
of the slope.
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critical center for = 45φ °

a

a/R = 0.401

R

Figure 10.1 Failure surface solution from Bishop’s method for a rock slope
[Hoek and Bray (1981)]
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The rock mass is classified as a Hoek-Brown material with strength parameters of:

m = 0.13
s = 0.00001
σc = 150 MPa
σmc =

√
s σc = 0.47 MPa

The tensile strength is estimated to be 0.012 MPa. For the Bishop’s method, a tangent to the curved
Hoek-Brown failure envelope is drawn at a normal stress level estimated from the slope geometry.
Mohr-Coulomb properties for friction angle and cohesive strength are then estimated to be (see
“HOEK.FIS” in Section 3 in the FISH volume):

φ = 45◦
c = 0.14 MPa

The mass density of the dry rock mass is 2500 kg/m3, and the mass density of the saturated rock
mass is 2800 kg/m3. The phreatic surface is located as shown in Figure 10.1, and the mass density
of water is 1000 kg/m3.

Based upon these parameters, Hoek and Bray report that the Bishop method produces a location
for the circular failure surface and tension crack, as shown in Figure 10.1, and a factor of safety of
1.423.

10.2 Modeling Procedure

In FLAC, the failure surface can evolve during the calculation in a way that is representative of the
natural evolution of the physical failure plane in the slope. It is not necessary to make an estimate
for the location of the circular failure line when beginning an analysis, as it is with limit-equilibrium
methods. FLAC will find the failure plane and the failure mechanism by simulating the material
behavior directly. Run the data file “ROCKSL.DAT” in Section 10.5 to perform this analysis.

A reasonably fine grid should be selected to ensure that the failure plane will be well-defined as
it develops. It is best to use the finest grid possible when studying problems involving localized
failure (see Section 3.2.4 in the User’s Guide). For the bench-cut slope, a model grid is created as
shown in Figure 10.2.
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Figure 10.2 FLAC model grid with water table

FLAC can perform a factor-of-safety calculation by using the strength reduction method as described
in note 12 in Section 3.8 in the User’s Guide. The method is implemented by invoking the SOLVE
fos command. In this approach, the strength of the material is reduced until a failure of the slope
occurs. Both friction angle and cohesion are reduced simultaneously by a constant factor, and
FLAC runs are automatically made with each new pair of strength parameters using a bracketing
approach until a safety factor is found.

We begin this analysis at the strength parameters selected by Hoek and Bray to characterize the
slope (φ = 45◦, c = 0.14 MPa and tf = 0.012 MPa). The model is first brought to an equilibrium
state assuming an unsaturated condition. We use the SOLVE elastic command to minimize plastic
yield during the initial development of gravitational stresses. We then introduce the water table and
adjust the mass density below the phreatic surface to its saturated value (using the FISH function
wet den). Note that the total stresses are adjusted automatically (by specifying CONFIG ats at
the start) to correspond to the increase in pore pressure resulting from the WATER table command.
The model is stepped to equilibrium again, and the resulting stress state is almost entirely within
the elastic range for the imposed conditions, as can be seen from the failure envelope plot shown
in Figure 10.3.
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Figure 10.3 Failure surface and initial zone stresses

The factor-of-safety calculation is then begun by specifying SOLVE fos. With the strength reduction
approach, the factor of safety, fs , adjusts the friction and cohesion as follows.

The reduced friction angle, φr , is

φr = arctan(tan φ/fs)

and the reduced cohesion, cr , is

cr = c/fs

Note also that we simulate a loss in tensile strength when the tensile strength limit is reached. We
assume that the tensile strength drops to zero instantaneously; this is prescribed by default with the
Mohr-Coulomb model. (Tensile softening as a function of plastic tensile strain can be prescribed
with the strain-softening model.)

FLAC Version 5.0



Slope Stability Analysis of a Rock Slope 10 - 5

10.3 Results

While FLAC is executing the SOLVE fos command, the bracketing values for fs are printed continu-
ously to the screen. When completed, the final value for fs is displayed. In this case, the calculated
fs is 1.41.

The failure surface is identified by the plots in Figures 10.4 and 10.5. These plots are generated
after restoring the file “ROCKSL FOS.SAV,”

In Figure 10.4, the contours of shear strain rate indicate the plane of shear failure, while the plot of
zero tensile strength within zones denotes the region in which tensile failure occurs (and the tensile
strength drops to zero). In Figure 10.5, the plot of velocity vectors also indicates the pattern of
motion at the initiation of failure.

Compare Figures 10.4 and 10.5 to Figure 10.1. The failure surface in FLAC closely resembles that
produced from the Bishop solution. However, the tensile failure extends farther up the slope in
the FLAC solution. It is important to recognize that the limit equilibrium solution only identifies
the onset of failure, whereas the FLAC solution includes the effect of stress redistribution and
progressive failure after failure has been initiated. In this problem, tensile failure continues up the
slope as a result of the tensile softening. The resulting factor of safety allows for this weakening
effect.

This rock slope example is also run using FLAC/Slope, see Section 1.4.5 in the FLAC/Slope User’s
Guide. The factor of safety calculated in the FLAC/Slope simulation is 1.38, and the failure pattern
is slightly different. For example, compare Figure 10.5 to Figure 1.96 in the FLAC/Slope User’s
Guide. This difference is related to the effect of the loading path on the development of tensile
failure in the model. In FLAC/Slope, the SOLVE fos solution is invoked from an initial stress state
of zero in the model. In this example, the model is brought to an equilibrium stress state, with only
a minor amount of tensile failure, before the SOLVE fos solution is performed. The approach in
FLAC/Slope produces slightly more tensile failure in the model. Note that if the tensile strength
is set to a high value (e.g., 0.14 MPa), then no tensile failure occurs, and the calculated factor of
safety is the same for both simulations: 1.41.

More detailed comparisons of FLAC to limit equilibrium solutions have been made by others (e.g.,
Thompson 1993 and Dawson et al., 1999).
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Figure 10.4 Failure surface in slope indicated by shear strain contours and
zero tension zones
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Figure 10.5 Failure surface in slope indicated by velocity vectors and plasticity
indicators
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10.5 Data File “ROCKSL.DAT”

;Project Record Tree export

;... State: rocsl 1.sav ....
;----------------------------------------------------------------------
; rocksl.dat rock slope stability analysis
; comparison to solution in Hoek & Bray, 1981
;----------------------------------------------------------------------
config ats
grid 60,40
gen -40.0,-40.0 -40.0,80.0 140.0,80.0 140.0,-40.0 i=1,61 j=1,41
model elastic
; Add top surface
table 1 (-130.0 -40.00) (-130.0 0) (-40.00 0) (0 0) (3.880 15.00) (11.88 &
15.00) (15.76 30.00) (23.76 30.00) (27.63 45.00) (43.15 60.50) (80.00 &
76.00) (140.0 80.00) (230.0 80.00) (230.0 -40.00)

gen table 1
model null region 30 40
;
fix x y j=1
fix x i=1
fix x i=61
;
group ’rock mass’ reg tab 1
model mohr group ’rock mass’ notnull
prop density=2500.0 bulk=1E8 shear=3E7 cohesion=140000.0 friction=45.0 &
dilation=0.0 tension=12000.0 group ’rock mass’ notnull

;
set gravity=9.81
history 999 unbalanced
solve elastic
save rocsl 1.sav

;... State: rocsl 2.sav ....
; Add water table
table 2 (-40.00 0) (0 0) (3.880 4.500) (11.88 12.00) (15.76 16.00) &
(23.76 24.00) (27.64 27.00) (43.15 41.00) (52.00 43.00) (80.00 45.00) &
(140.0 46.00)

def wet den
loop i (1,izones)

loop j (1,jzones)
if model(i,j)>1 then

xa=(x(i,j)+x(i+1,j)+x(i+1,j+1)+x(i,j+1))
xc=0.25*xa
ya=(y(i,j)+y(i+1,j)+y(i+1,j+1)+y(i,j+1))
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yc=0.25*ya
if yc < table(2,xc) then

density(i,j) = 2800
endif

endif
endloop

endloop
end
wet den
water density=1000.0
water table=2
solve
save rocsl 2.sav

;... State: rocksl fos.fsv ....
solve fos no restore file rocksl fos.fsv

;*** plot commands ****
;plot name: grid
plot hold grid water iwhite
;plot name: fail Mohr
set pltc 140000.0 pltf 45.0 pltt 12000.0
plot hold fail normal
;plot name: fos - ssi
plot hold fos tension block inv ssi iwhite bound
;plot name: fos - vel. vectors
plot hold fos group water velocity plasticity no past
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19 Estimating Limit Loads in High-Friction Materials

19.1 Problem Statement

It is difficult to determine the limit load (also known as bearing capacity, or “collapse load”)
for a footing in a material with a high friction angle (e.g., see Frydman and Burd 1997). The
usual approach is to apply a fixed footing velocity, and continue the simulation until a steady-state
velocity field is obtained. At this point, the reaction load on the footing can be measured. However,
there are at least two difficulties with this approach for high-friction materials. If the material is
highly dilatant (e.g., with a dilation angle equal to the friction angle), the footing load appears to be
strongly dependent on the footing velocity. The load is seen to reduce as the velocity is reduced (and,
presumably, to approach the “true” load), but there is a practical limit to the magnitude of velocity
that can be applied, because: (a) limited precision arithmetic leads to rounding errors; and (b) a low
velocity implies large runtimes. A second difficulty is observed with low-dilatancy material. In this
case, persistent fluctuations in the load and velocity field are observed. These appear to resemble
slip-stick oscillations observed in some physical systems; the numerical fluctuations are believed
simply to be a reflection of similar fluctuations that would occur in a real system. In the following
sections, only the case of high-dilatancy materials will be covered.

We seek a numerical solution with FLAC for the limit load in high-friction, high-dilation materials,
more as a means to validate FLAC against analytical solutions rather than as a useful result for
practical application. For example, the material with φ = 45◦ and ψ = 45◦, considered below, is
hardly likely to be encountered in reality. However, the material exhibits an associated flow rule,
which is the basis for a number of closed form solutions that can be used for comparison to FLAC ’s
solution. A purely frictional material with an associated flow rule dissipates no energy, because the
stress vector and strain rate vector (plotted in comparable stress and strain spaces) are orthogonal,
for steady-state flow. Such a material is of theoretical interest only.

19.2 The Nature of the Mechanism

Consider, as an example, the case of an associated material of 45◦ friction angle. Figure 19.1 shows
the steady-state result of a FLAC simulation (see Section 19.8 for a listing of the data file), with
a velocity of 10−8 units applied to a footing of 0.375 units half-width. The left-hand boundary is
a line of symmetry. We note that the active region of yield (light shading in Figure 19.1) extends
horizontally, approximately 27 times the footing half-width, and the maximum surface velocity
is approximately 290 times the footing velocity. Compare this case with that of Prandtl’s wedge
(a footing acting on a purely cohesive material — see Section 6), which exhibits a plastic region
extending to twice the relative distance from the footing edge, and no magnification of velocities.
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Figure 19.1 Plasticity and velocity fields for steady-state flow in associated
material, φ = 45◦; applied velocity is 10−8

It might be expected that the system would be very sensitive to extraneous mechanisms of energy
loss, because a large volume of material is being moved by a very small object. The situation is
analogous to the operation of a lever arm, in which the length of the active (or driven) end of the
lever is many times smaller than that of the passive end; small changes in resistance at the passive
end are reflected as large changes in load at the active end. The expression “tail wagging the dog”
also comes to mind.

19.3 Energy Balance

At the condition of apparent steady-state flow with FLAC (constant footing load) for an associated,
noncohesive material, the power supplied to the system must equal the rate of work done. The
input power is simply the footing velocity multiplied by the footing load. At steady state, there is
no change in elastic strain energy, and there is no plastic dissipation for an associated, noncohesive
material. Work is done on body forces at gridpoints, equal to the dot product of their velocities and
the applied forces. There is also energy loss due to damping, even though the velocity field appears
steady, because of small fluctuations in velocity vectors. In FLAC ’s damping formulation (see
Section 1.3.4 in Theory and Background), kinetic energy is extracted whenever the magnitude
of a velocity component passes through a local maximum. The magnitude of the energy loss is
proportional to the kinetic energy at the time of extraction. The energy balance for the whole system
can be written as follows:
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Lu̇f +∑(F bi u̇gi )− β∑(mu̇gi u̇gi ) = 0 (19.1)

where L is the footing load, u̇f is the footing velocity, m is a gridpoint mass, u̇gi is the gridpoint
velocity vector and Fbi is the body force vector (including gravity) acting at the gridpoint. The
summation (

∑
) is over all gridpoints, and the constant, β, in the damping term accounts for the

periodic removal of kinetic energy (done for each degree of freedom, independently). Eq. (19.1) is
only valid in an average sense, when evaluated over an interval that contains a number of natural
periods of the system. The “exact” solution, with no damping loss, is the load P = L, obtained
when the damping term is omitted from Eq. (19.1):

P = −
∑
(F bi u̇

g
i )

u̇f
(19.2)

Substituting u̇fi in Eq. (19.1):

L = P
(

1− β
∑
(mu̇

g
i u̇
g
i )∑

(F bi u̇
g
i )

)
(19.3)

The action of damping is to increase the apparent limit load, L, above the true limit load, P ,
(noting that

∑
(F bi u̇

g
i ) is negative). It is apparent that the error term in Eq. (19.3) tends to zero as

gridpoint velocities tend to zero, because the term contains dimensions of velocity-squared divided
by velocity. Since mean gridpoint velocities are proportional to the applied footing velocity, the
error in measured footing load is thus expected to decrease as the applied velocity decreases.
However, as mentioned above, the single-precision calculation of FLAC prevents the velocity from
being decreased indefinitely, due to rounding errors. These errors can be reduced by using the
double-precision version.

A similar result (that the apparent limit load approaches the true limit load as the applied velocity
approaches zero) is obtained for a non-associated material or a cohesive material. In that case, an
extra term is included in Eq. (19.1), representing the sum of plastic work-rate done in each zone.
A zone’s plastic work-rate is proportional to strain rate, and hence to gridpoint velocities. Again,
the error term in Eq. (19.3) will vanish as velocities tend to zero.
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19.4 A Strategy for Bracketing the Limit Load

Assuming that we cannot apply an arbitrarily low footing velocity, for practical reasons, we seek
a way to estimate the limit load in high-friction materials, and also determine the accuracy of the
solution. For this exercise, we are only interested in using the result to compare to analytical
solutions, and are therefore not concerned with the shape of the load-displacement curve.

In order to obtain an approximate velocity field quickly (i.e., with a short runtime), a relatively high
velocity can be applied to the footing. Then, a more accurate load can be obtained by reducing
all velocities (including the footing velocity) by some factor, and continuing to a new steady state.
It may be possible to refine the solution further by setting the damping to zero, assuming that the
kinetic fluctuations are sufficiently small that the fluctuation energy will disperse throughout the
grid and have minimal effect on the footing load.

The solution obtained with a steady-state velocity field is conceptually equivalent to the upper-
bound solution of limit analysis, because we have found a kinematically admissible state in which
the power input is equal to the power dissipated. It appears that the equivalent of a lower-bound
solution can also be obtained, by setting the footing velocity to zero and allowing the system to
come to static equilibrium. In this case, we find an equilibrium stress state that nowhere violates the
yield condition. The recorded footing load at this state thus represents a lower bound. We can assess
the quality of the FLAC solution(s) by noting the difference between the lower- and upper-bound
loads. The bounds found by FLAC are not to be taken as absolute bounds, because they depend on
the discretization used. However, the bounds found from FLAC simulations should approach true
bounds for a continuous medium as the mesh is refined.

19.5 Example Solutions

The strategy described in Section 19.4 is embodied in the data file in Section 19.8. It is important
to devise a grid that satisfies two criteria. First, the boundaries must be remote enough that they
do not influence the solution. Second, the grid should be fine enough to allow the predominant
mechanism’s freedom to develop without constraint. The first condition is shown to be satisfied
if the steady-state flow field does not include zones next to any boundary (apart from a line of
symmetry) that are in active yield. This is true for the grid of “LIMITS.DAT” in Section 19.8.
In the vicinity of the footing, the grid is refined to accommodate the large gradients in strain; a
close-up in that region is shown in Figure 19.2. The highest strain gradient will be in the region
adjacent to the right side of the footing; the grid is therefore very fine in this area. The velocity field
decays quite rapidly with depth, so the grid is graded in order to allow remote boundaries without
large numbers of zones.
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Figure 19.2 Close-up view of the grid near the footing (denoted by crosses)

After executing “LIMITS.DAT,” the history of footing load may be plotted (see Figure 19.3). The
load level marked A corresponds to the initial “rapid” loading velocity of 10−6. Reducing the
footing velocity by a factor of 100, to 10−8, reduces the footing load to that denoted by B. After
setting the damping to zero, the load falls to point C. This load represents the upper bound discussed
in Section 19.4, and has the value of 898 units. The velocities are then set to zero, and the system
allowed to stabilize (see point D). At this state, the footing load is 887 units, which corresponds
to a lower bound. The difference between the two bounds is about 1.2%, which seems reasonably
accurate, given the difficulty associated with high-friction simulations. According to Frydman
(1998), the results represent values for Nγ in the range of 316 to 319 (in the Terzaghi (1943)
formula for bearing capacity), and are consistent with an upper-bound solution of Nγ = 322.8
(Michalowski, 1997).
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Figure 19.3 History of footing load versus step number

A similar run was made with material of the same friction angle (45◦), but a dilation angle of
ψ = 35◦. The upper and lower bounds were found to be 884 and 883, respectively.

19.6 Conclusions

A scheme for estimating upper- and lower-bound limit loads for high-friction, high-dilation ma-
terials has been devised and demonstrated. The bounds are found to be close enough to give a
good value for the limit load. The approach illustrates that in order to get good results in sensitive
systems, careful attention must be paid to mechanisms.

High-friction materials with low dilatancy exhibit oscillatory results that are believed to reflect true
physical instabilities, or “slip-stick” behavior. The effect is believed to be related to the “heat flow
paradox” of seismology, and is discussed by Brune et al. (1993). It may be inappropriate to speak
of limit loads for materials that exhibit dynamic instabilities. The subject merits further study, and
will be examined in future editions of the FLAC Manual.
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19.8 Data File “LIMITS.DAT”

;Project Record Tree export

;... State: q0.sav ....
config
g 60 30
mo mo
pro s 1.0e5 b 1.33e5 d .7653 coh 0 fric 45 dil 45
gen 0,0 0,15 22.5,15 22.5,0
ini y add -15
gen s s 0.375,0 0.375,-15 rat .8,.85 i=1,9
gen s s s s rat 1.1, .85 i=9,61
fix x i=1
fix x i=61
fix x y j=1
set grav 9.8 ncw 50
ini syy -112.5 var 0 112.5
ini sxx -33 var 0 33
ini szz -33 var 0 33
fix x y i=1,9 j=31 ; rough footing
ini yvel -1e-6 i=1,9 j=31
mark i=1,9 j=31
def load

sum=0.0
loop i (1,9)

sum=sum + yforce (i,jgp)
endLoop
load = sum/x(9,jgp)
disp= -ydisp(1,jgp)

end
his load
his disp
save q0.sav

;... State: q1.sav ....
cyc 40000 ;get to dynamic seady state quickly
save q1.sav

;... State: q2.sav ....
ini xv mul .01 yv mul .01
cyc 200000; reduce velocity by 100... better estimate
save q2.sav

;... State: q3.sav ....
set st damp local 0
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cyc 100000 ; no energy dissipation
save q3.sav

;... State: q4.sav ....
ini xv 0 yv 0
set st damp local 0.5
cyc 300000
save q4.sav

;*** plot commands ****
;plot name: Plasticity and velocity fields
plot hold state block velocity
;plot name: grid
plot hold grid mark
;plot name: Footing load
label arrow 1 (60000.0,1524.0) (100000.0,1524.0)
A
label arrow 2 (260000.0,964.8) (300000.0,964.8)
B
label plot 3 (340000.0,910.0)
C
label plot 4 (600000.0,900.0)
D
plot hold history 1 line label 1 green label 2 green label 3 green label &
4 green
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21 Undrained Embankment Loading

21.1 Problem Statement

A common type of analysis in civil engineering practice is estimation of pore pressure development
in saturated foundation soils when loaded by an embankment under undrained conditions. The
conventional approach to determine the excess pore pressure is to use the expression proposed by
Skempton, 1954:

�u = B[�σ3 + A(�σ1 −�σ3)
]

(21.1)

Where A and B are the pore-pressure coefficients, and �σ1 and �σ3 are the total principal stress
increments due to the embankment loading. If it is assumed that the groundwater is incompressible
(which is commonly done in practice) and that the soil mass behaves as an isotropic and elastic
material, then Eq. (21.1) reduces to

�u = �σ3 + 1

3
(�σ1 −�σ3) (21.2)

We use this simple expression, Eq. (21.2), to illustrate the application of FLAC to calculate excess
pore pressure resulting from an undrained embankment loading.

This FLAC exercise is a derivation of a simple embankment loading example provided by Lambe
and Whitman, 1969 (see Figure 26.14). In this example, a heavy soil embankment is placed
over a foundation clay. It is assumed that the loading is applied more rapidly than drainage can
occur, so that undrained conditions apply. The embankment is in the shape of a truncated cone;
the embankment configuration and dimensions and the location of the water surface are shown in
Figure 21.1. The excess pore pressure is monitored at an elevation of -31.5 ft, directly beneath the
center of the embankment.

0

-6.5
-9.5

r = 69 ft

+28.3
R = 48 ft r = 25 ft

Clay

Equivalent
cylinder

Embankment load
= 4700 lb/ftq

s

2

-31.5

Figure 21.1 Embankment on clay foundation (from Lambe and Whitman,
1969, Figure 26.14)
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The clay foundation material is assumed to have an unsaturated unit weight of 93.8 pcf. For
comparison of Eq. (21.2) to the FLAC solution in this exercise, we assume that the clay behaves
as an elastic material. The drained elastic modulus of the clay is 145,000 psf, and the drained
Poisson’s ratio is 0.45. The porosity of the clay is 30%.

In the Lambe and Whitman example, the embankment loading is approximated by a vertical pressure
of 4700 psf applied at the ground surface over a circular area with a 48 ft radius. Based on this
form of loading, the total principal stress increments at a depth of -31.5 ft beneath the center of
the circular area are �σ1 = 4180 psf, and �σ3 = 1645 psf (determined from the stress distribution
charts for a uniform load on a circular area; see Figure 8.5 in Lambe and Whitman, 1969). The
excess pore pressure (from Eq. (21.2)) is then �u = 2490 psf.

21.2 FLAC Model

The FLAC simulation of this problem is performed in axisymmetry mode with the groundwater
flow configuration. The groundwater-flow calculation is turned off; excess pore pressure generation
is controlled by specifying the water bulk modulus.

The model grid is created to provide finer zoning beneath the region of the applied embankment
loading. The zoning is adjusted slightly to position a row of zones with centroids at -31.5 ft, for
comparison to the Lambe and Whitman solution. The model grid is shown in Figure 21.2.
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Figure 21.2 FLAC grid for undrained embankment loading problem
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We first set the water bulk modulus to zero and calculate the initial stress state using the “ININV.FIS”
function, provided in the FISH Library (see Section 3 in the FISH volume), with the settings: wth
= -9.5, and k0x = k0z = 0.637. The values for the ratios of effective horizontal stress to effective
vertical stress, k0x and k0z, are selected to produce a total horizontal stress to total vertical stress
ratio of 0.818. This ratio corresponds to the stress state computed for gravitational loading of an
isotropic elastic material with a Poisson’s ratio of 0.45, which is the assumed initial condition for
the Lambe and Whitman problem.

Next, the embankment loading is simulated by applying a vertical pressure of 4700 psf at the ground
surface over a circular area with a 48 ft radius. The applied force vectors corresponding to this
pressure are shown in Figure 21.2. The loading is applied gradually (by using a FISH history
multiplier, ramp, with the APPLY command) in order to produce a monotonic increase in pressure
in the soil foundation. This type of loading is not required in this case because the foundation
material is assumed to be elastic. However, if a plastic material model is assigned to the foundation,
then loading should be gradual to minimize any effects of transient forces that may arise from the
loading.

For the loading phase, the water bulk modulus must be specified in order to generate pore pressures
as a result of the applied loading. The assumption of incompressible groundwater, in Eq. (21.2), is
approximated in the FLAC model by selecting a water bulk modulus, Kw, equal to

Kw = 20n(K + 4

3
G) (21.3)

where n is the porosity, andK andG are the bulk and shear moduli of the unsaturated soil. For this
problem, Kw is calculated to be 3,300,000 psf. (Note that the actual bulk modulus of pure water is
41,700,000 psf.)

A FISH function, pphist ini, stores the initial values for total stress and pore pressure before
loading, and another function, pphist, monitors the change in total stress and pore pressure
resulting from the applied load. These FISH variables are then recorded as histories for comparison
to the Lambe and Whitman values.

21.3 Results and Discussion

The comparison of the FLAC solution to the Lambe and Whitman solution for the total principal
stress change due to the embankment loading is illustrated in Figure 21.3. The final FLAC value
for�σ1 is within 0.5% of the Lambe and Whitman solution, and the value for�σ3 is within 3.5%.

The comparison of excess pore pressure is shown in Figure 21.4. The FLAC value is within 3%
of the Lambe and Whitman value. Note that the difference between the values can be reduced
by increasing the water bulk modulus. However, this will also increase the calculational stepping
required to reach the equilibrium solution.
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Figure 21.3 Comparison of change in total principal stresses, �σ1 and �σ3,
resulting from the embankment loading
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Figure 21.4 Comparison of change in pore pressure, �u, resulting from the
embankment loading
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21.5 Data File “EBANK.DAT”

;Project Record Tree export
;Title:Embankment Loading

;... STATE: E1 ....
config axisymmetry gwflow
grid 48,48
gen (0.0,-150.0) (0.0,-32.5) (48.0,-32.5) (48.0,-150.0) ratio 1.0,0.909 &
i 1 25 j 1 23

gen (0.0,-32.5) (0.0,-6.5) (48.0,-6.5) (48.0,-32.5) i 1 25 j 23 49
gen (48.0,-150.0) (48.0,-32.5) (150.0,-32.5) (150.0,-150.0) &
ratio 1.1,0.909 i 25 49 j 1 23

gen (48.0,-32.5) (48.0,-6.5) (150.0,-6.5) (150.0,-32.5) ratio 1.1,1.0 &
i 25 49 j 23 49

model elastic i=1,48 j=1,48
gen 0.0,-31.0 0.0,-6.5 150.0,-6.5 150.0,-31.0 ratio 1.0319055,1.0 j 25 49
gen 0.0,-150.0 0.0,-32.0 150.0,-32.0 150.0,-150.0 ratio 1.0319055,0.909 &
j 1 24

gen line 47.5,-6.5 47.5,-150.0
gen 48.5,-32.0 48.5,-6.5 150.0,-6.5 150.0,-32.0 ratio 1.0319055,1.0001419 &
i 26 49 j 24 49

gen 48.5,-150.0 48.5,-33.481266 150.0,-33.481266 150.0,-150.0 &
ratio 1.0319055,0.909 i 26 49 j 1 23

group ’clay’ notnull
model elastic notnull group ’clay’
prop density=2.914 bulk=4.833E5 shear=5E4 notnull group ’clay’
prop porosity 0.3 notnull
fix y j 1
fix x i 49
set gravity=32.2
set flow=off
water density=1.94 bulk=0.0
set echo off
call Ininv.fis
set wth=-9.5 k0x=0.637 k0z=0.637
ininv
history 999 unbalanced
solve
save e1.sav

;... STATE: E2 ....
set echo off
call pphist ini.fis
pphist ini
set echo off
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call pphist.fis
pphist
history 1 del sig1 ana
history 2 del sig3 ana
history 3 del pp ana
history 4 pphist
history 5 del sig1
history 6 del sig3
save e2.sav

;... STATE: E3 ....
set echo off
call ramp.fis
ramp
apply pressure 4700.0 hist ramp from 1,49 to 25,49
water bulk=3300000.0
solve
save e3.sav

;*** plot commands ****
;plot name: pp contours
plot hold pp fill bound
;plot name: grid
plot hold grid apply white
;plot name: Unbalanced force
plot hold history 999
;plot name: stress
plot hold stress bound
;plot name: total princ stress
plot hold history 1 line 2 line 5 line 6 line
;plot name: pore pressure
plot hold history 3 line 4 line
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15 Drained and Undrained Triaxial Compression Test on a Cam-Clay Sample

15.1 Problem Statement

Conventional drained and undrained triaxial compression tests on Cam-clay soil samples are mod-
eled using FLAC. The stresses and specific volume at the critical state are compared with analytical
predictions. The responses of both a lightly (LOC) and a heavily (HOC) over-consolidated speci-
men are considered. This set of problems tests the prediction accuracy of the modified Cam-clay
model in FLAC.

The model of the sample is a cylinder with unit height and circular cross-section with unit radius.
The sample is made of a Cam-clay material with the following properties:

shear modulus (G) 250× p′1
soil constant (M) 1.02

slope of normal consolidation line (λ) 0.2

slope of elastic swelling line (κ) 0.05

reference pressure (p′1) 1 kPa

preconsolidation pressure (p′c0):

lightly over-consolidated 8× p′1
heavily over-consolidated 40× p′1

specific volume at reference pressure

on normal consolidation line, (vλ) 3.32

density (ρ) 1000 kg / m3

Initially, the sample is in a state of isotropic compression corresponding top0 = 5p′1 and zero excess
pore pressure (p′0 = p0). The preconsolidation pressure p′c0 has magnitude 8 × p′1 in the lightly
over-consolidated case, and 40×p′1 in the heavily over-consolidated case. These cases correspond
to an over-consolidation ratioR = p′c0/p′0 of 1.6 and 8, respectively. The shear modulus is assumed
to remain constant during the test carried out with constant confining pressure, p0, and simulated
strain controlled platens. Drained and undrained tests are considered. Refer to Wood (1990) for a
detailed discussion on the Cam-clay plasticity theory.
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15.2 Closed-Form Solutions

The mean pressure, p, and deviator stress, q, in a conventional triaxial test can be expressed as
follows:

p = −1

3
(σ1 + 2σ2)

(15.1)
q = −(σ1 − σ2)

where σ1 is the axial stress, and −σ2 is the cell pressure.

Since the cell pressure is kept constant during the test, the total stress path in the (p, q) plane is
constrained by the relation

dq = 3dp (15.2)

With initial conditions of the form p = p′0, q = 0, we obtain upon integration:

p = q

3
+ p′0 (15.3)

In a drained test, no excess pore pressure is generated, the effective and the total stress paths coincide
and we may write

p′ = q

3
+ p′0 (15.4)

This stress path is represented in Figure 15.1(a). The dashed line in the figure is the critical state
line.

In an undrained test, when the fluid bulk modulus is much larger than that of the soil (incompressible
fluid), the specific volume, v, remains constant, equal to the initial value, v0, and it may be shown
that the effective stress path is also well-defined.
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Figure 15.1 Effective stress paths

Consider the case of an over-consolidated sample. Referring to Figure 15.1(b), as long as the stress
state lies inside the first yield surface, the path corresponds to the straight line

p′ = p′0 (15.5)

When plastic deformation takes place, the shape of the effective stress path is (see Wood 1990,
p.127)

p′i
p′
=
(
M2 + η2

M2 + η2
i

)�
(15.6)
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where � = (λ− κ)/λ, η = q/p′ and p′i and ηi define the effective stress state at impending yield,
indicated as point I in Figure 15.1(b).

Note that, under undrained conditions, the yield path is defined by an equation of the form shown
in Eq. (15.6) for any boundary condition (i.e., not only under triaxial compression conditions).

Intersection of the yield curve through p′c0 with the straight path p′ = p′0 gives (using that R =
p′c0/p′0):

p′i = p′0
(15.7)

η2
i = M2(R − 1)

After substitution of those expressions in Eq. (15.6), we obtain

p′0
p′
=
(
M2 + η2

M2R

)�
(15.8)
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qcr

vcr

q v

q=Mp'

plastic
volumetric
compression

swelling
line

plastic
volumetric
dilation

normal
consolidation
line

Figure 15.2 Critical state

As the test proceeds, the path converges towards the critical state represented by the point (p′cr , qcr )
at the intersection with the critical state line q = Mp′ in the (p′, q) plane (see Figures 15.1 and
15.2). The normal to yield surface at the critical point is parallel to the q-axis. Since the plastic
flow rule is associated, no more plastic volumetric strain can take place. Hence, no softening or
hardening of the yield surface can occur: the ultimate yield surface corresponds to a p′c value of
2p′cr , which is larger than p′c0 for a LOC sample and smaller than p′c0 for a HOC sample. Unlimited
plastic shear strains can develop at constant stresses and also constant critical specific volume, vcr .
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In the drained case, the critical state is defined as:

pcr = 3p0

3−M
qcr = Mpcr (15.9)
vcr = vλ − λ ln(2pcr/p

′
1)+ κ ln 2

where the value vcr corresponds to the specific volume at p = pcr on the elastic swelling line
through pc = 2pcr . In this case, the critical state of a specific material depends only on the initial
mean pressure and is not affected by the preconsolidation pressure.

In the undrained case, the intersection of the stress path represented by Eq. (15.8) with the critical
state line η = M yields (assuming that v remains constant):

p′cr = p0

(
2

R

)−�
qcr = Mp′cr (15.10)
vcr = v0

where v0 is the initial specific volume.

The excess pore pressure, u, is given by

u = p − p′ (15.11)

Using the Eq. (15.3) for the total pressure, we obtain

u = q

3
+ p′0 − p′ (15.12)

And, at the critical state:

ucr = qcr

3
+ p′0 − p′cr (15.13)
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15.3 FLAC Model

The numerical tests are carried out using one single zone in axisymmetric configuration. The
zone has unit dimensions in the x- and y-directions. Figure 15.3 shows the FLAC system of
reference axes and the boundary conditions. The grid is fixed in the y-direction; an in-situ isotropic
compressive stress of 5× p′1 is prescribed, and a constant lateral confining pressure, p0 = 5× p′1,
is imposed. The groundwater configuration is selected and the no-flow option installed to run the
undrained examples.

y
P0

vy vy

x

l

l

Figure 15.3 Grid geometry and boundary conditions

By default, the initial specific volume is calculated to correspond to the value at the preconsoli-
dation pressure, p′c0, and mean pressure, p0, using the formula (see Eq. (2.220) in Theory and
Background):

v0 = vλ − λ ln(p′c0/p′1)+ κ ln(p′c0/p0) (15.14)

Similarly, the current bulk modulus, K0, is initialized by the code to the value

K0 = v0p0

κ
(15.15)

The maximum value of the tangent bulk modulus is set to 800× p′1.
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A compressive velocity is applied in cycles of 40 steps at the top of the model: the velocity magnitude
is set to a finite value for the first 20 steps, and to zero for the remaining part of the cycle. A total
of 5,000 cycles with a velocity magnitude of 0.5× 10−4 m/sec was used in the drained examples.
For the undrained tests, the porosity, n, is derived from the specific volume using n = (v − 1)/v,
and the water bulk modulus is set to 2× 104 × p′1 — a large value compared to the initial value of
the product nK , which is of the order 102 × p′1. In this case, a compressive velocity of magnitude
0.5×10−6 m/sec is applied for a total of 10,000 cycles. The mean pressure, deviator stress, specific
volume and, in the undrained case, pore pressure are monitored as they converge to the critical state.

The data file “CAM.DAT” in Section 15.6 was used to carry out the drained and undrained numerical
tests. The property mpc was adjusted there to the values 8 and 40 to treat the lightly and heavily
over-consolidated cases, respectively. FISH functions are used to apply the velocity boundary
conditions and evaluate the relative error made at the end of the simulation.

15.4 FLAC Results and Discussion

Numerical values for p, q and v for the drained case, and p′1, q, v and u for the undrained case, are
compared with the analytical predictions at the end of each simulation. The results, presented in
Tables 15.1 and 15.2, indicate relative errors of less than 2%.

Table 15.1 Drained case

R = 1.6 R = 8 Analytical

p 7.590 7.600 7.576
q 7.779 7.818 7.727
v 2.810 2.809 2.811

Table 15.2 Undrained case

R = 1.6 R = 8
Numerical Analytical Numerical Analytical

p′1 4.239 4.229 1.407 × 101 1.414 × 101

q 4.317 4.314 1.442 × 101 1.442 × 101

v 2.927 2.928 2.687 2.686
u 2.201 2.209 -4.258 -4.334
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The diagrams (p′, q) and (lnp′, v) for the different tests are presented in Figures 15.4 to 15.11.
The (p′, q) plots also contain overlays of the initial yield surface and critical state line, and the
(lnp′, v) plots contain an overlay of the normal consolidation line. The initial yield surface is
created with the “YIELD.FIS” function listed in Section 15.7. The responses of the lightly and
heavily over-consolidated samples on their way to the critical state are in agreement with those
predicted by the theory. This can be seen by comparing these plots to those in Figures 15.1 and
15.2.

As the drained test progresses, the lightly over-consolidated sample shows a steady increase in devi-
ator stress, q, and a steady decrease in specific volume; the heavily over-consolidated sample shows
a rise in deviator stress to a peak, followed by a drop, and an initial decrease in volume followed by
volumetric expansion (see Figures 15.12 to 15.15). The principal feature of the undrained tests is
the contrast between the steady increase of pore pressure in the lightly over-consolidated sample and
the initial increase followed by a steady decrease of pore pressure in the heavily over-consolidated
soil (see Figures 15.16 and 15.17).

15.5 Reference

Wood, D. M. Soil Behaviour and Critical State Soil Mechanics. Cambridge: Cambridge Univer-
sity Press, 1990.
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Figure 15.4 Stress path(p′, q) for R = 1.6 — drained test
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Figure 15.5 Diagram (lnp′, v) for R = 1.6 — drained test
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Figure 15.6 Stress path(p′, q) for R = 8 — drained test
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Figure 15.7 Diagram (lnp′, v) for R = 8 — drained test
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Figure 15.8 Stress path(p′, q) for R = 1.6 — undrained test
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Figure 15.9 Diagram (lnp′, v) for R = 1.6 — undrained test
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Figure 15.10 Stress path(p′, q) for R = 8 — undrained test
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Figure 15.11 Diagram (lnp′, v) for R = 8 — undrained test
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Figure 15.12 Evolution of deviator stress with axial strain forR = 1.6 —
drained test
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Figure 15.13 Evolution of specific volume with axial strain forR = 1.6 —
drained test
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Figure 15.14 Evolution of deviator stress with axial strain forR = 8 — drained
test
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Figure 15.15 Evolution of specific volume with axial strain forR = 8 — drained
test
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Figure 15.16 Evolution of pore pressure with axial strain forR = 1.6 —
undrained test
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Figure 15.17 Evolution of pore pressure with axial strain forR = 8 —
undrained test
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15.6 Data File “CAM.DAT”

;Project Record Tree export

;*** Branch: Drained R=1.6 ****
new

;... State: cam1 l.sav ....
;------------------------------------------------------------
; cam1.dat
; Drained triaxial compression test on Cam-clay sample
;------------------------------------------------------------
config axis
g 1 1
; tit
; Drained triaxial compression test R = 8.0
; --- model properties ---
model cam-clay
prop shear 250. bulk 800. dens 1
prop mm 1.02 lambda 0.2 kappa 0.05
prop mp1 1. mv l 3.32
prop mpc 8. ; LOC sample
; prop mpc 40. ; HOC sample
; --- boundary conditions ---
fix y
app press 5. i 2
ini sxx -5. syy -5. szz -5.
; --- fish functions ---
; ... velocity boundary conditions ...
def c step

loop i (1,500)
command

ini yvel -0.5e-4 j=2
step 20
ini yvel 0.0 j=2
step 20

end command
end loop

end
; ... numerical values for p, q, v ...
def path

s1 = -syy(1,1)
s2 = -sxx(1,1)
sp = (s1 + 2 * s2)/3.0
sq = s1-s2
sqcr= sp*mm(1,1)
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lnp = ln(sp)
sv1 = sv(1,1)
mk = bulk current(1,1)
mg = shear mod(1,1)

end
; ... analytical critical value for p, q, v ...
def e sol

p0 = -(syy(1,1)+2.*sxx(1,1))/3.
p1 = mp1(1,1)
pf = 3.*p0/(3. - mm(1,1))
qf = mm(1,1)*pf
pcf = 2.*pf
vcf = mv l(1,1) - lambda(1,1)*ln(pcf/p1)
vf = vcf + kappa(1,1)*ln(2.)

end
; ... relative error ...
def er r

e p = 100.*(sp-pf)/pf
e q = 100.*(sq-qf)/qf
e v = 100.*(sv1-vf)/vf

end
; --- histories ---
his nstep 40
his unbal
his path
his sp
his lnp
his sq
his sqcr
his sv1
his mk
his mg
his ydisp i=1 j=2
; --- test ---
e sol
c step
; --- results ---
path
er r
save cam1 l.sav

;... State: Cam1 lM.sav ....
;
call yield.fis
set filename = ’cam1 8.ovr’
set pc val = 8.0 p int = 0.1
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set m val = 1.02 p num = 81
yield surface
;
save Cam1 lM.sav

;*** Branch: Drained R=8 ****
new

;... State: cam1 h.sav ....
;------------------------------------------------------------
; cam1.dat
; Drained triaxial compression test on Cam-clay sample
;------------------------------------------------------------
config axis
g 1 1
;tit
; Drained triaxial compression test R = 1.6

; --- model properties ---
model cam-clay
prop shear 250. bulk 800. dens 1
prop mm 1.02 lambda 0.2 kappa 0.05
prop mp1 1. mv l 3.32
;prop mpc 8. ; LOC sample
prop mpc 40. ; HOC sample
; --- boundary conditions ---
fix y
app press 5. i 2
ini sxx -5. syy -5. szz -5.
; --- fish functions ---
; ... velocity boundary conditions ...
def c step

loop i (1,500)
command

ini yvel -0.5e-4 j=2
step 20
ini yvel 0.0 j=2
step 20

end command
end loop

end
; ... numerical values for p, q, v ...
def path

s1 = -syy(1,1)
s2 = -sxx(1,1)
sp = (s1 + 2 * s2)/3.0
sq = s1-s2
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sqcr= sp*mm(1,1)
lnp = ln(sp)
sv1 = sv(1,1)
mk = bulk current(1,1)
mg = shear mod(1,1)

end
; ... analytical critical value for p, q, v ...
def e sol

p0 = -(syy(1,1)+2.*sxx(1,1))/3.
p1 = mp1(1,1)
pf = 3.*p0/(3. - mm(1,1))
qf = mm(1,1)*pf
pcf = 2.*pf
vcf = mv l(1,1) - lambda(1,1)*ln(pcf/p1)
vf = vcf + kappa(1,1)*ln(2.)

end
; ... relative error ...
def er r

e p = 100.*(sp-pf)/pf
e q = 100.*(sq-qf)/qf
e v = 100.*(sv1-vf)/vf

end
; --- histories ---
his nstep 40
his unbal
his path
his sp
his lnp
his sq
his sqcr
his sv1
his mk
his mg
his ydisp i=1 j=2
; --- test ---
e sol
c step
; --- results ---
path

er r
;save cam1 l.sav
save cam1 h.sav

;... State: Cam1 hM.sav ....
;
call yield.fis
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set filename = ’cam1 40.ovr’
set pc val = 40.0 p int = 0.5
set m val = 1.02 p num = 81
yield surface
;
save Cam1 hM.sav

;*** Branch: Undrained R=1.6 ****
new

;... State: cam2 l.sav ....
config axis gw
g 1 1
; tit
; Undrained triaxial compression test R = 1.6
; --- model properties ---
model cam-clay
prop shear 250. bulk 800. dens 1
prop mm 1.02 lambda 0.2 kappa 0.05
prop mp1 1. mv l 3.32
prop mpc 8.0 ; LOC sample
; prop mpc 40.0 ; HOC sample
water bulk 2.e4 ten 1e10
; --- boundary conditions ---
fix y
app press 5. i 2
ini sxx -5. syy -5. szz -5.
set flow off
; --- fish functions ---
; ... initial specific volume, tangent bulk modulus, porosity ...
def set n0

v0 = mv0(1,1) ; not available before cycling
n0 = (v0 - 1.) / v0
command

prop por n0
end command

end
; ... velocity boundary conditions ...
; ... velocity boundary conditions ...
def c step

loop i (1,10000)
command

ini yvel -0.5e-6 j=2
step 20
ini yvel 0.0 j=2
step 20
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end command
end loop

end
; ... numerical values for p, q, v ...
def path

s1 = -syy(1,1)
s2 = -sxx(1,1)
p fl = pp(1,1)
sp = (s1 + 2. * s2)/3.0 - p fl
sq = s1-s2
sqcr= sp*mm(1,1)
lnp = ln(sp)
sv1 = sv(1,1)
mk = bulk current(1,1)
mg = shear mod(1,1)

end
; ... analytical critical value for p, q, v ...
def e sol

p0 = -(syy(1,1) + 2. * sxx(1,1)) / 3.
rr = mpc(1,1) / p0
mbl = -1. + kappa(1,1) / lambda(1,1)
aux = mbl * ln(2./rr)
pf = p0 * exp(aux)
pcf1 = pf*2.
qf = mm(1,1)*pf
pfl = qf/3. + p0 - pf
vf = mv0(1,1)

end
; ... relative error ...
def er r

e p = 100.*(sp-pf)/pf
e q = 100.*(sq-qf)/qf
e v = 100.*(sv1-vf)/vf
e pf= 100.*(p fl-pfl)/pfl

end
; --- histories ---
his nstep 2000
his unbal
his path
his sp
his lnp
his sq
his sqcr
his sv1
his mk
his mg
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his ydisp i=1 j=2
his p fl
; --- test ---
step 1
set n0
e sol
c step
path
er r
save cam2 l.sav

;... State: Cam2 lM.sav ....
call yield.fis
set filename = ’cam2 8.ovr’
set pc val = 8.0 p int = 0.1
set m val = 1.02 p num = 81
yield surface
save Cam2 lM.sav

;*** Branch: Undrained R=8 ****
new

;... State: cam2 h.sav ....
config axis gw
g 1 1
;tit
; Undrained triaxial compression test R = 1.6

; --- model properties ---
model cam-clay
prop shear 250. bulk 800. dens 1
prop mm 1.02 lambda 0.2 kappa 0.05
prop mp1 1. mv l 3.32
;prop mpc 8.0 ; LOC sample
prop mpc 40.0 ; HOC sample
water bulk 2.e4 ten 1e10
; --- boundary conditions ---
fix y
app press 5. i 2
ini sxx -5. syy -5. szz -5.
set flow off
; --- fish functions ---
; ... initial specific volume, tangent bulk modulus, porosity ...
def set n0

v0 = mv0(1,1) ; not available before cycling
n0 = (v0 - 1.) / v0
command
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prop por n0
end command

end
; ... velocity boundary conditions ...
def c step

loop i (1,10000)
command

ini yvel -0.5e-6 j=2
step 20
ini yvel 0.0 j=2
step 20

end command
end loop

end
; ... numerical values for p, q, v ...
def path

s1 = -syy(1,1)
s2 = -sxx(1,1)
p fl = pp(1,1)
sp = (s1 + 2. * s2)/3.0 - p fl
sq = s1-s2
sqcr= sp*mm(1,1)
lnp = ln(sp)
sv1 = sv(1,1)
mk = bulk current(1,1)
mg = shear mod(1,1)

end
; ... analytical critical value for p, q, v ...
def e sol

p0 = -(syy(1,1) + 2. * sxx(1,1)) / 3.
rr = mpc(1,1) / p0
mbl = -1. + kappa(1,1) / lambda(1,1)
aux = mbl * ln(2./rr)
pf = p0 * exp(aux)
pcf1 = pf*2.
qf = mm(1,1)*pf
pfl = qf/3. + p0 - pf
vf = mv0(1,1)

end
; ... relative error ...
def er r

e p = 100.*(sp-pf)/pf
e q = 100.*(sq-qf)/qf
e v = 100.*(sv1-vf)/vf
e pf= 100.*(p fl-pfl)/pfl

end
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; --- histories ---
his nstep 2000
his unbal
his path
his sp
his lnp
his sq
his sqcr
his sv1
his mk
his mg
his ydisp i=1 j=2
his p fl
; --- test ---
step 1
set n0
e sol
c step
path
er r
; save cam2 l.sav
save cam2 h.sav

;... State: Cam2 hM.sav ....
call yield.fis
set filename = ’cam2 40.ovr’
set pc val = 40.0 p int = 0.5
set m val = 1.02 p num = 81
yield surface
save Cam2 hM.sav

;*** plot commands ****
;plot name: Stress path R=8
label arrow 1 (30.0,30.69) (0.0,0.0)
q=Mp’
set overlay file cam2 40.ovr
plot hold history 5 line vs 3 overlay red alias ’Initial Yield Interface’&
label 1 red

;plot name: Diagram (ln p’, v)
label arrow 1 (0.0,3.32) (11.6,1.0)
normal cons. line
plot hold history 7 line vs 4 label 1 red label 1 red
;plot name: Evolution of deviator stress
plot hold history 5 line vs -10
;plot name: Evolution of specific volume
plot hold history 7 line vs -10
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;plot name: Evolution of pore pressure
plot hold history 11 line vs -10
;plot name: Stress path R=1.6
label arrow 1 (10.0,10.32) (0.0,0.0)
q = Mp’
set overlay file cam1 8.ovr
plot hold history 5 line vs 3 overlay red alias ’Initial Yield Surface’&
label 1 red
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15.7 Data File “YIELD.FIS”

def yield surface
array pq values(100)
p val = 0.0
narr = 0
loop m (1,p num)

narr = narr + 1
if p val < pc val then

q val = sqrt(-m val*m val*p val*(p val-pc val))
else

q val = 0.0
endif
pq values(narr) = string(p val) + ’ ’ + string(q val)
p val = p val + p int

endloop
stat = open(filename,1,1)
stat = write(pq values,narr)
stat = close

end
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4 Undrained Cylindrical Cavity Expansion in a Cam-Clay Medium

4.1 Problem Statement

The stress and pore pressure changes due to the expansion of a pressuremeter in a saturated clay
mass are analyzed using the model of a cylindrical cavity in an infinite Cam-clay medium. The
effect of the finite length of the measuring device is not considered.

In the experiment, the radius a of the cavity is expanded to up to twice its original size, a0. The
properties of the Cam-clay material, which correspond to a Boston Blue Clay, are as follows [Carter
et al., 1979]:

undrained cohesion (Cu) 1 MPa

shear modulus (G) 74× Cu
soil constant (M) 1.2

slope of normal consolidation line (λ) 0.15

slope of elastic swelling line (κ) 0.03

reference pressure (p′1) Cu

specific volume at reference pressure (vλ) 2.3

density (ρ) 103 kg/m3

The clay is normally consolidated with in-situ stresses, σ ′r = σ ′θ = −1.65Cu, σ ′z = −3Cu, and
initial excess pore pressure, ue = 0. The shear modulus of the material is assumed to remain
constant during the simulation. The pressuremeter membrane is considered impermeable, and the
fluid bulk modulus is much larger than that of the soil, so that the numerical simulation can be
carried out under undrained conditions.

4.2 Modeling Procedure

The problem is modeled using an axisymmetric configuration and plane-strain boundary conditions,
as represented in Figure 4.1. The FLAC model is of finite extent, but the length, L, is chosen as
very large compared to a0.
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h

L

a0

P

Figure 4.1 Model geometry

The dimensions of the FLAC grid correspond to dimensionless values L/a0 = 100 and h/a0 = 1,
as indicated in Figure 4.2, where the FLAC system of reference axes is also represented. The grid
is composed of a single layer of 31 zones of constant height and variable zone width, graded by a
factor of 1.1.

1y

100

1
x

Figure 4.2 Grid geometry

Initially, the cavity boundary is fixed, in-situ stresses are installed, and a pressure boundary condition
of magnitude 1.65Cu is applied at the far x-boundary. The groundwater configuration (CONFIG gw)
is selected, and the no flow (SET flow off) and large-strain (SET large) options are specified.

The preconsolidation pressure must be supplied to the numerical model. Since the soil is normally
consolidated, this value is calculated from the given initial state. The corresponding values of mean
pressure and deviator stress are p′0 = 2.1Cu and q0 = 1.35Cu, and the preconsolidation pressure,
evaluated from the Cam-clay yield function (see Section 2.4.7 in Theory and Background),

p′c0 = p′0[1+ (q0/(Mp
′
0))

2] (4.1)
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is, hence, 2.70Cu. The value of the over-consolidation ratio R, defined as R = p′c0/p′0, is approx-
imately 1.29 for this problem.

As an illustration, initial values for the specific volume, v0, and tangent bulk modulus, K0, are
specified. They correspond to the default values that would have been assigned by the code at the
first step command:

v0 = vλ − λ ln(p′c0/p′1)+ κ ln(p′c0/p′0) (4.2)

K0 = v0p
′
0

κ
(4.3)

Here, information derived from v0 andK0 is used to specify the initial porosity, water and material
bulk modulus.

The initial porosity is calculated from

n0 = 1− 1/v0 (4.4)

The bulk modulus of the water is set to 100 times the initial value of the product K × n. This is
sufficient to represent the water as incompressible relative to the clay. The maximum bulk modulus
of the clay is set to 10 times the initial value.

A compressive velocity of magnitude 10−5a0 is applied at the cavity boundary for a total of 100,000
steps to allow doubling of the cavity radius at the end of the pressure test. Stresses and pore pressure
are monitored during the calculation.

The data file for this problem, “CAV.DAT,” is listed at the end of this section (Section 4.5). The Cam-
clay parameters are calculated in the FISH functions set prop and c var. The FISH function
b table creates tables to plot results for comparison to the solution by Carter et al. (1979).

4.3 Results and Discussion

The evolution of the deviator stress, q/Cu, at the cavity wall during the expansion is plotted in
Figure 4.3. The numerical results indicate a failure level at q/Cu = 1.778. This value can
be compared to the Cam-clay analytical prediction, as follows. Under undrained conditions, the
yield path, followed by a normally consolidated stress point, has the form (see Section 15 in the
Verifications volume):

p′0
p′
=
(
M2 + η2

M2 + η2
0

)�
(4.5)
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where η = q/p′ and � = (λ− κ)/λ. The initial value η0 = q0/p
′
0 can be derived from Eq. (4.1).

Using the definition of R, we obtain

η2
0 = RM2 −M2 (4.6)

and the stress path becomes

p′0
p′
=
(
M2 + η2

RM2

)�
(4.7)

Intersection of this stress path with the critical state line q = Mp′ or η = M gives

qcr = Mp′0
[

2

R

]−�
(4.8)

The prediction of qcr/Cu derived from this formula is 1.771, a value in close agreement with that
obtained numerically.
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Figure 4.3 Deviator stress q/Cu at the cavity wall versus a/a0

FLAC Version 5.0



Undrained Cylindrical Cavity Expansion in a Cam-Clay Medium 4 - 5

The variation of excess pore pressure and total radial stress at the cavity wall as the cavity expands is
illustrated in Figure 4.4. These curves show a sharp rise followed by a gentle slope as pore pressure
and radial stress approach a limit value.
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Figure 4.4 Total radial stress σr/Cu and excess pore pressure ue/Cu at the
cavity wall versus a/a0

The radial distribution of effective stresses and pore pressure is plotted in Figure 4.5 when a = 2a0.
It may be seen that the stresses remain constant in an annulus around the cavity where the soil is
at the critical state. There, the distribution of stresses has been greatly affected by the process of
cavity expansion with radial and tangential stresses now in the role of minor and major principal
stresses. The excess pore pressure develops mainly in this region. Further out, the stresses and pore
pressure are shown to evolve towards their in-situ values. These results compare well with those
presented by Carter et al. (1979).
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Figure 4.5 Radial distribution of effective stresses and pore pressure when
a = 2a0 plotted versus ln(r/a0)

4.4 Reference

Carter, J. P., M. F. Randolph and C. P. Wroth. “Stress and Pore Pressure Changes in Clay during and
after the Expansion of a Cylindrical Cavity,” International Journal for Numerical and Analytical
Methods in Geomechanics, 3, 305-322 (1979).
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4.5 Data File “CAV.DAT”

;Project Record Tree export

;... State: cav.sav ....
;-----------------------------------------------------------
; cav.dat
; undrained cylindrical cavity expansion in Cam-Clay medium
;-----------------------------------------------------------
config ax gw
; --- model geometry ---
g 31 1
gen 1 0 1 1 200 1 200 0 rat 1.1 1
; --- model properties ---
mo cam-clay
prop shear 74 dens 1e-3
prop mm 1.2 lambda 0.15 kappa 0.03 mp1 1.0 mv l 2.3
; --- boundary conditions ---
fix y
ini sxx -1.65 syy -3 szz -1.65
apply press 1.65 i 32
fix x i 1
ini xv 1.0e-5 i 1
; model settings ---
set flow off
set large
; --- fish functions ---
; ... initial specific volume, tangent bulk modulus, porosity ...
def set prop

s1 = -sxx(1,1)
s2 = -syy(1,1)
s3 = -szz(1,1)
p0 = (s1 + s2 + s3) / 3.
q0 = sqrt(((s1-s2)*(s1-s2)+(s2-s3)*(s2-s3)+(s3-s1)*(s3-s1))*0.5)
e0 = q0 / (mm(1,1) * p0)
pc = p0 * (1. + e0 * e0)
p1 = mp1(1,1)
vc = mv l(1,1) - lambda(1,1) * ln(pc/p1)
v0 = vc - kappa(1,1) * ln(p0/pc)
b0 = v0 * p0 / kappa(1,1)
n0 = (v0 - 1.) / v0
bm = 10. * b0
k0 = 100. * b0 * n0 ; K w/n large compared to K
command

prop mpc pc bulk bm por n0
water bulk k0 ten 1e10 ; K w = 100*b0*n0
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end command
end
; ... numerical variables ...
def c var

c ep = cam p(1,1) ; effective pressure
c q = cam q(1,1) ; deviatoric stress
c cq = c ep * mm(1,1)
c tp = c ep + pp(1,1)
c v = sv(1,1)
c a = 1. + xdisp(1,1)
c b = bulk current(1,1)
c pc = mpc(1,1)

end
; --- histories ---
hist nstep 500
hist c var
hist sxx i 1 j 1
hist pp i 1 j 1
hist c a
hist c ep
hist c cq
hist c tp
hist c v
hist c q
hist c b
hist c pc
hist unbal
; --- test ---
set prop
step 100000
save cav.sav

;... State: cav1.sav ....
; table 10 : pore pressure
; table 11 : radial-component of effective stress (xx-stress)
; table 12 : axial-component of effective stress (yy-stress)
; table 13 : tangential-component of effective stress (zz-stress)
; xval : ln(r/a0)
def b table

loop i(1,izones)
xval = (x(i+1,1) + x(i,1)) * 0.5
xval = ln(xval)
c pp = pp(i,1)
xtable(10,i) = xval
ytable(10,i) = c pp
xtable(11,i) = xval
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ytable(11,i) = -sxx(i,1) - c pp
xtable(12,i) = xval
ytable(12,i) = -syy(i,1) - c pp
xtable(13,i) = xval
ytable(13,i) = -szz(i,1) - c pp

end loop
end
b table
save cav1.sav

;*** plot commands ****
;plot name: Deviator stress
plot hold history 9 line vs 4
;plot name: Total radial stress and excess pore pressure
plot hold history -2 line 3 line vs 4
;plot name: Distribution of eff. stresses and pore pressure
label table 10
pore pressure
label table 11
effective radial stress
label table 12
effective axial stress
label table 13
effective tangential stress
plot hold table 13 line 12 line 11 line 10 line
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11 Analysis of a Concrete Diaphragm Wall

11.1 Problem Statement

A concrete diaphragm wall is a continuous concrete wall built into the ground from the ground
surface. The wall may consist of precast or cast-in-place concrete panels, or contiguous bored
concrete piles. The most common type of wall is a tremie-concrete diaphragm wall cast within a
slurry stabilized trench. Trenches are 0.6 to 1.0 meters wide and are excavated in 3 to 6 meter lengths.
After the individual panels are excavated, end-stops and reinforcing are installed. Concrete is placed
and the end-stops are removed. Once the concrete has set, the neighboring panel can be excavated.
After all panels have been constructed, the major excavation can begin, with internal bracing
installed as the excavation progresses. In saturated ground, dewatering must also be performed.

The various stages of construction of a diaphragm wall can be simulated with FLAC. In this
example, we model the stages following the construction of the panels. Dewatering, excavation
and installation of struts are simulated in five excavation stages.

A cross section through the diaphragm wall, given in Figure 11.1, shows the subsurface conditions,
the depth at each of the five excavation stages, and the location of the support struts. The properties
of the soil layers are summarized in Table 11.1. A porosity of 0.3 is assumed for all soil layers.

A thick aquifer of dense gravel is located below a depth of 34 meters. The pore pressure is assumed
to be a constant value of 317 kPa at the bottom of the diaphragm wall. The wall is 1 meter thick
and is assumed to behave as an elastic material with a Young’s modulus of 19.2 GPa and Poisson’s
ratio of 0.2. The struts are spaced at 2 meter intervals and are pre-loaded. The excavation and
dewatering depths are listed in Table 11.2. The locations and properties of the struts are summarized
in Table 11.3. The Young’s modulus for the struts is 200 GPa.

Of interest in this analysis are the distribution of shear force and bending moment in the wall, the
axial force in the struts, and the displacements of the soil behind the wall.
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Figure 11.1 Cross section through diaphragm wall

Table 11.1 Soil properties

Dry Density Bulk Modulus Shear Modulus Friction Angle
(kg/m3) (MPa) (MPa) (degrees)

Soil 1 1880 16.67 10.17 30
Soil 2 1980 30.30 25.60 32
Soil 3 1910 33.33 20.25 30
Soil 4 1970 41.67 32.50 34
Soil 5 1980 77.78 47.25 32
Soil 6 1700 78.43 53.20 38

Table 11.2 Excavation and dewatering depths

Excavation Depth (m) Dewatering Depth (m)

4.0 5.0
8.0 9.0
12.0 13.0
15.0 16.0

18.0 19.0
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Table 11.3 Strut properties

Strut Depth Area Moment of Pre-Load
Number (m) (m2) Inertia (m4) (kN)

1 3 173.9 × 10−4 4.03 × 10−4 200.0
2 7 218.7 × 10−4 6.60 × 10−4 400.0
3 11 218.7 × 10−4 6.60 × 10−4 450.0
4 14 218.7 × 10−4 6.60 × 10−4 400.0

11.2 Modeling Procedure

The numerical analysis for this problem provides a solution at each of the five excavation depths.
At each depth, the modeling sequence includes dewatering, excavation and strut installation steps.
A vertical line of symmetry is taken through the center of the excavation, and only one wall is
modeled. The data files for this problem are listed in Sections 11.5 through 11.8.

The groundwater flow option, adjust total stress option and structural elements are activated from
the Model Options dialog for this problem, as shown in Figure 11.2. The automatic adjustment of
total stresses is selected to facilitate the simulation of dewatering.

Figure 11.2 Settings in Model Options dialog for concrete diaphragm wall
example
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The grid for this analysis is created using the Build / Block tool. The model dimensions and zoning
selected for the grid are assigned in the Block dialog, as shown in Figure 11.3. The grid is shown
in Figure 11.4. The right boundary of the grid is the line of symmetry for the excavation. The
left boundary is located approximately 15 times the excavation width away from the excavation, in
order to minimize boundary effects.

Figure 11.3 Build / Block dialog
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Figure 11.4 FLAC grid for the analysis of a concrete diaphragm wall

The diaphragm wall is also in place in the model before the initial equilibrium calculation is
performed, as shown in Figure 11.4. The wall is modeled by 28 beam elements. The upper 18
elements are each 1 meter in height and are positioned so that beam nodes coincide with the depths
of the struts. (See Figure 11.5). The structural nodes with numbers 27, 23, 19 and 16 will be
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attached to the struts during the excavation stages. The beam is connected to the soil grid via
interface elements attached on both sides of the beam elements. The bottom node (node 1) is
attached directly to a gridpoint; this provides a representation for end-bearing loading of the wall.
Note that structural element logic is a plane-stress formulation, so the value specified for the Young’s
modulus, E, is divided by (1 − ν2) to correspond to the plane-strain model (see Section 1.2.2 in
Structural Elements).

Figure 11.5 Structural beam nodes in upper part of wall

The soil/wall interface properties selected for this example are for demonstration purposes: actual
values for wall friction and adhesion should be determined from physical testing or from the literature
(e.g., see Clayton et al., 1993). The interface nodes are assigned low shear strength (approximately
2/3 of the soil friction angle) to simulate a relatively smooth concrete-to-soil interface. (The
influence of the interface resistance can be investigated easily by varying the properties of the
interface nodes.) Interface stiffness values were selected to approximate the results for the case that
the wall is rigidly attached to the grid.

The analysis begins at an initial equilibrium state prior to excavation. The initial stress state is
found for the given soil conditions, assuming that the ratio of effective horizontal stress to effective
vertical stress is 0.5. A series of FISH functions contained in “ININV.FIS” (see the FISH Library in
Section 3 in the FISH volume) are used to establish the initial stress state and pore pressures for the
horizontally layered media, with the groundwater table located 2 meters below the ground surface.
This analysis is performed as a coupled groundwater flow and mechanical calculation (CONFIG gw)
in order for “ININV.FIS” to be applied. However, the groundwater flow is inhibited (SET flow off)
and the water bulk modulus is set to zero so that the specified pore pressures are maintained. The
recommended procedure to initialize a stress state in a medium with a phreatic surface is discussed
in Section 3.4.8 in the User’s Guide.
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Although stresses and pore pressures are initialized in the grid, some stepping is required to bring the
model to equilibrium. This is because the additional weight of the beam elements representing the
concrete wall produces an imbalance that necessitates some stepping to equilibrate the model again.
Note that the grid is pulled down slightly as the wall settles due to gravity. This problem is run in
large-strain mode. The model at the initial equilibrium stage is saved to the file “DW EQUIL.SAV.”

The structural forces in the wall arising from the presence of groundwater will depend on the details
of the connection, the fluid boundary conditions, and when the support is installed. Section 1.9.5
in Fluid-Mechanical Interaction discusses the various possibilities. It is important to recognize
the conditions that the model is to represent before setting up model conditions. For this example,
we assume the following conditions apply:

1. The structure exists independently of the grid. Forces are transmitted through
the interface elements.

2. The wall provides an impermeable barrier to the groundwater, which acts
directly on the surface of the wall.

3. The wall is dewatered instantaneously; no movements or transient flow effects
are considered. (See Section 1.8.2 in Fluid-Mechanical Interaction for a
recommended procedure to determine if this assumption is appropriate.)

The pore pressure distribution in the model is changed at each stage to represent dewatering.
The distribution approximates the steady-state flow condition for that excavation stage. (It is not
necessary to perform a flow calculation for this analysis, because of the constant pore pressure
at the base of the wall imposed by the underlying aquifer.) Note that stresses are also changed
automatically by specifying CONFIG ats because total stresses change if pore pressure is changed
by some external method. (See Section 1.9.7 in Fluid-Mechanical Interaction.) The effect of
dewatering for the first excavation stage is illustrated in Figure 11.6. This plot shows the settlement
within the trench region, as well as the moments in the wall, induced by the dewatering.

The struts are modeled with beam elements. One long element segment represents each strut. The
Young’s modulus of the strut is automatically scaled by the 2 meter strut spacing when the spacing
property is given. The pre-load applied with the STRUCT node n load command is scaled manually
by dividing the actual pre-load value by the 2 meter spacing.

The struts should be installed so that moments cannot develop at their connection with the wall.
This is accomplished by slaving the strut node to the wall node using the STRUCTURE node n slave
x y m command, in which n corresponds to the strut node and m to the wall node. The strut node
is slaved in the x- and y-direction to the wall node, but is free to rotate. In this way, the wall and
strut can move without moments developing between the strut and the wall.
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Figure 11.6 Vertical displacement contours in grid and moment distribution
in diaphragm wall induced by first dewatering step

A pre-load is applied in the x-direction to the strut node located at the centerline of the excavation.
This node is also prevented from rotating or translating in the y-direction. Although the fixity
condition in the y-direction is not required for this problem, it may become necessary to minimize
any effect of drift for excavations requiring longer struts. The fixity condition does not affect the
solution, provided moments in the struts can be neglected. (Check moments in the struts to ensure
that this is the case.) The pre-load is applied in two steps. First, the force is applied to the strut
node with the STRUCT node n load fx fy m command, and the model is stepped to an equilibrium
state. After the equilibrium state is achieved with the pre-load, the pre-load force is removed, the
x-velocity of the node is set to zero, and the strut node is fixed so that the load in the strut can
change during subsequent excavation stages.

This problem is run for two cases: (1) pre-loading in the struts; and (2) no pre-loading. This will
allow us to assess the effect of pre-loading on the displacement of the soil and wall and on the loads
in the wall and struts.
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11.3 Results

The deflections of the diaphragm wall at each excavation stage are indicated by the plot of x-
displacement of the wall structure versus wall depth in Figure 11.7 for the pre-loaded struts, and
in Figure 11.8 for no pre-loading. These plots are table plots generated using the FISH function
“WALL DISP.FIS” listed in Section 11.6. The x-displacement and the y-position of each node
along the wall are stored in five tables corresponding to each excavation stage. The maximum
deformation is approximately 62 mm at 20 m depth for pre-loaded struts (shown in Figure 11.7)
and 70 mm for no pre-load (shown in Figure 11.8), at the final stage.

The actual axial loads in the struts are calculated by the FISH functions in “STRUT AX LOAD.FIS”
listed in Section 11.8, after the model has come to equilibrium for each excavation stage. Note
that the axial loads accessed by FISH are scaled values and must be multiplied by the spacing to
determine the actual values. The actual axial load values are then stored in tables for comparison
at the end of the calculation. The results are shown in Figure 11.9 for pre-loaded struts, and in
Figure 11.10 for no pre-load.

As shown in Figure 11.9 for the pre-load case, the axial load in strut 1 (stored in Table 1) is initially
at a pre-load value of 200 kN for the first stage, increases at the second stage and then decreases for
the later stages. The axial load in strut 2 (Table 2) increases until the third stage and then decreases.
The load in strut 3 (Table 3) increases until the fourth stage, while strut 4 (Table 4) increases through
the fifth stage.

The results are similar for the no pre-load case, as shown in Figure 11.10.

The change in axial load is related to the movement of the wall during excavation — indicated
by the plot in Figure 11.11 for pre-loaded struts, and in Figure 11.12 for no pre-loading. These
figures show the evolution of the horizontal displacement at five elevations on the wall (at the top
of the wall, and at the location of each strut). The top of the wall is shown to move away from
the excavation (i.e., in the negative x-direction) after an initial inward movement, while most of
the wall moves into the excavation (i.e., in the positive x-direction). The movements increase with
depth, and coincide with the increase in axial forces for the struts.

Figures 11.13 and 11.14 plot the x-displacement contours and axial forces in the struts after the
final excavation stage, for pre-loading and no pre-loading, respectively. Again, as shown in these
figures, the movements correspond to the increase in loads in the struts. Note that actual values for
the axial forces are plotted directly for these plots.

The moment distribution and shear forces in the wall, for the analysis with pre-loaded struts, are
shown in Figures 11.15 and 11.17, and for the no pre-loading case in Figures 11.16 and 11.18. In
both cases, a large bending moment is shown to develop in the wall at the bottom of the excavation.

FLAC Version 5.0



Analysis of a Concrete Diaphragm Wall 11 - 9

   FLAC (Version 5.00)

LEGEND

   14-Jan-05  12:19
  step     41545
 
Table Plot
Stage 1

Stage 2

Stage 3

Stage 4

Stage 5

10  20  30  40  50  60  

(10        )-03

-3.000

-2.500

-2.000

-1.500

-1.000

-0.500

 0.000

(10        ) 01

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 11.7 x-displacement of diaphragm wall at the end of each excavation
stage for pre-loaded struts
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Figure 11.8 x-displacement of diaphragm wall at the end of each excavation
stage for no pre-loading in struts
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Figure 11.9 Actual axial forces in struts at the end of each excavation stage
for pre-loaded struts
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Figure 11.10 Actual axial forces in struts at the end of each excavation stage
for no pre-loading in struts
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Figure 11.11 x-displacement histories at five elevations along the wall for pre-
loaded struts
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Figure 11.12 x-displacement histories at five elevations along the wall for no
pre-loading in struts

FLAC Version 5.0



11 - 12 Example Applications

   FLAC (Version 5.00)

LEGEND

   14-Jan-05  12:19
  step     41545
 -2.769E+01 <x<  1.787E+01
 -3.677E+01 <y<  8.791E+00

Boundary plot

0   1E  1

Beam Plot

Axial Force on
Structure      Max. Value
# 2 (Beam )      1.200E+05
# 3 (Beam )      9.227E+05
# 4 (Beam )      1.479E+06
# 5 (Beam )      3.344E+06
X-displacement contours
        0.00E+00           
        2.00E-02           
        4.00E-02           
        6.00E-02           

Contour interval=  2.00E-02
Beam plot

-3.250

-2.750

-2.250

-1.750

-1.250

-0.750

-0.250

 0.250

 0.750

(*10^1)

-2.500 -2.000 -1.500 -1.000 -0.500  0.000  0.500  1.000  1.500
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 11.13 x-displacement contours in the grid and axial forces in the struts
at the final excavation stage for pre-loaded struts
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Figure 11.14 x-displacement contours in the grid and axial forces in the struts
at the final excavation stage for no pre-loading in struts
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Figure 11.15 Moments in the diaphragm wall at the final excavation stage (with
pre-loading)
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Figure 11.16 Moments in the diaphragm wall at the final excavation stage (no
pre-loading)
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Figure 11.17 Shear forces in the diaphragm wall at the final excavation stage
(with pre-loading)
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Figure 11.18 Shear forces in the diaphragm wall at the final excavation stage
(no pre-loading)
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11.4 Reference

Clayton, C. R. I., J. Milititsky and R. T. Woods. Earth Pressure and Earth-Retaining Structures.
London: Blackie Academic & Professional, 1993.

FLAC Version 5.0



11 - 16 Example Applications

11.5 Data File “DIAP.DAT”

;Project Record Tree export
;Title:Concrete diaphragm wall

;... State: dw ini.sav ....
config gwflow ats
grid 37,35
gen (-150.0,-60.0) (-150.0,-18.0) (-4.0,-18.0) (-4.0,-60.0) ratio 0.9,0.9 &
i 1 24 j 1 18

gen (-150.0,-18.0) (-150.0,0.0) (-4.0,0.0) (-4.0,-18.0) ratio 0.9,1.0 &
i 1 24 j 18 36

gen (-4.0,-60.0) (-4.0,-18.0) (10.0,-18.0) (10.0,-60.0) ratio 1.0,0.9 &
i 24 38 j 1 18

gen (-4.0,-18.0) (-4.0,0.0) (10.0,0.0) (10.0,-18.0) i 24 38 j 18 36
model elastic i=1,37 j=1,35
group ’Soil 6’ j 1 7
model mohr group ’Soil 6’
prop density=1700.0 bulk=7.843E7 shear=5.32E7 cohesion=0.0 friction=38.0 &
dilation=0.0 tension=0.0 group ’Soil 6’

group ’Soil 5’ j 8
model mohr group ’Soil 5’
prop density=1980.0 bulk=7.7779992E7 shear=4.725E7 cohesion=0.0 &
friction=32.0 dilation=0.0 tension=0.0 group ’Soil 5’

group ’Soil 4’ j 9 14
model mohr group ’Soil 4’
prop density=1970.0 bulk=4.1670004E7 shear=3.25E7 cohesion=0.0 &
friction=34.0 dilation=0.0 tension=0.0 group ’Soil 4’

group ’Soil 3’ j 15 18
model mohr group ’Soil 3’
prop density=1910.0 bulk=3.3330002E7 shear=2.025E7 cohesion=0.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’Soil 3’

group ’Soil 2’ j 19 26
model mohr group ’Soil 2’
prop density=1980.0 bulk=3.03E7 shear=2.56E7 cohesion=0.0 friction=32.0 &
dilation=0.0 tension=0.0 group ’Soil 2’

group ’Soil 1’ j 27 35
model mohr group ’Soil 1’
prop density=1880.0 bulk=1.6670001E7 shear=1.017E7 cohesion=0.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’Soil 1’

model null i 28
group ’null’ i 28
group delete ’null’
prop por=0.3 notnull
struct node 1 grid 28,8
struct node 2 0.0,-18.0
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struct node 3 0.0,0.0
struct beam begin node 1 end node 2 seg 10 prop 1001
struct beam begin node 2 end node 3 seg 18 prop 1001
struct prop 1001
struct prop 2001
struct prop 3001
struct prop 4001
struct prop 5001
struct prop 6001
struct prop 1001 density 2000.0 spacing 1.0 e 2.0E10 height 1.0 width 1.0
interface 1 aside from 28,8 to 28,36 bside from node 1,4 to node 3
interface 1 unglued kn=1.0E8 ks=1.0E8 cohesion=0.0 dilation=0.0 &
friction=20.0 tbond=0.0 bslip=Off

interface 2 aside from 29,36 to 29,8 bside from node 3,29 to node 1
interface 2 unglued kn=1.0E8 ks=1.0E8 cohesion=0.0 dilation=0.0 &
friction=20.0 tbond=0.0 bslip=Off

ini x add -1.0 y add 0.0 nmregion 29 1
attach aside from 28,1 to 28,7 bside from 29,1 to 29,7
interface 3 aside from 28,7 to 28,8 bside from 29,7 to 29,8
interface 3 glued kn=1.0E8 ks=1.0E8
fix y j 1
fix x i 38
fix x i 1
set gravity=10.0
set flow=off
water density=1000.0
set echo off
call Ininv.fis
set wth=-2.0 k0x=0.5 k0z=0.5
ininv
save dw ini.sav

;... State: dw equil.sav ....
history 1 syy i=37, j=28
history 2 esyy i=37, j=28
history 3 pp i=37, j=28
set large
history 999 unbalanced
solve elastic
save dw equil.sav

;... State: dw w1.sav ....
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
initial pp 0.0 i 29 38 j 32 36
initial saturation 0.0 i 29 38 j 32 36
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initial pp 317000.0 var 0.0,-317000.0 i 29 38 j 8 32
scline reset
scline 1 (4.5,-60.0) (4.5,0.0)
solve
save dw w1.sav

;... State: dw e1.sav ....
history reset
history 1 xdisp i=28, j=36
history 2 xdisp i=28, j=33
history 3 xdisp i=28, j=29
history 4 xdisp i=28, j=25
history 5 xdisp i=28, j=22
model null i 29 37 j 32 35
group ’null’ i 29 37 j 32 35
group delete ’null’
solve
save dw e1.sav

;*** Branch: Preload ****

;... State: dw s1.sav ....
struct node 30 9.0,-3.0
struct node 31 0.0,-3.0 pin slave x y 27
struct beam begin node 30 end node 31 prop 1002
struct prop 1002
struct node 30 fix y r load -1e5,0.0 0.0
struct prop 1002 spacing 2.0 e 1.99999996E11 area 0.01739 I 4.03E-4
solve
struct node 30 fix x initial xvel=0.0 load 0.0,0.0 0.0
solve
save dw s1.sav

;... State: dw r1.sav ....
set echo off
call wall disp.fis
set nodes in wall=29 n table=1
wall disp
set echo off
call init strut table.fis
init strut table
set echo off
call strut ax load.fis
set nstage=1 nstrut=11 el num=29
strut ax load
save dw r1.sav
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;... State: dw w2.sav ....
initial pp 317000.0 var 0.0,-317000.0 i 29 38 j 8 28
initial pp 0.0 i 29 38 j 28 32
initial saturation 0.0 i 29 38 j 28 32
solve
save dw w2.sav

;... State: dw e2.sav ....
model null i 29 37 j 28 31
group ’null’ i 29 37 j 28 31
group delete ’null’
solve
save dw e2.sav

;... State: dw s2.sav ....
struct node 32 9.0,-7.0
struct node 33 0.0,-7.0 pin slave x y 23
struct beam begin node 32 end node 33 prop 1003
struct prop 1003
struct node 32 fix y r load -200000.0,0.0 0.0
struct prop 1001 height 0.0 width 0.0
struct prop 1003 spacing 2.0 e 2e11 area 0.02187 I 6.6E-4
solve
struct node 32 fix x initial xvel 0.0 load 0.0,0.0 0.0
solve
save dw s2.sav

;... State: dw r2.sav ....
set echo off
call wall disp.fis
set nodes in wall=29 n table=2
wall disp
set echo off
call strut ax load.fis
set nstage=2 nstrut=11 el num=29
strut ax load
set echo off
call strut ax load.fis
set nstage=2 nstrut=12 el num=30
strut ax load
save dw r2.sav

;... State: dw w3.sav ....
initial pp 317000.0 var 0.0,-317000.0 i 29 38 j 8 24
initial saturation 0.0 i 29 38 j 24 28
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initial pp 0.0 i 29 38 j 24 28
solve
save dw w3.sav

;... State: dw e3.sav ....
model null i 29 37 j 24 27
group ’null’ i 29 37 j 24 27
group delete ’null’
solve
save dw e3.sav

;... State: dw s3.sav ....
struct node 34 9.0,-11.0
struct node 35 0.0,-11.0 pin slave x y 19
struct beam begin node 34 end node 35 prop 1003
struct node 34 fix y r load -225000.0,0.0 0.0
solve
struct node 34 fix x initial xvel 0.0 load 0.0,0.0 0.0
solve
save dw s3.sav

;... State: dw r3.sav ....
set echo off
call wall disp.fis
set nodes in wall=29 n table=3
wall disp
set echo off
call strut ax load.fis
set nstage=3 nstrut=11 el num=29
strut ax load
set echo off
call strut ax load.fis
set nstage=3 nstrut=12 el num=30
strut ax load
set echo off
call strut ax load.fis
set nstage=3 nstrut=13 el num=31
strut ax load
save dw r3.sav

;... State: dw w4.sav ....
initial pp 317000.0 var 0.0,-317000.0 i 29 38 j 8 21
initial pp 0.0 i 29 38 j 21 24
initial saturation 0.0 i 29 38 j 21 24
solve
save dw w4.sav
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;... State: dw e4.sav ....
model null i 29 37 j 21 23
group ’null’ i 29 37 j 21 23
group delete ’null’
solve
save dw e4.sav

;... State: dw s4.sav ....
struct node 36 9.0,-14.0
struct node 37 0.0,-14.0 pin slave x y 16
struct beam begin node 36 end node 37 prop 1003
struct node 36 fix y r load -200000.0,0.0 0.0
solve
struct node 36 fix x initial xvelocity 0.0 load 0.0,0.0 0.0
solve
save dw s4.sav

;... State: dw r4.sav ....
set echo off
call wall disp.fis
set nodes in wall=29 n table=4
wall disp
set echo off
call strut ax load.fis
set nstage=4 nstrut=11 el num=29
strut ax load
set echo off
call strut ax load.fis
set nstage=4 nstrut=12 el num=30
strut ax load
set echo off
call strut ax load.fis
set nstage=4 nstrut=13 el num=31
strut ax load
set echo off
call strut ax load.fis
set nstage=4 nstrut=14 el num=32
strut ax load
save dw r4.sav

;... State: dw w5.sav ....
initial pp 317000.0 var 0.0,-317000.0 i 29 38 j 8 18
initial pp 0.0 i 29 38 j 18 21
initial saturation 0.0 i 29 38 j 18 21
solve
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save dw w5.sav

;... State: dw e5.sav ....
model null i 29 37 j 18 20
group ’null’ i 29 37 j 18 20
group delete ’null’
solve
save dw e5.sav

;... State: dw r5.sav ....
set echo off
call wall disp.fis
set nodes in wall=29 n table=5
wall disp
set echo off
call strut ax load.fis
set nstage=5 nstrut=11 el num=29
strut ax load
set echo off
call strut ax load.fis
set nstage=5 nstrut=12 el num=30
strut ax load
set echo off
call strut ax load.fis
set nstage=5 nstrut=13 el num=31
strut ax load
set echo off
call strut ax load.fis
set nstage=5 nstrut=14 el num=32
strut ax load
save dw r5.sav

;*** Branch: NoPreload ****
restore dw e1.sav

;... State: noload dw s1.sav ....
struct node 30 9.0,-3.0
struct node 31 0.0,-3.0 pin slave x y 27
struct beam begin node 30 end node 31 prop 1002
struct prop 1002
struct prop 1002 spacing 2.0 e 1.99999996E11 area 0.01739 I 4.03E-4
struct node 30 fix x y r
solve
save noload dw s1.sav

;... State: noload dw r1.sav ....
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set echo off
call wall disp.fis
set nodes in wall=29 n table=1
wall disp
set echo off
call init strut table.fis
init strut table
set echo off
call strut ax load.fis
set nstage=1 nstrut=11 el num=29
strut ax load
save noload dw r1.sav

;... State: noload dw w2.sav ....
initial pp 317000.0 var 0.0,-317000.0 i 29 38 j 8 28
initial pp 0.0 i 29 38 j 28 32
initial saturation 0.0 i 29 38 j 28 32
solve
save noload dw w2.sav

;... State: noload dw e2.sav ....
model null i 29 37 j 28 31
group ’null’ i 29 37 j 28 31
group delete ’null’
solve
save noload dw e2.sav

;... State: noload dw s2.sav ....
struct node 32 9.0,-7.0
struct node 33 0.0,-7.0 pin slave x y 23
struct beam begin node 32 end node 33 prop 1003
struct prop 1003
struct prop 1001 height 0.0 width 0.0
struct prop 1003 spacing 2.0 e 2e11 area 0.02187 I 6.6E-4
struct node 32 fix x y r
solve
save noload dw s2.sav

;... State: noload dw r2.sav ....
set echo off
call wall disp.fis
set nodes in wall=29 n table=2
wall disp
set echo off
call strut ax load.fis
set nstage=2 nstrut=11 el num=29
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strut ax load
set echo off
call strut ax load.fis
set nstage=2 nstrut=12 el num=30
strut ax load
save noload dw r2.sav

;... State: noload dw w3.sav ....
initial pp 317000.0 var 0.0,-317000.0 i 29 38 j 8 24
initial saturation 0.0 i 29 38 j 24 28
initial pp 0.0 i 29 38 j 24 28
solve
save noload dw w3.sav

;... State: noload dw e3.sav ....
model null i 29 37 j 24 27
group ’null’ i 29 37 j 24 27
group delete ’null’
solve
save noload dw e3.sav

;... State: noload dw s3.sav ....
struct node 34 9.0,-11.0
struct node 35 0.0,-11.0 pin slave x y 19
struct beam begin node 34 end node 35 prop 1003
struct node 34 fix x y r
solve
save noload dw s3.sav

;... State: noload dw r3.sav ....
set echo off
call wall disp.fis
set nodes in wall=29 n table=3
wall disp
set echo off
call strut ax load.fis
set nstage=3 nstrut=11 el num=29
strut ax load
set echo off
call strut ax load.fis
set nstage=3 nstrut=12 el num=30
strut ax load
set echo off
call strut ax load.fis
set nstage=3 nstrut=13 el num=31
strut ax load
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save noload dw r3.sav

;... State: noload dw w4.sav ....
initial pp 317000.0 var 0.0,-317000.0 i 29 38 j 8 21
initial pp 0.0 i 29 38 j 21 24
initial saturation 0.0 i 29 38 j 21 24
solve
save noload dw w4.sav

;... State: noload dw e4.sav ....
model null i 29 37 j 21 23
group ’null’ i 29 37 j 21 23
group delete ’null’
solve
save noload dw e4.sav

;... State: noload dw s4.sav ....
struct node 36 9.0,-14.0
struct node 37 0.0,-14.0 pin slave x y 16
struct beam begin node 36 end node 37 prop 1003
struct node 36 fix x y r
solve
save noload dw s4.sav

;... State: noload dw r4.sav ....
set echo off
call wall disp.fis
set nodes in wall=29 n table=4
wall disp
set echo off
call strut ax load.fis
set nstage=4 nstrut=11 el num=29
strut ax load
set echo off
call strut ax load.fis
set nstage=4 nstrut=12 el num=30
strut ax load
set echo off
call strut ax load.fis
set nstage=4 nstrut=13 el num=31
strut ax load
set echo off
call strut ax load.fis
set nstage=4 nstrut=14 el num=32
strut ax load
save noload dw r4.sav
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;... State: noload dw w5.sav ....
initial pp 317000.0 var 0.0,-317000.0 i 29 38 j 8 18
initial pp 0.0 i 29 38 j 18 21
initial saturation 0.0 i 29 38 j 18 21
solve
save noload dw w5.sav

;... State: noload dw e5.sav ....
model null i 29 37 j 18 20
group ’null’ i 29 37 j 18 20
group delete ’null’
solve
save noload dw e5.sav

;... State: noload dw r5.sav ....
set echo off
call wall disp.fis
set nodes in wall=29 n table=5
wall disp
set echo off
call strut ax load.fis
set nstage=5 nstrut=11 el num=29
strut ax load
set echo off
call strut ax load.fis
set nstage=5 nstrut=12 el num=30
strut ax load
set echo off
call strut ax load.fis
set nstage=5 nstrut=13 el num=31
strut ax load
set echo off
call strut ax load.fis
set nstage=5 nstrut=14 el num=32
strut ax load
save noload dw r5.sav

;*** plot commands ****
;plot name: ydisp-pp-moments
plot hold ydisp fill int 2.5E-4 zero inv pp int 50000.0 white struct beam &
moment fill white

;plot name: xdisp histories
plot hold history 1 line 2 line 3 4 5
;plot name: wall moments
plot hold beam bound struct beam moment 1 fill max 5000000.0
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;plot name: strut loads
plot hold bound struct beam axial 2 5 fill max 8000000.0 lcyan xdisp fill &
int 0.02 beam lmagenta

;plot name: wall shear
plot hold struct beam shear 1 fill max 2000000.0 lcyan beam bound
;plot name: grid
plot hold grid beam lmagenta
;plot name: Strut load vs. stage
label table 11
Strut 1
label table 12
Strut 2
label table 13
Strut 3
label table 14
Strut 4
plot hold table 14 line 13 line 12 line 11 line
;plot name: x-disp along wall
label table 1
Stage 1
label table 2
Stage 2
label table 3
Stage 3
label table 4
Stage 4
label table 5
Stage 5
plot hold table 5 line 4 line 3 line 2 line 1 line
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11.6 Data File “WALL DISP.FIS”

;Name:wall disp
;Diagram:
;Input:nodes in wall/int/29/number of structural nodes along wall
;Input:n table/int/10/table number to store vertical displacement
call str.fin
def wall disp

ip = imem(str pnt+$ksnode)
mt = 0
loop while ip # 0

id node = imem(ip+$kndid)
if id node <= nodes in wall then

mt = mt + 1
xn disp = fmem(ip + $kndu1)
yn pos = fmem(ip + $kndy)
table(n table,yn pos) = xn disp

endif
ip = imem(ip)

endloop
loop m (1,mt)

x value = ytable(n table,m)
y value = xtable(n table,m)
xtable(n table,m) = x value
ytable(n table,m) = y value

endloop
end
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11.7 Data File “INIT STRUT TABLE.FIS”

;Name:init strut table
;Diagram:
def init strut table
nstage = 0
nstrut = 11
table(nstrut,nstage) = 0
nstrut = 12
table(nstrut,nstage) = 0
nstrut = 13
table(nstrut,nstage) = 0
nstrut = 14
table(nstrut,nstage) = 0
;
nstage = 1
nstrut = 12
table(nstrut,nstage) = 0
nstrut = 13
table(nstrut,nstage) = 0
nstrut = 14
table(nstrut,nstage) = 0
;
nstage = 2
nstrut = 13
table(nstrut,nstage) = 0
nstrut = 14
table(nstrut,nstage) = 0
;
nstage = 3
nstrut = 14
table(nstrut,nstage) = 0
end
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11.8 Data File “STRUT AX LOAD.FIS”

;Name:strut ax load
;Diagram:
;Input:nstage/int/1/excavation stage number
;Input:nstrut/int/11/strut number
;Input:el num/int/29/beam element ID number
call str.fin
def get el num

ip = imem(str pnt+$ksels)
loop while ip # 0

id num = imem(ip + $kelid)
if id num = el num then

el addr = ip
exit

endif
ip = imem(ip)

endloop
end
def get ax load

ax load = 2.0 * fmem(el addr+$kelfax)
end
def store ax load

mstrut = nstrut
mstage = nstage
command

table mstrut insert mstage,ax load
endcommand

end
def strut ax load

get el num
get ax load
store ax load

end
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1 FISH BEGINNER’S GUIDE

1.1 Introduction

FISH is a programming language embedded withinFLAC that enables the user to define new
variables and functions. These functions may be used to extendFLAC ’s usefulness or add user-
defined features. For example, new variables may be plotted or printed, special grid generators
may be implemented, servo-control may be applied to a numerical test, unusual distributions of
properties may be specified, and parameter studies may be automated.

FISH was developed in response to requests from users who wanted to do things with Itasca software
that were either difficult or impossible with existing program structures. Rather than incorporate
many new and specialized features into the standard code, it was decided that an embedded language
would be provided so that users could write their own functions. Some usefulFISH functions have
already been written: a library of these is provided with theFLAC program (seeSection 3). It
is possible for someone without experience in programming to write simpleFISH functions or to
modify some of the simpler existing functions.Section 1.2contains an introductory tutorial for
non-programmers. However,FISH programs can also become very complicated (which is true of
code in any programming language); for more details, refer toSection 2. Beginners should not
attempt to comprehendSections 2.8and2.9 (and theFISH files described inSection 4) without
considerable experience in programming and the use ofFISH.

As with all programming tasks,FISH functions should be constructed in an incremental fashion,
checking operations at each level before moving on to more complicated code.FISH does less
error-checking than most compilers, so all functions should be tested on simple data sets before
using them for real applications.

FISH programs are simply embedded in a normalFLAC data file — lines following the wordDEFINE
are processed as aFISH function; the function terminates when the wordEND is encountered.
Functions may invoke other functions, which may invoke others, and so on. The order in which
functions are defined does not matter as long as they are all defined before they are used (e.g.,
invoked by aFLAC command). Since the compiled form of aFISH function is stored inFLAC ’s
memory space, theSAVE command saves the function and the current values of associated variables.

A complete definition ofFISH language rules and intrinsic functions is provided inSection 2. This
includes rules for syntax, data types, arithmetic, variables and functions. AllFISH language names
are described inSection 2, and a summary of the names is provided inSection 2in theCommand
and FISH Reference Summary.

FISH can also be used to implement user-written constitutive models; the procedure is given in
Section 2.8. Finally, in Section 2.9, an execution speed optimizer, which can be applied to certain
FISH functions, is discussed.
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1.2 Tutorial

This section is intended for people who have runFLAC (at least for simple problems) but have not
used theFISH language; no programming experience is assumed. To get the maximum benefit
from the examples given here, you should try them out withFLAC running interactively. The short
programs may be typed in directly. After running an example, give theFLAC commandNEW to
“wipe the slate clean,” ready for the next example. Alternatively, the more lengthy programs may
be created on file andCALLed when required.

Type the lines inExample 1.1after FLAC ’s command prompt, pressing<Enter> at the end of
each line.

Example 1.1 Defining a FISH function

def abc
abc = 22 * 3 + 5

end

Note that the command prompt changes toDef> after the first line has been typed in; then it changes
back to the usual prompt when the commandEND is entered. This change in prompt lets you know
if you are sending lines toFLAC or to FISH. Normally, all lines following theDEFINE statement
are taken as part of the definition of aFISH function (until theEND statement is entered). However,
if you type in a line that contains an error (e.g., you type the= sign instead of the+ sign), then
you will get theFLAC prompt back again. In this case, you should give theNEW command and
try again from the beginning. Since it is very easy to make mistakes,FISH programs are normally
typed into a file using an editor. These are thenCALLed intoFLAC just like a regularFLAC data
file. We will describe this process later; for now, we’ll continue to work interactively. Assuming
that you typed in the above lines without error and that you now see theFLAC promptflac:, you
can “execute” the functionabc,* defined earlier inExample 1.1, by typing the line

print abc

The message

abc = 71

should appear on the screen. By defining the symbolabc (using theDEFINE ... END construction,
as inExample 1.1), we can now refer to it in many ways usingFLAC commands.

For example, thePRINT command causes the value of aFISH symbol to be displayed; the value is
computed by the series of arithmetic operations in the line

abc = 22 * 3 + 5

* We will usecourier boldface to identify user-definedFISH functions and declared variables
in the text.
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This is an “assignment statement.” If an equal sign is present, the expression on the right-hand side
of the equal sign is evaluated and given to the variable on the left-hand side. Note that arithmetic
operations follow the usual conventions: addition, subtraction, multiplication and division are done
with the signs+, -, * and/, respectively. The sign̂ denotes “raised to the power of.”

We now type in a slightly different program (using theNEW command to erase the old one):

Example 1.2 Using a variable

new
def abc

hh = 22
abc = hh * 3 + 5

end

Here we introduce a “variable,”hh, which is given the value of 22 and then used in the next line.
If we give the commandPRINT abc, then exactly the same output as in the previous case appears.
However, we now have twoFISH symbols; they both have values, but one (abc) is known as a
“function,” and the other (hh) as a “variable.” The distinction is as follows.

When a FISH symbol name is mentioned (e.g., in a PRINT statement),
the associated function is executed if the symbol corresponds to a
function; however, if the symbol is not a function name, then simply
the current value of the symbol is used.

The following experiment may help to clarify the distinction between variables and functions.
Before doing the experiment, note thatFLAC ’s SET command can be used to set the value of any
user-definedFISH symbol, independent of theFISH program in which the symbol was introduced.
Now type in the following lines without giving theNEW command, since we want to keep our
previously entered program in memory.

Example 1.3 SETting variables

set abc=0 hh=0
print hh
print abc
print hh

TheSET command sets the values of bothabc andhh to zero. Sincehh is a variable, the firstPRINT
command simply displays the current value ofhh, which is zero. The secondPRINT command
causesabc to be executed (sinceabc is the name of a function); the values of bothhh andabc
are thereby recalculated. Accordingly, the thirdPRINT statement shows thathh has indeed been
reset to its original value. As a test of your understanding, you should type in the slightly modified
sequence shown inExample 1.4, and figure out why the displayed answers are different.
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Example 1.4 Test your understanding of function and variable names

new
def abc

abc = hh * 3 + 5
end
set hh=22
print abc
set abc=0 hh=0
print hh
print abc
print hh

At this stage, it may be useful to list the most importantFLAC commands that directly refer to
simpleFISH variables or functions. (InTable 1.1below,var stands for the name of the variable or
function.)

Table 1.1 Commands that directly
refer to FISH names

PRINT var
SET var = value
HISTORY var

We have already seen examples of the first two (refer toExamples 1.3and1.4); the third case is
useful when histories are required of things that are not provided in the standardFLAC list of history
variables.Example 1.5shows how this can be done.Example 1.5shows how the total load on the
top platen of a triaxial test sample can be stored as a history.

Example 1.5 Capturing the history of a FISH variable

new
grid 3 6
model mohr
prop dens 2000 shear 1e8 bulk 2e8 cohes 1e5 tens 1e10
fix x y j=1
fix y j=7
ini yvel=-2e-5 j=7
def load

load = yforce(1,7)+yforce(2,7)+yforce(3,7)+yforce(4,7)
end
hist load
hist ydisp i=1 j=7
step 500
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plot hold his 1 vs -2

Note that theFISH variableload is equal to the sum of four other variables, given byyforce.
The variableyforce is an example of a grid quantity that is available within aFISH program:
there is a complete list of these inSections 2.5.3and2.5.4. Grid variables are simply pre-defined
names of quantities that relate to theFLAC grid. In our example,yforce is they-component of the
unbalanced gridpoint force; each instance ofyforce must be followed by gridindices, or a pair
of numbers denoting a particular gridpoint. In the example, the indices(1,7), (2,7), (3,7)
and(4,7) refer to the four gridpoints at the top of the sample. The derived variableload, which
is the sum of the four top forces, is calculated whenever history points are taken (every ten steps,
by default). At the end of the run, we simply plot out the history ofload (history 1) just like any
other history. In a similar way, we may useFISH functions to plot out a history of any quantity we
wish, no matter how complicated the formula to describe it might be.

In addition to the above-mentioned pre-defined variable names, there are many other pre-defined
objects available to aFISH program. These fall into several classes; one such class consists of
scalar variables, which are single numbers — for example:

igp total number of gridpoints in thei-direction

izones total number of zones in thei-direction

jgp total number of gridpoints in thej -direction

jzones total number of zones in thej -direction

clock clock time in hundredths of a second

unbal maximum unbalanced force

pi π

step current step number

urand random number drawn from uniform distribution between
0.0 and 1.0.

This is just a small selection; the full list is given inSection 2.5.2. For example, we could have
replaced the number7 in the functionloadwith the pre-defined variablejgp, to make the program
more general (i.e., so that it would work for any grid size vertically, rather than just a grid of 7
gridpoints).

Another useful class of built-in objects is the set ofintrinsic functions, which enables things like
sines and cosines to be calculated from within aFISH program. A complete list is provided in
Section 2.5.5; a few are given below:

abs(a) absolute value ofa

cos(a) cosine ofa (a is in radians)
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log(a) base-ten logarithm ofa

max(a,b) returns maximum ofa, b

sqrt(a) square root ofa

An example in the use of intrinsic functions will be presented later, but now we must discuss one
further way in which aFLAC data file can make use of user-definedFISH names.

Wherever a number is expected in a FLAC input line, you may
substitute the name of a FISH variable or function.

This simple statement is the key to a very powerful feature ofFISH that allows such things as ranges,
applied stresses, properties, etc. to be computed in aFISH function and used byFLAC input in
symbolic form. Hence, parameter changes can be made very easily, without the need to change
many numbers in an input file. As an example, let us assume that we know the Young’s modulus
and Poisson’s ratio of a material. Although properties may be specified using Young’s modulus
and Poisson’s ratio (internally,FLAC uses the bulk and shear moduli), we may derive these with a
FISH function, usingEqs. (1.1)and(1.2):

G = E

2(1+ ν) (1.1)

K = E

3(1− 2ν)
(1.2)

CodingEqs. (1.1)and(1.2) into aFISH function (calledderive) can then be done as shown in
Example 1.6, below.

Example 1.6 FISH functions to calculate bulk and shear moduli

new
def derive

s_mod = y_mod / (2.0 * (1.0 + p_ratio))
b_mod = y_mod / (3.0 * (1.0 - 2.0 * p_ratio))

end
set y_mod = 5e8 p_ratio = 0.25
derive
print b_mod s_mod

Note that here we execute the functionderive by giving its name by itself on a line; we are not
interested in itsvalue, only what it does. If you run this example, you will see that values are
computed for the bulk and shear moduli,b mod ands mod, respectively. These can then be used,
in symbolic form, inFLAC input, as shown inExample 1.7.
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Example 1.7 Using symbolic variables in FLAC input

grid 5 5
model elastic
prop dens=1000 bulk=b mod shear=s mod
print bulk
print shear

The validity of this operation may be checked by printing outbulk andshear in the usual way. In
these examples, our property input is given via theSET command — i.e., to variablesy mod and
p ratio, which stand for Young’s modulus and Poisson’s ratio, respectively.

In passing, note that there is great flexibility in choosing names forFISH variables and functions;
the underline character () may be included in a name. Names must begin with a non-number and
must not contain any of the arithmetic operators (+, –, /, * or ˆ). A chosen name should not be the
same as one of the built-in (or reserved) names;Table 2.1in Section 2.2.2contains a complete list
of names to be avoided, as well as some rules that should be followed.

In the above examples, we checked the computed values ofFISH variables by giving their names
to a PRINT command explicitly as arguments. Alternatively, we can list all current variables and
functions. A printout of all current values is produced by giving the command

print fish

We now examine ways in which decisions can be made, and repeated operations done, inFISH
programs. The followingFISH statements allow specified sections of a program to be repeated
many times:

LOOP var (expr1, expr2)

ENDLOOP

The wordsLOOP andENDLOOP areFISH statements, the symbolvar stands for the loop variable,
andexpr1 andexpr2 stand for expressions (or single variables).Example 1.8shows the use of a
loop (or repeated sequence) to produce the sum and product of the first 10 integers.
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Example 1.8 Controlled loop in FISH

new
def xxx

sum = 0
prod = 1
loop n (1,10)

sum = sum + n
prod = prod * n

endloop
end
xxx
print sum, prod

In this case, the loop variablen is given successive values from 1 to 10, and the statements inside
the loop (between theLOOP andENDLOOP statements) are executed for each value. As mentioned,
variable names or an arithmetic expression could be substituted for the numbers 1 or 10.

A practical use of theLOOP construct is to install a nonlinear initial distribution of elastic moduli
in a FLAC grid. Suppose that the Young’s modulus at a site is given byEq. (1.3):

E = E◦ + c√z (1.3)

wherez is the depth below surface, andc andE◦ are constants. We write aFISH function to install
appropriate values of bulk and shear modulus in the grid, as inExample 1.9.

Example 1.9 Applying a nonlinear initial distribution of moduli

new
grid 20 10
model elas
def install

loop i (1,izones)
loop j (1,jzones)

yc = (y(i,j)+y(i+1,j)+y(i,j+1)+y(i+1,j+1))/4.0
zz = y(1,jgp) - yc
y mod = y zero + cc * sqrt(zz)
shear mod(i,j) = y mod / (2.0*(1.0+p ratio))
bulk mod(i,j) = y mod / (3.0*(1.0-2.0*p ratio))

end loop
end loop
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end
set p ratio=0.25 y zero=1e7 cc=1e8
install

Again, you can verify correct operation of the function by printing or plotting shear and bulk moduli.

In the functioninstall, we have two loops — the outer loop (with indexi) scans all columns in the
grid, and the inner loop (indexj) scans all rows. Inside the loops,yc is calculated as the approximate
centroid of each zone (i.e., the average of they-coordinate for the four surrounding gridpoints). We
assume that the datum (or ground surface reference point) is the top, left-hand gridpoint; then, the
depth of any zone centroid below surface is computed aszz. This is then inserted into the formula
for Young’s modulus given previously, using constantsE◦ andc, which have theFISH namesy zero
andcc, respectively. Grid values for bulk modulus and shear modulus are calculated as in a previous
example. The variablesy( ), shear mod( ) andbulk mod( ) are grid variables. (Recall that we talked
about another grid variable,yforce( ), earlier.) Here, we set properties directly from within aFISH
function, rather than with aPROP command as in our earlier example.

Having seen several examples ofFISH programs, let’s briefly examine the question of program
syntax and style. A completeFISH statement must occupy one line; there are no continuation lines.
If a formula is too long to fit on one line, then a temporary variable must be used to split the formula.
Example 1.10shows how this can be done.

Example 1.10 Splitting lines

def long sum ;example of a sum of many things
temp1 = v1 + v2 + v3 + v4 + v5 + v6 + v7 + v8 + v9 + v10
long sum = temp1 + v11 + v12 + v13 + v14 + v15

end

In this case, the sum of 15 variables is split into two parts. Note also the use of the semicolon
in line 1 of Example 1.10to indicate a comment. Any characters that follow a semicolon are
ignored by theFISH compiler, but theyare echoed to the log file. It is good programming practice
to annotate programs with informative comments. Some of the programs have been shown with
indentation — that is, space inserted at the beginning of some lines to denote a related group of
statements. Any number of space characters may be inserted (optionally) between variable names
and arithmetic operations to make the program more readable. Again, it is good programming
practice to include indentation to indicate things like loops, conditional clauses and so on. Spaces
in FISH are “significant” in the sense that space characters may not be inserted into a variable or
function name.

One other topic that should be addressed now is that of variabletype. You may have noticed,
when printing out variables from the various program examples, that numbers are either printed
without decimal points or in “E-format” — that is, as a number with an exponent denoted by “E.”
At any instant in time, aFISH variable or function name is classified as one of three types:integer,
floating-point or string. These types may change dynamically, depending on context, but the casual
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user should not normally have to worry about the type of a variable, since it is set automatically.
ConsiderExample 1.11.

Example 1.11 Variable types

new
def haveone

aa = 2
bb = 3.4
cc = ’Have a nice day’
dd = aa * bb
ee = cc + ’, old chap’

end
haveone
print fish

The resulting screen display looks like this:

Value Name
----- ----

2 aa
3.4000e+000 bb
- string - cc
6.8000e+000 dd
- string - ee

0 haveone

The variablesaa, bb andcc are converted tointeger, float andstring, respectively, corresponding
to the numbers (or strings) that were assigned to them. Integers are exact numbers (without decimal
points) but are of limited range; floating-point numbers have limited precision (about six decimal
places) but are of much greater range; string variables are arbitrary sequences of characters. There
are various rules for conversion between the three types. For example,dd becomes a floating-point
number, because it is set to the product of a floating-point number and an integer; the variable
ee becomes a string because it is the sum (concatenation) of two strings. The topic can get quite
complicated, but it is fully explained inSections 2.2.4and2.2.5.

There is a further language element inFISH that is commonly used — theIF statement. The
following three statements allow decisions to be made within aFISH program.

IF expr1 test expr2 THEN

ELSE

ENDIF
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These statements allow conditional execution ofFISH program segments;ELSE and THEN are
optional. The itemtest consists of one of the following symbols or symbol-pairs:

= # > < >= <=

The meanings are standard except for #, which means “not equal.” The itemsexpr1 andexpr2
are any valid expressions or single variables. If the test is true, then the statements immediately
following IF are executed untilELSE or ENDIF is encountered. If the test is false, the statements
betweenELSE andENDIF are executed if theELSE statement exists; otherwise, the program jumps
to the first line afterENDIF. The action of these statements is illustrated inExample 1.12.

Example 1.12 Action of the IF ELSE ENDIF construct

new
def abc

if xx > 0 then
abc = 33

else
abc = 11

end if
end
set xx = 1
print abc
set xx = -1
print abc

The displayed value ofabc in Example 1.12depends on the set value ofxx. You should experiment
with different test symbols (e.g., replace> with <).

Until now, ourFISH programs have been invoked fromFLAC either by using thePRINT command,
or by giving the name of the function on a separate line ofFLAC input. It is also possible to do
the reverse — that is, to giveFLAC commands from within aFISH function. Most validFLAC
commands can be embedded between the following twoFISH statements:

COMMAND
ENDCOMMAND

There are two main reasons for sending outFLAC commands from aFISH program. First, it is
possible to use aFISH function to perform operations that are not possible using the pre-defined
variables that we already discussed. Second, we can control a completeFLAC run with FISH. As
an illustration of the first use of theCOMMAND statement, we can write aFISH program to connect
a number of beam segments to the surface of an elastic material. When many beam elements are
required, it becomes tedious to type many separateSTRUCT commands, each with different grid
indices. However, withFISH, we can send out the commands from within a loop and adjust the
grid indices automatically each time around the loop, as illustrated inExample 1.13.
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Example 1.13 Automated placing of beam elements

new
grid 15 10
mod elas
pro dens 2000 shear 1e8 bulk 2e8
fix x y j=1
fix x i=1
fix x i=16
def place beams
jtop = jgp
loop i (i1,i2-1)

ip1 = i + 1
command

struct beam begin grid i,jtop end grid ip1,jtop
end command

end loop
end
set i1=3 i2=10 ; --- starting & ending gridpoints
place beams
struct prop 1 E=1e10 I=0.1 A=0.05
struct node 3 load 0.0,-1e6,0.0
save beam.sav

After entering these statements, you should do a printout of structural data to verify that seven
beam segments have been created, and that they are connected to appropriate gridpoints. In this
example, we use variablesi1 andi2 asparameters to the functionplace beams. These denote
the starting gridpointi-index and the endingi-index, which are given values by theSET command.
Note that theSTRUCT commands sent out from theFISH function have parameters that are symbolic
(as we explained previously), with values that are modified for each circuit of the loop. One further
thing to note — we create aFISH variablejtop that is equal to the built-in scalarjgp. We cannot
use the namejgp directly as an argument to theSTRUCT command becausejgp (and all the other
pre-defined names) is only recognized within aFISH function.

You can now stepFLAC to determine the equilibrium state for the above problem (which models a
single load acting on the beam), or you can type in the additional set of lines given inExample 1.14;
this illustrates the second use ofCOMMAND mentioned previously. The idea here is to produce a
movie without having to give manyPLOT commands manually.
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Example 1.14 Movie of load acting on beam

rest beam.sav
wind -1,16 -4,13
movie on file beam load.dcx
def grid movie
loop n (1,10)

command
step 25
plot hold grid mag=500

end command
end loop

end
grid movie

By executing the functiongrid movie, we create a movie with 10 frames, showing the progressive
deformation of the grid. WhenFLAC has stopped stepping, the movie file “beamload.dcx” can be
viewed with the movie viewer, “MOVIE.EXE,” located in the “ITASCA\Shared\Utility” directory.
In general, when making movies, you should give a fixedWINDOW and a fixed scale (in this case,
magnification), so that auto-scaling is inhibited.

We have now covered some of the aspects of theFISH language and how it interacts withFLAC.
A complete guide to the language is contained inSection 2.2and some examples are provided in
Section 3. There is also a useful example ofFISH programming inSection 1.4in Theory and
Background.
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13 Embankment Loading on a Cam-Clay Foundation

13.1 Problem Statement

The response of a saturated soil foundation to loading by an embankment is studied in this example.
The foundation is 10 meters deep and the groundwater free surface is at the ground level. The
embankment is 8 meters wide. The soil behavior corresponds to a Cam-clay material. The initial
stress and pore pressure states correspond to equilibrium under gravity with a ratio of horizontal
to vertical effective stress of 6/13. The weight of the embankment is simulated by an applied
surcharge, and drainage occurs at the soil surface.

The soil has the following properties:

drained Poisson’s ratio (ν) 0.3

soil constant (M) 0.888

slope of normal consolidation line (λ) 0.161

slope of elastic swelling line (κ) 0.062

reference pressure (p′1) 100.0 Pa

specific volume at reference pressure (vλ) 2.858

porosity 0.3

dry density (ρ) 2×103 kg/m3

The clay is lightly over-consolidated, and the initial value of the cap pressure,pc, is equal to 1.6
×105 Pa in the example. (Note that for a normally consolidated soil, the value forpc is equal to
1.579×105 Pa at the base of the clay layer, wherep = 8.33×104 Pa andq = 7.0×104 Pa.) The
drained Poisson’s ratio of the material is assumed to remain constant during the simulation.

The foundation has a permeability,k, of 10−12 (m/s)/(Pa/m). The soil moduli are functions of the
mean effective pressure and the soil specific volume, quantities which vary in space and evolve
during the simulation. The average value ofK + 4/3G stays, however, in the order of 106 Pa, or
two orders of magnitude lower than the water bulk modulus (Kw is 2×108 Pa). The diffusivity,
c, is thus controlled by the soil material in this example, its magnitude can be estimated from the
formula c = k(K + 4/3G), and is of the order of 10−6 m2/s. The time scale for the diffusion
process can be estimated usingtc = L2/c, whereL is the model height. UsingL = 10 m, we
have thattc is on the order of 3 years. Compared to that time, construction of the embankment
may be assumed to occur instantaneously. An undrained analysis is first conducted to evaluate the
foundation settlement in the short-term after building of the embankment; the long-term response
is then monitored after allowing drainage from the soil surface.
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13.2 Modeling Procedure

The model, represented inFigure 13.1, takes advantage of half symmetry. The size is 20 meters
wide and 10 meters deep. Note that the width of the model is not necessarily large enough to
accurately represent an extensive soil layer; the model is intended for illustrative purposes only.
The mechanical boundary conditions correspond to roller boundaries along the symmetry line and
the far boundary of the model, and to fixed displacements in thex- andy-direction at the model base.
The maximum bulk modulus of the clay (bulk) is set to 5×106 Pa, a value that is approximately
twice the initial value of the actual bulk modulus (bulk current) at the bottom of the clay layer.

   FLAC (Version 5.00)
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Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 13.1 Model geometry

The first stage of the simulation corresponds to the short time response of the system in which no
flow is assumed to take place. The commandSET flow off is specified. Loading by the embankment
is simulated by progressive application of a pressure of 50 kPa on a 4 meter section of the model
top boundary. This procedure avoids overshoots related to transient loading. Once the full load is
attained, the model is cycled to equilibrium. During this stage, pore pressures develop as a result
of volumetric deformations, but do not dissipate.
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In the second stage, fluid flow is allowed to develop by issuing the commandSET flow on. Water
then drains through the top of the model where the pore pressure is fixed at zero, and additional
settlement takes place under the embankment. TheSOLVE auto on command, used to perform
the coupled simulation, requires parameters that determine the accuracy of the solution. These
parameters may need to be different if different properties or model conditions are used. Refer to
Section 1.8.6in Fluid-Mechanical Interaction for a discussion on these topics.

Stresses, pore pressures and vertical displacements are monitored during the calculation. The data
file for this problem, “EMC.DAT,” is listed inSection 13.4.

13.3 Results and Discussion

Displacement vectors, vertical displacement contours, the pore pressure distribution and the plastic
state at the end of the undrained and drained numerical simulations are presented inFigures 13.2
to 13.9. The vertical displacement histories inFigure 13.10, recorded at four monitoring points
(locations 2, 3, 4 and 5 inFigure 13.1), indicate that the maximum settlement under the embankment
increases from approximately 0.14 cm to 0.19 cm as a result of drainage. Note that the displace-
ment vectors inFigure 13.3, and vertical displacement contours inFigure 13.5, correspond to the
combined undrained and drained displacements.

In Figure 13.11, the graph of pore pressure evolution at two monitoring points (locations 8 and 9 in
Figure 13.1) confirms that a steady-state flow has been reached by the end of the drained simulation.
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Figure 13.2 Displacement vectors — undrained response
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Figure 13.3 Displacement vectors — end of drained simulation
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Figure 13.4 Vertical displacement contours — undrained response
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Figure 13.5 Vertical displacement contours — end of drained simulation
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Figure 13.6 Pore pressure contours — undrained response
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Figure 13.7 Pore pressure contours — drained response
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Figure 13.8 Plastic state — undrained response
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Figure 13.9 Plastic state — drained response
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Figure 13.10 Vertical displacement histories — drained response
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Figure 13.11 Pore pressure histories — drained response
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13.4 Data File “EMC.DAT”

;Project Record Tree export

;... State: emc.sav ....
;-----------------------------------------------------------
; emc.dat
; Loading by an embankment on a Cam-clay foundation
;-----------------------------------------------------------
config gw extra 3
grid 20 10
; --- model and properties ---
model cam
prop dens 2000 poiss .3 bu 5e6
prop mm 0.888 lambda 0.161 kappa 0.062 mpc 160e3 mp1 1e3 mv l 2.858
;
prop perm 1e-12 por .3
water bulk 2e8 tens 1e10 den 1000
; --- fish function ---
def ramp

ramp = min(1.0,float(step)/2000.0)
end
; --- boundary conditions ---
fix x i=1
fix x y j=1
fix x i=21
fix pp j=11
fix sat j=11
apply nstress=-5e4 his ramp from 1,11 to 5,11
; --- initial conditions ---
ini sxx -1.6e5 var 0 1.6e5
ini szz -1.6e5 var 0 1.6e5
ini syy -2.3e5 var 0 2.3e5
ini pp 1e5 var 0 -1e5
; --- settings ---
set flow off
set g 10
; --- histories ---
hist nstep 100
hist unbal
hist yd i=1 j=11
hist yd i=3 j=11
hist yd i=5 j=11
hist yd i=7 j=11
hist syy i=1 j=10
hist sxx i=1 j=10
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hist pp i=1 j=10
hist pp i=2 j=8
; --- undrained response ---
solve sratio 1e-3
save emc.sav

;... State: emc2.sav ....
; --- drained response ---
set flow on
set nmech 50
set for 50
set clock 100000 step 1000000
hist gwtime
solve auto on age 1.e8
save emc2.sav

;*** plot commands ****
;plot name: Model geometry
plot hold grid apply aforce history
;plot name: Displacement vectors
plot hold bound displacement
;plot name: Vertical displacement contours
plot hold bound ydisp fill inv
;plot name: Pore pressure contours
plot hold bound pp fill
;plot name: Plastic state
plot hold bound plasticity
;plot name: Vertical displacement histories
plot hold history -2 line -3 line -4 line -5 line vs 10
;plot name: Pore pressure histories
plot hold history 8 line 9 line vs 10
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Terms and Conditions for Licensing FLAC

YOU SHOULD READ THE FOLLOWING TERMS AND CONDITIONS CAREFULLY
BEFORE USING THE FLAC PROGRAM. INSTALLATION OF THE FLAC PROGRAM
INTO YOUR COMPUTER INDICATES YOUR ACCEPTANCE OF THESE TERMS AND
CONDITIONS. IF YOU DO NOT AGREE WITH THEM, YOU SHOULD RETURN THE
PACKAGE PROMPTLY AND YOUR MONEY WILL BE REFUNDED.

This program is provided by Itasca Consulting Group, Inc. Title to the media on which the program
is recorded and to the documentation in support thereof is transferred to the customer, but title to the
program is retained by Itasca. You assume responsibility for the selection of the program to achieve
your intended results and for the installation of the program, the use of and the results obtained
from the program.

LICENSE

• You may use the program on only one machine at any one time.

• You may copy the program for back-up only in support of such use.

• You may not use, copy, modify, or transfer the program, or any copy, in whole or part,
except as expressly provided in this document.

• You may not sell, sub-license, rent, or lease this program.

TERMS

The license is effective until terminated. You may terminate it any time by destroying the program
together with any back-up copies and returning the hardware lock. It will also terminate if you
fail to comply with any term or condition of this agreement. You agree upon such termination to
destroy the program together with any back-up copies, modifications, and/or merged portions in
any form and return the hardware lock to Itasca.

WARRANTY

Itasca will correct any errors in the code at no charge for twelve (12) months after the purchase date
of the code. Notification of a suspected error must be made in writing, with a complete listing of
the input and output files and description of the error. If, in the judgment of Itasca, the code does
contain an error, Itasca will (at its option) correct or replace the copy at no cost to the user or refund
the initial purchase price of the code.
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LIMITATION OF LIABILITY

Itasca assumes no liability whatsoever with respect to any use of FLAC or any portion thereof or
with respect to any damages or losses that may result from such use, including (without limitation)
loss of time, money or goodwill that may arise from the use of FLAC (including any modifications or
updates that may follow). In no event shall Itasca be responsible for any indirect, special, incidental
or consequential damages arising from use of FLAC.

CODE SUPPORT

Itasca will provide telephone support, at no charge, to assist the code owner in the installation of
the FLAC code on his or her computer system. Additionally, general assistance may be provided
in aiding the owner in understanding the capabilities of the various features of the code. However,
no-cost assistance is not provided for help in applying FLAC to specific user-defined problems.

Technical support can be purchased on an as-needed basis. For users who envisage the need for
substantial amounts of assistance, consulting support is available. In all instances, the user is
encouraged to send the problem description to Itasca by electronic mail in order to minimize the
amount of time spent trying to define the problem. See Section 5 in the User’s Guide for details.
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5 MISCELLANEOUS

5.1 FLAC Runtime Benchmark

FLAC has been tested on a number of different computers. The calculation rates are compared here
for a 9684-zone model of Mohr-Coulomb material subject to isotropic loading. The model is run
for 500 steps, and the rate is calculated by a FISH function. The data file is given in Example 5.1;
Table 5.1 summarizes the calculation rates for different computers.

Example 5.1 Benchmark data file — “TIMING.DAT”

def TimeDiff
TimeDiff = (t1 - t0) / 9925.0

end
def time0

t0 = clock / 100.0
end
def time1

t1 = clock / 100.0
end
grid 100,100
m mohr
gen circ 50 50 10
model null reg 50 50
prop dens=1000 bu=1e8 sh=7e7 fric 25 coh 3.5e4 tens 1e10
def qqq

figp = igp
fjgp = jgp

end
qqq
fix x i=1
fix x i=figp
fix y j=1
set grav 10
ini syy -1e6 var 0 1e6
ini sxx -0.5e6 var 0 0.5e6
ini szz -0.5e6 var 0 0.5e6
set ncw=50
time0
step 1000
time1
print TimeDiff
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Table 5.1 FLAC 5.0 runtime calculation rates (double-precision version)

Computer sec / gridpoint
/ 1000 steps

operating
system

Intel Pentium II (735 MHz) 0.00484 Win2000
AMD Athlon (1.4 MHz) 0.00262 Win 98
Intel Pentium IV (2.4 GHz) 0.00232 Win XP
Intel(R) Pentium IV (3.06 GHz) 0.00161 Win 98
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5.2 Error Reporting

Although FLAC has been tested extensively, it is almost impossible to test all available combinations
of options in a code as complex as FLAC. For this reason, some errors may have evaded our notice.
If you discover a genuine bug, please let us know as soon as possible so that we may correct it.

5.2.1 Reporting via Internet

Itasca’s current Internet e-mail address is

software@itascacg.com

Please include the same information requested on the error notification form (in Section 5.2.2),
followed by the contents of your data file.

5.2.2 Reporting via Fax

A sample form for you to copy and mail or fax to us is given on the next page. Please fill out the
form completely, as this is the minimum information we will need to find and correct the error. The
sample file should, if possible, contain the minimum number of commands necessary to produce
the error. We may have to contact you for further information if we are unable to duplicate the error.
Be aware that it is always possible that the error is peculiar to your hardware, making it impossible
for us to duplicate.

5.3 Technical Support Service

Itasca and its offices and agents will provide telephone support, at no cost, to assist code owners
in the installation of Itasca codes on their computer system. Additionally, general assistance may
be provided in aiding the owner to understand the capabilities of the various features of the code.
However, no-cost assistance is not provided for help in applying an Itasca code to specific user-
defined problems.

Questions should, in the first instance, be directed to the office or agent where FLAC was purchased.
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ERROR NOTIFICATION FORM

Found By:

Phone: Fax:

Email:

Computer: RAM:

FLAC Data

Serial No.: Version*

Options:

Description:

* Type PRINT version to report your complete version number

Please attach a sample input file that produces the error.

Itasca Consulting Group, Inc. Phone: (1) 612-371-4711
Mill Place Fax: (1) 612·371·4717
111 Third Avenue South, Suite 450 E-Mail: software@itascacg.com
Minneapolis, Minnesota 55401 USA Web: www.itascacg.com
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5.4 Utility Files

The directory \ITASCA\Shared\Utility contains utility programs to assist users in operating FLAC.
The support files are summarized in Table 5.2.

Table 5.2 Support files on “UTILITY.ZIP”

File Description

MOVIE.EXE View movie files generated with the MOVIE
command.

UPDATE.EXE Utility program used to update hardware key.
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5.5 Hardware Key Drivers

The directory \ITASCA\Shared\Drivers contains hardware drivers required for FLAC to run under
Windows 98, 2000, NT or XP. These drivers are normally installed as part of the installation
procedure.
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PRECIS

This volume contains a complete documentation on the built-in programming language,FISH, and
its application inFLAC.

A beginner’s guide toFISH is given first inSection 1. This section includes a tutorial to help new
users become familiar with the operation ofFISH.

Section 2contains a detailed reference to theFISH language. AllFISH statements, variables and
functions are explained and examples are given.

A library of common and general purposeFISH functions is provided inSection 3. These functions
can assist with various aspects ofFLAC model generation and solution.

Section 4contains a program guide toFLAC ’s linked-list data structure. These structures provide
direct access toFLAC variables.
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PRECIS

This volume is the user’s guide toFLAC. This guide contains general information on the operation
of FLAC for engineering mechanics computation.

Section 1gives an introduction to the capabilities and applications ofFLAC. An overview of the
new features in the latest version ofFLAC is also provided.

The first-time user should consultSection 2for an introduction to the operation ofFLAC. The
installation and operation procedures are given along with a simple tutorial to guide the new user
through aFLAC analysis.

Section 3provides general guidance in the use ofFLAC in problem solving for static mechanical
analysis for geotechnical engineering.

An introduction to the built-in programming language,FISH, is given inSection 4. This includes
a tutorial on the use of theFISH language. Note that no programming experience is assumed.

Various items of interest toFLAC users are contained inSection 5, including aFLAC runtime
benchmark on several different types of computers, procedures for reporting errors and requesting
technical assistance, and a listing of utility files to assist operatingFLAC.

Section 6contains a bibliography of published papers describing some applications ofFLAC in
different fields of engineering.

TheFLAC Manual consists of twelve documents. The following list of volumes, which comprise
theFLAC Manual, are available. (The titles in parentheses below are the names used to refer to the
volumes in the text.)

USER’S GUIDE — (User’s Guide)— an introduction toFLAC and its capabilities

COMMAND REFERENCE — (Command Reference)— descriptions of allFLAC commands

FISH in FLAC — (FISH volume) — a complete guide toFISH as applied inFLAC

THEORY AND BACKGROUND — (Theory and Background)— thorough discussions of the
built-in features inFLAC

FLUID-MECHANICAL INTERACTION — (Fluid-Mechanical Interaction) — discussion of the
formulation and examples of the groundwater flow model; description of the optional two-phase
flow model

STRUCTURAL ELEMENTS — (Structural Elements)— descriptions for the four types of struc-
tural elements inFLAC: beams, cables, piles and supports

OPTIONAL FEATURES — (Optional Features)— detailed descriptions of the optional features:
thermal analysis, creep models, dynamic analysis and C++ user-defined models

VERIFICATION PROBLEMS — (Verifications volume)— a collection of verification problems

EXAMPLE APPLICATIONS — (Examples volume)— a collection of example applications
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COMMAND AND FISH REFERENCE SUMMARY — (Command and FISH Reference Sum-
mary)— a quick summary of allFLAC commands andFISH statements

FLAC-GIIC REFERENCE — (GIIC Reference)— describes all the components of theGIIC

FLAC/SLOPE USER’S GUIDE — (FLAC/Slope)— a guide toFLAC/Slope and its capabilities
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PRECIS

This volume contains documentation on a series of example application problems that have been
solved using FLAC. These example applications demonstrate the various classes of problems to
which FLAC may be applied.*

Table 1 presents a summary of the example applications described in this volume. The table also
identifies the specific FLAC feature that is examined in each problem.†

The problems in this volume represent a brief sampling of potential applications for FLAC. We
plan to update this volume on a regular basis and will send new examples as they are prepared. We
also invite users to submit their own examples for inclusion or inform us of any type of problem
that they would like to see in this volume.

* The data files in this volume are all created in a text editor. The files are stored in the directory
“ITASCA\FLAC500\ExampleApplications” with the extension “.DAT.” A project file is also pro-
vided for each example. In order to run an example and compare the results to plots in this volume,
open a project file in the GIIC by clicking on the File / Open Project menu item and selecting
the project file name (with extension “.PRJ”). Click on the Project Options icon at the top of the
Project Tree Record, select Rebuild unsaved states and the example data file will be run and plots
created. All problems in this volume were run on a 2.4 GHz computer.

† Example applications for the optional features — thermal analysis, creep material models and
dynamic analysis — are provided in Section 1, Section 2 and Section 3 in Optional Features,
respectively. There are also additional example applications for interface elements, structural ele-
ments and groundwater analysis in Section 4 in Theory and Background, Section 1 in Structural
Elements, and Section 1 in Fluid-Mechanical Interaction, respectively.
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Table 1 Summary of Example Applications
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1 Slope Stability for a Cohesive 1-1 SLOPE.DAT x x

and Frictional Soil

2 Axisymmetric Modeling of 2-1 POSTP.DAT x x x
Post-Pillar Mining

3 Cemented Backfill Pillar 3-1 SAND.DAT x x

Performance

4 Undrained Cylindrical Cavity 4-1 CAV.DAT x x x

Expansion in a Cam-Clay

Medium

5 Post-Peak Pillar Behavior 5-1 PILL.DAT x x x x x x

and the Effects of Backfill 

Confinement

6 Full-Scale Test Wall in Sand 6-1 WALL.DAT x x x

7 Stresses around a Pressurized 7-1 PRESSTUNNEL.DAT x x x

Concrete Tunnel

8 Displacements near the Face 8-1 SHAX.DAT x x

of an Advancing Tunnel

9 Simulation of Pull-Tests for 9-1 PULL.DAT x x

Grouted Cable Anchors

10 Slope Stability Analysis of a 10-1 ROCKSL.DAT x x

Rock Slope

11 Analysis of a Concrete 11-1 DIAP.DAT x x x x x x

Diaphragm Wall

12 Multi-Stage Tunnel Excavation 12-1 MSTUNNEL.DAT x x x x
and Support

13 Embankment Loading on a 13-1 EMC.DAT x x x
Cam-Clay Foundation

14 Dewatered Construction of a 14-1 EXCAVATE.DAT x x x x x
Braced Excavation

15 Earthquake Loading of a 15-1 WHARF.DAT x x x x x x x x x
Pile-Supported Wharf

16 Pile-Supported Highway 16-1 PEMBANK.DAT x x x
Embankment

17 Lined Tunnel Construction in 17-1 LINER.DAT x x x x x x x
Saturated Ground

18 Seismic Analysis of an 18-1 EARTHDAM.DAT x x x x x x

Embankment Dam
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PRECIS

This volume contains a quick reference to all FLAC commands and FISH statements.

A summary of all the commands that can be entered in the command-driven mode in FLAC is given in Section 1.
(Note that the complete description of commands is provided in Section 1 in the Command Reference.)

A summary of all FISH statements is given in Section 2. (The complete description of FISH statements can
be found in Section 2 in the FISH volume.)
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Fluid-Mechanical Interaction 1

PRECIS

This volume contains background information on fluid flow modeling.

Section 1 describes the formulation for the fluid flow model in FLAC. This model can simulate
fluid flow through a porous medium, either independent of or coupled to the mechanical process.

The optional facility to model two-phase flow is described in Section 2. The formulation applies
for conditions in which two immiscible fluids flow simultaneously through a porous medium.
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1 FLAC/SLOPE

1.1 Introduction

1.1.1 Overview

FLAC/Slope is a mini-version of FLAC that is designed specifically to perform factor-of-safety
calculations for slope stability analysis. This version is operated entirely from FLAC ’s graphical
interface (the GIIC) which provides for rapid creation of models for soil and/or rock slopes and
solution of their stability condition.

FLAC/Slope provides an alternative to traditional “limit equilibrium” programs to determine factor
of safety. Limit equilibrium codes use an approximate scheme — typically based on the method
of slices — in which a number of assumptions are made (e.g., the location and angle of interslice
forces). Several assumed failure surfaces are tested, and the one giving the lowest factor of safety
is chosen. Equilibrium is only satisfied on an idealized set of surfaces.

In contrast, FLAC/Slope provides a full solution of the coupled stress/displacement, equilibrium and
constitutive equations. Given a set of properties, the system is determined to be stable or unstable.
By automatically performing a series of simulations while changing the strength properties (“shear
strength reduction technique” — see Section 1.5), the factor of safety can be found to correspond
to the point of stability, and the critical failure (slip) surface can be located.

FLAC/Slope does take longer to determine a factor of safety than a limit equilibrium program.
However, with the advancement of computer processing speeds (e.g., 1 GHz and faster chips),
solutions can now be obtained in a reasonable amount of time. This makes FLAC/Slope a practical
alternative to a limit equilibrium program, and provides advantages over a limit equilibrium solution
(e.g., see Dawson and Roth (1999), and Cala and Flisiak (2001)):

1. Any failure mode develops naturally; there is no need to specify a range of
trial surfaces in advance.

2. No artificial parameters (e.g., functions for interslice force angles) need to be
given as input.

3. Multiple failure surfaces (or complex internal yielding) evolve naturally, if the
conditions give rise to them.

4. Structural interaction (e.g., rock bolt, soil nail or geogrid) is modeled realisti-
cally as fully coupled deforming elements, not simply as equivalent forces.

5. The solution consists of mechanisms that are kinematically feasible. (Note
that the limit equilibrium method only considers forces, not kinematics.)
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1.1.2 Guide to the FLAC/Slope Manual

This volume is a user’s guide to FLAC/Slope. The following sections in the introduction, Sec-
tions 1.1.3 through 1.1.5, discuss the various features available in FLAC/Slope, outline the analysis
procedure, and provide information on how to receive user support if you have any questions about
the operation of FLAC/Slope. Also, in Section 1.1.6, we describe the concept of a “mini-version”
of FLAC.

Section 1.2 describes the step-by-step procedure to install and start up FLAC/Slope, and provides a
tutorial (in Section 1.2.2) to help you become familiar with its operation. We recommend that you
run this tutorial first to obtain an overall understanding of the operation of FLAC/Slope.

The components of FLAC/Slope are described separately in Section 1.3. This section should be
consulted for detailed descriptions of the procedures of operating FLAC/Slope.

Several slope stability examples are provided in Section 1.4. These include comparisons to limit
analysis and limit-equilibrium solutions.

FLAC/Slope uses the procedure known as the “strength reduction technique” to calculate a factor
of safety. The basis of this procedure and its implementation in FLAC/Slope are described in
Section 1.5.

1.1.3 Summary of Features

FLAC/Slope can be applied to a wide variety of conditions to evaluate the stability of slopes and
embankments. Each condition is defined in a separate graphical tool.

1. The creation of the slope boundary geometry allows for rapid generation of linear, nonlin-
ear and benched slopes and embankments. The Bound tool provides separate generation
modes for both simple slope shapes and more complicated non-linear slope surfaces. A
bitmap or DXF image can also be imported as a background image to assist boundary
creation.

2. Multiple layers of materials can be defined in the model at arbitrary orientations and
non-uniform thicknesses. Layers are defined simply by clicking and dragging the mouse
to locate layer boundaries in the Layers tool.

3. Materials and properties can be specified manually or from a database in the Material
tool. At present, all materials obey the Mohr-Coulomb yield model, and heterogeneous
properties can be assigned. Material properties are entered via material dialog boxes that
can be edited and cloned to create multiple materials rapidly.

4. With the Interface tool, a planar or non-planar interface, representing a joint, fault or
weak plane, can be positioned at an arbitrary location and orientation in the model. The
interface strength properties are entered in a properties dialog; the properties can be
specified to vary during the factor-of-safety calculation, or remain constant.
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Please be aware that FLAC/Slope is limited to slope configurations with no more than
one interface. For analyses which involve multiple (and intersecting) interfaces or weak
planes, full FLAC should be used.

5. An Apply tool is used to apply surface loading to the model in the form of either an areal
pressure (surface load) or a point load.

6. A water table can be located at an arbitrary location by using the Water tool; the water table
defines the phreatic surface and pore pressure distribution for incorporation of effective
stresses and the assignment of wet and dry densities in the factor-of-safety calculation.

7. Structural reinforcement, such as soil nails, rock bolts or geotextiles, can be installed
at any location within the model using the Reinforce tool. Structural properties can be
assigned individually for different elements, or groups of elements, through a properties
dialog.

8. Selected regions of a FLAC/Slope model can be excluded from the factor-of-safety cal-
culation. This is useful, for example, when studying complex slope geometries in which
the user wishes to disregard selected regions, such as localized sloughing of the slope
along the slope face.

1.1.4 Analysis Procedure

FLAC/Slope is specifically designed to perform multiple analyses and parametric studies for slope
stability projects. The structure of the program allows different models in a project to be easily
created, stored and accessed for direct comparison of model results.

A FLAC/Slope analysis project is divided into four stages. The modeling-stage tool bars for each
stage are shown and described below.

Models Stage

Each model in a project is named and listed in a tabbed bar in the Models stage. This
allows easy access to any model and results in a project. New models can be added to
the tabbed bar or deleted from it at any time in the project study. Models can also be
restored (loaded) from previous projects and added to the current project. Note that the
slope boundary is also defined for each model at this stage.
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1 - 4 FLAC/Slope User’s Guide

Build Stage

For a specific model, the slope conditions are defined in the Build stage. This includes:
changes to the slope geometry, addition of layers, specification of materials and weak
plane (interface), application of surface loading, positioning of a water table and in-
stallation of reinforcement. Also, spatial regions of the model can be excluded from
the factor-of-safety calculation. The build-stage conditions can be added, deleted and
modified at any time during this stage.

Solve Stage

In the Solve stage, the factor of safety is calculated. The resolution of the numerical mesh
is selected first (coarse, medium, fine or user-specified), and then the factor-of-safety
calculation is performed. Different strength parameters can be selected for inclusion in
the strength reduction approach to calculate the safety factor. By default, the material
cohesion and friction angle are used.

Plot Stage

After the solution is complete, several output selections are available in the Plot stage
for displaying the failure surface and recording the results. Model results are available
for subsequent access and comparison to other models in the project.

All models created within a project, along with their solutions, can be saved, the project files can
be easily restored and results viewed at a later time.
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1.1.5 User Support

We believe that the support Itasca provides to code users is a major reason for the popularity of our
software. We encourage you to contact us when you have a modeling question. We provide a timely
response via telephone, electronic mail or fax. General assistance in installation of FLAC/Slope
on your computer, plus answers to questions concerning capabilities of the various features of the
code, are provided free of charge. Technical assistance for specific user-defined problems can be
purchased on an as-needed basis.

We can provide support in a more timely manner if you include an example FLAC/Slope model
that illustrates your question. This can easily be done by including the project save file (i.e., the
file with the extension “*.PSL”) as an email attachment with your question. See Section 1.3.2 for
a description of the “*.PSL” file.

If you have a question, or desire technical support, please contact us at:

Itasca Consulting Group, Inc.
Mill Place
111 Third Avenue South, Suite 450
Minneapolis, Minnesota 55401 USA

Phone: (+1) 612-371-4711
Fax: (+1) 612·371·4717
Email: software@itascacg.com
Web: www.itascacg.com

We also have a worldwide network of code agents who provide local technical support. Details
may be obtained from Itasca.

1.1.6 FLAC Mini-Version

The basis for FLAC/Slope is FLAC, Itasca’s numerical modeling code for advanced geotechnical
analysis of soil, rock and structural support in two dimensions. FLAC/Slope actually runs FLAC,
and the GIIC limits access to only those specific features in FLAC used for the slope stability
calculations. That is why we call FLAC/Slope a mini-version of FLAC.

When you install FLAC/Slope, the full version of FLAC is also installed. If you wish, you may start
up FLAC and evaluate its operation and features. See the installation and start-up instructions given
below in Section 1.2.1. The solve facility is turned off in this evaluation version. If you decide to
upgrade to the full FLAC, it is only necessary to upgrade your hardware lock to operate FLAC as
well as FLAC/Slope. Then, the full power of FLAC will also be available to you.
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1.2 Getting Started

1.2.1 Installation and Start-Up Procedures

System Requirements — To install and operate FLAC/Slope, be sure that your computer meets the
following minimum requirements:

1. At least 35 MB of hard disk space must be available to install FLAC/Slope. We recom-
mend that a minimum of 100 MB disk space be available to save model project files.

2. For efficient operation of FLAC/Slope, your computer should have at least 128 MB RAM.

3. The speed of calculation is directly related to the clock speed of your computer. We rec-
ommend a computer with at least a 1 GHz CPU for practical applications of FLAC/Slope.

4. FLAC/Slope is a 32-bit software product. Any Intel-based computer capable of running
Windows 95 or later is suitable for operation of the code.

By default, plots from FLAC/Slope are sent directly to the Windows native printer. Plots can also
be directed to the Windows clipboard, or files encoded in PostScript, Enhanced Metafile format,
and several bitmap formats (PCX, BMP or JPEG). Instructions on creating plots are provided in
Section 1.3.12.

Installation Procedure — FLAC/Slope is installed in Windows from the Itasca CD-ROM using
standard Windows procedures. Insert the Itasca CD in the appropriate drive. The installation
procedure will begin automatically if the “autorun” feature on the drive is enabled. If not, enter
“[cd drive]:\start.exe” on the command line to begin the installation process. The installation
program will guide you through the installation. Make your selections in the dialogs that follow.
Please note that the installation program can install all of Itasca’s software products. You must
click on the FLAC box in the Select Components dialog in order to install FLAC/Slope on your
computer (note that selecting the FLAC box is the correct choice for both FLAC and FLAC/Slope
installations).*

By default, the electronic FLAC/Slope manual will be copied to your computer during the installation
of FLAC/Slope. (After FLAC has been selected in the Select Components dialog, the option not to
install the manual can be set by using the Change button.) To use the electronic manual, click on
the FLAC Slope Manual icon in the “Itasca” group on the “Start” menu. All electronic volumes
of the FLAC manual (including the FLAC/Slope manual) are PDF files that require the Adobe
Acrobat Reader(R) in order to be viewed. This software is freely available from Adobe Systems
Incorporated.

* The full version of FLAC will also be installed when FLAC/Slope is installed. You may start up full
FLAC and operate the code in GIIC mode to evaluate the features in the full version. Please note
that the solve facility is turned off in the evaluation version. If you decide to upgrade to the full
FLAC, it is only necessary to upgrade your hardware lock to operate FLAC as well as FLAC/Slope.
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The FLAC/Slope package can be uninstalled via the Add/Remove Programs icon in the Windows
Control Panel.

When the installation is finished, a file named “INSTNOTE.PDF” will be found in the program
sub-folder (“FLAC500”) that resides in the main installation folder. (This is the folder that is
specified during the installation process as the location to which files will be copied; by default,
this is “\ITASCA.”) The “INSTNOTE.PDF” file provides a listing of the directory structure that
is created on installation, and a description of the actions that have been performed as part of the
installation. This information may be used, in the unlikely event that it is necessary or desirable,
to either manually install or manually uninstall FLAC/Slope. The specific directories related to
FLAC/Slope are described below.

• The “\FLAC500” directory contains the files related to the operation of FLAC/Slope.
There are three sub-directories: “FLAC500\EXE” contains the executable code that
is loaded to run FLAC/Slope*; “FLAC500\FLAC SLOPE” contains the example files
described in this manual; and “FLAC500\GUI” contains files used in the operation of
the GIIC.

• The “\SHARED\JRE” directory contains the JAVA(TM) Runtime Environment (stan-
dard edition 1.5.0) that is used for operating the GIIC.

• The “\MANUALS\FLAC500” directory contains the complete FLAC manual, which
includes the FLAC/Slope manual.

The first time you load FLAC/Slope you will be asked to specify a customer title. This title will
appear on all hardcopy output plots generated by FLAC/Slope. The title information is written to the
system registry. If you wish to rename the customer title at a later time, click on the File / Customer
Information menu item.

Finally, be sure to connect the FLAC/Slope hardware key to your LPT1 port before beginning
operation of the code.

Start-Up — The default installation procedure creates an “Itasca” group with icons for FLAC/Slope
and FLAC. To load FLAC/Slope, simply click on the FLAC/Slope icon. The code will start up and
you will see the main window as shown in Figure 1.1.

The code name and current version number are printed in the title bar at the top of the window,
and a main menu bar is positioned just below the title bar. The main menu contains File, Show,
Tools, View and Help menus. Beneath the main menu bar is the Modeling Stage tool bar,
containing modeling-stage tabs for each of the stages: Models , Build , Solve and Plot . When you click
on a modeling-stage tab, a set of tools becomes available: these tools are used to create and run the

* The executable code used for FLAC/Slope is the single-precision version (“FLACV SP.EXE”). This
version is better-suited to factor-of-safety calculations than the double-precision version because it
runs approximately 1.5 to 2.0 times faster, and the single-precision calculation is sufficient for this
type of analysis. (See Sections 2.1.3 and 2.9 in the User’s Guide.)
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slope stability model. Separate sets of tools are provided for the models stage, the build stage, the
solve stage and the plot stage (as discussed previously in Section 1.1.4).

Figure 1.1 The FLAC/Slope main window

Beneath the Modeling Stage tool bar is the model-view pane.* The model-view pane shows a
graphical view of the model.

Directly above the model-view pane is a View tool bar. You can use the View tools to manipulate the
model-view pane (e.g., translate or rotate the view, increase or decrease the size of the view, turn
on and off the model axes). The View tools are also available in the View menu.

Whenever you start a new project, a Model Options dialog will appear, as shown in Figure 1.1. You
have the option to include different features, such as an interface (weak plane), a water table or
reinforcement, in the model and specify the system of units for your project with this dialog.

The menus and tools are described in detail in Section 1.3. An overview of the FLAC/Slope operation
is provided in the Help menu. This menu also contains a list of Frequently Asked Questions about
FLAC/Slope and an index to all GIIC Help files.

* If you are a user of full FLAC, you will also have access to a Console pane and Record pane. The
Console pane shows text output and echoes the FLAC commands that are created when operating
FLAC/Slope. This pane also allows command-line input (at the bottom of the pane). The Record
pane contains a list of all the FLAC commands, which can be exported to a data file for input into
full FLAC. The Console and Record panes are activated from the Show / Resources menu item.
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1.2.2 A Simple Tutorial

This section presents a simple tutorial to help you begin using FLAC/Slope right away. By working
through this example, you will learn the recommended procedure to: (1) define a project that
includes different models; (2) build the slope conditions into each model; (3) calculate the factor
of safety for each model; and (4) view the results.

The example is a simple slope in a layered soil. Figure 1.2 illustrates the conditions of the slope.
The purpose of the project is to evaluate the effect of the water table on the stability of the slope.
The project consists of two models: one model with a water table and one without. In the following
sections we discuss the four stages in the solution procedure for this problem.

If you have not done so already, start up FLAC/Slope following the instructions in Section 1.2.1.
You will see the main FLAC/Slope window as shown in Figure 1.1. You can now begin the tutorial.

Figure 1.2 Conditions of the simple slope
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Defining the Project — We begin the project by checking the Include water table? box in the Model
Options dialog. The water table tool will be made available for our analysis. We also select the SI:
meter-kilogram-second system of units. Press OK to include these options in the project analysis.

We now click on File / Save Project As ... to specify a project title, a working directory for
the project and a project save file. The Project Save dialog opens, as shown in Figure 1.3, and we
enter the project title and project save file names. The working directory location for the project is
selected in this dialog. In order to change to a specific directory, we press ? in this dialog. An Open
dialog appears to allow us to change to the working directory of our choice. We specify a project
save file name of “SLOPE” and note that the extension “.PSL” is assigned automatically — i.e., the
file “SLOPE.PSL” is created in our working directory. We click OK to accept these selections.

Figure 1.3 Project Save dialog

We next click on the Models tool and enter the Models stage to specify a name for the first model in
our project. We click on New and use the default model name Model 1 that appears in the New Model
dialog. There will be two models in our project: Model 1, which does not contain a water table;
and Model 2, which does. We will create Model 2 after we have completed the factor-of-safety
calculation for Model 1. (Note that, alternatively, we can create both models first before performing
the calculation.)

There are several types of model boundaries available to assist us in our model generation. For this
tutorial, we select the Simple boundary button.

When we press OK in the New Model dialog, an Edit slope parameters dialog opens and we enter the
dimensions for our model boundary, as shown in Figure 1.4. Note that we click on Mirror Layout to
reverse the model layout to match that shown in Figure 1.2. We click OK to view the slope boundary
that we have created. We can either edit the boundary further or accept it. We press OK to accept
the boundary for Model 1. The layout for the Model 1 slope is shown in Figure 1.5*. A tab is also
created with the model name (Model 1) at the bottom of the view. Also, note that an icon is shown
in the upper-left corner of the model view, indicating the direction and magnitude of the gravity
vector. The project save file name, title and model name are listed in the legend to the model view.
Additional information will be added as we build the model.

* We have increased the font size of the text in the model view. We click on the File / Preference
Settings ... menu item and change the font size to 16 in the Preference settings dialog.
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Figure 1.4 Edit Slope Parameters dialog

Figure 1.5 Model 1 layout
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Building the Model — We click on the Build tool tab to enter the Build stage and begin adding the
slope conditions and materials to Model 1. We first define the two soil layers in the model. By
clicking on the Layers button, we open the Layers tool. (See Figure 1.6.) A green horizontal line
with square handles at each end is shown when we click on the mouse inside the slope boundary;
this line defines the boundary between two layers. We locate this line at the level y = 9 m by
right-clicking on one of the end handles and entering 9.0 in the Enter vertical level dialog. We press
OK in the dialog and then OK in the Layers tool to create this boundary between the two layers. The
result is shown in Figure 1.7.

Figure 1.6 Layers tool

Figure 1.7 Two layers created by the Layers tool
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There are two materials in the slope. These materials are created and assigned to the layers using
the Material tool. After entering this tool, we first click on the Create button which opens the Define
Material dialog. We create the two materials, upper soil and lower soil, and assign the densities
and strength properties using this dialog. (Note that after one material is created, it can be cloned
using the Clone button, and then the properties can be modified to create the second material.) The
properties assigned for the upper soil material are shown in Figure 1.8. (A Class, or classification
name, is not specified; this is useful if materials are stored in a database — see Section 1.3.5.)

Please be aware that we enter the (mass) density of the material, and not the unit weight. The
relation between density, ρ, unit weight, γ , and gravitational magnitude, g, is

ρ = γ

g
(1.1)

Note that Mass-Density and the system of units are shown in the dialog to emphasize that the input
should be density and not unit weight.

In the dialog shown in Figure 1.8, the in-situ density of the material above the water table (unsat-
urated density in Figure 1.2) is assigned under “Mass-Density,” and the in-situ density below the
water table is input under “Wet Density.” The relation between unsaturated and saturated in-situ
densities is discussed in Section 1.3.5.

Figure 1.8 Properties input in the Define Material dialog for upper soil

After the materials are created, they are assigned to the two layers. We highlight the material in
the List pane and then click on the model view inside the layer we wish to assign the material. The
material will be assigned to this layer, and the name of the material will be shown at the position
that we click on the mouse inside this layer. The result after both materials are assigned is shown
in Figure 1.9. We press OK to accept these materials in Model 1.
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Figure 1.9 Materials assigned to the two layers in the Material tool

Calculating a Factor of Safety — We are now ready to calculate the factor of safety. We click on
the Solve tool tab to enter the factor-of-safety calculation stage. When we enter this stage, we must
first select a numerical mesh for our analysis. We choose a “medium-grid” model by pressing the
Medium button, and the grid used for the FLAC solution appears in the model view. See Figure 1.10.

Figure 1.10 Medium-grid for Model 1

We now press the Solve FoS button to begin the calculation. A Factor-of-Safety parameters dialog
opens (Figure 1.11), we accept the default solution parameters, and press OK . FLAC/Slope begins
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the calculation mode, and a Model cycling dialog provides a status of the solution process. When
the calculation is complete, the calculated factor of safety is printed; in this case, the value is 1.60.

Figure 1.11 Factor-of-Safety parameters dialog

Viewing the Results — We now click on the Plot tool tab to view the results. An fc button is
shown, corresponding to the solution conditions (medium-zoned grid, friction angle and cohesion
included in the calculation). When we click on this button, we view the factor-of-safety plot for
this model, as shown in Figure 1.12.

Figure 1.12 Factor-of-safety plot for medium-grid Model 1

This plot indicates the type of failure that would develop when the cohesion and friction angle are
reduced to the state that is the onset of failure. Failure is indicated by two overlaid plots: shear-
strain rate contours and velocity vectors. The shear-strain rate contours delineate the location of
the failure surface, and the velocity vectors indicate the failure mode (e.g., rotational failure).
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The value for factor of safety is also printed in the plot legend. This is the ratio of the in-situ strength
properties to the reduced properties at the onset of failure (see Eqs. (1.7) and (1.8) in Section 1.5).

Performing Multiple Analyses — We wish to compare this result to the case with a water table.
We click on the Models tool tab to create the second model. We will start with Model 1 conditions
by clicking on the Clone button. An Input dialog will appear again, but this time the default model
name is copy of Model 1. We enter “Model 2” and accept this name by pressing OK . A Model 2
tab is now shown at the bottom of the view. All of the model conditions from Model 1 have been
copied into Model 2. The only condition left to add is the water table. We go to the Build stage
and click on the Water button. A horizontal line with square handles is shown in the Water tool.
We position this line to match the location of the water table as shown in Figure 1.2. The line can
either be re-positioned by left-clicking the mouse on the line and dragging the line to the water table
location, or by right-clicking the mouse on the line, which opens a dialog to specify coordinates
of the water table. We define the water table by five points at coordinates: (0,10), (10,10), (20,8),
(35,3) and (45,3). The result is shown in Figure 1.13.

Figure 1.13 Positioning water table in the Water tool

We are now ready to solve Model 2, so we go to the Solve stage, select the medium-grid model and
press the Solve FoS button. We follow the same procedure as before to determine the factor of safety.
A factor of 1.47 is shown when the calculation stops. We now go to the Plot stage to produce the
factor-of-safety plot for this model. The result is shown in Figure 1.14. Note that the water table is
added to this plot by opening a factor-of-safety Plot items dialog via the Items button. The results
for Model 2 can easily be compared to those for Model 1 by clicking on the model-name tabs at the
bottom of the model view.
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Figure 1.14 Factor-of-safety plot for medium-grid Model 2

Making Hardcopy Plots — Several different printer formats are available to create plots from
FLAC/Slope. We click on the Setup button in the Plot tool bar to open a Print setup dialog, as shown
in Figure 1.15.

Figure 1.15 Print setup dialog

For example, we have two choices if we wish to create a plot in an enhanced metafile format for
insertion into a Microsoft Word document:

(1) We can click on the Enhanced Metafile radio button. We select the name of the file and the
directory in which to save the file by using the File radio button. As shown in the figure,
we save the factor-of-safety plot to a file named “MODEL2.EMF.” We press OK to save
these printer settings. Then, we press Print in the Plot tool to send the plot to this file.
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(2) Alternatively, we can copy the plot to the clipboard, by clicking the Clipboard button. We
press OK to save this setting. Then, press Print in the Plot tool to send the plot to the
clipboard and, finally, paste the plot directly into the Word document.

The plot is shown in Figure 1.16. Note that hardcopy plots are formatted slightly differently than
the screen plots.

FLAC/SLOPE (Version 5.00)
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Figure 1.16 Hardcopy plot for Model 2 result

It is also possible to create tables that summarize the results of the study. Click on the File / Create
Report ... menu item to open the dialog as shown in Figure 1.17. This will create an HTML-
formatted file listing various information and plots for the study. For example, by selecting the
Material property table? and Solution table? items in the dialog, tables listing the material properties and
the calculated factors of safety will be produced, as shown in Figure 1.18.
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Figure 1.17 Report Options dialog

Figure 1.18 Results tables

This completes the simple tutorial. We recommend that you try additional variations on this project
to help increase your understanding. For example, if you wish to evaluate the effect of zoning on
the calculated safety factor, return to the Solve stage for Model 1 and click on the Fine button. This
will create a finer mesh than the medium-mesh model. After solving for the factor of safety, a new
plot button will be added in the Plot tool bar for Model 1. You can then compare this result for a
coarse mesh directly with the medium mesh result by clicking on the plot buttons. See Section 1.3
for more information on the components of FLAC/Slope and recommended procedures to perform
slope stability calculations.
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1.3 Details on Using FLAC/Slope

FLAC/Slope is designed to perform a series of analyses for a slope stability project. A parametric
study involving several model simulations can easily be set up, executed, and the results viewed.
Each model simulation involves four modeling stages: Models, Build, Solve and Plot. Several tools
are associated with each stage to assist with the model analysis. Each of the tools is described in
the following sections.

1.3.1 Selecting Model Options

When you first begin a FLAC/Slope analysis, you will see a Model Options dialog box, as shown
in Figure 1.19. The Model Options dialog will appear every time you start FLAC/Slope or begin a
new project. The dialog allows different conditions and optional facilities to be set for the project.

Figure 1.19 Model Options dialog

You can select the system of units for your analysis from this dialog. Parameters in the model will
then be labeled with the corresponding units, and predefined values, such as gravitational magnitude
and material properties in the material database, will be converted to the selected system. A selection
for system of units must be done at the beginning of the analysis.

When the Include Structural Elements? , Include water table? or Include an interface? box is checked, the corre-
sponding tool is added to the Build tool bar. See Section 1.3.6 for a description of the interface tool,
Section 1.3.7 for a description of the water table tool, and Section 1.3.9 for a description of the
structural elements tool.

By default, the standard value for gravitational acceleration is used in the analysis. A gravity icon
will appear in the model view (when the model is created) with a gravitational vector pointing
downward and magnitude corresponding to the selected system of units. If you check the box
Nonstandard gravity? , you will be able to assign a gravitational acceleration magnitude and direction

FLAC Version 5.0



FLAC/SLOPE 1 - 21

of your choosing from a Gravity tool in the Build tool bar. Note that pseudo-static horizontal
accelerations can be applied by using non-vertical gravity.

It is possible to exclude selected spatial regions of the model from the factor-of-safety calculation
by selecting the Allow excluded regions from fos? box. A tool will then be added to the Build tool bar to
allow excluded regions to be delineated in the model.

By default, a two-dimensional plane-strain analysis is performed. Alternatively, by clicking the
Axisymmetric model? box, you can perform an axisymmetric analysis. In this mode, cylindrical coor-
dinates are used; x = 0 is the axis of symmetry, the positive x-direction corresponds to the radial
coordinate, the y-direction to the axial coordinate and the out-of-plane direction (the z-direction) to
the circumferential coordinate. This geometry mode may be applied, for example, to cylindrical-
shaped mounds or circular open pits.

After you have selected which Model Options you wish to apply during your analysis, you can save
these preferences so that these selections are active each time you start FLAC/Slope. Also, you can
save your preferences for the look-and-feel of FLAC/Slope on start-up. You can select the size of
the Model-view pane and the layout for the modeling stage tool bar and the view tool bar. Open the
Show menu in the main menu to change the look-and-feel of the FLAC/Slope pane and tool bars.
Once you are satisfied, click File / Save Preferences in the main menu. The FLAC/Slope start-
up preferences are stored in the file “STARTUP2.GPF,” located in the “ITASCA\FLAC500\GUI”
directory.

1.3.2 Setting Up the Slope Project

When beginning a project, first select the File / Save Project As ... menu item in order to set
up a project save file. This opens a Project Save dialog as shown in Figure 1.20. The title and project
save-file name selected for the project will be printed in the plot legend for each plot created in the
project. The project save file will have the extension “*.PSL.” This file contains the project record
and also allows access to all the model save states (saved as “*.SAV” files) and factor-of-safety
calculation save states (saved as “*.FSV” files) for each model analysis in the project. Note that
you can click on ? in this dialog to select a directory in which to save the project and model-state
save files.

Figure 1.20 Project Save dialog

You can stop working on a project at any stage, save it (by pressing the File / Save Project menu
item) and reopen it at a later time simply by opening the project file (from the File / Open Project
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menu item); the entire project and associated model save and calculation save files will be accessible
as before.

1.3.3 Creating a Slope Model

After you have set up the project save file, you can enter the Models stage of the analysis. In this
stage, click on the New button to begin a new model analysis and assign a name to the model (the
default name is Model 1). Model naming is done in the New Model dialog as shown in Figure 1.21.
Note that you can also select the type of slope boundary to create for this model: a simple, linear
boundary; or more complex boundaries, such as bench slope, dam embankment or nonlinear slope
shapes. Advanced slope building is discussed in Section 1.3.13.

Figure 1.21 New Model dialog

If you select the Simple boundary and then press OK , an Edit slope parameters dialog will open for
you to input the dimensions for the simple slope model. This dialog is shown in Figure 1.22. A
diagram is included in this dialog to guide you in the selection of geometry parameters. If you
press Apply after inputting the parameters, the dialog will remain open and the slope boundary will
be plotted. You can then make alterations to the boundary and view the results directly.

Figure 1.22 Edit Slope Parameters dialog
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When selecting the dimensions for Depth , Left and Right , it is important that these dimensions are
large enough such that artificial boundaries (i.e., left, right and bottom boundaries) do not influence
the development of the failure surface. If the final calculated slip surface is found to intersect any of
these boundaries, then the model should be rerun with a larger dimension so that the surface does
not intersect the boundary.

Please note that the coordinate axes for FLAC/Slope models are such that the axes origin is located
at the bottom left corner of the model, the y-axis is positive pointing upward in the vertical direction,
and the x-axis is positive pointing to the right in the horizontal direction. The axes origin can be
relocated by using the LowerLeftx and LowerLefty boxes in the Edit Slope Parameters dialog.

When you press OK , the dialog will close and the outline of the slope model will be drawn in a
boundary view, as shown in Figure 1.23. The boundary can be edited further in this view, either by
dragging the mouse to move the boundaries or by pressing the Edit button to open the Edit slope
parameters dialog again.

Figure 1.23 Boundary view

Once you are satisfied, press OK . The model boundary will now be drawn in the model view, as
shown in Figure 1.24. Note that a tab with the model name will appear at the bottom of the model
view when a model is created.
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Figure 1.24 Model view

Several options are available once the model boundary is created. The model name can be changed
with the Rename button. The model can also be removed from the project with the Delete button.

Individual models can be saved at this stage by pressing the Save button. A Save As dialog will open
and you can select a directory in which to save the model. The model file will automatically have
the extension “.SLP.” You can then load this model into another project, if desired, by pressing the
Load button; the loaded model will be automatically added to the model list for that project.

You can also make a copy of a model by using the Clone button. This will copy all information on
the model into a new model; the Input dialog will open to assign a model name.

You can alter a model boundary using the Bound button in the Build tool bar. This will open the
Edit slope parameters dialog and allow changes to the boundary. However, this should be used
with caution. For example, boundaries in a model should not be changed after layers, interfaces
and/or a water table have been defined. These items will become invalid if the edge positions of
the boundary are changed.
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1.3.4 Adding Layers

If the slope stability analysis involves layered materials, layer boundaries should be defined first in
the model. This is accomplished by clicking on the Layers button in the Build tool bar. The Layers
tool will then open. To add layer boundaries in a model, click the mouse on a position within the
model close to the location of the boundary between two layers. A green horizontal line with square
handles at each end will appear. Figure 1.25 shows a model with two layer-boundary lines visible
in the Layers tool.

Figure 1.25 Slope model with two layer-boundary lines in the Layers tool

Each line corresponds to a table of points that defines the location of the layer boundary. When the
Add/Move radio button is pressed, lines can be added or moved within the model. To move a line, click
and hold the left mouse button over one of the square handles and drag the mouse in the vertical
direction. The line will move up or down.

The shape of the boundary line can be modified by adding more handle points along the line, and
then dragging these points to different positions. Click on the Edit radio button to add points along
the line. To select a line to edit, click on the line number in the Layer boundaries list and the
selected line will turn white. For example, in Figure 1.26, the upper-layer boundary (boundary 1)
has been edited by adding two points which are then dragged to new positions.

Handle points can be located at specific x- and y-coordinate positions by right-clicking the mouse
over the handle. A Table dialog will open to enter the coordinates. The line tables can also be
edited by clicking on the Edit numerically button. This opens an Edit Table points dialog in which the
x- and y-coordinates for all of the table points for the line are listed. Points can be input and edited
in this dialog.
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Figure 1.26 The upper layer-boundary line is edited to include two points

The Layers tool works best for sub-horizontal layers. However, it is possible to create models
containing sub-vertical layers, provided certain rules are followed. The boundary lines must run
continuously from the left model boundary to the right. In order to create a sub-vertical boundary,
handle points are added along the line to create a vertical segment. For example, in Figure 1.27, a
vertical column is created within a horizontal layer by adjusting the handle points along a boundary
line to create a vertical segment. When creating this line, the handle points should be offset slightly
from the existing horizontal lines so that the handle points of the new line do not coincide with
those of the existing lines. Note that in Figure 1.27 there is a slight offset in the data points listed
for the new line. By doing this, each line will be uniquely defined. Figure 1.28 displays the model
with a vertical column of material (mat 3) located within the horizontal layer (mat 2).

Layer-boundary lines can extend beyond the boundary; upon tool execution, the lines will terminate
at the boundary. Be careful to not make the layers too thin, because a bad zoning geometry may
result when the model zoning is performed in the Solve stage. FLAC should be used to model more
complex layering, involving, for example, pinched-out layers.
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Figure 1.27 The new boundary line, 3, is offset slightly to avoid coinciding
with the existing lines, 1 and 2

Figure 1.28 Model with vertical column within horizontal layer
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1.3.5 Assigning Materials and Properties

After all layer boundaries have been defined in the model, materials can be assigned to each layer.
This assignment is a two-step process. First, the material is created and its associated properties
are prescribed. Then, the material is assigned to a specific layer. Material creation and assignment
are both done within the Material tool, which is opened by pressing the Material button.

Materials are created by clicking on the Create button to open the Define Material dialog. The
dialog is shown in Figure 1.29. A material is defined by its classification and name — for example,
classification: embankment soil; and name: silty sand. The classification is useful if you choose to
create a database to store common materials to use on different projects. The database is accessed
via the Database button located at the bottom-right corner of the Material tool. The database is
described later in this section.

The (mass) density and material strength properties are assigned for each material. Note that the
corresponding units for each property are shown in the dialog, depending on the system of units
selected in the Model Options dialog. Density is specified in [mass/volume] units. This value times
the gravitational magnitude is equal to the unit weight of the material ([weight/volume] units) (see
Eq. (1.1)).

If the water table tool is not active, only the “unsaturated” (or “moist”) in-situ density is assigned.
This is the density of the material above the water table in situ. If the water table tool is active, then
either a porosity or a “saturated” (or “wet”) density must also be assigned. The relation between
“saturated” and “moist” densities is defined in FLAC/Slope by the formula

ρwet = ρ + n ρw (1.2)

where ρwet is the wet in-situ density, ρ is the moist in-situ density, n is the porosity, and ρw is the
density of water. When the water table is assigned to the model, all zones with centroids located
below the water table are assumed to be fully saturated and will automatically be assigned the value
for wet density for the factor-of-safety calculation.

Material failure is defined by the Mohr Coulomb plasticity model in terms of the cohesion and
internal angle of friction. A tensile strength and dilation angle may also be specified for the material.
If associated plastic flow is specified for the analysis, the dilation angle will be automatically adjusted
to match the friction angle. (See Section 1.3.11.2.)

The elastic properties have an insignificant effect on the factor-of-safety calculation and, therefore,
these properties are not required as input. By default, the bulk modulus and shear modulus of all
materials in the model (assuming SI units) are set to 100 MPa and 30 MPa, respectively.
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Figure 1.29 Define Material dialog

If the material Database button is pressed, a Material list dialog will open as shown in Figure 1.30.
The database is divided into groups, designated by classification names, and shown in a collapsible
tree structure. The database can be used to store sets of common materials and their properties for
use on different projects. By default, a database of soil and rock materials is provided, as shown
in the Database listed in the figure. Materials are selected from this list by double-clicking on a
material name; the material will then be added to the Selection list. After choosing the materials
for a project, press OK to send these materials to the List shown in the Material tool.
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Figure 1.30 Material List dialog

You can edit the properties in the database by pressing the Edit tab, which will switch from the
Database pane to an Edit pane, as shown in Figure 1.31. Press Apply to apply the edited properties
to the material. You can also create new materials with the Create button, and clone and delete
materials in the list with the other buttons in the Material list dialog. You can store the altered or
new materials back in the database by pressing the Copy->Database button.

The buttons beneath the Database list (shown in Figure 1.30) allow you to store this altered database
as a new database file. By pressing Save , a Save As dialog opens, and you can save your database
with the extension “*.GMT.” You can then load this database in a different project by pressing the
Load button when working in this project.
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Figure 1.31 Material List dialog in Edit pane

1.3.6 Adding a Weak Plane (Interface)

A weak plane or interface can be added to the slope model by clicking on the Interface button in
the Build tool bar. This opens the Interface tool, as shown in Figure 1.32. The tool contains a blue
horizontal line with square handles at each end. The line corresponds to a table of points that define
the location of the interface. The line can be positioned in the model in the following manner.
By clicking on and dragging the square handles, the ends of the line can be moved up and down
in the model. By clicking on points along the line, new handles can be added, and these handles
can be moved to distort the line as needed to fit the interface location. Handle points can also be
right-clicked with the mouse to open a Table dialog to input x- and y-coordinates for the points.
The interface-line table can also be edited by clicking on the Edit numerically button, which opens an
Edit Table points dialog. The x- and y-coordinates for all of the table points for the line are listed;
points can be input and edited in this dialog. Figure 1.33 shows the interface line repositioned with
two handle points added along the line.

WARNING: Please note that only one interface can be included in the model. Also, the interface
must be oriented such that it intersects the left and right boundaries of the model. Sub-vertical
interfaces cannot be modeled in FLAC/Slope. FLAC should be used if it is necessary to model
multiple or sub-vertical interfaces.
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Figure 1.32 Interface tool

Figure 1.33 Interface line repositioned
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After the interface is located in the model, interface properties should be prescribed. This is done
by pressing the Property Edit button to open the Interface property list dialog. The dialog is shown in
Figure 1.34. The interface is defined by a classification and name — e.g., classification: bedding
plane and name: smooth. The interface properties are then prescribed to this interface material and
applied by pressing Apply . Several interface materials can be created at one time in this dialog. The
highlighted material will be applied to the interface when OK is pressed. The interface material and
properties are listed in the Properties list in the Interface tool.

Figure 1.34 Interface Property list dialog

The behavior of the interface is defined by the Coulomb slip criterion which limits the shear stress,
τmax, along the interface by the relation:

τmax = ci + σn tan φi (1.3)

where ci = cohesion (in stress units) along the interface, φi = friction angle of the interface surface,
and σn is the normal stress acting on the interface.

In addition, the interface may dilate at the onset of slip. Dilation is governed in the Coulomb model
by a specified dilation angle, ψi .

If a tensile bond strength is specified for the interface, the interface acts as if it is glued, while the
tensile normal stress acting on the interface is below the bond strength. If the tensile normal stress
exceeds the bond strength, the bond breaks and separation and slip can occur.

The elastic shear and normal stiffnesses associated with the interface behavior do not affect the
solution for the factor of safety. Therefore, default values are assigned automatically to optimize
the solution convergence. (See Section 4.4.1 in Theory and Background of the full FLAC manual
for more information on the rationale for selection of stiffness values.)
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1.3.7 Locating a Water Table

A water table can be added to the slope model by clicking on the Water button in the Build tool bar.
This opens the Water table tool, as shown in Figure 1.35. The tool contains a blue horizontal line
with square handles at each end. The line corresponds to a table of points that define the location
of the water table (piezometric surface). The line can be positioned in the model in the following
manner. By clicking on and dragging the square handles, the ends of the line can be moved up
and down in the model. By clicking on points along the line, new handles can be added, and these
handles can be moved to distort the line as needed to fit the water table location. Handle points
can also be right-clicked with the mouse to open a Table dialog to input x- and y-coordinates for
the points. The table can also be edited by clicking on the Edit numerically button, which opens an
Edit Table points dialog. The x- and y-coordinates for all of the table points for the water table
line are listed; points can be input and edited in this dialog. Figure 1.36 shows the water table line
repositioned with two handle points added along the line.

Figure 1.35 Water table tool

The water table can be turned on and off in the model by clicking on the Use water table? box. The
water density is assigned automatically with a value corresponding to the selected system of units.
The density value can be set manually in the water density box.

When the water table is active, failure in the factor-of-safety calculation is controlled by the effective-
stress state of the model. The value for water density is used in the calculation of the pore-pressure
distribution, which is then applied to determine the effective stresses in all zones below the water
table.
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The location of the water table is also used to determine if unsaturated or saturated density is used
to compute material weight. Unsaturated density is assigned to all zones in the model with zone
centroids located above the water table, and saturated density is assigned to all zones with centroids
below.

Figure 1.36 Water table repositioned with two handle points added

The water table can be located so that it intersects the slope surface and coincides with a reservoir
level, such as the case shown in Figure 1.37. In this case, the weight of the water corresponding to
the reservoir elevation is automatically included as a mechanical pressure acting on free surfaces
below the reservoir line.
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Figure 1.37 Water table repositioned to intersect the slope and coincide with
a reservoir level

When we press OK to accept this location in the Water table tool, the surface water pressure is
depicted in the model view by a pressure bar acting along the slope boundary. See Figure 1.38.
When we click on the Solve tool tab to enter the Solve stage and create the zoned mesh for this model,
the surface water pressure is shown in the model view by arrows located at gridpoints along the
slope surface. The arrow lengths correspond to applied mechanical forces that are derived from the
value for the water pressure times the boundary length associated with each gridpoint. Figure 1.39
shows arrows corresponding to the surface water pressure applied in Figure 1.38.
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Figure 1.38 Water pressure acting along slope surface shown in model view

Figure 1.39 Applied forces corresponding to the surface water pressure ap-
plied in Figure 1.38
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1.3.8 Applying Surface Loads

Point loads and areal stresses can be applied along a slope surface by clicking on the Apply button in
the Build tool bar. This opens the Apply tool, as shown in Figure 1.40. Various forms of loads can
then be applied to the slope surface; the types of loads are listed in a collapsible tree structure in the
B.C. types pane in this tool. To apply a specific load, click on the name in the tree and then click
and drag the mouse over the portion of the boundary you wish to apply the load. For example, in
Figure 1.40, a pressure is applied at the top of the slope along the region designated by the pressure
bar.

Figure 1.40 Apply tool

When you release the mouse button, an Assign button becomes active. By clicking on this button,
an Apply value dialog opens. A constant value or a linearly varying value can be applied for the
boundary load. In Figure 1.41, a constant pressure of 10,000 is applied in the dialog. By pressing
OK , the value is added to the Applied List. Several loads can be added in this manner.
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Figure 1.41 Apply value dialog in the Apply tool

If it is necessary to make a change to the applied value, highlight the apply type to be edited in
the Applied List, and click on the Edit button. For example, if we wish to vary the pressure in the
x-direction, we highlight the pressure, click on Edit , and make the change in the Apply value dialog.
Figure 1.42 shows the dialog. The sign conventions and formula for applying a spatial variation in
load are described below.

Figure 1.42 Editing the applied value in the Apply value dialog

The applied loading types are divided into two categories, Stress and Force, in the Apply tool list.
The stress types sxx, syy and sxy refer to stresses applied in the x-direction, y-direction or as a
xy-shear stress along a specified boundary, respectively. Alternatively, a stress can be applied in
the normal direction to the boundary with the nstress-type name or pressure-type name, and in
the shear direction with the sstress-type name. The sign convention for the stress types, sxx, syy
and nstress, is that positive values indicate tension. The sign convention for shear stress types,
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sxy and sstress, is illustrated by Figure 2.43 in the User’s Guide of the full FLAC manual. The
sign convention for pressure is that a positive pressure acts normal to, and in a direction toward,
the surface of a body (i.e., push towards the free surface). pressure and nstress apply the same
type of loading, but with an opposite sign convention.

When stresses are applied in FLAC/Slope, they are converted into forces applied at boundary grid-
points after the zoned mesh is created. The applied forces are derived from the value for stress (or
pressure) times the boundary segment length associated with each gridpoint.

Directional forces, xf orce and yf orce (shown in Figure 1.40), can also be applied to represent a
point (i.e., line) load on the boundary. A positive x- or y-force acts in the positive x- or y-direction.

The sense of the applied stress or force can be checked by entering the Solve stage after pressing OK

to leave the Apply tool. When the zoned mesh is created in this stage, the applied loading condition
will be depicted on the model view by arrows with lengths corresponding to applied forces, acting
at gridpoints along the model boundary. For example, Figure 1.43 illustrates the applied forces that
correspond to the applied pressure variation prescribed in Figure 1.42.

Figure 1.43 Applied forces corresponding to the applied pressure in Fig-
ure 1.42
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The spatial variation in applied stress or force values is defined by the following formula. For a
stress or force variation applied along a boundary within the range x = x(s) to x(e) and y = y(s) to
y(e), then the applied stress or force magnitude value, v is

v = v(s) + x − x(s)
x(e) − x(s) vx +

y − y(s)
y(e) − y(s) vy (1.4)

where (x(s),y(s)) is the coordinate of the starting point, (x(e),y(e)) is the coordinate of the ending
point, v(s) is the starting value of the stress or force entered under Value in the Apply value dialog,
and vx and vy are the variation values entered under X-Y Variation in the dialog.

For the example defined by the Apply value dialog in Figure 1.42, the coordinate range is (x(s),y(s))
= (3,14) and (x(e),y(e)) = (8,14). The variation in pressure is only in the x-direction (vy = 0). Thus,
by using Eq. (1.4), we get

v = 10, 000− 1, 000(x − 3.0) (1.5)

When the zoned model is created, this pressure is converted into forces applied at gridpoints with
a variation as depicted by the vector lengths shown in Figure 1.43.

1.3.9 Installing Structural Reinforcement

Structural element logic is provided in FLAC/Slope to simulate the effect of reinforcement in a slope
or embankment. The FLAC cable element is used to represent this reinforcement in FLAC/Slope.
See Section 1.4 in Structural Elements of the full FLAC manual for a detailed description of the
cable element logic.

Reinforcement is installed in a slope by clicking on the Reinforce button in the Build tool bar. This
opens the Reinforcement tool, as shown in Figure 1.44. Cable elements are installed in a slope by
first checking the Add bolt radio button, and then pressing the mouse button at one endpoint of the
cable, dragging the mouse to the other endpoint, and then releasing the button. A yellow line with
square white handles will be drawn, as shown in Figure 1.44. Any number of cables can be installed
within the slope in this manner.

The end nodes of the cable can be positioned more precisely by right-clicking on the handles. This
opens a Coordinate dialog to enter x- and y-coordinates of the end node. End nodes can also be
relocated by checking the Move nodes radio button. Then, press and drag the end node with the mouse.
Cables can be deleted from the slope by checking the Delete radio button. You can then click the
mouse over the cable(s) you wish to delete.
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Figure 1.44 Reinforcement tool

After the reinforcement is installed in the slope, the next step is to assign material properties to the
reinforcement. This is done by checking the Properties radio button. Properties are assigned to cable
elements in FLAC/Slope via a property identification number. This number will appear over each
cable when the Properties button is pressed. By default, all cables are given the property number C1.
See Figure 1.45.

Figure 1.45 Property identification number for reinforcement
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By clicking the mouse over the property number, a Cable Element Properties dialog will open, as
shown in Figure 1.46. Properties are then assigned to a specific property number.

Figure 1.46 Cable Element Properties dialog

Two types of reinforcement can be simulated: a continuous Geosynthetic sheet or a Spaced reinforcement .
If spaced reinforcement is selected (e.g., to simulate soil nails), the spacing in the out-of-plane
direction is also specified. The spacing parameter is used to automatically scale properties and
parameters to account for the effect of the distribution of the cables over a regularly spaced pattern.
(See Section 1.9.4 in Structural Elements of the full FLAC manual for more information on the
simulation of spaced reinforcement.) Please note that the actual properties of the cables, not scaled
properties, are entered in the Cable Element Properties dialog.

You can input a Young’s modulus for the reinforcement, or you can choose to allow the modulus
to be computed automatically to optimize the calculation process. It is recommended that, if the
modulus of the reinforcement is two orders of magnitude or more greater than the elastic stiffness
of the slope material, the computed value for modulus be selected. If the reinforcement modulus is
more than two orders of magnitude greater than the slope material stiffness, the calculated factor
of safety will be essentially the same for the input modulus as for the computed modulus, but the
solution convergence will be very slow.

In addition to the Young’s modulus, the tensile yield strength and cross-sectional area of the rein-
forcement must be input. For a geosynthetic sheet, the area is equal to the thickness of the sheet
times a unit depth in the out-of-plane direction.

The properties describing the shear interaction at the reinforcement/slope material interface are
input under the Grout Material heading in the dialog. These properties are prescribed in terms of
a cohesive or bond strength and a bond friction angle.
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The following relation is used to determine the maximum bond shear force, Fmaxs , that can develop
along the interface per length, L, of the cable:

Fmaxs

L
= cb + σ ′c × tan(φb)× p (1.6)

where: cb = bond strength or cohesion [force/cable length];
σ ′c = mean effective confining stress normal to the element;
φb = bond friction angle [degrees]; and
p = perimeter of the element (based on input area).

See Section 1.4.1.2 in Structural Elements of the full FLAC manual for more information on the
shear behavior.

The elastic shear stiffness at the interface does not affect the calculation of the factor of safety.
Therefore, it is computed automatically to optimize the solution convergence. (See Section 4.4.1
in Theory and Background of the full FLAC manual for more information on the rationale for
selection of stiffness values.)

The reinforcement properties are assigned to a property number — in Figure 1.46, this is C1.
Additional property numbers can be created by pressing the New button in the Cable Element
Properties dialog. A new property number, C2, will be added to the Property List, and a different
set of properties can be prescribed for that number. Several property sets can be created in this
manner. The property number that is highlighted in the Property List will be assigned to the active
cable when OK is pressed.

Different segments along a cable can also be assigned different property numbers — e.g., to simulate
bonded and unbonded portions of a grouted bolt. Figure 1.47 shows a bolt composed of two
segments. This is created in the Add bolt mode by creating one segment and then clicking the mouse
over one existing end node to start the second segment. The second segment will automatically be
connected to the first. After checking Properties , we can then assign properties for the unbonded
segment toC1, and the bonded segment toC2. We change the left portion of the bolt in Figure 1.47
to C2 by highlighting C2 in the Cable Element Properties dialog.
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Figure 1.47 Creating a grouted and ungrouted bolt

Once we are satisfied with all the reinforcement conditions and properties we have specified, we
click OK to accept this reinforcement in the model. The reinforcement will then be drawn in the
model view.

Axial forces are calculated in the cables during the factor-of-safety calculation. These values can
be added to the output plots — see Section 1.3.12. Please note that the sign convention for axial
forces in cables is that forces are negative in tension. Also, note that cables in FLAC/Slope cannot
sustain a load in compression.
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1.3.10 Excluding Regions from the Factor-of-Safety Calculation

Regions of the model can be excluded from the factor-of-safety calculation by using the Exclude
tool. When the Exclude button is pressed in the Build tool bar, the tool opens as shown in Figure 1.48.
By clicking the mouse within the model boundary, a polygonal box with four corner handles opens.
The handle points can be dragged to position the box to cover the excluded region. In Figure 1.48,
the box is repositioned to cover a thin region along the slope face.

Multiple regions can be selected for exclusion, and corner handles can be edited to reposition
regions. If Rectangle? is selected, the region is restricted to a rectangular shape. Regions can also be
deleted.

Figure 1.48 Excluded region tool

After the excluded region is accepted, by pressing OK , the region boundary is shown in the model
view. When we click on the Solve tool tab to enter the Solve stage and create a zoned mesh, the
excluded zones will be identified, as shown in Figure 1.49.
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Figure 1.49 Medium-zoned mesh showing zones excluded from the factor-of-
safety calculation

The effect of using the Exclude tool is shown by comparing factor-of-safety results for the slope
shown in Figure 1.48, with and without the excluding region. Figure 1.50 presents the factor-
of-safety plot for the case without an excluded region, and Figure 1.51 shows the result with the
excluded region. In the first case, the failure surface intersects the slope; in the second case, the
failure surface extends below the slope and into the base.

Note that the Exclude tool only applies to zones in the FLAC/Slope model. Interfaces or structural
reinforcement that lie within an excluded region will still be affected by the factor-of-safety calcu-
lation, if interface strength or grout strength parameters are selected as factor-of-safety parameters
in the calculation.
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FLAC/SLOPE (Version 5.00)
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Figure 1.50 Factor-of-safety calculation with no excluded region
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Figure 1.51 Factor-of-safety calculation with excluded region
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1.3.11 Solving for a Factor of Safety

The calculation for the factor of safety is done in the Solve stage, which is accessed from the Solve

button. There are three steps in the Solve stage: grid generation, factor-of-safety parameter selection
and factor-of-safety solution.

1.3.11.1 Grid Generation

When the Solve stage is entered, a numerical mesh must first be created. Four zoning choices are
available: coarse, medium, fine and user-selected (special). These can be selected by pressing the
different buttons shown in the Solve tool. For example, by pressing the Coarse button, a “coarse-grid”
model is created, as shown in Figure 1.52. If the Medium button is pressed, a “medium-grid” model
appears, as shown in Figure 1.53, and if the Fine button is pressed, a “fine-grid” model appears, as
shown in Figure 1.54. The fineness of zoning affects the accuracy of the factor-of-safety calculation:
the finer the zoning, the better the accuracy of the solution.

The coarse-grid model is recommended for preliminary analyses. The solution for this model is
quite rapid: on a 1 GHz computer, a solution time is typically only a few seconds. A project with
several models can easily be run to provide a quick estimate for the effect of different conditions
on the factor of safety.

A medium-grid model is recommended for more comprehensive studies. The results for this type
of zoning are found to be in good agreement with limit analyses and limit-equilibrium model results
(e.g., see Sections 1.4.1 and 1.4.2). A medium-grid model takes longer to calculate the factor of
safety: on a 1 GHz computer the solution typically requires a few minutes to complete.

A fine-grid model is recommended as a check on analyses made with the medium-grid model. The
factor-of-safety calculation with the fine-grid model should agree very closely with that from the
medium-grid model. However, because this type grid takes longer to calculate a safety factor, using
fine-grid models for comprehensive studies is usually not warranted.

For cases in which there are fairly irregular surfaces in the model (e.g., irregular slope surface,
material boundary layers or interface), it may be necessary to use a “special” grid model. If a “bad
geometry” message appears during the grid generation using the coarse-, medium- and fine-grid
model, it will not be possible to perform a safety-factor calculation. In this case, a special-grid
model should be applied using the user-defined Special zoning tool. This tool provides more control
over the zoning parameters. (If there is still a problem with grid generation, then it will be necessary
to return to the Build stage and adjust the irregular surface.)

For example, the Special zoning tool containing a vertical column within a horizontal layer is used
for the model, as described previously in Figure 1.28, in order to create appropriate zoning for
the irregular boundary layers. An 80-zone mesh density is selected to create the mesh shown in
Figure 1.55. Also, the box Conform to material boundaries? is not checked in order to create a uniform
zoning.
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Figure 1.52 Coarse-grid model

Figure 1.53 Medium-grid model
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Figure 1.54 Fine-grid model

Figure 1.55 Special-zoning model with 80-zone mesh density
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Each time one of the zoning buttons is pressed, a set of FLAC commands, corresponding to the
model created in the Build tool, is executed to create the model for the factor-of-safety calculation.
The state of the model is also saved at this stage, with a file extension of “*.SAV.” The name of
the save file is defined by the project and model names and type of zoning. For example, when
the medium-grid model is created for the tutorial example in Section 1.2.2, a model save file is
created with the name “slope Model 1 Medium.sav.” Note that this save file is deleted after the
factor-of-safety calculation is completed. (See Section 1.3.11.3.)

1.3.11.2 Factor-of-Safety Parameters

After the grid generation is complete, the safety factor can be calculated. The calculation is per-
formed by pressing the SolveFoS button. The factor-of-safety calculation is based on the strength
reduction technique, as described in Section 1.5. By default, the material strength parameters, co-
hesion and friction angle are reduced in accordance with Eqs. (1.7) and (1.8), given in that section.
When SolveFoS is pressed, a Factor of Safety parameters dialog opens, with the Friction angle and
Cohesion boxes checked, as shown in Figure 1.56. By pressing OK , the calculation will commence.

It is also possible to include other strength parameters in the safety-factor calculation. By check-
ing the Tension cutoff box, the material tensile strength can be reduced in a fashion similar to
that used with the material cohesion and friction angle. If a weak plane is included in the
model, the Interface friction & cohesion box should be checked to include these interface strength prop-
erties in the strength reduction solution. If structural reinforcement is included in the model, the
Reinforcement grout strength box should be checked to include grout bond strength and bond friction angle
properties in the strength reduction solution. (The equations used for reduction of these additional
strength parameters are described in Section 1.5.) If these boxes are not checked, the corresponding
assigned properties will not be changed during the safety-factor calculation.

Figure 1.56 Factor-of-safety parameters dialog

Associated or non-associated plastic flow can also be specified for the factor-of-safety calculation
via the Use associated plastic flow rule check box. The material plastic flow rule quantifies the effect
of shear dilatancy that occurs in a material at the onset of failure. This is generally expressed
by the relation between the friction angle of the Mohr-Coulomb material model and the dilation
angle; the dilation angle is related to the ratio of plastic volume strain to plastic shear strain. For

FLAC Version 5.0



FLAC/SLOPE 1 - 53

associated plastic flow, the dilation angle is equal to the friction angle. If Use associated plastic flow rule

and Friction angle are checked, then dilation angle will be set equal to the friction angle during the
safety-factor calculation; otherwise, it will be held constant at its assigned value.

Note that for soils, rocks and concrete, the dilation angle is generally significantly smaller than the
friction angle of the material. Associated plastic flow is not observed in triaxial testing or shear
testing of these materials. See Section 3.7.4.1 in the User’s Guide of the full FLAC manual for
additional information. Care should be taken when selecting this check box. If associated flow is
checked for a physically unrealistic dilation angle (e.g., if the friction angle is greater than 30◦), the
factor-of-safety calculation may fail to converge.

1.3.11.3 Factor-of-Safety Solution

When OK is pressed in the Factor of Safety parameters dialog, the factor-of-safety calculation begins.
A series of simulations will be made as described in Section 1.5, and the status of the calculation will
be reported in a Model cycling dialog, as shown in Figure 1.57. This dialog displays the percentage
of steps completed for an individual solution stage (based on a “characteristic response time,” as
defined in Section 1.5), the total number of solution stages that have been performed thus far in the
series, the operation currently being performed, and the bracketing values of the factor of safety;
the bracket range will continuously decrease until the final value is determined. The run stops when
the difference between the upper and lower bracket values becomes smaller than 0.005. When the
calculation is complete, the final value is reported.

Figure 1.57 Model cycling dialog

After the first bracketing values have been found in the series, the run can be interrupted, by pressing
the Stop button. An estimate for factor of safety will be reported based on the current bracketing
limits, but this will be less accurate than if the operation had been allowed to complete.

At the completion of the calculation, a factor-of-safety save file is automatically created with the
extension “*.FSV.” This file corresponds to the last non-equilibrium state of the model, at which the
calculation stopped. The results of this file can then be used to plot variables, such as shear strain con-
tours and velocity vectors, that identify the critical failure surface in the model — see Section 1.3.12.
This save file is identified by the project name, model name, type of zoning and factor-of-safety
parameters that were selected for the simulation. For example, the factor-of-safety save file for
Model 1 in the tutorial example in Section 1.6 is named “slope Model 1 Medium fc.fsv.”
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The “fc” descriptor identifies that friction angle and cohesion are included in the calculation. The
following code names are used as descriptors for the factor-of-safety parameters:

• f = friction angle

• c = cohesion

• t = tensile strength

• i = interface friction and cohesion

• s = structural element grout strength

• a = associated plastic flow rule

1.3.12 Producing Output

The results of the factor-of-safety calculation are viewed in the Plot tool, which is accessed by
pressing the Plot button. When a calculation is complete, a “factor-of-safety”-plot button is added
to the Plot tool bar with a name corresponding to the type of zoning and factor-of-safety parameters
selected for the calculation. For example, in Figure 1.58, the button contains a four-square symbol,
indicating a medium-grid model, and the descriptors f c, indicating that friction angle and cohesion
were included in the calculation. Note that the name can be changed by right-clicking the mouse
over the button. Be careful to keep the name short, however, because the entire text is included on
the button.

Figure 1.58 Factor-of-safety plot for medium grid model with friction angle
and cohesion included in the factor-of-safety calculation
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The factor-of-safety plot displayed in this tool contains, by default, a filled contour plot of shear
strain contours and velocity vectors.* The shear strain contours indicate the location of the failure
surface, and the velocity vectors indicate the failure mode, at the initiation of failure. This plot is
created at the solution stage for which the strengths are reduced to the values at the onset of failure.
The factor-of-safety value (i.e., the ratio of the actual strength to the strength at which failure occurs,
as defined in Eqs. (1.7) and (1.8)) is also displayed in the plot legend. For the tutorial Model 1 in
Section 1.2.2, these plot items show a well-defined failure surface and indicate a rotational failure
mode, as illustrated in Figure 1.58.

Different parameters can be displayed in the factor-of-safety plot. By pressing the Items button, a
Plot items dialog opens as shown in Figure 1.59. For example, the range of the contouring can be
controlled; this is useful to define a common contour level if several model results are compared.
Also, note that the shear strain-rate contours are derived from strain-rate values calculated in FLAC
at zone centroids. The contours for shear strain-rate terminate at zone centroids; they do not extend
to model boundaries. An extrapolation function is available to extend the contours to the boundaries.
The function uses a simple linear averaging extrapolation. (The extrapolation procedure is described
in “EXTRAP.FIS” in Section 3 in the FISH volume of the full FLAC manual.) The two contouring
approaches can be accessed by clicking on Zone centroid (exact) or Gridpoint linear extrapolation in the pull-
down menu of the Plot items dialog. In most instances, Gridpoint linear extrapolation provides the clearest
representation of the failure surface.

Other optional plots that can be included on the plot are the mesh elements, the water table line and
the applied conditions. Plasticity indicators can be included; these identify the type of failure —
e.g., shear or tensile failure.

* The shear strain contours are identified as “shear strain rate contours” in the plot legend. Shear
strain rate is a basic variable calculated in the FLAC solution method for every zone in a FLAC
mesh. The “rate” refers to the zone strain calculated during one computational step. For details on
this solution scheme, see Section 1.1.2 in Theory and Background of the full FLAC manual; and
for the definition of the shear strain rate, see Section 1.3.3.1 in Theory and Background. Shear
strain rate contours identify regions in the FLAC model where shear strain localizes. Bands of shear
localization, or “shear bands” that develop in the model during a calculation correspond to failure
surfaces.

Velocity vectors are also basic variables in the FLAC calculation. Velocities are calculated at all
gridpoints in a FLAC mesh. If a coherent velocity field is identified in a velocity vector plot, this
indicates that continuous failure (i.e., plastic flow of material) is occurring. For the factor-of-safety
calculation, velocity vectors are not related to a real-time movement. They only provide a sense of
the pattern of motion at any selected point in the calculation.
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Figure 1.59 Factor-of-safety Plot items dialog

If structural elements are included in the model, the location of the reinforcement, and the axial
force that develops at the last non-equilibrium state, can also be included in the factor-of-safety plot.
The maximum value of the axial force can be set so that values from different models are scaled
to a specific value. For example, in the example given in Section 1.4.4, the maximum axial force
is set to 90,000 N so that the results from two different cases can easily be compared, as shown in
Figures 1.90 and 1.91.

Results from other projects can be included in the Plot tool by loading the selected “*.FSV” file
with the Load tool. A failure-plot button will be added to the Plot tool bar for the loaded model. The
list of factor-of-safety plots can be edited, and factor-of-safety plots removed from the tool bar, by
pressing the List button to open a FoS Plots dialog.

A hardcopy printout of the factor-of-safety plot can be created in the Print setup dialog, which is
opened by pressing the Setup button. The dialog is shown in Figure 1.60. This dialog controls the
type and format of graphics hardcopy output. The output types include: Windows printer, Windows
clipboard, Windows enhanced metafile, Windows bitmap, PCX, JPEG, Postscript and AutoCad data
exchange format (DXF). The default setting is a Windows color printer. The appearance, orientation
and settings of the plot, and the destination and name of the plot file, can also be controlled in this
dialog. Press OK when you have completed your selections. To create the plot, press Print in the
PLOT tool and the plot will be sent to the selected hardcopy type.
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Figure 1.60 Print setup dialog

A report mode is also provided to summarize the results of a study. Click on the File / Create
Report ... menu item to open the dialog as shown in Figure 1.61. This will create an HTML-
formatted file listing various tables of information for the study. This file can then be pasted into a
report document, such as a Microsoft Word file.

Figure 1.61 Report options dialog
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1.3.13 Building More Complex Slopes

Several tools are available to facilitate the creation of different types of slope models. The tools are
accessed when a new model is defined in the New Model dialog, as shown in Figure 1.62. These
tools define common slope shapes which can be used as a starting point for creation of similarly
shaped models. Three general boundary shapes are given: bench slope; dam or embankment; and
general, nonlinear slope. The procedures for creating slopes for these three types are described
below.

Figure 1.62 New Model dialog

1.3.13.1 Building a Benched Slope

Two boundary tools are provided to generate bench slopes; these create slopes with one or two
benches. If more than two benches are required, then the General boundary tool should be used.
When the Bench-1 button is pressed in the New Model dialog, an Edit benched slope parameters
dialog opens for a single bench slope, as shown in Figure 1.63. The dimensions for the bench
are defined in the diagram included in this dialog. For example, using the dimensions shown in
Figure 1.63, a bench boundary is produced, as illustrated in Figure 1.64. A two-bench slope is
produced in a similar fashion when the Bench-2 button is pressed.

Figure 1.63 Edit benched slope parameters dialog
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Figure 1.64 Single bench slope boundary

1.3.13.2 Building a Dam Embankment

An earth dam or an embankment boundary is created using the Dam button in the New Model dialog.
This opens the Edit dam/embankment slope parameters dialog, as shown in Figure 1.65. The
dimensions for the dam are defined in the diagram included in this dialog. For example, using the
dimensions shown in Figure 1.65, a dam boundary is produced as illustrated in Figure 1.66.

Figure 1.65 Edit dam/embankment slope parameters dialog
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Figure 1.66 Dam boundary

1.3.13.3 Building a Nonlinear-Shaped Model

A nonlinear slope boundary can be created using the General button in the New Model dialog. This
opens the Edit block parameters dialog, as shown in Figure 1.67. The left, right and bottom
dimensions of the boundary are entered in this dialog. When OK is pressed, a General boundary
tool opens, showing the left, right and bottom boundaries, and the slope boundary. The shape of
the slope boundary line can be modified by adding handle points along the line, and then dragging
the points to different locations. Alternatively, handle points can be located at specific x- and y-
coordinate positions by right-clicking the mouse over the handle. A Table dialog will open to enter
the coordinates.

Figure 1.67 Edit block parameters dialog
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The slope line corresponds to a table of points that define the slope surface. The line table can
be edited by clicking on the Edit Numerically button in the General boundary tool; this opens an Edit
Table points dialog in which the x- and y-coordinates for all the slope points are listed. Points can
be input and edited in this dialog.

Figure 1.68 shows the General boundary tool with a nonlinear slope defined by seven handle points.
Figure 1.69 illustrates the final slope boundary.

A digital bitmap or DXF background image can be imported onto the model view from the pop-up
Plot menu. This menu is opened by right-clicking the mouse over the model view. Click on the
Images / Bitmap or Images / DXF menu item to import a bitmap or DXF file. The general slope
boundary can then be adjusted to fit this image.

For example, in Figure 1.70, a bitmap image of a rock slope is imported onto the model view in
the General boundary tool. The dimensions of the model are adjusted to correspond to the scale of
the bitmap drawing. Then, the slope line is manually altered to coincide with the slope line on the
bitmap, as shown in Figure 1.71. The final slope boundary is shown in Figure 1.72.

Figure 1.68 General boundary tool
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Figure 1.69 Nonlinear slope boundary

Figure 1.70 Bitmap image imported onto the model view
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Figure 1.71 Model slope adjusted to fit slope of bitmap image

Figure 1.72 Slope boundary created from bitmap image
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1.4 Stability Analysis Examples

Several examples are presented to validate and demonstrate the application of FLAC/Slope for slope
stability analysis. The project file for each example (identified by the extension “.PSL”) is provided
in the “FLAC500\FLAC SLOPE” directory. Use the File / Open Project ... menu item to
re-create the example and perform the slope stability analysis.

1.4.1 Homogeneous Embankment at Failure

This example compares FLAC/Slope to a limit analysis solution given by Chen (1975). The problem
setting is a homogeneous embankment of height H = 10 m, slope angle β = 45◦, unit weight γ
= 20 kN/m3, cohesion c = 12.38 kPa and friction angle φ = 20 ◦. A gravitational acceleration of
10.0 m/sec2 is also specified. For these parameters, Chen calculates a factor of safety of exactly
1.0. This example problem is also presented in the publication by Dawson et al. (1999), which
compares and validates the FLAC solution for several variations of the homogeneous embankment
conditions.

We enter the embankment conditions in the FLAC/Slope model in the Build stage. Figure 1.73
shows a plot of the slope geometry and the properties listed in the Define Material dialog of the
Material tool. Note that the limit-analysis solution by Chen assumes that the material behavior
corresponds to the Mohr-Coulomb yield criterion with an associated flow rule (dilation angle ψ
= φ). Also, the tensile strength of the material is set to a high value to prevent use of the tension
cutoff, for comparison to the Chen solution. The project save file for this example is “CHEN.PSL.”

Figure 1.73 Material properties for homogeneous embankment example
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We use the Medium grid mode in the Solve stage; the resulting grid is shown in Figure 1.74.
We perform the factor-of-safety calculation and calculate a factor of 1.01. The failure surface is
indicated in Figure 1.75. Note that for a Coarse mesh, the calculated factor of safety is 1.03.

We also investigate the effect of assuming an associated flow behavior. If non-associated flow is
selected (with ψ = 0) in the SolveFoS dialog, the calculated factor of safety is 1.00 for the coarse
grid and 0.98 for the medium grid.

Figure 1.74 Medium-grid zoning for homogeneous embankment example
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Figure 1.75 Failure surface calculated for homogeneous embankment
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1.4.2 Comparison to Fredlund and Krahn (1977) Study

Fredlund and Krahn (1977) report a comparison of several different limit-equilibrium methods for
the solution of a slope stability example involving different combinations of slope material and
piezometric conditions. The conditions are shown in Figure 1.76. Four of the cases analyzed by
Fredlund and Krahn (1977) are re-analyzed with FLAC/Slope. The descriptions of these cases are:

Case 1: Simple 2:1 slope, 40 ft high, φ′ = 20◦, c′ = 600 psf, no weak layer, no bedrock

Case 2: Same as Case 1 with thin weak layer (φ′ = 10◦, c′ = 0) and bedrock

Case 5: Same as Case 1 with piezometric line

Case 6: Same as Case 2 with piezometric line

The four cases are created in FLAC/Slope as four separate models. The project save file for this
example is “COMPARE.PSL.” Figure 1.77 shows the model for the Case 6 conditions. Note that
the weak layer is represented by an interface in the model. Also, the tensile strength of the soil is
set to a high value to prevent tensile failure, for comparison to the limit-equilibrium solution. The
Medium grid for this model is shown in Figure 1.78.

Figure 1.76 Slope stability example (from Fredlund and Krahn, 1977)

FLAC Version 5.0



1 - 68 FLAC/Slope User’s Guide

Figure 1.77 FLAC/Slope geometry for Case 6

Figure 1.78 FLAC/Slope grid for Case 6
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The result for the factor-of-safety calculation for Case 6 is illustrated in Figure 1.79. The
FLAC/Slope results for all four cases are summarized in Table 1.1. The FLAC/Slope results are in
good agreement with the results from the limit-equilibrium calculations.

FLAC/SLOPE (Version 5.00)
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Figure 1.79 Factor-of-safety results for Case 6

Table 1.1 Results from Fredlund and Krahn (1977) study compared
to FLAC/Slope

Case Simplified Spencer’s Janbu’s Morgenstern-

Bishop Method Rigorous Price FLAC/Slope

Method Method Method

1 2.08 2.07 2.01 2.08 2.03

2 1.38 1.37 1.43 1.38 1.39

5 1.83 1.83 1.78 1.83 1.81

6 1.25 1.25 1.30 1.25 1.34
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1.4.3 Slope with a Thin, Weak Layer

A clay slope contains a thin layer of weaker material, which is located within the slope, as shown
in Figure 1.80. The cohesion of the weak plane (cl = 10,000 Pa) is 20% of the cohesion of the clay
(c = 50,000 Pa). The strength of the weak plane is varied, while the strength of the clay is kept
constant, to evaluate the effect of the weak plane on the resulting failure surface and the calculated
factor of safety. This example is taken from the slope stability study presented by Griffiths and
Lane, 1999.

Figure 1.80 Clay slope containing a thin weak layer (from Griffiths and Lane,
1999)

The thin layer is created in the FLAC/Slope model by adjusting two layer boundaries to match the
locations denoted in Figure 1.80. The layer boundaries are positioned in the Layers tool by locating
the handle points along the boundaries at the specified x- and y-coordinate positions, as shown
in Figure 1.81. The resulting model is shown in Figure 1.82. A fine-grid model is necessary to
represent the thin layer — see Figure 1.83. Three cases are analyzed: cl/c = 0.2, 0.6 and 1.0. The
project save file for this example is “THIN.PSL.”
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Figure 1.81 Weak layer boundaries created in the Layers tool

Figure 1.82 FLAC/Slope model of slope with a thin weak layer
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Figure 1.83 Fine-grid model for slope with thin weak layer

The factor-of-safety plots for the three cases are shown in Figures 1.84 through 1.86. The shear-
strain contour plots in the three figures illustrate the different failure surfaces that develop as the
strength of the weak plane is changed. In Figure 1.84, the failure surface indicates localized slip
along the weak plane, while in Figure 1.86, a circular failure surface develops in the homogeneous
material. Figure 1.85 shows a combination of both weak plane failure and circular-slip failure. All
of these results compare directly to those reported in the study by Griffiths and Lane (1999).

The safety factors calculated by FLAC/Slope for these three cases also correspond to those presented
by Griffiths and Lane (1999). The factor is found to drop significantly as the strength of the weak
plane is reduced. The case of cl/c = 0.6 is shown by Griffith and Lane to be the strength ratio at
which there is a transition from the weak-plane failure mode to the circular failure mode.
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FLAC/SLOPE (Version 5.00)
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Figure 1.84 Factor-of-safety plot for cl / c = 0.2
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Figure 1.85 Factor-of-safety plot for cl / c = 0.6
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FLAC/SLOPE (Version 5.00)
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Figure 1.86 Factor-of-safety plot for cl / c = 1.0
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1.4.4 Slope with Geogrid Reinforcement

In this example, two layers of geogrid are used to stabilize a slope. The slope conditions and material
properties for this model are shown in Figure 1.87. The project save file is “GEOGRID.PSL.” A
Medium mesh is used for this example.

Figure 1.87 Slope with geogrid reinforcement

The slope is unstable without the geogrid reinforcement. The results for the unsupported case are
shown in Figure 1.88. The factor of safety is calculated to be 0.93.

The properties selected for the geogrid reinforcement are assigned in the Cable Element Properties
dialog, as shown in Figure 1.89. Note that, with the reinforcement added, we now include the grout
bond strength and friction angle as strength-reduction parameters in the safety-factor calculation.

The factor-of-safety calculation is run for this support in Model 2. The results are shown in
Figure 1.90. The safety factor is now increased to 1.13.

The effect of the bonding resistance provided at the geogrid/soil interface can be seen when we
increase the bond cohesion from 1000 N/m to 10,000 N/m. A different cable property ID, C2, is
defined to specify the higher bond cohesion. For this case (Model 3), the calculated factor of safety
is now 1.22, as shown in Figure 1.91.
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FLAC/SLOPE (Version 5.00)
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Figure 1.88 Factor-of-safety results for unsupported slope

Figure 1.89 Geogrid properties specified in Cable Element Properties dialog
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FLAC/SLOPE (Version 5.00)
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Figure 1.90 Factor-of-safety results for geogrid support with bond cohesion
= 1000 N/m
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Figure 1.91 Factor-of-safety results for geogrid support with bond cohesion
= 10,000 N/m
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1.4.5 Rock Slope with Benches

This example is a slope excavated in highly weathered granitic rock. The slope contains three 15 m
high benches with two 8 m wide berms. The bench faces are inclined at 75◦ to the horizontal, and
the top of the slope is cut at 45◦ from the top of the third bench to the ground surface. Figure 1.92
illustrates the geometry of the slope. This example is taken from Hoek and Bray (1981).

Figure 1.92 Failure surface solution from Bishop’s method for a rock slope
(Hoek and Bray 1981)

The rock mass is classified as a Hoek-Brown material with strength parameters of:

m = 0.13
s = 0.00001
σc = 150 MPa
σmc =

√
s σc = 0.47 MPa

The tensile strength is estimated to be 0.012 MPa. In order to derive the Mohr-Coulomb properties
from the Hoek-Brown parameters, a tangent to the curved Hoek-Brown failure envelope is drawn
at a normal stress level estimated from the slope geometry. Mohr-Coulomb properties for friction
angle and cohesive strength are then estimated to be (see “HOEK.FIS” in Section 3 in the FISH
volume of the full FLAC manual):

φ = 45◦
c = 0.14 MPa
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The mass density of the dry rock mass is 2500 kg/m3, and the mass density of the saturated rock
mass is 2800 kg/m3. The phreatic surface is located as shown in Figure 1.92, and the mass density
of water is 1000 kg/m3.

Hoek and Bray (1981) present a limit-equilibrium solution for this problem derived from Bishop’s
simplified method of slices (Bishop 1955). Based upon the above parameters, Hoek and Bray report
that the Bishop method produces a location for the circular failure surface and tension crack, as
shown in Figure 1.92, and a factor of safety of 1.423.

The FLAC/Slope model is created using the General boundary tool in the New Model dialog to
specify the coordinates of bench locations along the slope face. Figure 1.93 shows the tool. The
Edit Numerically button is selected to enter the data points that define the slope boundary.

The model also contains a water table at the position shown in Figure 1.92. The Water tool is used
to input data points defining the water table, as shown in Figure 1.94.

The model is run using the Fine grid. The project save file for this example is “BENCH.PSL.”

Figure 1.93 General boundary tool
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Figure 1.94 Water tool

Figure 1.95 displays the factor-of-safety plot for this model. The calculated factor of safety is
1.38. The shear-strain contour plot closely resembles the failure surface produced from the Bishop
solution, although the failure surface extends farther up the slope in the FLAC/Slope results.

The FLAC/Slope results indicate that tensile failure continues up the slope (as identified from the
plot of velocity vectors and plasticity indicators, as shown in Figure 1.96). This progressive failure
cannot be identified in a limit-equilibrium solution.
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Figure 1.95 Factor-of-safety plot for rock slope with benches
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Figure 1.96 Factor-of-safety plot for rock slope with benches — velocity vec-
tors and plasticity indicators
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1.5 Strength Reduction Technique

The “strength reduction technique” is typically applied in factor-of-safety calculations by progres-
sively reducing the shear strength of the material to bring the slope to a state of limiting equilibrium.
The safety factor F is defined according to the equations:

ctrial = 1

F trial
c (1.7)

φtrial = arctan

(
1

F trial
tan φ

)
(1.8)

A series of simulations are made using trial values of the factor F trial to reduce the cohesion, c, and
friction angle, φ, until slope failure occurs. (Note that if the slope is initially unstable, c and φ will
be increased until the limiting condition is found.) In FLAC/Slope, a bracketing approach similar
to that proposed by Dawson, Roth and Drescher (1999) is used. The procedure in FLAC/Slope is
as follows.

First, the code finds a “characteristic response time,” which is a representative number of steps
(denoted by Nr ) that characterizes the response time of the system. Nr is found by setting the
cohesion and tensile strength to large values, making a large change to the internal stresses, and
finding how many steps are necessary for the system to return to equilibrium.*

Then, for a given factor of safety, F , Nr steps are executed. If the unbalanced force ratio† is less
than 10−3, then the system is in equilibrium. If the unbalanced force ratio is greater than 10−3,
then another Nr steps are executed, exiting the loop if the force ratio is less than 10−3. The mean
value of force ratio, averaged over the current span of Nr steps, is compared with the mean force
ratio over the previous Nr steps. If the difference is less than 10%, the system is deemed to be in
non-equilibrium, and the loop is exited with the new non-equilibrium, F . If the above-mentioned
difference is greater than 10%, blocks of Nr steps are continued until either: (1) the difference is
less than 10%; (2) 6 such blocks have been executed; or (3) the force ratio is less than 10−3. The
justification for case (1) is that the mean force ratio is converging to a steady value that is greater
than that corresponding to equilibrium; the system must therefore be in continuous motion.

* A maximum limit of 50,000 is set for Nr . If the model does not reach equilibrium within 50,000
steps, the run will stop, and the factor-of-safety solution cannot be completed. If this happens, the
user should review the parameters selected for the model. For example, if the user has selected
cable support with a high value for Young’s modulus, this may affect the solution convergence time.
In this event, the Compute (optimize for mesh) button should be selected when setting the Young’s modulus
for cables (see Figure 1.46).

† The unbalanced force is the net force acting on a FLAC gridpoint. The ratio of this force to the mean
absolute value of force exerted by each surrounding zone is the unbalanced force ratio. Consult
note 4 of Section 3.8 in the User’s Guide of the full FLAC manual for more information.
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The following information is displayed during the solution process.

1. Number of calculation steps completed to determine a given value of F , as a percentage
of Nr .

2. Number of completed solution cycles (i.e., tests for equilibrium or non-equilibrium).

3. Operation currently being performed.

4. Current bracketing values of F .

The factor-of-safety solution stops when the difference between the upper and lower bracket values
becomes smaller than 0.005.

If tensile strength, interface friction and cohesion, and/or reinforcement grout strength are selected
to be included in the safety-factor calculation, trial properties are calculated in a manner similar to
that used with material friction and cohesion. For the tensile strength σ t , the reduction equation is

σ t(trial) = 1

F trial
σ t (1.9)

and, for the interface strength values ci and φi , the equations are:

ctriali = 1

F trial
ci (1.10)

φtriali = arctan

(
1

F trial
tan φi

)
(1.11)

For the reinforcement grout strength values cb and φb, the strength-reduction equations are:

ctrialb = 1

F trial
cb (1.12)

φtrialb = arctan

(
1

F trial
tan φb

)
(1.13)

These values are then used in the safety-factor calculation.
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1 FLAC-GIIC Reference

1.1 Introduction

The Graphical Interface for Itasca Codes (GIIC) is a menu-driven graphical interface developed to
assist users in operating Itasca codes.

This volume is a reference manual for the GIIC and describes all the individual components: menus,
tools and dialogs used in the operation of the GIIC. The following sections in this introduction
(Sections 1.1.1 through 1.1.5) provide an overview of the GIIC layout and operation. The GIIC
consists of four components: model-tool panes, resource panes, model-view/plots panes and the
FISH Editor pane. Section 1.2 lists and describes the model-tool panes, which are provided
in the GIIC to access FLAC commands. This section also includes simple tutorials to help you
understand the operation of the model tools. Sections 1.3 and 1.4 describe the resource panes
and model-view/plots panes, respectively. Section 1.3 also includes a recommended procedure for
setting up and organizing a FLAC project in the GIIC. This includes the creation of a project tree
for accessing results at any stage of the project analysis. Section 1.5 describes the FISH Editor,
which allows creation of FISH functions within the GIIC. In addition to these components, several
menus are provided in the GIIC to facilitate model and plot manipulation and file control; these are
described in Section 1.6.

You will notice that a Help menu is provided in the main menu bar for the GIIC. Help buttons are
also included with each tool in the GIIC, and Help panes can be opened by right-clicking on model
tool tabs. Consult these Help views for information when you are using a GIIC tool.

1.1.1 Start-Up

The FLAC installation procedure (see Section 2.1.2 in the User’s Guide) creates an “Itasca” group
with an icon for FLAC. Click on the “FLAC 5.0” icon. The code will start up and the GIIC main
window will appear, as shown in Figure 1.1.
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Figure 1.1 The GIIC main window

1.1.2 GIIC Layout

The code name and current version number are printed in the title bar at the top of the GIIC window;
the main menu appears below the title bar. The main menu contains File, Show, Tools, View and
Help menus. These menus are described in Section 1.6.

Beneath the main menu bar are two windows: one window contains resource panes, and the other
a model-view pane. Two tabbed resource panes are provided. The Console pane shows text output
and allows command-line input (at the bottom of the pane).* The Record pane shows a record of
FLAC commands associated with the current model project state. This record can be exported to a
data file and, thus, provides a list of FLAC commands that represent the problem being analyzed.

* The text field with the flac: prompt located at the bottom of the Console pane allows you to enter
FLAC commands directly from the GIIC. The Console pane will echo the commands that you enter.
(Note that the GIIC model-view pane is not automatically updated when commands are executed
manually from the command line. Either select View / Refresh or type <!> at the command line
to update the model view.) You should not need to use the command line at all; it is provided as a
shortcut in case you prefer to type a command rather than use the graphical interface.
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The Record pane also shows a “project tree” that displays a tree list of the saved states created for
a model. Section 1.3 describes operations in the Console pane and the Record pane.

The model-view pane shows a graphical view of the model. Additional views can be added as tabbed
panes in this window; these views display user-created plots. The model view and plot views are
described in detail in Section 1.4.

A status bar is located at the bottom of the main window and displays information related to the
currently active view or tool.

At the top of the model-view pane is a tab set that contains toolbars for each of the modeling stages:
Build , Alter , Material , In Situ , Utility , Settings , Plot and Run . The Structure tab also appears in the tab
set when this option is checked in the Model Options dialog box (see Section 1.1.3, below). The
tools in each stage access model-tool panes that provide the necessary controls to create and run
your model. Each of the model tools is described in Section 1.2.

You can use the View menu to manipulate any view pane (e.g., translate or rotate the view, increase
or decrease the size of the view, turn on and off the model axes). The View menu is also available as
a tool bar that can be turned on from the Show menu. The View tool bar is shown on the model-view
pane in Figure 1.1. See Section 1.6.4 for further information on the View menu.

There is also a Fish Editor pane available in the GIIC that allows you to create new FISH functions,
edit existing functions and specify FISH parameters. This window can be opened from the Show
menu. See Section 1.5 for additional information on the operation of the Fish Editor.

An overview of the GIIC operation is provided in the Help menu. The menu contains a list
of Frequently Asked Questions about the GIIC and an index to all GIIC Help files. Additional
information on the Help menu is given in Section 1.6.5.

1.1.3 Model Options Dialog

A Model Options dialog box will appear every time you start the GIIC or begin a new model project.
The dialog is shown along with the GIIC main window in Figure 1.1. This dialog identifies which
modes of analysis are available to you in your version of FLAC. (Note that dynamic analysis,
thermal analysis, two-phase flow analysis, creep models and C++ user-defined models are separate
modules that can be activated at an additional cost per module.) The FLAC Configuration Options
must be selected at the beginning of a new analysis, while the User Interface Options (structural
elements, advanced material models and factor-of-safety calculation) can be included at any time
in the model run.

You can select a system of units for your analysis in the Model Options dialog. Many parameters
will then be labeled with the corresponding units, and predefined values, such as gravitational
magnitude and properties within the material database, will be converted to the selected system.
The selection of system of units should be done at the beginning of the analysis. The system of
units can be changed after the analysis has begun by clicking the Reset button. However, parameters
already set will not be changed to the new units. If Reset is used, all model parameters should be
rechecked to be sure that units are consistent.
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If you are a new user, or only intend to perform a simple static analysis, we recommend that you
click the OK button in the Model Options dialog to access the basic FLAC features. In this case, only
the null, isotropic elastic and Mohr-Coulomb models are active, and a static, plane-strain analysis
is performed in the GIIC. If you wish to come back later in the analysis and, for example, add
structural elements, click File / Model Options in the main menu. This will reopen the Model
Options dialog. Check Include Structural Elements? and click OK . A Structure tab will be added to
the modeling-stage tab set, and structural elements can now be included in your model.

The final model option that can be selected is the format for the project record that is used in the
Record pane. Two types of format are provided: a Project List Record format and a Project Tree
Record format. The Project List format is a simple record with independent save files. Each save
file includes a record of all the commands needed to generate the state. The Project Tree format
shows changes between saved states. Saved-state file names are displayed in a tree structure. The
two formats are explained in detail in Section 1.3.

The Model Options dialog is shown below in Figure 1.2 with the following model options selected:
groundwater configuration option with automatic adjustment of total stresses for external pore-
pressure change (CONFIG gw ats); structural elements user-interface option; Project Tree Record
format and SI system of units.

Figure 1.2 The Model Options dialog box
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1.1.4 Changing and Saving GIIC Preferences

After you have selected which Model Options you wish to have operating during your analysis, you
can save these preferences, so that these selections are active each time you enter the GIIC. For
example, if you typically use the Imperial (foot-slug-seconds) system of units, you can save this
preference so that this is the default on start-up. After selecting the preferences, click File / Save
Preferences in the main menu to save the preference settings. The GIIC start-up preferences are
stored in the file “STARTUP.GPF,” located in the “ITASCA\FLAC500\GUI” directory.

You can also change the appearance of the GIIC on start-up and save these preferences. For example,
you can select which resource pane you wish to have open, as well as the size of this pane and the
model-view pane. Also, by opening the Show menu in the main menu, you can select which panes
and/or tool bars are visible in the GIIC. Use File / Color Preference Settings if you wish to
change the background colors for the GIIC main window. Once you are satisfied, use File / Save
Preferences to retain these settings.

1.1.5 Modeling-Stage Tabs

The full command set of FLAC is accessed through a series of model-tool panes that group commands
together to facilitate the sequential process of running a FLAC analysis. The model tools are accessed
from the modeling-stage tab set located above the model-view pane. The tabs are arranged in a
logical progression for building and solving your model:

The order follows the recommended procedure for problem solving discussed in Section 2.6 in the
User’s Guide:

• The first two modeling-stage tabs contain tools to generate and shape the grid
to fit the problem domain. The grid is first created via the Build tab, and

• then shaped to fit the problem geometry via the Alter tab.

• Next, material models and properties are assigned to the zones in the model,
using the tools accessed from the Material tab.

• Boundary and initial conditions are applied via the In Situ tab.

• If you select structural elements in the Model Options dialog, a Structure tab
will be included in the tab set to access structural support for the model.

• The Utility tab provides tools to monitor model variables and access existing
FISH functions.
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• The Settings tab allows model global conditions to be set or changed during
the analysis.

• All plotting facilities in FLAC are accessible via the Plot tab.

• Calculations are performed using tools from the Run tab.

Note that model conditions can be changed at any point in the solution process by reentering a
modeling-stage tab. For example, model properties can be changed at any time via the Material tab,
and pressure or stress alterations can be made via the In Situ tab.

When you click on each of the modeling-stage tabs, a tool bar that provides access to model-tool
panes in which you can perform operations related to that tool will appear. The Build tab tool bar
is shown in Figure 1.1. Each of the model-building tools is described individually in Section 1.2.

The actions taken in each of the model-building tools are executed in FLAC by pressing the Execute

button at the bottom of each tool pane. When this is done, the GIIC returns to the main view, the
model-view pane is updated showing the result of the action taken, and the corresponding FLAC
commands are displayed in the resource pane. See Section 1 in the Command Reference for full
descriptions of all FLAC commands.
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1.2 Model-Tool Panes

1.2.1 Build Tools

Several grid-generation tools are available to help you create your model grid. These tools define
the general shape, spatial dimensions, and zoning density and gradation for the main grid. Click
the Build tab to access the available tools. Six tools are provided on the Build tool bar:

1.2.1.1 Grid Tool

The Grid button accesses the GRID command and creates a rectangular grid with a specified number
of columns and rows of zones. The Grid tool is included as a quick means to create a simple grid.
The other Build tools provide more versatility in grid generation.

1.2.1.2 Simple , Block and Radial Tools

Three, more advanced, grid-generation tools are provided via the Simple , Block and Radial buttons.
These tools primarily create FLAC GENERATE commands.

When you press the Simple button, a dialog will open to allow you to specify the x- and y-range
dimensions for the grid. You can also select the number of zones and the grid ratios in this menu.
This dialog is shown in Figure 1.3.

Figure 1.3 Simple dialog
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The Block button allows you to first divide the problem region into separate rectangular domains
(blocks); the dimensions, number of zones and grid ratios are then specified for each block individ-
ually. A dialog appears first for you to select the number of blocks in which to divide the problem
region. Up to 25 blocks can be specified in both the x- and y-directions. After selecting the number
of blocks, a second dialog appears to allow you to specify dimensional and zoning parameters for
each of the blocks. The dialog for a 2 × 2 block grid is shown in Figure 1.4.

Figure 1.4 Block dialog

With the Radial tool, you can create a radially graded mesh that wraps around a central mesh.
ATTACH commands are assigned automatically to connect the radially graded meshes. The Radial

dialog is shown in Figure 1.5. Note that any of the four radially graded meshes, surrounding the
central mesh, can be hidden from view. This facilitates the creation of a free surface or a symmetry
plane in a radially graded mesh.

Figure 1.5 Radial dialog

After you have selected parameters for one of the dialogs shown in Figures 1.3, 1.4 and 1.5, and
pressed OK , a plot of the grid will appear. A grid plot for the Simple tool is shown in Figure 1.6. You
can now manipulate this grid by selecting one of the grid-manipulation modes listed to the right of
the plot. You can reposition the edges (bounding box) or corners of the grid, change the grid ratio
and mesh density, and hide different regions of zones within the grid by clicking on the associated
radio button. These manipulations can all be done using the mouse. For example, after clicking
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on the Corners radio button, handle boxes will appear over each of the grid corners. Left-click and
drag one of the boxes to move a grid corner to a new position, or right-click on a grid corner to
open a dialog to enter new values for the corner coordinates. As an illustration, right-clicking on
the top-left corner of the mesh shown in Figure 1.6 opens the Vertex #1 dialog so that new values
can be given for the coordinates.

Note that you can also return to the initial parameters dialog by pressing the Edit button in the
bottom right of the model-tool pane.

Figure 1.6 Grid plot for the Simple tool with Corners mode active

When you are satisfied with the grid, press Execute and a set of FLAC commands that correspond to
your grid manipulations will be sent from the GIIC to FLAC. The GIIC will return to the model-view
pane, and a FLAC grid plot will be displayed.

The three grid-generation tools can be used for a variety of problem geometries. Use the Simple tool
for simple, regular shapes; use the Block tool when you need a variation in zoning — e.g., a linearly
graded mesh; use the Radial tool to grade the mesh radially.
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1.2.1.3 Slope Tool

Slope shapes are created using the Slope tool. Figure 1.7 shows the Slope tool. For shallow
slopes (i.e., with a slope angle smaller than approximately 30◦), an “expanded-grid” zoning is
recommended and can be selected from the dialog. For steep slopes, a “step-grid” is recommended.
When OK is pressed, a grid plot appears and the grid can be manipulated further.

For more complex slope geometries, such as bench cuts, dams, or slopes with an irregular surface,
FLAC/Slope is recommended. See Section 1 in the FLAC/Slope User’s Guide for a guide to this
program. FLAC/Slope may be applied as a grid-generation pre-processor for FLAC. A data file
for a model built in FLAC/Slope can be exported from this program and then imported into FLAC
(using File / Import Record).

Figure 1.7 Slope tool

1.2.1.4 Library Tool

This tool provides access to an advanced set of library grid objects commonly used in geomechanics:
dam, retaining wall, tunnel, etc. You may find these objects useful as a template to construct your
own model.

When the Library button is pressed, a Grid Library dialog opens, as shown in Figure 1.8. Selecting
an available object in the left pane displays information about the object on the right. Figure 1.8
displays the “thin seam with fault” grid object.

FLAC Version 5.0



FLAC-GIIC Reference 1 - 11

Figure 1.8 Library tool

Select a grid object, press OK , and a dialog will then prompt for the object’s x- and y-dimension
range. After the range is entered, a grid-plot tool will open, and the grid can be manipulated.
Figure 1.9 shows the grid-plot tool for the “thin seam with fault” grid object. The library object can
be manipulated in the same manner as the other grid tools. For example, you can easily increase
the mesh density in the region of interest by using the Mesh Density mode. By right-clicking on one
of the handle boxes, a dialog will open, as shown in Figure 1.9, to specify a different zone density
for a given grid block.

Figure 1.9 Grid tool for thin seam with fault object
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The grid object files are written in JAVA, and the class files and source code files for all of the grid
objects in the Library are stored in the “ITASCA\FLAC500\GUI\Gridlib” directory. If you wish,
you can create your own grid object; use the source-code files provided in the directory as a guide
to create your grid-object template. You can add your grid to the Library by copying your JAVA
“*.CLASS” file to the “ITASCA\FLAC500\GUI\Gridlib” directory, and then pressing the Refresh

button in the Library tool (see Figure 1.8). The library list will be updated to include the new grid
object.

1.2.2 Alter Tools

After you have completed the Build operation and created the grid to fit the problem domain, click
on the Alter tab to access tools that you can use to define sub-regions or add additional shapes (e.g.,
excavation boundaries, layered materials or discontinuous features) to the grid. Four Alter tools are
provided to alter or shape the grid:

1.2.2.1 Mark Tool

Mark gridpoints to delimit regions in your model by pressing the Mark button; you will then enter the
Mark-tool pane. This tool is useful, for example, to define layered materials in a model. With the
Set radio button checked, you can mark a gridpoint simply by moving the mouse to that gridpoint
and pressing the left mouse button. Click and drag to mark multiple gridpoints. Note that when you
mark a gridpoint, a MARK command will be created in the Changes sub-pane. See Figure 1.10*.
Commands in the Changes pane have not yet been sent to FLAC. You can clear these commands
with the arrow buttons located at the top of the Changes pane. Once you are satisfied with your
selections, press the Execute button and the commands will then be sent to FLAC. This approach
allows you to change your selections and view the results in the GIIC before sending the commands
to FLAC. This method is used in several of the model-tool panes.

You can return to this tool at any time and mark new gridpoints or un-mark a marked gridpoint. To
un-mark, check the Clear radio button and then click on the gridpoint you wish to un-mark. The
UNMARK command is created for the specified gridpoint.

* The View / Show axis values menu item is selected to display x- and y-coordinate axes on the left
and bottom borders of the model view. See Section 1.6.4 for further information on manipulating
the model view.

FLAC Version 5.0



FLAC-GIIC Reference 1 - 13

Figure 1.10 Mark tool

1.2.2.2 Shape Tool

The Shape tool is mainly used to conform the grid to specified shapes, such as tunnels, geological
boundaries and construction boundaries. Note that if a construction sequence is to be modeled
(e.g., emplacement of layers in an earth dam), the grid should be adjusted to conform to all future
geometrical stages at the start. The grid should not be adjusted with the Shape tool after the solution
process has begun.

When using the Shape tool, it is recommended that the Bad Zone Geometry setting be active. (This is the
default setting for the Shape tool.) Bad Zone Geometry is set on the pop-up menu accessed through the
pop-up button on the View toolbar, or by right-clicking on the background of the grid plot view.
(See Section 1.4.1.1 for more information on the pop-up menu.) When distorting the grid in the
Shape tool, you will be able to see immediately if you have created a bad-geometry condition (as
defined by the criteria illustrated in Figure 2.40 in the User’s Guide). You can then correct the bad
geometry condition before the calculation starts.
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Figure 1.11 Shape tool with Bad Zone Geometry active (gridpoint moved to illustrate
bad-zone condition)

You can conform the grid to fit given shapes, such as circles, arcs and lines, with the Shape tool.
The various shape modes are listed to the right. Select the shape mode you wish to apply, click and
drag in the grid to apply the shape; the shape will appear on the grid. Release the mouse button
and click the Generate button to conform the grid to the shape. Note that this is a “virtual” grid; the
commands have not yet been sent to FLAC. Press Clear to remove the shape from the virtual grid.
Press Execute to send the corresponding commands to FLAC.

For example, select the Circle mode, position the circle’s center on the grid, then click and drag
to position the circle’s periphery. A circle outline will appear with two handle boxes, one at the
centroid and one along the circle periphery (see Figure 1.12). Click and drag on these handle boxes
to move the circle and/or adjust its radius. Right-click on the handle boxes to access pop-up dialogs
to specify values for the center and radius. When you click Generate , the virtual grid is adjusted to
fit the circular shape, as shown in Figure 1.13. Click Execute to send the corresponding GENERATE
circle command to FLAC.
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Figure 1.12 GIIC virtual grid with Circle button active

Figure 1.13 GIIC virtual grid altered to fit Circle shape
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The Line and Arc modes are implemented in the same way as the Circle mode. When you select
these modes, a corresponding tool adjusts the grid to fit each shape. Once executed, Line and Arc

modes send GENERATE line and GENERATE arc commands, respectively, to FLAC. The Point mode
allows you to move individual gridpoints. This mode creates INITIAL x and INITIAL y commands to
reposition gridpoints in the FLAC mesh.

For the Table mode, a table must first be created from the Utility / Table tool.* (See Section 1.2.6
for the procedure to create a geometric table.) Tables are assigned identification numbers. After
you click on the Table radio button in the Shape tool, select the ID number of the table you wish to
generate and then point and click the mouse on the table in the grid plot. The table line will be
highlighted, as shown in Figure 1.14. Press Generate to conform the grid to fit the table line (see
Figure 1.15).

Figure 1.14 Table highlighted when Table button active

* A table can also be read into FLAC by pressing the ? button located to the right of the ID number
pulldown. The table file must be an ASCII file in the format of a TABLE command, as described in
Section 1 in the Command Reference.
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Figure 1.15 GIIC virtual grid altered to fit Table line

You will note in Figure 1.15 that the gridpoints at the ends of the line were not adjusted to fit the line.
This can happen if the table line does not extend far enough, or if the grid is too coarse. Press the
Point radio button to move the end gridpoints, as shown in Figure 1.16. By right-clicking on each
end gridpoint, a dialog opens to specify new x- and y-coordinates for these gridpoints. This creates
the INITIAL commands to reposition the gridpoints, as shown in the Changes pane in Figure 1.16.

Now it is necessary to mark these end gridpoints. This is done with the Mark tool, as shown
in Figure 1.17. In order to define two separate regions in the FLAC model, a contiguous line of
marked gridpoints must be delineated. The regions can be viewed in the model-view pane by turning
on the regions-view mode. This is done from the model-view pop-up menu. Position the mouse
anywhere within the model-view pane and press the right button. The pop-up menu will appear, as
shown in Figure 1.18. See Section 1.4.1.1 for more information on the model-view pop-up menu.
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Figure 1.16 Adjust end gridpoints with the Point mode in the Shape tool

Figure 1.17 Mark the end gridpoints from the Mark tool
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Figure 1.18 Model view with regions active
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You can reposition the entire grid or portions of the grid by using the Range mode in the Shape tool.
Drag the mouse over the portion of the grid that you wish to reposition. This portion is highlighted.
Handle boxes appear at the corner gridpoints of the highlighted region. See Figure 1.19. Click and
drag on a handle box to distort the highlighted region. All gridpoints within the region are adjusted
to maintain the original zone spacing. Right-click on any handle box to call a pop-up dialog to
specify new x- and y-coordinates. A handle box also appears in the center of the highlighted region;
this box can be used to change the grid ratio for the highlighted zones.

For example, if you wish to distort a 20× 20 zone grid to form a rectangular opening, first highlight
the right half of the grid, as shown in Figure 1.19. Then right-click on each of the four corners
of the highlighted region. Enter the following coordinates, beginning with Corner 4. (The corner
number is identified on the title bar of the pop-up dialog.)

Corner 4 : x=5.0, y=0.0;
Corner 3 : x=20.0, y=0.0;
Corner 2 : x=20.0, y=20.0;
Corner 1 : x=5.0, y=5.0.

Then, press Generate . Now highlight the left half of the grid and enter the new coordinates, beginning
with Corner 4:

Corner 4 : x=5.0, y=5.0;
Corner 3 : x=20.0, y=20.0;
Corner 2 : x=0.0, y=20.0;
Corner 1 : x=0.0, y=5.0.

Press Generate again, and the distorted mesh will be formed, as shown in Figure 1.20. Two GENERATE
commands are created; these are the same as those issued for the command-line example given in
Example 2.2 in the User’s Guide.
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Figure 1.19 Highlighting a portion of grid to reposition using the Range mode

Figure 1.20 Distorted grid formed with Range mode
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The Region mode in the Shape tool is used to move the entire grid, or sub-grids, by a specified
displacement. This mode creates INITIAL x add and INITIAL y add commands for FLAC. Select the
Region mode, then select a gridpoint within the sub-grid you wish to move, and drag-and-drop the
sub-grid to a new location. Alternatively, right-click over the grid; a dialog will open to enter x-
and y-displacement values to move the sub-grid.

Sub-grids are separated by null zones. In order to apply the Region mode to a sub-grid, null zones
must first be created using the Material / Assign tool. (See Section 1.2.3 for the procedure to create
null zones.) For example, Figure 1.21 shows a model with two sub-grids separated by a vertical
column of null zones. In order to close the gap between the two sub-grids, first select the Region

mode. Now, left-click on the bottom left corner of the right sub-grid. While holding down the
<Ctrl> key on your keyboard, drag the bottom-left corner node toward the bottom-right corner
of the left sub-grid. The node will snap to this location, because the <Ctrl> key is depressed.
When the left mouse button is released, the right sub-grid will be shifted to the left and an INITIAL
x add command will be created, as shown in Figure 1.22. Note that, even though the boundaries
of the two sub-grids are now at the same location, the sub-grids will not interact. It is necessary to
either attach the sub-grids, or add an interface along the boundaries, for interaction to occur. This
is accomplished with either the Attach and Interface tools, described below, in Sections 1.2.2.3 and
1.2.2.4, respectively,
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Figure 1.21 Two sub-grids separated by vertical column of null zones

Figure 1.22 Shift right sub-grid to the left with Region mode
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1.2.2.3 Attach Tool

The ATTACH command is implemented via the Attach tool. When in this tool, select the A-side radio
button and click and drag along one boundary of a sub-grid you wish to attach. A highlight bar will
be drawn along this boundary when you release the button. Then, repeat this process with the B-side

radio button selected and drag, in the same direction, along the boundary of the other sub-grid to
be attached. A highlight bar will appear along this boundary. Click Assign to create the ATTACH
command, and Execute to send this command to FLAC.

For example, to attach the two sub-grids shown in Figure 1.22, enter the Attach tool, click on the
A-side radio button and drag the mouse along the right boundary of the left sub-grid. A highlight
bar will appear along this boundary. Select B-side and drag along the left boundary of the right
sub-grid, in the same direction as that for the A-side. A highlight bar will appear. The two bars are
shown in Figure 1.23.

Figure 1.23 Sub-grid boundaries to be attached using the Attach tool

When the Assign button is pressed, marks are placed at all attached gridpoints, and an ATTACH
command is shown in the Changes pane. See Figure 1.24.
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Figure 1.24 Attached gridpoints are identified by marks after Assign is pressed
in the Attach tool

The Attach tool will attach sub-grids with matching gridpoints and sub-grids with non-matching
gridpoints. However, sub-grids with non-matching gridpoints must have an integral ratio between
gridpoint segments along the two boundaries to be attached. For example, if one boundary has
3 segments (4 gridpoints), then the matching boundary must have an integral multiple number of
segments — e.g., 6 segments (7 gridpoints). The Assign button will only activate if this condition is
satisfied. The segment ratio is monitored and printed at the top right of the Attach tool.

As an example, a sub-grid with 20 segments along a boundary is attached to a sub-grid with 10
segments along a boundary. The two sub-grids are first created from a 20× 16 zone grid by nulling
zones to separate the sub-grids (using the procedure described in Section 1.2.3). The sub-grids are
shown in Figure 1.25. The A-side for the attached boundaries is assigned to the top boundary of
the lower sub-grid (10 segments), and the B-side is assigned to the bottom boundary of the upper
sub-grid (20 segments), as shown in Figure 1.25. The attached gridpoints between the two sub-grids
are identified by connecting lines, as shown in Figure 1.26, when Assign is pressed. After the Attach

tool is executed, the Shape tool is used to move the two sub-grids together. All zones in the upper
sub-grid are selected; then the upper sub-grid is positioned on top of the lower sub-grid by using the
Range mode. Figure 1.27 shows the upper sub-grid highlighted with its bottom-left corner relocated
to the position of the top-left corner of the lower sub-grid. (The <Ctrl> key is held to snap the
upper sub-grid corner to the location of the lower sub-grid corner.) Next, the other three corners
of the upper sub-grid are moved to their new positions. Figure 1.28 shows the final position of the
upper sub-grid after all four corners are relocated.
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Figure 1.25 Two sub-grids with unequal boundary segments

Figure 1.26 Attached gridpoints identified by marks and connecting lines us-
ing the Attach tool
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Figure 1.27 Moving corner gridpoints of the upper sub-grid using the Range

mode in the Shape tool

Figure 1.28 Final position of two attached sub-grids with unequal boundary
segments
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Note that it does not matter whether the sub-grids are moved together first and then attached
(Figures 1.22 and 1.23), or attached first and then moved together (Figures 1.25 through 1.28).
However, the directions in which theA-side andB-side of the attached grid are defined does matter.
If the B-side of the upper sub-grid is specified by dragging the mouse in the direction opposite to
that for the A-side of the lower sub-grid, the attached gridpoints will not be coincident when the
sub-grids are moved together. This can easily be seen when the sub-grids are apart initially because
the connecting lines will cross. If this happens, press Reset in the Attach tool and reassign theA-side
and B-side in the same direction.

The ability to match unequal grids provides more flexibility in creating graded meshes. It is
convenient to use the Build / Radial tool to create a radially graded grid to provide the boundary
conditions for a single tunnel. However, it is difficult to extend this approach to multiple tunnels
that interact with each other. As an alternative approach, it is possible to insert and completely
attach several fine-zone sub-grids within voids in a coarse-zone sub-grid. In this way, a grid can be
constructed in which each tunnel has its own fine grid for good local accuracy, while the interactions
and boundary conditions make use of a coarse grid.

Figure 1.29 shows an initial 78× 50 grid divided into four sub-grids: one large sub-grid containing
three regions of null zones; and three smaller, 16 × 16 zone, sub-grids. (See Section 1.2.3 for the
procedure to create the null-zone regions.) The Shape tool in Range mode is used to move each of the
three sub-grids into the null-zone regions of the large sub-grid. Figure 1.30 shows this operation in
progress. Note that the <Ctrl> key is pressed when each sub-grid corner is dragged, so that the
corner will be snapped onto the corresponding corner of the null-zone region. Also, note that the
integral ratio of the boundaries between the smaller sub-grid and the larger sub-grid is 2:1.

After the three sub-grids are repositioned inside the larger sub-grid, they are attached to the larger
sub-grid using the Attach tool. The attachment is done in two steps for each of the three small
sub-grids. First, the A-side is assigned along the bottom and right side of the boundary of the large
sub-grid, and the B-side is assigned along the bottom and right side of the adjacent small sub-grid,
as shown by the highlight bars in Figure 1.31.* When the B-side is assigned, the highlight bar may
flip from the bottom-right to the top-left of the sub-grid while being drawn. In order to change the
path direction, check the B-long box, as shown in Figure 1.31. After clicking Assign , the procedure
is repeated to attach the left-side and top boundaries — see Figure 1.32. The two-step procedure is
repeated to attach all three sub-grids inside the large sub-grid. The result is shown in Figure 1.33.

Tunnels can now be defined within the three fine-grid regions, using the Shape tool. See Example 3.18
in Theory and Background for a comparison of this model to that for a model created with a uniform
grid, using the same mesh size throughout as that for the fine-zone region.

* The View / Zoom box menu item is selected to magnify the view of one of the small sub-grids shown
in Figures 1.31 and 1.32, to facilitate the use of the Attach tool.
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Figure 1.29 Initial grid divided into large sub-grid with null-zone regions plus
three separate sub-grids

Figure 1.30 Moving sub-grids using the Shape tool in Range mode

FLAC Version 5.0



1 - 30

Figure 1.31 Attaching the bottom and right-side boundaries of a sub-grid
inside a sub-grid using the Attach tool

Figure 1.32 Attaching the left-side and top boundaries of a sub-grid inside a
sub-grid using the Attach tool
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Figure 1.33 Three fine-zone sub-grids attached to a coarse sub-grid
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1.2.2.4 Interface Tool

An interface between two sub-grids is created in the same manner as an attached grid. AnA-side and
B-side of the interface are defined by left-clicking and dragging the mouse along the boundaries
of the sub-grids that will be assigned an interface. This operation is performed in the Interface

tool. Figure 1.34 illustrates the creation of an interface beginning with the two sub-grids shown
previously in Figure 1.22. When the Assign button is pressed, an Interface properties dialog opens
so that the interface type and properties can be prescribed. See Sections 4.2 and 4.4 in Theory and
Background for information on the interface material model and selection of properties. When OK

is pressed in the dialog, a line is drawn along the boundary to denote the location of the interface,
with marks indicating the locations of interface nodes. An identification (ID) number circle at one
end of the interface identifies the interface. See Figure 1.35. An INTERFACE command is created,
as shown in the Changes pane in this figure. Note that interface creation does not have the same
restriction as an attached grid on non-matching gridpoints between sub-grids. An integral ratio
between gridpoint segments along the boundaries is not required.

Interface properties can be changed at any stage of a model analysis by first clicking on the Property

radio button in the Interface tool and then pointing and clicking the mouse on the ID number circle
in the Interface tool grid plot. This will cause the Interface properties dialog to reopen so that
properties can be changed.

An interface can be removed in a manner similar to that employed when editing interface properties
— i.e., first click on the Remove radio button in the Interface tool and then point and click the mouse
on the ID number circle.

An interface can also allow interaction between beam elements and a grid. The procedure to create
an interface between a beam and grid is described in Section 1.2.5.4.
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Figure 1.34 Creating an interface with the Interface tool

Figure 1.35 Interface identified by a line with marks and ID number
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1.2.3 Material Tools

Material models and properties are assigned to the FLAC model using the Material tools. By default,
only two tools are provided: Assign and Cut&Fill . These tools are sufficient for simple static analyses
and use only the null, isotropic elastic and Mohr-Coulomb models.

Default material tools

If the GWFlow box is checked in the Model Options dialog, a GWProp tool is added to the Material tool
bar. This allows the assignment of groundwater flow properties associated with CONFIG gw.

Default material tools plus groundwater properties tool

If the Include Advanced Constitutive Models? box is checked in the Model Options dialog, then two additional
tools, Model and Property , are made available to implement the advanced constitutive models and
property variations. Note that if FLAC is configured to include the optional creep-analysis feature,
the Include Advanced Constitutive Models? box must be checked in order for the Creep option to be invoked
in the Model Options dialog. Creep material models will then be available through the Model tool.

Material tools with advanced constitutive models
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If the Thermal box is checked in the Model Options dialog, a Thermal tool is added to the Material tool
bar. This allows the assignment of thermal properties associated with CONFIG thermal.

Default material tools plus thermal properties tool

In order to include the C++ user-defined model option, the Include Advanced Constitutive Models? box must
be checked to access the C++ UDMs check box in the Model Options dialog. When these options are
invoked, a LoadModel tool is added to the Material tool bar.

Material tools with advanced constitutive models plus option for
C++ user-defined models
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1.2.3.1 Assign Tool

The Assign tool is used to create and assign null, isotropic elastic and Mohr-Coulomb materials to
zones within the grid. The tool is shown in Figure 1.36.

Figure 1.36 Assign tool

Elastic and Mohr-Coulomb materials are created via a Define Material dialog that is opened by
pressing the Create button in the Edit group in the Assign tool. After the material is created, the
material name is added to a material List pane in the tool. Materials are then assigned to zones
by selecting a material name in the material List modes and then selecting the mode in which that
material is assigned to zones. Four modes are available:

(1) If all zones in the model are to have the same material, click the SetAll button below the
material List in the Assign tool.

(2) To assign the material to one zone at a time, select Rectangle in the Zone Range mode
groups; click (single zone) or click and drag (multiple zones) to assign the material.

(3) To assign a material to a lateral layer of zones, select Layer ; click (single layer) or click
and drag (multiple layers) to assign the material.

(4) By selecting Region , a highlight line will be drawn around all defined regions in the model.
Click on any zone within a region to assign the material to all zones within that region.
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When the FLAC grid is first created with one of the Build tools, an isotropic-elastic model (MODEL
elastic) is automatically assigned to all of the non-null zones in the grid.* When you first enter
the Assign tool, the null material is the only material available to be assigned, and is listed in the
material List pane, as shown in Figure 1.36. Null zones can then be added to the grid using mode
(2), (3) or (4) described above. For example, a column of null zones is created to separate two
sub-grids, as shown in Figure 1.36, by checking the Rectangle radio button and then holding the left
button and dragging the mouse over the column of zones to be made null. This is the approach
to define sub-grids, as discussed previously for the creation of attached grids (Section 1.2.2.3) and
interfaces (Section 1.2.2.4).

New elastic or Mohr-Coulomb materials are created in the Define Material dialog. Figure 1.37
shows the Define Material dialog, opened in the Assign tool by pressing the Create button. Within
this dialog, you can assign a classification and material name, prescribe elastic or Mohr-Coulomb
constitutive model type and assign material properties. The classification name is used to help
identify materials within a Material Database; the database is described below in Section 1.2.3.2.
If only a few materials are prescribed for a model, then the classification may not be needed and can
be left blank. The dialog in Figure 1.37 creates a “silty sand” material and assigns a Mohr-Coulomb
material model with elastic and plastic properties. Note that the dialog provides the option to assign
either bulk and shear moduli or elastic (Young’s) modulus and Poisson’s ratio. The alternative
elastic properties are calculated when the Alternate box is checked.

Figure 1.37 Define Material dialog in the Assign tool

* Note that a model created with one of the Build tools can consist of null-material zones as well as
elastic-material zones. You can distinguish the null and elastic zones in a model by switching the
model view from “x-y space” to “i-j space.” This is done with a right-click in the model view to
open the model-view pop-up menu (see Section 1.4.1.1), and then selection of IJ Space . The model
view will switch to i-j space and any null zones will be visible.
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When OK is pressed, the material is created and the material name is added to the material List.
Clone and Edit buttons are also provided to facilitate creation and modification of several materials.
The Delete button will delete a selected material from the material list.

After all materials required for the model have been created, they can be assigned to the grid, using
mode (1), (2), (3) or (4), described above. Figure 1.38 illustrates the assignment of two materials
in three layers in a model.

Figure 1.38 Assign materials using the Layer mode

When a material is assigned, a GROUP command is created to associate a group name with a
material, a MODEL command is created to prescribe the selected constitutive model, and a PROPERTY
command is created to assign the associated material properties. The commands are listed in the
Changes pane in Figure 1.38.
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1.2.3.2 Material Database

The material database provided with the Assign tool is accessed with the Database button. The
database contains a list of pre-defined materials based on the material properties tables contained
in Section 3.7 in the User’s Guide. The database list is stored with the preference settings in the
“STARTUP.GPF” file. The database is divided into material groups and listed in a tree structure,
as shown in Figure 1.39. To select a material from the database, select the material name in the list
and then Add . The material name will be added to the Selection pane shown on the left side of the
dialog. For example, the material Soil-Gravel:uniform has been selected in Figure 1.39.

After you have selected the material(s) you wish to use in your model, press OK . The materials in
the Selection pane will be added to the material List in the Assign tool. These materials can then be
assigned to zones using the same procedures described previously.

Figure 1.39 Material database dialog

You can modify the materials in the pre-defined database, or create your own database. Click the
Edit tab (at the top of the dialog) to edit the currently selected material. For example, Figure 1.40
shows the Edit pane for the Soil-Gravel:uniform material. This pane’s parameters and behavior are
identical to the Define Material dialog shown previously in Figure 1.37.
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Figure 1.40 Edit tab in the Material database dialog

Make changes to a material in the Edit pane and press Apply at the bottom of the tool to update the
material. The Create and Clone buttons at the bottom of the Selection pane are used to create new
materials to add to the database. Copy->Database adds the material to the database under the specified
classification name. The material is removed from the Selection pane using the Remove button.

The Save , Append and Load buttons beneath the material tree (in Figure 1.39) are used to save-to-file,
append to, or load-from-file the database that you create. The Delete button allows you to delete
materials from the database. A user-created database is given the extension “.GMT” when it is
saved in a selected directory using the Save button.
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1.2.3.3 Cut&Fill Tool

The Cut&Fill tool is used, in conjunction with the Assign tool, for the case in which either elastic
or Mohr-Coulomb material is added to the model (fill material) or subtracted from the model
(excavated material) during different stages of the analysis — e.g., adding embankment lifts in the
construction of an earth dam. Note that this tool only applies to elastic or Mohr-Coulomb materials
created with the Assign tool. The Cut&Fill tool cannot be used, at this time, with advanced material
models assigned with the Model tool. The tool is shown in Figure 1.41.

Figure 1.41 Cut&Fill tool

After materials are created in the Assign tool, these materials will be listed in the List pane of the
Cut&Fill tool, as shown in Figure 1.41. A material is excavated by selecting the material name in
the material List and then pressing Excavate . Alternatively, you can right-click on the material in the
model view; a pop-up menu will then open and you can select Excavate . If the Show excavations? box is
checked, a shaded region will be shown in the model view to help identify which materials have
been excavated.

In order to fill an excavated region, highlight the excavated material name in List and click on Fill .
You can also right-click on the excavated material to select Fill on the pop-up menu. In Figure 1.41,
four materials (Layer 1 through Layer 4) have been excavated, and Layer 1 has been filled. The
associated MODEL commands are listed in the Changes pane in the Cut&Fill tool when the material
is either excavated or filled. Note that all material regions in the FLAC grid must be defined before
the FLAC calculation is started. If materials are to be added at a later stage of an analysis, they can
be nulled (excavated) before beginning the calculation and then added (filled) at the later stage.
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1.2.3.4 GWProp Tool

The GWProp tool is used to set the porosity and permeability properties for the groundwater-flow
configuration (when CONFIG gw is specified). The tool is shown in Figure 1.42. Zones are selected
to assign the groundwater properties in one of four ways, as described previously in Section 1.2.3.1.
After the zone selection is made, a Model Groundwater properties dialog will open, as shown
in Figure 1.42. Either constant values for porosity and (isotropic or anisotropic) permeability, or
values that vary as a function of volumetric strain, can be specified. See the PROPERTY command in
Section 1 in the Command Reference for a description of the porosity and permeability properties.

The Biot coefficient is also set in this tool, if Set Biot on? is selected in the GW (Flow) Settings dialog
accessed from the GW tool in the Settings tab. See Section 1.2.7.3.

Figure 1.42 GWProp tool
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1.2.3.5 Model Tool

All material constitutive models are available through the GIIC if the Include Advanced Constitutive Models?

box is checked in the Models Options dialog. Note that this option can be turned on at any stage of
the FLAC analysis. When this box is checked, the Model and Property buttons are added to the Material

tool bar.

The constitutive models are divided into seven groups and accessed by clicking on one of the radio
buttons: Null , Elastic , Plastic , Creep , Dynamic , User Fish or User C++ . Note that the Creep button, the
Dynamic button and the User C++ button will only be visible if the creep-analysis mode, the dynamic-
analysis mode or the C++ user-defined model mode, respectively, is checked in the Model Options
dialog. The User Fish button is included after a FISH constitutive model is called into FLAC. (See
Section 1.2.3.7 for information on implementing FISH constitutive models in FLAC.) The User C++

button is included after a C++ user-defined model is called into FLAC. (See Section 1.2.3.8 for
information on implementing C++ user-defined models.) Figure 1.43 shows the Model tool with all
constitutive models available.

Figure 1.43 Model tool

When you select a radio button, a list of constitutive models will be shown in the bottom-right corner
of the Model tool. For example, the Plastic radio button is checked, and six of the eight plasticity
models are visible, in Figure 1.43.

In order to assign a constitutive model to the FLAC grid, first select one of the models. The
ubiquitous-joint model is selected in Figure 1.43. A constitutive model is assigned to zones in a
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FLAC model in one of four ways, as explained previously in Section 1.2.3.1. When the assignment
is made (for example, by pressing SetAll ), a properties dialog will open. The Model ubiquitous
properties dialog is shown in Figure 1.43. After entering the properties in the dialog, press OK and
a MODEL and PROPERTY command will be created and shown in the Changes pane. A group name
can be associated with the constitutive model for the selected zone range. Note that the group name
must be assigned before the zone range is selected. For example, the group name bedded shale is
associated with the ubiquitous-joint model before SetAll is pressed. A GROUP command is then
also created when OK is pressed in the properties dialog. After all constitutive models have been
assigned to the FLAC grid, press Execute to send the commands to FLAC and return to the main
window. The model-view pane will be updated to show the assigned constitutive models.

1.2.3.6 Property Tool

The Property tool accesses all material properties associated with the constitutive models provided in
the Model tool. Material properties can be prescribed individually for each zone in a model or over a
region of zones. A linear variation of the property over a given range can also be prescribed, and the
values of the property can be chosen randomly from a normal (Gaussian) distribution. Figure 1.44
shows the Property tool. The cohesion property, used in the ubiquitous-joint model, is highlighted,
and the SetAll button is pressed. This causes a dialog to open to specify a value and optional variation
for the cohesion property. A spatial variation in the y-direction is given for cohesion in Figure 1.44.
When OK is pressed, a PROPERTY command with a var keyword is created. (See Section 1.1.3.4 in
the Command Reference for the definition of var to apply a spatial variation.) See the PROPERTY
command description in Section 1 in the Command Reference for descriptions of the different
ways material properties can be varied.

After the property change or variation has been made, press Execute to send the PROPERTY com-
mand(s) to FLAC. If you wish to confirm the action taken with the PROPERTY command, return to
the Property tool, highlight the property in question, and press the Plot values . A contour plot of the
selected property will appear in the model-view of the Property tool. Figure 1.45 shows the contour
plot of cohesion corresponding to the variation assigned in Figure 1.44.
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Figure 1.44 Property tool

Figure 1.45 Plot of variation in cohesion
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1.2.3.7 FISH Constitutive Models

FISH constitutive models are implemented in FLAC using either the FISH Editor and/or the
Utility / FishLib tool. See Section 1.5 for information on creating and executing a FISH function
using the FISH Editor. Section 1.2.6.4 describes the implementation of FISH functions from the
FishLib tool.

Figure 1.46 shows the FishLib tool from the Utility toolbar. The topmost folder of the tree, “Library,”
corresponds to the “ITASCA\FLAC500\GUI\FISHLIB” directory. The subfolders listed in the
tool are identical to the subfolders in the “FISHLIB” folder. The “FISHLIB\ConstitutiveModels”
folder contains a set of pre-defined FISH constitutive models. In Figure 1.46, a user-defined model
has been added to the FISH library by first adding the file “user-defined.fis” to the “FISHLIB”
folder, then pressing Refresh in the FishLib tool.

Figure 1.46 “MDUNCAN.FIS” model added to FishLib library

The user-defined model can now be loaded into FLAC by pressing the OK button in the FishLib tool.
Once the model is loaded, the User Fish radio button is added to the Model tool. The FISH model
can now be applied to the FLAC grid and material properties assigned in the same manner as that
for the built-in models, as described in Section 1.2.3.5. Figure 1.47 shows the Model user-defined
properties: dialog opened to assign properties for this FISH constitutive model.
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Figure 1.47 User Fish button added to Model tool
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1.2.3.8 LoadModel Tool

The LoadModel tool is added to the Material tool bar when the CPP UDMs box is checked in the Model
Options dialog. This tool is used to load user-defined models, written in C++ and compiled as DLL
(dynamic link library) files, into FLAC. See Section 4 in Optional Features for instructions on
creating new constitutive models for FLAC. Once you have created a new model as a DLL, press
the LoadModel button to open a dialog and load the model into FLAC. Select the directory in which the
DLL file is located, and click on the DLL file name. This will create a MODEL load command and
load the model into the FLAC executable. The new model can then be assigned to zones in FLAC in
exactly the same way as the built-in models. For example, Figure 1.48 shows the Model tool after a
user-defined model, usermohr.dll, has been loaded. When the model is assigned to zones, a Model
dll usermohr properties: dialog opens, as shown in the figure, to enter properties for this model.

Figure 1.48 User C++ models added from LoadModel tool
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1.2.3.9 Thermal Tool

The Thermal tool is added to the Material tool bar when the Thermal box is checked in the Model Options
dialog. The tool is shown in Figure 1.49. This tool assigns thermal models to a FLAC grid. The
models (thermal null, isotropic heat conduction, anisotropic heat conduction and isotropic heat
conduction with temperature-dependent thermal conductivity) are shown in the Thermal Tool list
on the right side of the Thermal tool. If the groundwater-flow configuration is set ( GWFlow checked in
the Model Options dialog), then thermal-GW is added to the Thermal Tool list. In order to assign a
thermal model to the FLAC grid, highlight the model name in the Thermal Tool list, and then use
one of the four methods discussed in Section 1.2.3.1 to assign the model to specific zones. After
the zones are selected, a dialog will open to enter properties corresponding to the chosen thermal
model. For example, in Figure 1.49, the Model th isotropic properties: dialog is shown to assign
properties for the isotropic heat conduction model.

Figure 1.49 Thermal tool
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1.2.4 In Situ Tools

The In Situ tools assign boundary conditions and initial conditions to the FLAC model. There
are four tools to assign these conditions. The Apply tool and the Fix tool set boundary conditions
along the boundary of the model. The Interior tool prescribes an unchanging condition to interior
gridpoints or zones. The Initial tool assigns initial conditions to gridpoints or zones; conditions
can change during the solution process with this tool.

1.2.4.1 Apply Tool

The Apply tool assigns boundary conditions to the FLAC model. The types of boundary conditions are
listed in the B. C. types pane, an expandable tree shown in Figure 1.50. The boundary conditions
are divided into six groups: Stress, Velocity, Force, Dynamic, Groundwater and Thermal. The
Dynamic, Groundwater and Thermal groups will only be visible if the dynamic analysis mode, the
groundwater flow mode or the thermal analysis mode, respectively, is checked in the Model Options
dialog.

Figure 1.50 Apply tool
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In order to assign a boundary condition, first select the condition in the B. C. types list. For example,
pressure is highlighted in the Stress group in Figure 1.50. After highlighting the condition, click
and drag the mouse along the boundary on which the condition is to be applied. A highlight bar
will appear with a circle denoting the starting gridpoint for the applied condition. Next, press the
Assign button, which opens an Assign value dialog. Enter the value for the boundary condition and
then press OK to create the APPLY command.

An optional spatial variation can be prescribed in the Assign value dialog when the Variation box is
checked. The spatial variation is assigned using the relation given by Eq. (3.2) in the User’s Guide.
If a spatial variation is assigned, an arrow will appear along the selected boundary; the arrow points
in the direction of the most positive value. For example, a variation in the y-direction is specified
for the xx-stress component in Figure 1.51. The arrow is pointing upward in this figure because
the stress varies from a value of -100 at the bottom of the model to zero at the top. (Recall that
negative stresses indicate compression.)

Figure 1.51 Spatial variation in the boundary condition value assigned with
the Apply tool

A history multiplier can also be specified for the boundary condition value in order to apply a time-
varying boundary condition. The multiplier can be given as a FISH function, an input history or an
input table. The boundary-condition value in the Value box (or adjusted by the X-Y Variation) in
the Assign value dialog is multiplied by the history multiplier. If a FISH function is the multiplier,
then the function must first be called into FLAC. See Section 1.5 for instructions on using the FISH
Editor to create and execute FISH functions in the GIIC. If the multiplier is an input history, the
history file must be formatted in the form described for the HISTORY read command as given in
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Section 1 in the Command Reference. If the multiplier is an input table, then the table must be
formatted in the form described for the TABLE command as given in Section 1 in the Command
Reference. See Section 1.2.6.2 for instructions on creating a table. The input history and input
table only apply for the dynamic-analysis option.

Figure 1.52 illustrates the specification of an input history as a multiplier. A file, “ACC1.HIS,” is
an acceleration record formatted as described for the HISTORY read command. The History radio
button is pressed in the Multiplier pane of the Assign value dialog. The ? button is then pressed
to locate the directory in which the “ACC1.HIS” file is located. When this file is selected, it is
assigned a history number, and a HISTORY read command is created. This command is then sent to
FLAC and the history file is read into the code. By pressing OK in the Assign value dialog, an APPLY
command is created with the hist keyword. Finally, when Execute is pressed in the Apply dialog, the
APPLY command is sent to FLAC and the GIIC returns to the main window. The HISTORY read and
APPLY commands are now listed in the resource pane.

Figure 1.52 History multiplier assigned with the Apply tool

Note that the form of the boundary path (short, long or both) can be selected, and the apply condition
can be removed in the Apply tool. Also, note that a Free-Field button is provided to assign a free-field
boundary condition for dynamic analysis.
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1.2.4.2 Fix Tool

With the Fix tool, velocity, pore pressure, saturation and temperature (and non-wetting pore pressure
and seepage for two-phase flow analysis) can be prevented from changing at selected gridpoints.
This tool is typically used to set mechanical, groundwater or thermal boundary conditions for a
model. For example, if a fixed displacement (i.e., roller or pinned) boundary condition is required,
the appropriate velocities are first initialized (using the Initial tool; note that zero velocity is the
default on start-up) and then the selected boundary gridpoints are fixed to prevent movement.
Figure 1.53 shows the Fix tool.

Figure 1.53 Fix tool

In order to fix a condition, select the corresponding type (e.g., in Figure 1.53, the X&Y gridpoint
velocity is selected). Then click and drag the mouse over the gridpoints to be fixed. A circle will
appear as the pointer passes over the gridpoint, and a letter designation will appear when the mouse
button is released. In Figure 1.53, the letter “B” is shown, which designates that the gridpoint is
fixed in both the x- and y-directions. A FIX command will also be created and listed in the Changes
pane. Press Execute to send the FIX command(s) to FLAC. A SetMarked GP button and Set All GP button
are provided to apply the fixity condition to multiple gridpoints. A fixity condition can also be
removed in this tool by first selecting the Free radio button and then dragging the mouse over the
gridpoints to be “freed.”
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1.2.4.3 Initial Tool

Certain gridpoint or zone variables can be assigned initial values using the Initial tool. The gridpoint
variables and zone variables are grouped separately in expandable trees shown in Figures 1.54 and
1.55. In order to assign initial values to a selected variable, first select the variable name. Next,
click and drag the mouse over the gridpoints (or zones) that are to be assigned initial values. For
example, in Figure 1.54, gridpoint pore pressure* is selected (pp), and the mouse is dragged over
the lower seven rows of gridpoints; these gridpoints are then highlighted. Now, press the Assign

button. This opens a dialog to input the initial value. Several options to assign initial values are
available. In order to assign a pore pressure distribution that increases with depth, check the Variation

box and enter the variation according to Eq. (3.2) in the User’s Guide. When a spatial variation is
assigned, an arrow will appear over the selected gridpoints; the arrow points in the direction of the
most positive value. A downward arrow is shown in Figure 1.54 for the variation specified in the
dialog. This corresponds to an increasing pore pressure with depth in the model.

Figure 1.54 Assigning gridpoint values with the Initial tool

Note that if a variable is to be assigned initial values for all gridpoints in the model, press Assign

immediately after highlighting the variable name. It is not necessary to drag the mouse over all
of the gridpoints. Also, note that once the gridpoints are selected to initialize one variable, those
gridpoints and the selected value and variation will be remembered for the next variable assignment.

* Note that gridpoint pore pressures are initialized when GWFlow is selected in the Model Options dialog.
When GWFlow is not selected, then pore pressures are initialized as zone quantities.
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Assigning an initial value for zone variables is performed in the same way as for gridpoint variables.
In this case, zones are highlighted when the mouse is dragged across the model, as shown in
Figure 1.55. This figures illustrates the assignment of a yy-stress distribution, ranging from -107 at
the bottom of the model to zero at the top. The variation is prescribed in accordance with Eq. (3.2)
in the User’s Guide. The arrow now points upward in the direction of the most positive value.

Two additional radio buttons are provided on the value assignment dialog. The Add option allows
the specified value, including the variation given, to be added to the existing values at the selected
gridpoints or zones. The Mul option allows the existing value at the gridpoint or zone to be multiplied
by the specified value (including any variations).

When the OK button is pressed in the dialog, an INITIAL command (with optional add or multiply
keywords) is added to the Changes pane. These commands are then sent to FLAC when Execute is
pressed.

Figure 1.55 Assigning zone values with the Initial tool

After you have assigned initial values in the FLAC model, you can return to the Initial tool and
check this assignment. By highlighting the variable name and then pressing Plot values , a contour
plot of the values assigned for that variable will be plotted. For example, Figure 1.56 shows the
pore pressure contours for the distribution assigned previously in Figure 1.54.
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Figure 1.56 Checking assigned values with Plot values in the Initial tool

A Displmt & Velocity button is also provided in the bottom-right corner of this tool. Press this but-
ton whenever you wish to initialize displacements and velocities in a model. This creates two
commands: INITIAL xdisp 0 ydisp 0 and INITIAL xvel 0 yvel 0 to send to FLAC.
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1.2.4.4 Interior Tool

The Interior tool is used to apply mechanical, groundwater and thermal conditions to any interior
gridpoint or zone in the model. Note that these are fixed conditions within the model. The gridpoint
interior conditions and zone interior conditions are grouped separately in expandable trees shown
in Figures 1.57 and 1.58. The application is similar to that for the APPLY tool. Select the interior
condition to be applied and then click and drag the mouse over the selected gridpoints or zones to
apply the condition. Then press Assign to open a dialog to assign the value for the interior condition.
Figure 1.57 illustrates the application of an x-acceleration at one gridpoint in the model, and
Figure 1.58 shows the application of a groundwater well over two zones. Note that the dialog is
identical to that for the APPLY tool. In Figure 1.57, the acceleration is applied with a history multiplier.
In Figure 1.58, the well is applied with a time-varying FISH function. See the discussion for the
APPLY tool in Section 1.2.4.1 for use of the history and FISH multipliers.

Figure 1.57 Interior tool for setting gridpoint condition
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Figure 1.58 Interior tool for setting zone condition
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1.2.5 Structure Tools

The Structure tools define the geometry, properties, and element and nodal conditions for structural
elements. These tools are activated when the Include Structural Elements? box is checked in the Model
Options dialog. Note that the Structure tool tab can be activated at any time in an analysis; click on
File / Model options to open the Model Options dialog and activate the Structure tools. There are
ten Structure tools. Seven tools, Beam , Liner , Cable , Pile , Rockbolt , Strip and Support , are used to define
the geometry of the structural elements. The Segment tool sets conditions for structural element
segments, and the Node tool sets conditions for structural element nodes. The SEProp tool assigns
properties to the structural elements.

1.2.5.1 Common Attributes and Behaviors of Structural Element Tools

A structural element is defined as a set of two or more nodes with segments between each node.
Nodes are positioned in x-y space by default. The structural element is created with click-and-drag
operation to define a beginning point and an endpoint. A STRUCTURE node x y command(s) is
generated based on the mouse movements. Pressing <Ctrl> while click and dragging will cause
the nodes of a structural element to “snap” to the nearest gridpoint when adding or moving nodes.
Some tools include a Segments control to add segments (and the correspondingly necessary nodes)
between two defined endpoints. Right-clicking on a defined node will display a pop-up dialog for
numerical (rather than mouse) input of positioning information. All tools have a Clear button that
will remove (erase) any existing structural element within the current instance of the tool (it does
not clear structural elements that were previously defined and executed). All tools have a NewInput

button that will allow numerical (rather than mouse) specification of new structural elements.

1.2.5.2 Common Modes for Defining Structural Elements

Most of the structural element tools utilize a common set of modes when creating and modifying
structural elements. These modes are mutually exclusive (only one mode may be activated at a
time), and they are: Add , Delete , PropID , Move and Pin . Note that the modes only apply to newly
created structural elements in the tool.
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The Add mode is used to create a new structural element or to add nodes/segments to an existing
structural element. Figure 1.59 shows a pile with 30 segments that has been created by defining
four nodes. Each of the four nodes was “clicked” while the <Ctrl> button was pressed, which
causes the node to “snap” to the nearest gridpoint. This is indicated by the “X” that appears inside
the node box. Note that the Segments property is set to 10, which results in 10 segments appearing
between each of the defined nodes.

Figure 1.59 A pile element is defined
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The Delete mode is used to delete one or more nodes; intermediate nodes between defined nodes
are not available to delete. The delete mode works on sections of the element rather than on the
nodes themselves. Hovering over a section of an element will cause that section to be highlighted,
indicating that it will be removed when it is clicked in delete mode (shown in Figure 1.60).

Individual structural element segments can be deleted after the structural element is created. See
the Segment tool in Section 1.2.5.9.

Figure 1.60 Deleting mode: the middle section of the pile element is high-
lighted as the mouse hovers over it to indicate that it will be re-
moved when the mouse is clicked
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The Prop ID mode causes the element’s property ID to be displayed when the mode is activated.
Clicking on the segment associated with an ID number will open a dialog that may be used to
assign a new number. In Figure 1.61, the identification number “P1” corresponds to pile property
identification number 3001. Clicking on the segment allows the identification number to be changed
to “P2,” which will correspond to ID 3002 — identification numbers are added sequentially.

Figure 1.61 Using PropID mode to display/change identification numbers
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The Move mode is used to move a defined element. The element may be moved by click and dragging
an endpoint or by click and dragging on any part of the element. In Figure 1.62, pile “P2” from
the previous figure has been moved by dragging its top node to the location of P1’s bottom node.
Holding<Ctrl> while doing so causes the node to snap to the gridpoint at its new location. Since
this position already contains a node, a dialog appears as shown, asking whether the two nodes
should be merged into one. Answering “no” to the dialog will leave two nodes situated at that
location.

Figure 1.62 Using the move mode to reposition an element
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The Pin mode is used to establish pin connections. By default, moments develop at nodes connecting
multiple segments of a beam, liner, pile or rockbolt element or elements. As with the Delete mode,
the mouse operation is performed on the segment between nodes rather than directly on the nodes.
Hovering over a segment causes it to be highlighted. Clicking on the segment causes an arrow to
be drawn, indicating a pin connection; a corresponding STRUCT node n pin command is created.
The denoted connection can be removed by clicking on the arrow. Note that structural moments are
not transmitted to gridpoints; thus an element connected to the grid is pin-jointed to the gridpoint
at each connection point. In Figure 1.63, a pin connection is created between the two nodes in the
same location from the previous figure. When one node is pinned to another, the nodes are “slaved.”
Nodes may also be slaved using the Node tool, described below in Section 1.2.5.10.

Figure 1.63 Creating a pin connection using the Pin mode

As mentioned above, the Pile elements may be removed by pressing the Clear button; a new element
may be described numerically in dialogs using the NewInput button. It is important to note that all of
the actions performed in a structural element tool apply to the currently created elements(s). These
actions result in commands that are sent to FLAC when Execute is pressed. It is not possible to return
to the tool and perform operations on previously created elements of that type. The only exception
is that you can create a new element and connect the new end-node to a previously created element
node.
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1.2.5.3 Beam Tool

The Beam tool creates beam elements. The tool has two base “forms”: Lining and Free .

In free form, a beam is created, defined by one segment and two nodes, when the mouse is pressed,
dragged and released. Each node, by default, is positioned in x-y space, and a STRUCTURE node n x
y command is generated when the mouse is clicked. Nodes attached to gridpoints using the<Ctrl>
key (as described in the previous section) will generate STRUCTURE node n grid i j commands. It
is possible to change the attachment condition of the node by right-clicking a node. This opens a
Node Parameters dialog that allows you to change the node condition to either free or attach to grid ,
depending on the selected radio button.

Figure 1.64 The Node Parameters dialog is used to change the attachment
condition of a node in the Beam tool

When the beam commands are executed, a series of STRUCTURE node commands are sent to FLAC,
followed by a series of STRUCTURE beam begin node n1 end node n2 prop 1001 commands which
connect all beam nodes to create the beams (the property identification number 1001 is assigned,
by default, to the beam; this may be changed using the PropID mode of the Beam tool).

Multiple beams can be created and connected together, or connected to existing beams or other
elements. If the node of a new element is defined at the location of existing element node, the
existing node will be defined as an end-node for the new beam.

In lining form, a beam may be created along some or all of an internal or external grid boundary. In
addition, this form contains a range of switches that may be set to further define a “lining” beam.

FLAC Version 5.0



1 - 66

Nodes may be attached in one of three ways: to the grid; to an interface; or to an existing liner or
beam. In the case of a beam lining attached to an interface, it is also possible to create a gap from
the grid at a specified distance. If either to an interface or to a liner/beam is selected, the specification
of the new element will cause an Interface properties dialog to appear to provide the properties
for the interface that is created along with the beam element (this is shown in Figure 1.65). This
dialog is the same as that described in Section 1.2.2.4. When the beam with interface connection
is executed, INTERFACE commands will be generated in addition to the STRUCT beam commands.

Figure 1.65 Creating a lining beam attached to an interface in the Beam tool

Using the to an interface mode for assignment of a beam (the option also appears in the liner tool)
is a quick, automatic way to generate both the structural element and the interface. However, it is
possible to separately specify a liner or beam element and an interface and then connect the two.
This process is described in detail in the following section, Section 1.2.5.4.

Toggling the Long check box will cause the tool to define an element using the longest path between
starting point and endpoint. As a result, a single click on a point will specify a lining along the
entire boundary selected. Clicking on a point and dragging will first line the entire boundary and
then “erase” the element along the direction of the dragging motion.
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1.2.5.4 Connecting Beams to Grids Using an Interface

Beams can interact with the grid or with other beams by placing an interface between the beam and
the grid or between two beams. For example, the recommended approach to simulate a retaining
wall is to represent the wall by beam elements with the soil/wall interaction represented by an
interface. This model can be created easily by using the Beam tool in Lining mode, as described in
the previous section. However, it could also be created “manually,” as follows. This procedure is
presented as a reference in the event that an interface connection that the Beam tool cannot address
is required.

The wall is first created in the Beam tool as a beam with seven segments located as shown in
Figure 1.66. Note that the end-nodes of the beam are positioned at the same locations as the
gridpoints at the top and bottom of the wall; however, the nodes are not connected to the gridpoints.

Figure 1.66 Create wall as beam elements in Beam tool

After creating the wall with beam elements, the soil/wall interface is created with the Alter / Interface

tool. Note that the connection of the structural element nodes to the interface nodes is order-
dependent. The “active” side of the beam elements is on the left of the direction in which the
interface nodes are assigned. In other words, the contacting grid must be approaching from the left.
In this example, theA-side of the interface is attached to the beam nodes. In Figure 1.67, A-side and
Beam are selected. Clicking and dragging from the top beam segment to the bottom beam segment
causes a circle to appear over the beam segments to indicate that the beam is being connected to
the interface. When the mouse button is released, a hatched pattern will appear on one side of the
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beam elements; this indicates the active side of the beam. (Note that the direction of the active side
can be reversed by pressing the Reverse Beam button.)

Figure 1.67 Attach A-side of interface to beam nodes in the Interface tool

TheB-side is connected to the grid by checking the B-side and Grid buttons and clicking and dragging
the mouse from the top gridpoint to the bottom gridpoint that will be interacting with the beam. A
bar will appear along the grid when the mouse button is released, as shown in Figure 1.68. Finally,
press the Assign button to assign interface properties, and then Execute to send the created INTERFACE
commands to FLAC.

If the wall is embedded on both sides within the grid (e.g., an embedded sheetpile wall), then
interfaces must be attached to both sides of the beam element. The same procedure as before is
followed to attach the interface between the beam nodes and the gridpoints. Remember that the
active side of the beam is reversed when the second interface is connected. It is recommended that
the Retaining wall, 2 interfaces in the Build / Library tool be used as a template to create a model with
an embedded wall.
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Figure 1.68 Attach B-side of interface to gridpoints in the Interface tool

1.2.5.5 Liner Tool

The liner tool behaves in all respects like, and contains identical controls to, the Beam tool when it is
in the “lining” form. The difference between the tools is the difference between the element types:
beam elements and liner elements have different element behaviors and have different methods of
interacting with the FLAC grid. See Sections 1.2 and 1.3 in Structural Elements to understand
the differences between these element types.
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1.2.5.6 Cable Tool

A cable is specified by defining two end-nodes positioned in x-y space; and the cable consists of 10
segments according to the tools default “segments” setting. It is recommended that the number of
segments be chosen such that there is approximately one cable node located within every zone along
the length of the cable. For example, Figure 1.69 shows a cable consisting of five segments, passing
though five zones in the model. When the cable is created, STRUCT node commands define the
cable end-nodes, and a STRUCTURE cable begin node n1 end node n2 seg m prop 2001 command
defines the cable. The property identification number 2001 is assigned, by default, to the cable.

Figure 1.69 Cable tool

In addition to the common Add , PropID , Move and Delete modes, the cable tool may be pre-tensioned
by checking the Tension radio button and then clicking on the element. This will cause a Pretension
cable dialog to open so that a pre-tension axial force can be assigned.

Cables can be connected to each other, or connected to other existing elements. When cables are
connected to other elements they share the same node.
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1.2.5.7 Pile , Rockbolt , and Strip Tools

As was seen earlier with the Liner tool and the Beam tool in Lining form, the Pile , Rockbolt , and
Strip tools behave the same in all respects and contain identical controls. The tools are different
because they define different element types: pile, rockbolt, and strip elements have different element
behaviors and have different methods of interacting with the FLAC grid. See Sections 1.5, 1.6 and
1.7 in Structural Elements to understand the differences between these element types. The use of
the Pile tool is described below but the description is fully applicable to the Rockbolt and Strip tools
as well.

A pile is specified by defining two end-nodes positioned in x-y space; the pile consists of 10 segments
according to the tool’s default “segments” setting. It is recommended that the number of segments
be chosen such that there is approximately one pile node located within every zone along the length
of the pile. For example, Figure 1.70 shows two piles, each consisting of 10 segments, passing
though 11 zones in the model. When the pile is created, STRUCT node commands define the pile
end-nodes, and a STRUCTURE pile begin node n1 end node n2 seg m prop 3001 command defines
the pile. The property identification number 3001 is assigned, by default, to the pile.

Figure 1.70 Pile tool

Piles, rockbolts, and strips can be connected to each other or to other elements. When one of these
elements is connected to another element, they share the same node. Pile, rockbolt, and strip nodes
cannot be connected to existing cable nodes.
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1.2.5.8 Support Tool

The Support tool creates support elements. Supports are added to the FLAC model by positioning
and left-clicking the mouse at the location corresponding to the central point of the support. The
left-click will open a Support Geometry Parameters dialog that allows the user to change the
geometry (i.e., inclination angle, position, width and segment number) of the support. It should be
noted that certain conditions must be satisfied to generate support elements. Otherwise, a warning
message will be issued from the GIIC. Detailed constraints on support creation can be found in the
Command Reference for the STRUCT support command.

Figure 1.71 Support tool

When the geometry dialog is confirmed, the support will be generated virtually. At this point,
mouse-dragging or right-clicking on the support to open the geometry dialog again can change the
support geometry and position, if the Move radio button has been selected. Support elements may be
deleted by left-clicking the support with the Delete radio button selected. The support property ID
can be changed by checking the PropID radio button and right-clicking on the support. When Execute

is pressed, a series of STRUCT support (xc, yc) width value seg ns angle value prop np commands
will be sent to FLAC.
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1.2.5.9 Segment Tool

The Segment tool allows you to either delete individual structural element segments or define plastic
hinges at nodes connecting element segments. Element segment numbers are shown when you
enter this tool. Check the Delete radio button and click on the element segments you wish to delete.
Check the Hinge button and click and drag the mouse over the segments to be connected by plastic
hinges. For example, in Figure 1.72, the mouse is dragged from segment 21 to segment 23 to assign
plastic hinges to the connecting nodes. Note that the STRUCT hinge 21 23 command is created as a
result of this operation.

Figure 1.72 Segment tool
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1.2.5.10 Node Tool

Structural node conditions are specified with the Node tool. Structural node numbers are shown when
you enter this tool. Click on a node number to open a dialog of conditions for that number. The
translational and rotational velocity components can be initialized (set values under Initial Velocity )
and fixed (check boxes under Fix ). Loads and moments can be assigned (set values under Load ),
and nodes can be slaved to other nodes (check boxes under Slave ).

For example, in Figure 1.73, a vertical load is applied to node 25 and node 26. The dialog for
Node:26 is shown in the plot.

Figure 1.73 Node tool

In Figure 1.73, node 23 is slaved to node 1. Note that a “+” sign is shown with the node numbers
in the Node tool if two nodes are slaved — e.g., 1 + 23. The Node tool dialog may be used to
slave nodes together (using the Slave section of the dialog). Nodes may also be slaved together
when the structural element containing the node is defined, using the Pin mode described earlier in
Section 1.2.5.2.
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The operations described above are for the “Individual” mode. The modes “Range” and “All” allow
the user to change or initialize conditions for many nodes in one operation. For example, the Node
Range Edit dialog (shown in Figure 1.74) can be opened by clicking nodes 12 and 16 sequentially
in Figure 1.73. Any subsequent confirmed changes in this dialog will apply to nodes 12 through 16.
Mode “All” will bring out Node Range Edit with all existing structural nodes and apply subsequent
operations to all of them.

Figure 1.74 The Node Range Edit dialog
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1.2.5.11 SEProp Tool

Structural element properties are assigned with the SEProp tool. Property identification numbers (by
default, “B1” for beams, “L1” for liners,“C1” for cables, “P1” for piles, “R1” for rockbolts, “T1”
for strips, and “S1” for supports) are shown over all structural element segments when you enter
this tool. Click on any identification number to open a properties dialog. The properties dialog for
every tool (except support elements) contains two tabbed property sets, Geometric and Mechanical . Use
the controls in the dialog to enter or change structural element properties. For example, the Geometric

tab for the element with a property identification number is shown in Figure 1.75; the Mechanical tab
for the same element is shown in Figure 1.76.

Figure 1.75 Beam Element Geometric Properties dialog

Figure 1.76 Beam Element Mechanical Properties dialog
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New property identification numbers can be created by pressing the New button in the dialog. For
example, in Figure 1.77, a new pile material property number, “P2,” is created, and properties can
be specified for this number. The highlighted property number will be assigned to the selected
structural element segment when OK is pressed. Using the Clone button in the dialog will create a
new property number with its properties set identically to the currently selected property number.
The New and Clone commands allow properties to be varied along portions of a beam, liner, cable,
pile, rockbolt or strip element.

Figure 1.77 Pile Element Properties dialog

The support element properties are assigned in the dialog as shown in Figure 1.78. These properties
apply to the entire support.

Figure 1.78 Support Element Properties dialog
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1.2.6 Utility Tools

The Utility tools provide access to utilities in FLAC that facilitate model generation and monitoring.
Four tools are provided. The History tool accesses model variables in order to monitor their response
during the calculation cycling. The Table tool sets up a table of x- and y-values for use by FLAC.
The Info tool prints output to the Console pane. The FishLib tool provides direct access to execute
FISH functions.

1.2.6.1 History Tool

The History tool accesses FLAC variables to monitor during the calculation cycling. A variable type
and location in the model are selected with the tool. A HISTORY command is then generated to send
to FLAC. The variables are divided into six categories: General , GP , Zone , GW Flow Track , Struct Element

and Struct Node , as shown in the Mode pane in Figure 1.79. By selecting the radio button for each
category, the History Information pane will change to access specific variables. For example, Zone

is selected in Figure 1.79 and a list of zone variables appears in the History Information pane. Select
the name of the variable to be monitored, and then select a zone in the model in which the history
will be recorded. In Figure 1.79, the yy-stress is monitored in zone i = 10, j = 20. The HISTORY
1 syy i=10 j=20 command is created, as shown in the Changes pane in the figure, when the zone is
selected.

Figure 1.79 History tool
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In a similar manner, gridpoint variables can be monitored by selecting GP , and variables associated
with structural element segments and structural nodes can be monitored by selecting Struct Element

and Struct Node , respectively.

The General category monitors global variables such as the unbalanced force ratio. For these vari-
ables, the Add button should be pressed to create the appropriate HISTORY command to monitor the
change in the variable.

The GW Flow Track category permits monitoring of particle transport during a groundwater flow calcu-
lation. A dialog opens when the Add button is selected for this category, and parameters can then
be specified for creating the TRACK command.

Only those histories that correspond to variables that are active for the FLAC model will be made
available in the History tool. For example, if the groundwater flow configuration is not selected in
the Model Options dialog, then the GW Flow Track category will be disabled, and groundwater-related
variables will not be shown in the History Information pane. In Figure 1.79, the Struct Element and
Struct Node categories are disabled because structural elements have not been included in the model
options.

Histories are assigned history numbers sequentially. Numbers can be specified manually using
the ID box. The step size at which the variable is recorded can be changed by clicking on the
Step button. (This applies to all histories — previously-defined as well as to-be-defined histories.)
Histories can be erased and history numbering reset by pressing the Reset button.

A history can be written to a table by pressing the History->Table button. This opens a dialog to
select an existing history to write its record to a table. The HISTORY write nh table nt command is
generated.

A history can be recorded for a FISH variable by pressing the Fish->History button. This opens a
scroll-down list of all existing FISH variables in the model. When the FISH variable is highlighted
and OK is pressed, a HISTORY command will be generated for that variable.

A history can be written in ASCII format to a file, named “FLAC.HIS” by default, if the Save button
is pressed. This opens a Save history to a file dialog; the file name can be changed and the history
range can be limited in this dialog. This tool generates the HISTORY write command.

The Read button is used to read in a history file to a FLAC model. Once a history is read into FLAC,
it is available for use with the APPLY command, or for conversion to a table.

1.2.6.2 Table Tool

The Table tool sets up a table of x- and y-values for use by FLAC. This tool is mainly intended for
generation of geometric tables, for example, to locate boundaries within the model grid for use by
the Table mode in the Alter / Shape tool (see Section 1.2.2.2), or to locate a water table for use in the
Settings / GW tool (see Section 1.2.7.3).

In order to create a geometric table, select Add/move points in the Mode pane, and point and click
at different locations within the model view. With each click, a line connects the previous table
point to the current table point. After you have created a table point, you can right-click on the
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point to open a Table dialog to enter x- and y-coordinate values to locate the point more precisely.
Figure 1.80 shows a table created by a series of points located across a grid.

Table points can also be moved when Add/move points is selected by click-and-dragging the point. Table
points can be deleted from the current table by selecting Delete points and clicking on the point(s) to
be deleted. The last table point entered can also be deleted by pressing the Delete Last button.

If the Closed? box is checked, the table line will be made into a closed loop by adding a point that
coincides with the starting point for the table.

All table points for the current table can be cleared and the table removed by pressing the Reset

button.

Figure 1.80 Table tool

A TABLE command, with the corresponding x- and y-values, is sent to FLAC when the Execute

button is pressed. Note that the table can be viewed in the model view of the GIIC main window by
right-clicking the mouse within the model view. This opens a pop-up menu (see Section 1.4.1.1);
select Tables and the table line will appear in the model view.

Existing tables can be edited or deleted by returning to the Table tool. Check the Pick Table box and
click on the table line to be edited. The active table line will be highlighted. Press the Edit Table

button and table points can be added, moved or deleted as before.

The currently active table data can be saved as a TABLE command with associated points by pressing
the Save button.
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It is also possible to type in a table of x- and y-values using the Edit Table points (x y pairs) dialog
(Figure 1.81) by pressing Edit numerically . This dialog can be used to import x- and y-value pairs by
cut-and-pasting text or by opening a file with pair values (using the File / Open menu item in the
dialog). The dialog contents can also be saved by using the File / SaveAs menu item. Figure 1.81
shows the dialog with 10 x-y pairs. Note that the text must be in the format of xy values (with a
space for a separator between values) on each text line.

A dialog of this type is used for other applications of tables in FLAC, such as assigning a variation in
strength properties versus plastic strain for the softening models in the Material / Model tool, assigning
a variation in porosity or permeability versus volume strain for these groundwater properties using
the Material / GWProp tool, or assigning histories for boundary conditions using either the In Situ / Apply

or In Situ / Interior tool.

Note that if the Tables menu item is selected in the model view pop-up menu, then all tables will be
visible. If you only wish to view the geometric tables, you can restrict the view to a range of table
ID numbers. For example, if the geometric tables have ID numbers ranging from 1 to 10, select
the File / Preference Settings menu item, click on the View tab and specify the minimum and
maximum table ID numbers of 1 and 10. Now, only tables with ID numbers in this range will be
visible on the model view.

Figure 1.81 Edit Table Points dialog
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1.2.6.3 Info Tool

The Info tool is used to print output of FLAC variables to the Console pane. The variables are grouped
into four categories: General , Structures , GPs and Zones , as shown in the Mode pane in Figure 1.82.
An expandable list of the variables associated with each group will appear when the radio button is
selected for the category. Select the variable for output. If a GPs variable is selected, then the output
range can be specified for selected gridpoints by checking the Rectangle radio button. Then, click
and drag the mouse over the gridpoints selected for output. These gridpoints will be highlighted.
Press the Output button and a PRINT command will be generated for the selected variable and range.
The output will then be printed in the Console pane. For example, in Figure 1.82, the y-positions
of gridpoints along the left boundary of the model are selected, and a PRINT y i=1 j=1,21 command
is generated to print these positions in the Console pane. The Save Console Pane option on the Console

tab in the Preferences Settings dialog must be selected for proper operation of this tool.

Note that if the All button is selected in the Range pane, the value selected will be output for all
gridpoints in the model.

Output for zone variables is generated in the same manner as that for gridpoints. In addition, a
Region can be selected for output. If the model contains regions (i.e., groups of zones delineated by
marked gridpoints) then the Region button can be used. A highlight will be drawn around all regions
in the model when this radio button is pressed. Click the mouse on one zone in the selected region,
and the output will be printed for all zones within that region.

If structural element output is required, press the Structures radio button and select the output type.
For example, if beam information is requested, click on the struct beam list item. When Output is
pressed, a PRINT struct beam command will be generated, and beam information will be printed in
the Console pane.

The General button allows output of global variables, such as general model settings (e.g., PRINT
info general) or boundary parameters (e.g., PRINT apply or PRINT interface). Click and highlight the
selected general variable and press Output to print the values.
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Figure 1.82 Info tool
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1.2.6.4 FishLib Tool

FISH functions generated with the FISH Editor (see Section 1.5) can be executed using the FishLib

tool. Once a FISH function is created, it should be stored in the “ITASCA\FLAC500\GUI\Fishlib”
directory. When the FishLib tool is opened, a list of all FISH functions in this directory is provided
in a tree structure. The structure is shown in the left pane of the tool in Figure 1.83. (Note that if
you place a new FISH function in this directory, the structure will be updated with the new function
name by pressing the Refresh button at the bottom of the pane.)

Several commonly used FISH functions are provided in the FishLib library. In order to access a FISH
function in the library, select the function from the list. A pane will open in the tool explaining
the operation of the function. For example, in Figure 1.83, the gentableinterface name
is highlighted. As explained in the figure, this function is used to transform the grid to create a
nonlinear, horizontal interface defined by a table.

Figure 1.83 FishLib tool

In order to use this FISH function, a grid must first be defined, without null zones, and a table line
created, beginning at the left boundary of the grid and ending at the right boundary. The table line
shown in Figure 1.80 satisfies this condition. When the OK button is pressed in the FishLib tool, a
Fish Call Input dialog opens, as shown in Figure 1.84. This dialog contains notes and an optional
diagram to help explain the function, plus a list of input parameters associated with the function.
The generation of these components for the FISH function is described in Section 1.5.
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Figure 1.84 FISH Call Input dialog

For example, for thegentableinterface function, the input parameters are the j -zone number
of the row nulled for the interface, the table ID number, the interface ID number, and the option to
add the interface or attach the sub-grids. Parameter selections are shown in Figure 1.84. When OK

is pressed, the FISH file is called into FLAC, the parameters are set and the function is executed.
For the selections in Figure 1.84, the resulting grid, with an interface defined by a table, is produced
as shown in Figure 1.85.

Figure 1.85 Grid with interface produced by gentableinterface func-
tion
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1.2.7 Settings Tools

Global conditions for the FLAC model are set or changed by using the tools in the Settings tool
bar. Eight tools are provided. Five tools are shown in the tool bar by default. The Gravity tool
adds gravity to the model; the Mech tool specifies mechanical analysis settings; the GW tool specifies
groundwater settings; the Solve tool sets criteria for the SOLVE command; and the Misc tool specifies
miscellaneous global settings.

The last three tools are only provided when the associated model configuration is selected in the
Model Options dialog. The Dyna tool specifies dynamic analysis settings; the Creep tool specifies
creep analysis settings; and the Therm tool specifies thermal analysis settings.

1.2.7.1 Gravity Tool

The gravitational acceleration vector is specified in the FLAC model by clicking on the Gravity tool.
This opens a Gravity Settings dialog, as shown in Figure 1.86. Gravity is specified in terms of a
magnitude and direction angle (measured counterclockwise from the negative y-axis). The gravity
magnitude, corresponding to the system of units selected in the Model Options dialog, can also be
specified automatically by clicking on the World button shown in the Gravity Settings dialog. The
angle can be specified by clicking and dragging the mouse on the x-y axis “arrow” image.

Figure 1.86 Gravity Settings dialog
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1.2.7.2 Mech Tool

Global mechanical settings are specified with the Mech tool. By pressing this button, the Mechanical
Settings dialog opens, as shown in Figure 1.87. Mechanical calculations are turned on and off by
checking the Perform mechanical calculations? box in this dialog. The damping type for static solution
(local or combined) is selected, and the damping value is specified, in the Grid Static Damping settings.
The choice of small-strain or large-strain solution mode is made in the Coordinate Update settings. Also,
if large-strain solution is checked, a “bad geometry” zone limit can be specified (corresponding to
the SET geometry command), and a geometry update frequency (corresponding to the SET update
command) can be given.

Figure 1.87 Mechanical Settings dialog

If structural elements are specified in the Model Options dialog, then structural element settings are
added to the Mechanical Settings dialog, as shown in Figure 1.88. Additional settings are provided
to specify static damping conditions for the structural elements.

Figure 1.88 Mechanical Settings dialog (with structural elements)
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1.2.7.3 GW Tool

Groundwater settings are specified from the GW tool. If the groundwater configuration is not selected
in the Model Options dialog, then the GW (Noflow) Settings dialog will open when GW is selected, as
shown in Figure 1.89. In this case, the water density can be specified in the dialog, if gravitational
loading is applied to the model. Also, if a water table line is created using the Utility / Table tool, then
the table number ID is given in the GW (Noflow) Settings dialog. This corresponds to the WATER
table command. A water table file (in TABLE format) can be called into FLAC by pressing the ?

button.

If the automatic adjustment of total stress (CONFIG ats) is active, then the Biot coefficient of effective
stress can be specified in this dialog.

Figure 1.89 GW (Noflow) Settings dialog

If the groundwater configuration is selected in the Model Options dialog, then the GW (Flow) Settings
dialog opens when the GW button is pressed. The dialog is shown in Figure 1.90. Groundwater flow
calculation is turned on and off by checking the <flow> groundwater calculation? box in this dialog. The
initial groundwater flow time, the number of groundwater flow steps and the number of mechanical
sub-steps during a mechanical-groundwater calculation step can be specified on the Standard flow schemes

tab. These settings correspond to the SET gwtime, SET ngw and SET nmech commands, respectively.

The optional implicit fluid flow solution mode can be selected, and the required timestep for the
implicit scheme set, using the Implicit solution check box. See the SET implicit command. The optional
Biot coefficient of effective stress can be counted in the FLAC calculation using the SET biot on
command. Note that the property biot c (Biot coefficient) can be specified from the Material/GWProp

tool if the Biot flag is on.

In the Fast Flow Scheme tab pane (Figure 1.91), the optional fluid fastflow, funsat and fastwb solution
modes can be turned on. See the commands SET fastflow, SET funsat and SET fastwb. The meanings
and possible combinations of these three fast flow schemes are prescribed in Section 1.4 in Fluid-
Mechanical Interaction.
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Figure 1.90 GW (Flow) Settings dialog — standard flow schemes

Figure 1.91 GW (Flow) Settings dialog — fast flow schemes
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The automatic adjustment of total stresses for external pore-pressure change can be turned on and
off in the ATS scheme tab pane. With the groundwater configuration, the Biot coefficient of effective
stress can also be taken into consideration in the automatic total stress update scheme, as seen in
Figure 1.92.

Figure 1.92 GW (Flow) Settings dialog — ATS scheme

The groundwater properties, water bulk modulus, water density and water tension limit, are specified
under the Properties tab pane, as seen in Figure 1.93.

Figure 1.93 GW (Flow) Settings dialog — properties
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If the two-phase flow configuration is selected in the Model Options dialog, then the GW (Two-
phase flow) Settings dialog opens when the GW button is pressed, as shown in Figure 1.94. The
two-phase flow calculation is turned on and off by checking the Two-phase flow calculation box in this
dialog. The wetting density, the non-wetting density and the minimum relative saturation are also
set in the dialog. These property settings correspond to the WATER density, WATER ndensity and
WATER secap commands.

Figure 1.94 GW (Two-phase flow) Settings dialog
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1.2.7.4 Solve Tool

Limiting conditions for the automatic detection of a steady-state solution for mechanical calculations
are specified in the Solve Settings dialog opened from the Solve tool. The dialog is shown in
Figure 1.95. The timestep limit, the computer clock time limit, the equilibrium (unbalanced force)
ratio limit and the unbalanced force limit are set in this dialog. See the SOLVE command.

Figure 1.95 Solve Settings dialog
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1.2.7.5 Misc Tool

Several miscellaneous settings are given in the Miscellaneous Settings dialog opened from the
Misc tool. See Figure 1.96. The seed for randomly generated items can be set (see the SET seed
command). The PCX output mode and settings can be specified (see the SET pcx command). The
interval at which cycling information is written to the screen can be changed (see the SET ncwrite
command), and the beep issued when a calculation is complete is controlled (see the SET beep
command).

Figure 1.96 Miscellaneous Settings dialog
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1.2.7.6 Dyna Tool

If the dynamic analysis configuration option is selected in the Model Options dialog, then the
Dyna tool will be available. When this is selected, a Dynamic Settings dialog opens, as shown in
Figure 1.97. The settings are divided into four groups. The dynamic analysis mode is turned on
and off in the General settings for dynamics group. The multi-stepping option is set on or off (see SET
multistep), the dynamic timestep is adjusted (see SET dydt), and the initial dynamic time is specified
(see SET dytime) in this settings group.

The settings group ‘out of plane’ damping applies 3D radiation damping to damp energy radiated in
the out-of-plane direction. This facility is turned on or off, and related conditions set, with these
settings. See the SET 3d damping command.

Dynamic damping conditions for the FLAC grid are set with the ‘in plane’ damping - Grid settings se-
lections. These include the local damping, combined damping, Rayleigh damping and artificial
viscosity damping settings, which are described for the SET dy damping command.

If structural elements are included in the model options, two additional settings groups appear.
The ‘in plane’ damping - Settings for structural elements selections specify damping settings for structural el-
ements. These include the local damping, combined damping and Rayleigh damping settings,
which are described for the SET dy damping struct command.

Figure 1.97 Dynamic Settings dialog
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1.2.7.7 Creep Tool

If the creep analysis configuration option is selected in the Model Options dialog (note that the
advanced constitutive models option must be selected first), then the Creep tool will be available.
When this is selected, a Creep Settings dialog opens, as shown in Figure 1.98. Either the creep
timestep can be specified manually (SET crdt dt), or the timestep can be set to update automatically
(SET crdt auto). The parameters controlling the automatic creep timestep calculation are also set in
this dialog. These correspond to the maxdt, mindt, latency, fobl, lmul, fobu and umul keywords for
the SET command. The creep time can also be initialized; see SET creeptime.

Figure 1.98 Creep Settings dialog
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1.2.7.8 Therm Tool

The Therm tool is active if the thermal analysis option is selected in the Model Options dialog. When
this button is pressed, a Thermal Settings dialog opens, as shown in Figure 1.99. The thermal
analysis mode is turned on and off in this dialog. When thermal analysis is on, the thermal-
mechanical calculation settings can be specified for the number of thermal steps (SET nther) and
the number of mechanical sub-steps (SET nmech) to be performed within each thermal-mechanical
calculation cycle. The implicit thermal solution scheme can be specified (SET implicit) when the
thermal calculation mode is on, and a thermal timestep can be specified (SET thdt). If the creep
analysis mode is also active, the thermal and creep timesteps can be synchronized (SET synchronize).

Figure 1.99 Thermal Settings dialog
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1.2.8 Plot Tools

All plotting facilities in FLAC are accessed through the Plot tools. Nine tools are provided in the
Plot tool bar. The Model , Table , History , Profile , Fail and Quick tools are all used to create plot views
that are added to the model-view pane. The ScLine , Color and DXF tools are used to provide special
settings for the plot views.

1.2.8.1 Model Tool

The Model tool accesses FLAC variables as “plot items” that can be overlayed to create a model plot.
When the Model button is pressed, a Plot items dialog opens, as shown in Figure 1.100. On the left
side of the dialog is a list of items currently added for plotting as overlays. Items are added to the
list by selecting an item from the elements in the Plot items tree on the right and pressing the Add

button (or double-clicking on the element).

The items are plotted in the order they appear in the list. For example, in Figure 1.100, a filled
contour plot of y-displacement values is plotted first and then a plot of the FLAC grid is plotted.
The order in which the plot items are plotted can be changed by using the UP and Down buttons. An
item can be removed from the list by highlighting the item and pressing Delete , and the list can be
removed completely by pressing Clear .

Figure 1.100 Plot Items dialog
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On the top of the Plot Items dialog is a tool bar with buttons for common plot items for quick
insertion of these items to the plot list. A plot-view name can be added; if left blank, a default name
of “Plot #” is given, in which # is the plot number beginning with “Plot 1.”

By pressing the Edit button, a Plot Item Switches dialog opens to make modifications to a selected
plot item. Figure 1.101 shows the dialog corresponding to the y-displacement contour plot. All of
the names in this dialog correspond to plot-switch keywords associated with the PLOT command,
as described in Section 1 in the Command Reference. For example, to change the y-displacement
plot from a filled contour plot to a line contour plot, click on the Line radio button and press OK .
The fill switch will be removed from the ydisp keyword in Figure 1.100, and a contour line plot will
be created.

When all required plot items are added to the list, press OK to create the plot view. The view will be
shown and a tab with the plot-view name will be added to the model-view pane. If it is necessary to
edit the plot again, right-click the mouse over the plot view. This opens a plot-view pop-up menu
(see Section 1.4.2.1). Click on the Edit menu item, and the Plot Item dialog for this plot view will
open.

Figure 1.101 Plot Item Switches dialog

1.2.8.2 Plotting Structural Elements and Interfaces in the Model Tool

When the “structural elements” or “interfaces” folder items are opened on the plot items list, items
added that include “#” (interfaces) or “*” (structural elements) will open a dialog. The dialog is used
to choose specific structural element group IDs, or interface IDs, to plot. Figure 1.102 shows the
dialog for selection of cable elements. By default, all elements are plotted. The group ID numbers
are associated with each connected set of structural elements with the same property number. If you
select Include elements and highlight one ID number, the plot for only that ID number will be made.
If you wish to plot a range of elements, hold <Shift> and select an upper and lower bound; all
IDs within the bounds are selected. Hold<Ctrl> and singly select IDs to obtain a non-contiguous
range. If you select All except elements and select one or more ID numbers, all elements except the
selected ID(s) will be plotted. In order to identify ID numbers for structural elements, click on the
struct tool tab in the Plot items dialog and press OK ; a plot view with all structural elements and ID
numbers will be made.
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Figure 1.102 Structural plot selection dialog

Figure 1.103 shows the dialog for selection of interfaces. In order to plot an interface variable, the
interface ID must be highlighted in this dialog. The interface plot item will then be added to the
plot item list when OK is pressed in the Interface Selection dialog. Only one interface ID can be
selected at a time.

Figure 1.103 Interface selection dialog

Structural-element plot items, such as moment and axial force plots, display filled areas along the
path of the structural elements. The sense of the filled area — i.e., the positioning of the area on one
side of the path or the other depends on the direction in which the path is defined. The sense of the
path can be changed to facilitate the viewing of the plot. For example, Figure 1.104 displays a mo-
ment plot for a tunnel liner composed of two different materials. The beam properties for the lining
haunches (structure #1 and # 2 in the figure) are different from the beam properties for the lining
roof (structure #3). The plot is created by selecting the Structural Elements / Beams / struct
beam moment item in the Plot items menu.
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Figure 1.104 Moment plot for tunnel lining composed of three structures, #1,
#2 and #3

The sense of the moments is confusing in this figure, especially the change in sense between structure
#3 (roof beam) and structure #2 (right haunch beam). The max plot switch can be used to change
the sense of the moments. Each structure is selected for plotting independently in the Plot Items
dialog. The Edit button is pressed to assign a maximum magnitude for each moment plot based
upon the maximum magnitude in the plot (in this case, 6.2× 105). The magnitude is given with a
negative sign in order to reverse the sense of the moment plot. Figure 1.105 shows the Plot Items
dialog with the sense reversed for structures #1 and #2. The resulting moment plot is shown in
Figure 1.106.

The sense of filled area plots for interfaces can be changed in the same manner as that described
above for structural elements.
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Figure 1.105 Plot items dialog showing max switch used to change sense of
moments

Figure 1.106 Moment plot with sense reversed for structures #1 and #3
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1.2.8.3 Table Tool

A plot view of one or more tables is made using the Table tool. By pressing the Table button, a Table
Plot dialog opens, as shown in Figure 1.107. Highlight the table number and press OK to create a
table plot view. Selected tables can be plotted by holding the<Ctrl> key while selecting the table
numbers, and a range of tables can be selected by holding the <Shift> key while selecting the
starting and ending table numbers. The table plot switches shown in Figure 1.107 correspond to
the switch keywords given for the PLOT table command in Section 1 in the Command Reference.

Figure 1.107 Table Plot dialog
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1.2.8.4 History Tool

A plot view of one or more histories is made using the History tool. By pressing the History button,
a History Plot dialog opens, as shown in Figure 1.108. Highlight the history number and press OK

to create a history plot view. Selected histories can be plotted by holding the <Ctrl> key while
selecting the history numbers, and a range of histories can be selected by holding the <Shift>
key while selecting the starting and ending history numbers.

Figure 1.108 History Plot dialog

The history plot switches shown in Figure 1.108 correspond to the switch keywords given for the
PLOT history command in Section 1 in the Command Reference.

The Versus check box allows the plotting of one or more histories (on the y-axis) versus another
(on the x-axis). For example, in Figure 1.108, yy-stress at gridpoint (6,7) is plotted on the y-axis
versus y-displacement at gridpoint (6,11) on the x-axis. The Minus-Y and Minus-X check boxes reverse
the sign of the plotted history.
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1.2.8.5 Profile Tool

The Profile tool is used to create a plot view of a profile line plot for a selected variable along a
specified path. When the Profile button is pressed, a Profile tool opens, as shown in Figure 1.109.
A profile plot can be made for gridpoint, zone, interface or structural element variables. Use the
Mode radio buttons to select the variable category. A tree list of the variables associated with each
category will appear. For example, in Figure 1.109, gridpoint and zone variables are listed when
Grid is selected.

The profile line can be drawn with line segments or crosses, or both lines and crosses. Select the
line type in the Draw mode. A vertical line, a horizontal line or a line at an arbitrary orientation
can be selected to specify the path. Use the Orientation mode to select the path orientation.

In order to create a profile, select the Mode variable category and highlight the variable to be plotted,
select the Draw line type and the path Orientation. Then click and drag the mouse on the model
view to create the path. A line with handles will appear. This line defines the location of the path.
You can right-click the mouse on the handles to locate the path at exact positions. For example, in
Figure 1.109, a vertical line is shown on the model view. This is the path along which yy-stress
values will be plotted.

Figure 1.109 Profile tool

Press Create Profile to create the profile plot view. The result for a yy-stress profile is shown in
Figure 1.110. This plot cannot be edited further; however, it is possible to rename, clone, copy or
close the plot by opening the plot-view pop-up menu (as shown in Section 1.4.2.1).
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A filled contour plot can be made of any of the variables in the Profile tool by pressing the Show Plot

button. This may be useful in defining the profile path. This contour plot can be cleared by pressing
the Reset Plot button.

Note that the model-view pane is not available when the Profile tool is open. Be sure to click on the
Profile tab and Cancel the Profile tool to return to the model-view pane.

Figure 1.110 yy-stress profile plot created with Profile tool
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1.2.8.6 Fail Tool

A failure envelope is plotted in either shear/normal stress space or principal stress space with the
Fail tool. Zone stresses are shown on the plot. Compressive stresses are shown as positive values.
These are effective stresses and include the zz-stress component. The stress points correspond to
the point on the Mohr-Coulomb circle that is closest to the shear failure surface.

When the Fail tool is entered, the Parameters button should be pressed to open a dialog to enter
strength parameters to define the failure envelope. The dialog for the Mohr-Coulomb properties,
cohesion, friction angle and tensile strength limit, is shown in the Fail tool, given in Figure 1.111.
When the Create button is pressed, a plot view is created showing the failure envelope and stress
points (see Figure 1.112).

By default, all zones are plotted when the failure envelope plot is created. A range of zones to
include in the plot can be selected by using Rectangle and dragging the mouse over the selected
zones. Alternatively, a zone region can be selected by using Region .

The Mohr-Coulomb envelope is plotted by default. A Hoek-Brown or ubiquitous-joint envelope
can also be plotted by pressing the appropriate button. The Parameters button should be used to enter
new properties when the failure envelope is changed. See the PLOT fail command in Section 1 in
the Command Reference for further information.

A contour plot of strength/stress ratios can also be plotted, either based on the Mohr-Coulomb
criterion or the Hoek-Brown criterion using the Show Contours button, after the parameters are specified.
See the PLOT mohr or PLOT hoek commands in Section 1 in the Command Reference for further
information.
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Figure 1.111 Fail tool

Figure 1.112 Mohr-Coulomb failure envelope created with the Fail tool
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1.2.8.7 Quick Tool

After a plot view has been created, it can be added to a “quick-plot list” if the plot is needed on
different projects. The quick-plot list is obtained by using the Quick tool. This opens the menu shown
in Figure 1.113. By choosing Add current plot , the current plot view will be added to the quick-plot
list. When File / Save Preferences is selected in the main menu, the plot views currently in the
quick-plot list will be saved and made available whenever FLAC is executed.

Figure 1.113 Quick-plot menu

By default, two plot views are in the list: grid plot and unbalanced-force history plot. The list of
quick plots can be edited using Edit list . A Quick plot list dialog opens to allow the order of plots
to be rearranged, or plots to be removed from the list.
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1.2.8.8 ScLine Tool

The ScLine tool allows contour labels to be drawn on line contour plots. The tool is shown in
Figure 1.114. This tool produces a “scan line” along which the values of contours are displayed.
Select a variable name from the plot Keywords list, a line Orientation and a line number, “#.” Then
drag the mouse over the plot view to create the scan line. The line is shown in Figure 1.114. The
handles can be used to drag the line, or right-click inside the handles to specify coordinates for the
endpoints.

Once the line is positioned, press Create Scanline . A SCLINE command will be created, and the line
will be drawn in the model view for the tool. Press Show Contours to display the line contour plot with
the scan line. The view is shown in Figure 1.115.
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Figure 1.114 ScLine tool

Figure 1.115 Scan line created in ScLine tool
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1.2.8.9 Color Tool

There are three sets of color palettes that can be used for filled contour plots. The Color tool opens
the Plot Contour Color Settings dialog shown in Figure 1.116. Select the Red-Blue , Blue-Red or EGA

button in the dialog to change the palette. The default palette is Red-Blue . When each button is
pressed, the color boxes in Palette (1-13) will change to correspond to the selected palette. When
OK is pressed, a SET filcolor command will be sent to FLAC to change the palette used for the filled
contour plots. The palette colors can also be changed individually by selecting a color from the
Custom pull-down list and then clicking on a color in the Palette (1-13) color boxes.

Figure 1.116 Color tool
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1.2.8.10 DXF Tool

DXF-format files can be superimposed on FLAC plots. The Geometry / dxf item in the Plot items
dialog is used to import the DXF file to overlay the FLAC plot. The DXF tool, shown in Figure 1.117,
is used to orient the DXF plot to fit the FLAC grid. Draw plane radio buttons are used in the dialog
to change the axes of the DXF plot to coincide with the axes of the FLAC model. For example,
by pressing y under X-Axis and X under Y-Axis, the DXF plot y-axis will be made to coincide
with the FLAC plot x-axis, and the DXF plot x-axis will be made to coincide with the FLAC plot
y-axis. The DXF coordinates can also be shifted and scaled. In Figure 1.118, the DXF plot of a
mine plan is shifted in the x-direction by -3800.0, and in the y-direction by -5900.0, to fit within
the coordinate dimensions defined for the FLAC model. Note that this tool is also used to orient a
DXF image on the model view (see Section 1.4.1.2).

Figure 1.117 DXF tool

Figure 1.118 DXF file translated to fit within FLAC grid
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1.2.9 Run Tools

The tools provided in the Run tool bar are associated with the solution phase of the FLAC model.
The tool bar contains eight tools. The SaveState and RestoreState tools save and restore a model state.
The Call tool loads and executes a FLAC data file. The Solve tool performs a FLAC calculation
to determine a steady-state solution, while the Cycle tool performs a calculation for a specified
number of cycles. The SolveFoS and PlotFos tools are used specifically for solving and plotting a
factor-of-safety calculation.

1.2.9.1 RestoreState Tool

Previously saved states can be restored by using the RestoreState tool. Saved states can also be restored
from the Record pane. See Section 1.3.1. Note that if a saved-state is opened using the RestoreState

button and is not in the Project Tree of the Record pane, it will be added as a new branch node in
the tree.

1.2.9.2 Call Tool

FLAC data files can be called into FLAC and immediately executed by using the Call tool. FISH
function files can also be called into FLAC with this tool. Note that if the data file includes PLOT
commands, then command-line mode FLAC plots will be created.

The File / Import Recordmenu item can be used to call data files into FLAC without executing the
file. In this case, the different stages of the analysis can be executed individually. See Section 1.6.1
for further information.

1.2.9.3 Movie Tool

Command-line mode screen plots can be captured and replayed as a “movie.” The movie file is a
set of PCX images that are strung together in a “.DCX” file, which also contains an index to the
images. The Movie tool opens a dialog, shown in Figure 1.119, that provides control for the movie
feature. A movie file name can be specified (the extension must be “.DCX”), the frequency of
screen captures can be set, and the size of the movie image (in pixels) can be given.

Once the settings are given and the movie facility is enabled, the plot view selected for the movie
must be made the active view. Then the Solve or Cycle tool can be used to run the model and create
the movie. (The movie facility cannot be used with the SolveFoS tool.) The command-line mode
plots will appear over the GIIC window at the selected step frequency while the model is running.
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When execution is complete, the movie file can be viewed using the movie utility (“MOVIE.EXE”)
contained in the “ITASCA\Shared\Utility” directory. See the MOVIE command in Section 1 in the
Command Reference for further information.

Figure 1.119 Movie tool

1.2.9.4 Solve Tool

The Solve tool enables the automatic detection of the steady-state solution for static, mechanical
analysis. The Solve dialog is shown in Figure 1.120. When OK is pressed, the calculation is
performed until the limiting conditions as defined in Settings / Solve are reached. A Model cycling
dialog will open and display the cycle count, the unbalanced force magnitude and the unbalanced
force (equilibrium) ratio while cycling progresses. By default, this dialog is refreshed every 10
steps; the frequency can be changed with the Settings / Misc tool. Note that the calculation can be
interrupted at any time by pressing the Stop button in the Model cycling dialog.

If the Update interval check box is selected in the Solve dialog, the currently active model view or plot
view will automatically refresh at a user-selected clock-time interval during the calculation process.
The minimum clock-time interval is 5 seconds, to prevent the plot updating from dominating the
calculation time. The active plot can also be updated manually by pressing the Refresh plot button in
the Model cycling dialog.

If the File name check box is selected and a save file name is given, the state will automatically be
saved with this name when the calculation stops.

If the Solve initial equilibrium as elastic model check box is selected, the calculation will automatically be
performed in two steps: first, assuming elastic behavior; and then, using the actual strength values of
the material. See the SOLVE elastic command in Section 1 in the Command Reference for further
information. Note that this mode only applies for Mohr-Coulomb and ubiquitous-joint materials at
present. Also, plot updating cannot be performed when this calculation mode is used.
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Figure 1.120 Solve tool for mechanical analysis

The Solve tool can be applied for creep, dynamic, thermal or groundwater analysis, and also for
coupled analysis. If any of these optional configurations are selected in the Model Options dialog,
then the Solve tool will open the Solve dialog shown in Figure 1.121. The dialog displays the active
calculations mode(s) — e.g., Mechanical-Groundwater in Figure 1.121. The modes can be turned
on or off by selecting the appropriate check boxes. The time limit for the dynamic, creep, thermal
or groundwater analysis can be specified in the dialog. The automatic coupled calculation for the
mechanical-groundwater analysis can also be selected (see the SOLVE auto on command).

Plot updating, automatic save file name selection, and the SOLVE elastic calculation can also be
performed in this dialog.

When OK is pressed for the Solve dialog shown in Figure 1.121, the Model cycling dialog will
include additional information related to the active analysis modes.

Figure 1.121 Solve tool for dynamic, thermal, creep, groundwater flow, and
coupled analysis
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1.2.9.5 Cycle Tool

The Cycle tool executes a user-specified number of steps (cycles). When Cycle is pressed, a Cycle
dialog opens, as shown in Figure 1.122. The number of steps, as well as the plot update interval
and the automatic save file name, can be specified in the dialog. This tool implements the CYCLE
(or STEP) command in FLAC.

Figure 1.122 Cycle tool

1.2.9.6 SolveFoS Tool

The SolveFoS tool performs an automatic search for a factor of safety, based on the procedure described
in Section 3.8 in the User’s Guide (Note 12), and applies only when the Mohr-Coulomb model
and/or ubiquitous-joint model are assigned to all non-null zones. This tool opens the Factor-
of-Safety parameters dialog shown in Figure 1.123. By default, the factor-of-safety failure-state
solution will be stored in “FoSmode.fsv” and this state can be renamed in the dialog. Check boxes
can be selected to choose which items will be included in the factor-of-safety calculation. See the
SOLVE fos command in Section 1 in the Command Reference for a description of these items.
Note that the model state must be saved before the SolveFoS tool can be implemented.

Figure 1.123 SolveFoS tool
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1.2.9.7 PlotFoS Tool

After the factor-of-safety calculation is completed, a factor-of-safety plot, which includes a failure
surface plot and the calculated value for factor of safety, can be produced by pressing the PlotFoS

button. An example plot is shown in Figure 1.124. Various plot items can be added to this plot, as
listed on the right side of the figure. A hardcopy output can be created by pressing the Print button.

Figure 1.124 PlotFoS tool
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1.3 Resource Panes

The resource panes present text-based information about the FLAC model. By default, when you
first start up the GIIC, the Record resource pane is displayed. Alternatively, a Console resource
pane can be shown. Select the Record tab and the Console tab to switch back and forth between the
two panes. The panes are described in the following sections.

Note that the text in both panes can be edited. Right-click the mouse in either pane, and a pop-up
menu will appear to clear/cut/copy/paste text and save a portion or all of the text to a file. This
feature replaces the function of the SET log command when operating in the GIIC.

1.3.1 Record Pane

The Record pane contains a list of all FLAC commands used to create the current model state.
This pane also contains a list of all saved-state file names created up to and including the current
saved-state. The saved-state list is provided in two forms. If the List radio button is pressed in
the Project Record format section of the Model Options dialog, a linear list of the saved-states is
shown. If the Tree radio button is pressed, the saved-states will be shown in a tree structure. Each
mode is described below.

When beginning a new modeling project, it is important to specify a “working directory” for the
project and a project name. This is necessary for the Record pane to operate properly. All saved-
state (“.SAV”) files for a project must be located in the same (working) directory in which the
project (“.PRJ”) file is stored. After you press OK in the Model Options dialog to start a new project,
another dialog will appear, as shown in Figure 1.125. This is the Project File dialog, and provides
two functions. First, ? is used to select a working directory in which all saved-state files and data
(“.DAT”) record files will be stored.* Second, a project title and project file name are assigned
for the project. The project file name is assigned to the “.PRJ” file that is created in the working
directory. The title and file name will appear in the model-view legend and also in the project-tree
list.

Figure 1.125 Project File (*.prj) dialog

* When specifying a working directory, avoid blank spaces in the directory name or in any directories
in the path for the working directory. FLAC can only recognize one blank space in a directory
name. If more than one space exists, the path will not be recognized.
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1.3.1.1 Project List Record Mode

If the List radio button is selected in the Model Options dialog, and then the project title and file
name are specified in the Project File dialog, as shown in Figure 1.125, then the Record pane will
appear in Project List mode, as shown in Figure 1.126. In addition, if, for example, you assign a file
name of “P1” in the Project File dialog, a project file named “P1.PRJ” and saved-state file named
“P1.SAV” will be created in the working directory.

The Project List Record mode contains a list of all commands created for the entire analysis up
to the current model state. This record mode is recommended for simple models with only a few
saved states. By default, only the CONFIG command is created when a new project is started, as
shown in Figure 1.126. Each FLAC command created in the GIIC will be listed in the Project List
Record. All the commands can be saved in an ASCII file (“.DAT”) from the File / Export Record
menu item. The data record can be read back into FLAC to regenerate the model by using the
File / Import Record menu item.

Figure 1.126 Project List Record pane

When the model state is saved, by clicking on the Save button at the bottom of the Project List Record
pane, a binary file (“.SAV”) of the model state is created and, in addition, all the FLAC commands
associated with the model state are appended to the save file. Further, the new saved-state file name
is added to the pull-down list at the top of the Project List Record pane, and the project file (“.PRJ”)
is updated to include the latest saved-state file name. You can move between save-file names in the
pull-down list by clicking on the arrow icons at the top of the Project List Record pane. You can
also edit the order in which the saved states are listed by clicking on the list icon at the top of the
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pane. If you open a saved state from the RestoreState button in the Run tool, the state name is added
to the Project List Record pane and the commands associated with that state are displayed in the
Project List Record.

1.3.1.2 Project Tree Record Mode

If the Tree radio button is pressed in the Model Options dialog, then the record pane will appear
in Project Tree Record mode, as shown in Figure 1.127. This mode is recommended for complex
models with several saved-states, such as parametric analyses, because it allows the user to “branch”
the model from a common point into different sub-branches.

Figure 1.127 Project Tree Record pane

When the tree is started, it contains a “master” folder at the top of the tree whose name matches the
“title” specified in the Project File dialog. A “New” command appears below. A Save button will
only be visible at the bottom of the Project Tree Record pane after an operation has been executed
(Figure 1.127 shows the project tree immediately after starting the model, so the Save button is not
visible, since no commands have been issued).
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An arrow indicates the active state of the model and the position where the next save-state will be
placed within the project tree. In Figure 1.128, the model from Figure 1.127 has been assigned a
20× 20 grid and a material model. Note that the Save button now appears. The arrow is positioned
below the “new” command with no text next to it (nothing has yet been saved).

Figure 1.128 Initial view of the project tree
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When the Save button is pressed, a Save State File dialog allows the user to specify the file name,
as in Figure 1.129. Upon saving, the specified name appears on the project tree (Figure 1.130). In
addition, the commands associated with the saved state are now inactive; they appear disabled in
the lower pane of the Project Tree Record. Also note that the Save button is once again hidden: as
no commands have been given since the last save-state, there is nothing to save.

Figure 1.129 Unsaved commands in the Project Tree pane

Figure 1.130 The Save State File dialog
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The Edit button at the bottom of the Project Tree Record is used to “activate” these commands for
editing. If this is done, a Rebuild button and a Save button appear; these are used to re-create the
save-state with the edits/additions that have been made, or to simply save (without executing) the
save-state. In Figure 1.131, the Edit button has been pressed, and “comment” has been added to the
bottom of the command list. If the Cancel button is pressed at this point, the edit will be canceled
and the save file will return to its state before the Edit button is pressed. Use of the Edit button is
discussed further in the next section.

Figure 1.131 Using the edit control of the Project Tree pane
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After a model state is saved and the commands associated with it are made inactive, new commands
that will replace the inactive commands in the lower pane are issued. In Figure 1.132, a circular
tunnel has been added to the model, and the zones within it have been nulled. The associated
commands now appear in the lower pane; the Save button is once again visible; and the arrow is
positioned next to an “empty” label, indicating that the commands currently listed have not been
saved. When this new state is saved, its name will appear underneath state “P2 1.sav,” as indicated
by the arrow. Until “branching” occurs, save states will appear on a simple list in the project tree.

Figure 1.132 Adding commands after a saved state
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It is possible to return the model to a previous state by double-clicking on that state in the project
tree. The arrow is positioned to indicate the selected state, and the model view is changed to
represent that state, as needed. At this point, if commands are executed and saved, and if there is
already a save state following the active state, the model is “branched.” For instance, if the state
in Figure 1.132 is saved as “P2 2.sav,” and the model is restored to the “P2 1.sav” state, it would
appear as in Figure 1.133.

Figure 1.133 Restoring a model to a previous state in the project tree
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At this point, a new set of commands (differing from the tunnel created by “P2 2.sav”) can be
executed on the model. In Figure 1.134, a semicircular region is added to the top of the model,
and the zones within it are nulled. Note the result: as soon as the first commands are executed,
the project tree now lists Branch A (containing the tunnel from “P2 2.sav”), and Branch B, which
contains the arrow with no text label (as before, indicating that the current commands have not yet
been saved). At this point, commands might be saved as “P2 3.sav” under Branch B; alternatively,
the Cancel button could be used to remove these commands and return the model to its unbranched
state.

Figure 1.134 Creating model branches in the project tree
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By default, branches are named “branch A,” “branch B,” and so on. Both branches and saved-states
may be “renamed,” “cloned,” or “deleted” by right-clicking on them in the project tree (saved-
states may also be “restored”; branches may not). In Figure 1.135, the state “P2 3.sav” has been
saved (containing the semicircular surface excavation), and the initial state, “P2 1.sav” has been
right-clicked.

Figure 1.135 Project Tree Record pane — operations on branches and saved-
states
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When the “clone state” command is selected, the model is “branched” from the start (that is, from
the “new” command). The “original” model is stored in “Branch for P2 1.sav” branch, and the
clone is created as “clone Branch” for “P2 1.sav,” as seen in Figure 1.136. Note that the cloned
states are not yet executed or saved. This is indicated by a dot that appears next to the state label;
saved-states are indicated by a disk icon. Double-clicking on an unexecuted/unsaved state will
result in a dialog that gives the option to execute the commands and save that state.

Figure 1.136 Project Tree Record pane — cloned branches
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Alternatively, the Project options tool at the top of the project tree may be used to rebuild all unsaved
states at once, as seen in Figure 1.137. This tool may also be used to “expand/collapse all branches”
on the project tree, and to “delete all save files.” The other tools on this toolbar are, from left to
right: “Restore state at cursor,” “Delete selected state(s),” “Restore last state,” and “Restore next
state.” “Restore state at cursor” will restore the currently selected state; this is the equivalent of:
a) double-clicking on the item in the tree; or b) right-clicking on the item in the tree and choosing
“Restore state” from the resulting pop-up menu. “Delete selected state(s)” will delete branches
and saved-states with along with any sub-branches and/or sub-states that appear beneath them.
“Restore last state” and “Restore next state” are other means for traversing the tree (in addition to
those already mentioned).

Figure 1.137 Tools available at the top of the project tree

The complete data record for the project can be saved from the File / Export Record menu item.
The data record is a list of all FLAC commands generated to build and run the model, and this file
can be read back into FLAC to recreate the model by using the File / Import Record menu item.
When the data record is called back into FLAC using File / Import Record, the complete project
tree is created automatically. If saved-state files exist for the project, the saved state can be opened
by using the open-folder icon at the top of the Project Tree Record. If the saved-state file does not
exist, a warning message will appear, and you will be asked if you wish to rebuild this saved-state.
If you select a saved state that is preceded by saved-states that do not exist, these states will be
automatically recreated, sequentially, before the selected state is created.

Note that if a saved-state that is not in the Project Tree is opened by using the RestoreState button in
the Run tool, this state will be added as a new branch node in the tree.
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1.3.1.3 Editing Commands in the Record Pane

It is possible to make changes or corrections to a model after the FLAC commands have been
executed from a model tool. For example, if you have executed commands to assign boundary
conditions using the In Situ / Fix tool, but wish to change the boundary conditions, press Cancel at
the bottom of the Resources pane (either the Project Tree Record pane or the Project List Record
pane). All commands listed in the pane will be deleted and the previous state, before the current
model tool(s) were executed, will be restored. You can now enter the In Situ / Fix tool again to apply
different boundary conditions.

If you only wish to change a few FLAC commands, you can edit the commands directly in the
Record pane. Note that the first time you do this a warning message will appear. Care must be
taken when editing commands manually because the state must be re-saved, and states following
the changed state will need to be rerun to be consistent with the change. If you change commands
in a state that is followed by existing saved states, you will be asked if you wish to have these saved
states deleted automatically because they will be outdated when the change is made.

For example, in Figure 1.138, a change is to be made to the “P1 2.SAV” state. The Edit button is
pressed at the bottom of the Record pane. A Warning dialog opens and identifies the saved-state
files that will be affected if a change is made at this state. If Yes is pressed in the dialog, then these
files will be deleted. After the change is made, the Rebuild button should be pressed to re-create the
state, and then the Save button should be pressed to re-save the state.

Figure 1.138 Project Tree Record pane — editing commands at a selected state
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1.3.2 Console Pane

The Console pane shows the text output for the FLAC analysis, and also allows command-line input
from the command-line flac:prompt at the bottom of the pane. FLAC text output can also be
suppressed or truncated when written to the Console pane. See Preference Settings (Section 1.6.1).
The Console pane is provided so that users familiar with FLAC commands may enter commands
directly. Note that a command typed at the command line will not be immediately recognized by
the GIIC. The View / Refresh button must be pressed, or the command<!> typed at the command
line, in order for the GIIC to display the action of the input command. For example, in Figure 1.139,
the MODEL mohr command is entered at the command line and then <!> is entered to show the
Mohr-Coulomb zones in the model view.

Information displayed in the Console pane can be written to a file. Press the left mouse button and
drag the mouse over the text to be saved; this text will be highlighted. Right-click the mouse to
bring up a dialog and press SaveAs to save the highlighted text. If no text is highlighted, then all
text in the Console pane will be saved when SaveAs is pressed. This facility replaces the SET log
command when operating the GIIC.

Figure 1.139 Console pane
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1.4 Model-View/Plots Panes

There are two types of graphical views of the FLAC model: a model view and plot views. The
description for each view type is given in the sections below.

1.4.1 Model View

The model view shows a graphical view of the model. This view is also shown in most of the
model-tool views. Each time a tool adds a new condition (e.g., fixed boundary condition) or feature
(e.g., structural elements), this view will be updated to show the new component. The various
components can be selected for display from a pop-up Draw menu, as described below.

1.4.1.1 Model-view Pop-up Draw Menu

By right-clicking the mouse within the model view (or model-tool view), you will open a Draw
menu from which you can select model components to display on the view. The menu is shown in
Figure 1.140.

Figure 1.140 Model-view pop-up Draw menu

The menu items are described as follows:

IJ space — View grid with I-J coordinates rather that X-Y coordinates.

Images / No Images — Turn off background image.

Images / Bitmap — Load bitmap image as background. (See Section 1.4.1.2 for an
example application.)

Images / Dxf — Load DXF-file line drawing as background.

Zones / Zone off — Turn off fill color for zones.
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Zones / Zone Models — Fill color zones by mechanical model type.

Zones / Region — Fill color zones by region.

Zones / Group — Fill color zones by group (material).

Zones / Bad Zone Geometry — Fill color zone if zone shape is bad.

Grid Zones — Outline zones.

Grid Boundary — Outline model boundaries.

Marked GPs — Draw “X” on marked gridpoints.

Fixed GPs — Draw symbol for fixed state on fixed gridpoints.

Interfaces — Draw boundaries with interfaces.

Applied B.C. — Draw boundaries with applied boundary conditions.

History — Draw locations of output; histories recorded at gridpoints or zones.

Tables — Draw tables. (Drawn tables can be restricted by table number by using the
File / Preference Settings menu item; click on the View tab.)

Structures — Draw structural elements.

Gravity — Draw the gravity icon, which shows the magnitude and direction of gravity
vector.
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1.4.1.2 Overlaying Images on the Model View

By pressing the Images menu item, you can load either a bitmap image or AutoCad DXF file that
can be displayed in the model-view pane. You can then overlay the FLAC grid and shape the grid
to fit the geometry of the image.

Figures 1.141 and 1.142 illustrate a FLAC grid adjusted to fit a bitmap image of a slope geometry.
In order to fit the grid to this image, a grid is first created with dimensions that correspond to the
dimensions of the image. In the example shown in Figure 1.141, the Build / Simple tool is used to
create a 80 × 60 zone grid with an x-range of 0 to 800 and a y-range of 1000 to 1600. Then the
bitmap is loaded using the Images / Bitmap menu item in the Draw menu. When the image is first
loaded, an Image size dialog opens to specify a scaling factor to fit the image within the model view.
The image should be reduced in size so that the grid can be easily adjusted to fit the image. Note
that once the image is visible in the model view, it cannot be readjusted.

The View / Reference Points menu item is used to align the grid with the image. When this item
is selected, a Reference points dialog opens. Two reference points, A and B, are located on the
grid; in the example, A is located at x = 0, y = 1000, and B is located at x = 800, y = 1000. A
reference line with square handles at each end is then attached on the grid. The handles are located
at A and B. The mouse is clicked on each handle, and the handle is dragged to position the line,
and the grid, to fit the grid coordinates to the image coordinates. Figure 1.141 shows the result of
fitting the grid to the image.

Figure 1.141 FLAC grid overlays a bitmap image of a slope — step 1: reposition
the grid
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After the grid is aligned with the image, the View / Fix(Lock) View menu item is checked to lock
the grid and image views together while the grid is conformed to the image.

The Utility / Table tool is used to draw a table line to match the slope boundary. The Table mode in the
Alter / Shape tool is then used to conform the grid to the table line. The zones above the slope boundary
are made null using the Material / Assign tool. The final model geometry is shown in Figure 1.142.

Figure 1.142 FLAC grid overlays a bitmap image of a slope — step 2: use the
Alter / Shape tool to conform the grid to the image
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1.4.2 Plot Views

Each time a FLAC plot is created with one of the tools in the Plot tab, a tabbed view is added in the
model-view pane. Multiple plots can then be viewed using the tab set. The plot views are saved in
the project (“.PRJ”) file, and will be restored when the project is opened. The currently visible plot
is updated when the saved state is restored. To ensure that a plot reflects the current state, press the
View / Refresh menu item.

1.4.2.1 Plot-View Pop-up Menu

By right-clicking the mouse within the plot view, you will open a Plot menu from which you can
change the name on the plot tab, edit the plot, copy the plot to the Windows clipboard, clone the
plot view, or close the plot view. The menu is shown in Figure 1.143.

Figure 1.143 Plot-view pop-up menu

The menu items are described as follows:

Name — Input plot tab name (by default “Plot 1”).

Edit — Edit plot items and settings. This opens the Plot Items dialog; see Figure 1.100.

Labels and Overlay — Edit labels and overlay for the current plot. See Figure 1.144
and the LABEL and SET overlay commands in Section 1 in the Command Reference.

Copy to Clipboard — Copy plot to Windows clipboard.

Refresh — Update view to current model state.

Clone — Make a duplicate of the plot view.

Close — Close (destroy) the plot view.

FLAC Version 5.0



FLAC-GIIC Reference 1 - 137

Figure 1.144 Plot Label Edit dialog
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1.5 FISH Editor

The GIIC contains a FISH Editor that allows users to write and edit FISH functions. The FISH
Editor is accessed by pressing the Show / Fish Editor menu item in the main menu. A FISH
function created with the FISH Editor can be executed directly from the editor pane using the
Run / Execute menu item in the pane, or the function can be run using the Utility / Fishlib tool (see
Section 1.2.6.4 for instructions on using this tool).

In order to automate the execution of FISH functions, special comment lines are included in the
file. There are three types of input field.

1. Name — This is the name of the primary FISH function to run. (A file can
have more than one FISH function.)

2. Diagram — This is the name of an optional image file (GIF or JPG) that
illustrates the application of the FISH function.

3. Input — This contains the input values for the function. These values are
invoked automatically using the SET command when the function is executed
by FLAC.

Figure 1.145 shows the FISH Editor pane. The “HOLE.FIS” FISH function, which creates a radial-
shaped grid, is shown in the pane. (See Section 3 in Theory and Background for a description
of “HOLE.FIS.”) The name of the function, hole, is entered at the Fish function line. An image
file, “HOLE.GIF,” was created to illustrate the grid shape generated with this function. This file is
called into the editor pane at the Diagram line.

Figure 1.145 FISH Editor pane
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The Input / Define parameters menu item in the FISH Editor brings up a dialog that allows users
to define input parameters for the FISH function. The dialog, with parameters for “HOLE.FIS,” is
shown in Figure 1.146. Parameters can be added, deleted or edited in this dialog. When parameters
are added or edited, an Input Parameter Data dialog opens, as shown in Figure 1.146. The input
parameter is defined by four descriptors: a variable name; a data type (integer, floating point or
string); a default value; and a description of the parameter (in string format). When the parameter
is created, a comment string is added to the FISH function of the form:

;Input: name/type/value/description

Figure 1.146 Input Parameters dialog and Input Parameter Data dialog

In addition, notes can be added to the FISH function using the Input / Define notes menu item.
Notes are added to the FISH function via the comment line:

;Note:
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When the FISH function is complete, the function must be saved (by clicking on the File / Save
As menu item) before the function can be run. When the file is saved, the appropriate comment
lines are added to the file in order for the function to be executed in the FISH Editor, or from the
Utility / Fishlib tool. The comments added to “HOLE.FIS” are listed below.

;Name:hole
;Diagram:hole.gif
;Input:rmin/float/1.0/Radius of the excavation (greater than zero!)
;Input:rmul/float/10.0/Number of radii to the boundary (greater than 1!)
;Input:gratio/float/1.1/Radial grid ratio
;Input:xcenter/float/0.0/x-coordinate center
;Input:ycenter/float/0.0/y-coordinate center
;Input:izone/int/10/Zones in radial direction
;Input:jzone/int/40/Zones in polar direction
;Input:minangle/float/0/Starting angle(degrees)
;Input:deltaangle/float/360/Angle range, 90=quarter, 360=full
;Note:This will fail if a grid already exists.

The FISH function is run in the FISH Editor by selecting the Run / Execute menu item. This brings
up a Fish Call Input dialog, as shown in Figure 1.147. This dialog displays the notes, listed in
an Information pane, the input parameters, listed in a Parameters pane, and the graphical image.
Parameters can be redefined from this dialog. Press OK to run the function. The FISH file will be
called into FLAC, any parameters will be specified via the SET command, and then the function
will be executed.

Figure 1.147 FISH Call Input dialog
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1.6 Menus

The GIIC contains five menus in the main menu bar. The items in each of the menus are described
in the following sections.

1.6.1 File Menu

Figure 1.148 File menu

Model Options — This menu item allows returning to the Model Options dialog to
select a User Interface Option. Note that Configuration Options, System of Units and
Project Record Format cannot be changed from this menu item after a model grid has
been created.

Open Project — An existing project can be opened. The project file is identified by the
extension “.PRJ.”

New Project — This menu item starts a new project. The existing project is closed, and
the Model Options dialog opens to begin a new project.

Save Project — If a project (“.PRJ”) file has previously been created for the current
project, the project file will be updated. Project files are updated automatically whenever
a model state is saved.
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Save Project As — This menu item saves the current project in a file with extension
“.PRJ.” If the new “PRJ” file is saved in the same directory as the original “PRJ,” they
will share the same saved model state (“SAV”) files. If the new “PRJ” file is saved in a
different folder than the original, the project is created but the project’s “SAV” files are
not. However, if you try to return to any existing saved state in the new project, FLAC
will prompt you to rebuild the state (and all prior saved states on which it depends).

Import Record — This menu item imports a project record data file, which is a listing
of the FLAC commands that have been created for this project. The commands are read
into the GIIC but are not executed. In Project Tree Record format, any save-file names in
the record will be listed in the project tree. By double-clicking on a save-file name in the
project tree, all commands up to this saved state will be executed and the save file will
be created. If other saved states precede the state that is double-clicked, these states will
also be saved. If a saved state already exists, the state will be opened when the name is
double-clicked. Note that a disk icon is shown in the project tree if the state exists. Any
record file composed of FLAC commands can be imported using this menu item.

Export Record — This menu item exports a project record data file. Comments are
added to the data file to identify project-tree branch states.

Create Report — An HTML-formatted file will be created listing the project tree for
the current project. The user has the option to include all FLAC commands associated
with each saved-state branch of the project tree.

Print Plot Setup — This menu item opens a Print setup dialog to select the graphics
hardcopy output format for the plot in the currently active plot view (or model view).
The dialog is shown in Figure 1.149. See the SET plot command for a description of the
output types and settings.

Figure 1.149 Print setup dialog
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Print Plot — This menu item generates the plot in the format, and to the designation
specified by Print Plot Setup. An optional title can be added to the plot. The window
range can also be specified.

Figure 1.150 The Print Plot dialog

Color Preference Settings — This menu item opens a Plot Item Color Library dia-
log, as shown in Figure 1.151. Most objects in the graphics views have selectable colors.
The expandable tree on the left side of the dialog lists the objects with selectable colors
grouped by named classes. Press a button from the table of colored buttons on the right
side to change the color of the highlighted item in the tree. The colors in the table can
be edited by using the input fields and sliders below the table. Unused colors in the table
are white, by default. In order to retain the new color settings when restarting FLAC,
press the File / Save Preferences menu item.

Figure 1.151 Plot Item Color Library dialog
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Preference Settings— A selected number of settings can be user-controlled by press-
ing this menu item. These settings are divided into five categories, designated by tabs.
The View tab, shown in Figure 1.152, allows for the specification of a range of table
numbers that will be shown in the model view when the Tables item is selected in the
Model-view Pop-up Draw menu (see Section 1.4.1.1). The Confirm tab, shown in Fig-
ure 1.153, turns the confirmation messages on or off when a new project is started, when
the program is exited, when structural element nodes are to be merged, or if a warning
message from FLAC is to be suppressed. The Plot tab, shown in Figure 1.154, sets the
font size for text shown in plot views and captions; it also sets the control box radius. The
Browser & PDF Viewer tab, shown in Figure 1.155, allows user selection of the browser to view
the Help dialog provided in the GIIC. The options are to use the built-in JAVA browser or
to specify a different browser on the system. To do the latter, the full path to the system
browser’s executable must be entered on the “Application” line. It also enables the user
to locate the Acrobat Reader executable (Version 5.0 and above) and specify the PDF
documentation to be opened from the Help/PDF Documentation menu. The full paths
for the “PDF” and “Manual” lines are required. The Console tab, shown in Figure 1.156,
allows the user to specify whether the text output in the Console pane is to be saved in
the save files. The Do not save console pane option also prevents FLAC text output from being
written to the Console pane.

Figure 1.152 Geometric table view settings
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Figure 1.153 Confirmation message settings

Figure 1.154 Model- and plot-view text size settings

Figure 1.155 Help files/viewers

Figure 1.156 Console pane settings
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Save Preferences — All preference selections will be retained on start-up.

Customer Title Information— Allows the user to add/change the user’s “Company”
and “Location” information that appears on all printed plots.

Exit GIIC — Exits the GIIC mode and enters the command-line mode of FLAC.

Quit — Shuts down FLAC.
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1.6.2 Show Menu

The main GIIC window is divided into five display components: Main menu, Toolbar,
Resources, Views and Status Bar, and one separate component, the Fish Editor. The
Show menu, given in Figure 1.157, allows each of these components to be displayed or
hidden.

Figure 1.157 Show menu

Tools — This item allows the modeling stage tools to be viewed in either a tool bar or
as menu items. Also, on the toolbar, the model tools can be presented as either icons or
text or both.

Viewbar — The View menu item in the Main menu can also be shown as a tool bar.
The tool bar can be displayed or hidden. See Section 1.6.4 for information on the View
Toolbar.

Resources — The resource pane can be displayed or hidden with this item.

View — The model-view pane can be displayed or hidden with this item.

Statusbar — The status bar can be displayed or hidden with this item.

Fish Editor — The Fish Editor window can be opened with this item.

FLAC Version 5.0



1 - 148

1.6.3 Tools Menu

The modeling-stage tools described in Section 1.2 can be accessed from the Tools menu
(shown in Figure 1.158), as well as from the modeling-stage tool bar.

Figure 1.158 Tools menu
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1.6.4 View Menu

The View menu is used with all model-view tools and plot views. The menu is shown
in Figure 1.159. The View tools can also be accessed through a tool bar, as shown in
Figure 1.160. The tool bar can be displayed or hidden from the Show menu.

Figure 1.159 View menu

Figure 1.160 View tool bar

Refresh — Update view to current model state.

Undo View Change — Undo last change made to view.

Reset (full view) — Autoscale view range to show full model.

Numeric input — Show dialog to enter viewport range input.

Colors — Show plot item color library.

Mouse Tool Off — Turn off the mouse view control. (The behavior of the next six tools
is persistent. Those tools will remain active until Mouse Tool Off is selected.)

Zoom box — Drag mouse to select area to magnify for view.

Translate — Mouse-drag the view center point.
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Scale — Mouse-drag the radius from the view center point (increases or decreases view
size).

Rotate – Mouse-drag the view orientation. (Rotation changes the aspect ratio for inde-
pendent x-y axis scaling.

Scale&Rotate — Performs scale and rotate operations at same time.

Reeerence Points — Define two real coordinate reference points. (Use this operation
to align coordinates of grid with background image. See Section 1.4.1.2 for example
application.)

Show axis values — Draw x-y axes with numbers.

Show coord.grid — Draw background grid.

Show mouse coord. — Show current mouse x,y coordinates in status bar.

Snap position — Round-off mouse location values to given grid size.

Snap coordinate grid size — Input snap grid size.

Squared scale — If not checked, x- and y-axis will be scaled independently.

Fix(Lock) View — Hold view fixed even if view size changes. (This is useful for
aligning the model view to a background image.)

In addition to these tools, the View Toolbar contains single-step view change buttons
(also available from the keyboard) to magnify, rotate and translate the view:

Zoom IN view one step (<Ins> key)

Zoom OUT view one step (<Del> key)

Move view UP one step (<UP arrow> key)

Move view DOWN one step (<Down arrow> key)

Move view LEFT one step (<Left arrow> key)

Move view RIGHT one step (<Right arrow> key)

Rotate view clockwise one step (<+> key)

Rotate view counterclockwise one step (<-> key)
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1.6.5 Help Menu

The Help menu provides access to instructions and frequently asked questions about the
GIIC. Also, by right-clicking on the button of a model tool, a Help dialog can be opened
with information on that tool.

Figure 1.161 Help menu

Overview — Overviews the GIIC operation and components.

Components — This item contains separate descriptions on the Model tools, Resource
panes, Model-view/plots menus and the status bar.

FAQ — Lists frequently asked questions.

PDF Documentation — Opens PDF documentation specified in preference settings.

Index — Contains an index to all help files.

About Itasca — Contains contact information for Itasca Consulting Group, Inc.

About FLAC —Use this item to determine the version number of both FLAC and the
GIIC.
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18 Seismic Analysis of an Embankment Dam

18.1 Problem Statement

An analysis of the seismic performance of an embankment dam should consider static-equilibrium
and coupled groundwater conditions, as well as fully dynamic processes, with calculations for the
state of stress prior to seismic loading, the reservoir elevation and groundwater conditions, the
mechanical behavior of the foundation and embankment soils including the potential for liquefac-
tion, and the site-specific ground motion response. This example presents a FLAC model for an
embankment dam that demonstrates a procedure to incorporate these processes and calculations in
the seismic analysis.

The example is a simplified representation of a typical embankment dam geometry. The dam is
130 ft. high and 1120 ft. long and is constructed above a layered foundation of sandstone and
shale materials. The crest of the dam is at elevation 680 ft. when the seismic loading is applied.
The embankment materials consist of a low permeability clayey sand core zone with upstream and
downstream shells of gravelly clayey sands. The materials in this analysis are defined as foundation
soils 1 and 2 and embankment soils 1 and 2, as depicted in Figure 18.1.
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Figure 18.1 Embankment dam

The properties for the different soil types are listed in Table 18.1. The embankment soils are
considered to be susceptible to liquefaction during a seismic event. The liquefaction condition is
determined for embankment soils 1 and 2 in terms of standard penetration test (SPT) results. An
average normalized SPT blow count, (N1)60, of 15 is estimated for both of these soils.
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Table 18.1 Properties for foundation and embankment soils

Foundation Embankment

Soil 1 Soil 2 Soil 1 Soil 2

moist unit weight (pcf) 125 125 113 120
drained Young’s modulus (ksf) 12,757 12,757 6,838 6,838
drained Poisson’s ratio 0.3 0.3 0.3 0.3
drained cohesion (psf) 83.5 160 120 120
drained friction angle (degrees) 40 40 35 35
dilation angle (degrees) 0 0 0 0
porosity 0.3 0.3 0.3 0.3
hydraulic conductivity (ft/sec) 3.3 ×10−6 3.3 ×10−7 3.3 ×10−6 3.3 ×10−7

The dynamic characteristics of all of the soils in this model are assumed to be governed by the
modulus reduction factor (G/Gmax) and damping ratio (λ) curves, as shown in Figures 18.2 and
18.3, and denoted by the “Shake91” legend. These curves are considered to be representative
of clayey soils with an average unit weight of 125 pcf and an average shear modulus of 6270
ksf; the data are derived from the input file supplied with SHAKE91 (for more information see
http://nisee.berkeley.edu/software/shake91/).

The earth dam is subjected to seismic loading representative of the 1987 Loma Prieta earthquake
in California. The earthquake input motion for this model is taken from that recorded at the left
abutment of the Lexington Dam during the Loma Prieta earthquake and, for this analysis, the record
is assumed to correspond to the acceleration at elevation 400 ft, directly beneath the dam.* The
record is provided in the file named “ACC.HIS.” The estimated peak acceleration is approximately
5.5 ft/sec2 (or 0.17 g), and the duration is approximately 40 sec. The record is shown in Figure 18.4.
A Fast Fourier Transform analysis of the acceleration record (using “FFT.FIS” in Section 3 in the
FISH volume) results in a power spectrum as shown in Figure 18.5. This figure indicates that the
highest frequency is less than 10 Hz.

* It is assumed that the input acceleration record has been modified to account for the propagation
from rock, where the record is recorded, to the depth it is applied in the model. This can be obtained
from a FLAC or SHAKE analysis, for example.
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The purpose of this example is to demonstrate the recommended procedure to perform a seismic
analysis of this embankment dam. This analysis is divided into four stages:

1. Establish the initial state of stress of the embankment dam and foundation after initial
construction.

2. Establish the state of stress with the reservoir level raised to its full height.

3. Perform a seismic calculation assuming the soils do not liquefy (represented as a Mohr-
Coulomb material).

4. Perform a seismic calculation assuming the soils can liquefy (represented as a Byrne
material).

Each stage is described separately in the modeling procedure in the next section. A listing of the
data record for this model, “EARTHDAM.DAT,” is given in Section 18.6.
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Figure 18.2 Modulus reduction curve for clayey soils (from SHAKE91 data)

Figure 18.3 Damping ratio curve for clayey soils (from SHAKE91 data)
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Figure 18.4 Horizontal acceleration time history
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Figure 18.5 Power spectrum of input acceleration
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18.2 Modeling Procedure

The FLAC model options selected for this analysis are shown activated in the Model Options dialog
displayed in Figure 18.6. The dynamic analysis and groundwater flow options are selected, and the
adjusted total stress option is included because the water level in the reservoir will be raised during
the simulation. Advanced constitutive models are also included in order to access the Byrne model,
which will be used for the liquefaction calculation phase. The Imperial system of units is specified
for this analysis.

Figure 18.6 Model options selected for the embankment dam example

The mesh size for the FLAC model is selected to ensure accurate wave transmission. Based upon
the elastic properties listed in Table 18.1, embankment soil 2 has the lowest shear wave speed
(840 ft/sec). If the largest zone size in the FLAC model is set to 10 ft. in order to provide reasonable
runtimes for this example, then the maximum frequency that can be modeled accurately is

f = Cs

10 �l
≈ 8.4 Hz (18.1)

Before applying the seismic input record, it is filtered to remove frequencies above 5 Hz (by using
the FISH function “FILTER.FIS” described in Section 3 in the FISH volume). This filtering value
is selected to account for the reduction in shear wave speed that may occur in some of the materials
during the dynamic loading stage, as indicated in Figure 18.2. The acceleration history filtered at 5
Hz is shown in Figure 18.7, and the power spectrum for the filtered wave is shown in Figure 18.8.
Note that the difference between the unfiltered and filtered waves is minor (compare Figures 18.4
and 18.7).
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Figure 18.7 Horizontal acceleration time history with 5 Hz filter
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Figure 18.8 Power spectrum of horizontal acceleration time history (with 5
Hz filter)
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The filtered wave is also checked for baseline drift (i.e., continuing residual displacement after the
motion has finished). The FISH function “INT.FIS,” described in Section 3 in the FISH volume, is
used to integrate the filtered acceleration record to produce the velocity and displacement waveforms
related to this acceleration. The resulting residual displacement is found to be approximately 0.3 ft.
A baseline correction is performed by adding a low frequency sine wave to the velocity record;
the sine wave parameters are adjusted so that the final displacement is zero. The uncorrected and
corrected resultant displacement histories are shown in Figure 18.9. (See Section 18.9.)

The data file “INPUT.DAT,” listed in Section 18.8, includes the different steps performed in filtering
the input acceleration record, integrating this record to produce velocity and displacement histories,
and correcting for baseline drift. The resultant, corrected velocity record, stored in table 104 in this
data file, is the input motion for this analysis.
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Figure 18.9 Uncorrected and corrected displacement histories

The dynamic calculation phase is performed using the large-strain mode in FLAC. When significant
deformation and distortion of the grid is anticipated, as in this example, it is important to minimize the
number of triangular-shaped zones in the mesh and, in particular, those along slope faces. Triangular
zones along slope faces are prone to become badly distorted during large-strain calculations, because
triangular zones do not contain overlaid sets of sub-zones. Quadrilateral-shaped zones contain two
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overlaid sets of sub-zones, which provide a more accurate calculation for materials undergoing
plastic yield. (See Sections 1.3.2 and 1.3.3.2 in Theory and Background.)*

A special FISH tool is provided in the Utility/FishLib library to assist with the creation of a mesh for
this model. The gentabletop tool, shown in the Fish Library dialog in Figure 18.10, is used to
transform a grid to fit an irregular upper surface defined by a table. The grid beneath the table is
adjusted to provide a uniform spacing of quadrilateral zones below the table surface.

Figure 18.10 gentabletop FISH function in “TABTOP.FIS”

* If a badly distorted zone causes a calculation to stop prematurely in a mesh containing a few
triangular zones, it may be possible to prevent this by increasing the strength of the individual zone.
This should not significantly affect the model results, provided that the strengths of only a few zones
are changed.
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The grid zoning is defined first using the Build/Simple tool. The grid parameters selected for this
model are shown in the Edit Grid dialog of the Simple tool, in Figure 18.11. The number of zones
corresponds to a zone size of 10 ft.

Figure 18.11 Grid parameters entered in the Simple dialog

After this grid is created, the Utility/Table tool is used to define the slope of the embankment dam.
Figure 18.12 shows the pairs of x- and y-values that are entered in the Edit Table Points dialog to
define the surface.

After this table is defined, the gentabletop tool is executed from the Utility/FishLib library to
create the grid. The resulting mesh is shown in Figure 18.13. Note that the grid is totally composed
of quadrilateral-shaped zones.

Figure 18.12 Edit Table Points dialog showing x- and y-values defining em-
bankment dam surface
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Figure 18.13 Mesh created with gentabletop tool

The foundation soil layers and the embankment core and shell regions are delineated by lines
generated using the Alter/Shape tool. Then, the different materials and properties, listed in Table 18.1,
are specified, corresponding to Mohr-Coulomb materials, and assigned using the Material/Assign and
Material/GwProp tools. The resulting model is shown in Figure 18.14. Note that some triangular
zones are created within the mesh when the different soil regions are defined (see Figure 18.15).
Triangular zones are also created at the slope toe and crest. It is difficult to eliminate triangular
zones completely in this model. However, there are only a small number of these zones along the
slope face, and the strengths of these zones can be readily adjusted if there is a distortion problem.

The model state, after the geometry shaping is complete, is saved in the GIIC Project Tree with the
name “EDAM1.SAV,” and after the materials have been added, with the name “EDAM2.SAV.” The
model is now ready to begin the four analysis stages.
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Figure 18.14 Embankment dam model with foundation and embankment soils
assigned
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Figure 18.15 Close-up view of embankment dam model
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18.2.1 Stage 1: Establish Initial State of Stress

The analysis is started from the state before the embankment is constructed. The construction
process may affect the stress state, particularly if excess pore pressures develop in the soils and
do not dissipate completely during the construction stages. The embankment can be constructed
in stages with a consolidation time specified in the FLAC model, if pore-pressure dissipation is a
concern. In this example, the excess pore pressures are assumed to dissipate before a new lift of
embankment material is placed.

It should be noted that staged modeling of the embankment lift construction also provides a better
representation of the initial static shear stresses in the embankment. This is important, particu-
larly in a liquefaction analysis, because the initial static shear stresses can affect the triggering of
liquefaction. In this simplified example, the embankment is placed in one stage. However, it is
recommended that the lift construction stages be simulated as closely as practical in order to provide
a realistic representation of the initial stress state.

The embankment materials are temporarily removed from the model by using the Material/Cut&Fill

tool. These materials will be added back after the calculation for the initial equilibrium state of the
foundation. The boundary conditions are specified using the In Situ/Fix tool. Note that the bottom of
the model is fixed from movement in both the x- and y-directions. If a roller boundary is specified
along the bottom boundary, then the foundation is free to slide along the base when the embankment
is constructed, which may cause unrealistic failure modes.

The water density of 1.94 slugs/ft3 and gravitational magnitude of 32.2 ft/sec2 are assigned, and
fluid flow and dynamic analysis modes are turned off in the global Settings tools.

The most efficient way to achieve an equilibrium stress state in a saturated, horizontally layered soil
is to use the special FISH tool, ininv, provided in the Utility/FishLib library. This function calculates
the pore pressures and stresses automatically for a model containing a phreatic surface. The function
requires the phreatic surface height (wth = 550 in this example), and the ratios of horizontal to
vertical effective stresses (assumed to be k0x = k0z = 0.5 in this example). The pore pressure,
total stress and effective stress distributions are then calculated automatically, accounting for the
different soil unit weights, and the position of the water table. The equilibrium state is checked
(using the SOLVE elastic option in the Run/Solve tool). Figure 18.16 shows the initial pore-pressure
distribution in the foundation soils. This state is saved in the Project Tree as “EDAM3.SAV.”

The embankment materials can be added to the model in stages to simulate the construction pro-
cessing, by using the Material/Cut&Fill tool. In this example, both embankment soils 1 and 2 are added
simultaneously, and pore pressures are assumed not to change. The displacements resulting from
adding the embankment in one step are shown in Figure 18.17. The saved state at this stage in
named “EDAM4.SAV.”
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Figure 18.16 Pore pressure distribution in foundation soils
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Figure 18.17 Displacements induced by embankment construction
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Note that the model is run in small-strain mode up to this stage and, consequently, the gridpoint
positions are not changed. This is done so that the embankment crest elevation (680 ft.) does not
change. If significant deformation occurs during embankment construction, making it necessary
to perform this stage in large-strain mode, then the initial embankment crest elevation for the
embankment zones (prior to construction) would need to be raised in order to obtain a specified
elevation after construction.

18.2.2 Stage 2: Establish the State of Stress with the Reservoir Level Raised

The earthquake motion is considered to occur when the reservoir level is at full pool (i.e., at its
full height at elevation 670 ft.). For Stage 2 of the analysis, the pore pressure distribution through
the embankment and foundation soils is calculated for the reservoir raised to this height. The
In Situ/Apply tool is used to set the pore pressure distribution on the upstream side of the embankment,
corresponding to the reservoir elevation at 670 ft. The mouse is dragged in this tool along the
upstream boundary starting from the 670 elevation (at gridpoint i = 70, j = 29) and ending at the
400 elevation at the bottom left corner of the model (at gridpoint i = 1, j = 1). The distribution
parameters, shown in the Apply value dialog displayed in Figure 18.18, produce a pore-pressure
distribution along this boundary that ranges from zero at elevation 670 ft. to 16,866.36 psf at
elevation 400 ft.

Figure 18.18 Pore pressure distribution parameters corresponding to a reser-
voir elevation of 670 ft. on the upstream side of the embankment

This calculation is first run in flow-only mode. The groundwater-flow calculation is turned on,
and a water bulk modulus of 4.1 ×106 psf is assigned, in the Settings/GW tool. The water modulus
corresponds to water with entrained air. The fast unsaturated-flow calculation funsat and water
bulk scaling with permeability and porosity fastwb are set in order to speed the calculation to
steady state flow. The mechanical calculation mode is turned off in the Settings/Mech tool. In the
In Situ/Fix tool, the pore pressures are fixed at gridpoints along the downstream slope to allow
flow across this surface, and the pore-pressure fixity condition is removed for gridpoints at the
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foundation/embankment interface inside the model. The porosity and permeability values are also
specified for the embankment materials, in the Material/GwProp tool.

Figure 18.19 plots pore pressure histories at different locations in the model, indicating that con-
stant values are reached for the equilibrium ratio limit. Figure 18.20 displays the pore-pressure
distribution through the embankment and foundation at steady state. The saved state at steady-state
flow is named “EDAM5.SAV.”
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Figure 18.19 Pore-pressure histories

FLAC Version 5.0



Seismic Analysis of an Embankment Dam 18 - 17

   FLAC (Version 5.00)

LEGEND

   31-Jan-05  12:51
  step     13669
Flow Time      1.5168E+09
 -1.000E+02 <x<  1.900E+03
 -4.600E+02 <y<  1.540E+03

Pore pressure contours
        0.00E+00           
        2.50E+03           
        5.00E+03           
        7.50E+03           
        1.00E+04           
        1.25E+04           
        1.50E+04           

Contour interval=  2.50E+03
Boundary plot

0   5E  2

-0.200

 0.200

 0.600

 1.000

 1.400

(*10^3)

 0.200  0.600  1.000  1.400  1.800
(*10^3)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 18.20 Pore-pressure distribution at steady state flow for reservoir raised
to 670 ft.

The static equilibrium state is now calculated for the new pore-pressure distribution. A pressure
distribution is applied along the upstream slope to represent the weight of the reservoir water. This
time a mechanical pressure is assigned in the In Situ/Apply tool. The pressure ranges from zero at
elevation 670 ft. (at gridpoint i = 70, j = 29) to 8120.8 psf at elevation 550 ft. at the toe of the
slope (at gridpoint i = 1, j = 29); the dialog is displayed in Figure 18.21. The groundwater-flow
calculation is turned off, and the water bulk modulus is set to zero (in the Settings/GW tool). The
mechanical calculation is turned on (in the Settings/Mech tool). The model is now solved for this
applied condition, and the resulting total vertical-stress contour plot for the model at this stage is
shown in Figure 18.22. The saved state at this stage is named “EDAM6.SAV.”
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Figure 18.21 Mechanical pressure distribution parameters corresponding to a
reservoir elevation of 670 ft. on the upstream side of the embank-
ment
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Figure 18.22 Total vertical-stress distribution at steady state flow for reservoir
raised to 670 ft.
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18.2.3 Stage 3: Seismic Calculation Assuming No Liquefaction

For Stage 3, the foundation and embankment soils continue to be simulated as Mohr-Coulomb
materials. Pore pressures can change in these materials due to dynamic volume changes induced
by the seismic excitation. However, pore pressure generation due to particle rearrangement does
not occur. In order for pore pressures to change as a result of volume change, the actual value of
water bulk modulus must be prescribed. The value of 4.1 ×106 psf is respecified for the water
bulk modulus. Note that the groundwater-flow mode is not active, because it is assumed that the
dynamic excitation occurs over a much smaller time frame than that required for pore pressures
to dissipate. (FLAC can carry out the groundwater flow calculation in parallel with the dynamic
calculation, if dissipation is considered important.)

It is important in a seismic calculation of this type to set the dynamic conditions for the model in a
specific order. This is because the free-field boundaries that are used to represent the lateral extent
of the far-field are assigned properties and initial conditions that are transferred from the main-grid
zones adjacent to the free-field boundaries. Any changes to these zones or gridpoints after the free
field is assigned are not seen by the free field.

The following sequence is recommended to assign conditions for a dynamic calculation, to ensure
that these conditions are applied properly.

1. In the Settings tools, turn on the dynamic calculation mode ( Dyna tool) and the large-strain
calculation mode ( Mech tool).

2. In the Utility/History tool, read in the seismic record, and convert it to a table if the record
is to be filtered. Use the “FILTER.FIS” FISH function in the Utility/FishLib tool to filter
the record. The baseline correction, if needed, is also performed at this point, before the
dynamic input is applied to the boundary. Note that the dynamic input can be specified
as either an acceleration (or velocity) boundary condition, or a stress (or force) boundary
condition.

3. In the Utility/History tool, select various parameters to monitor during the dynamic simu-
lation, such as gridpoint velocities and zone pore pressures and stresses.

4. In the In Situ/Initial tool, initialize the displacements and velocities in the grid, and specify
the type of mechanical damping and parameters.

5. In the In Situ/Apply tool, press the Free-Field button to assign the free-field boundaries. Then,
assign the dynamic boundaries for the seismic loading.

The following conditions are set in this first dynamic simulation. The dynamic calculation mode is
turned on, using the Settings/Dnya tool, and the large-strain mode is selected in the Settings/Mech tool.

The acceleration history (“ACC.HIS”) is read into FLAC via the Read button in the Utility/History tool.
The Execute button should be pressed to execute the command. The history is then converted into a
table by pressing the History -> Table button in the Utility/History tool. The dialog shown in Figure 18.23
appears, and the acceleration history (previously assigned ID number 100) is converted into a table
(designated by ID number 100).
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Figure 18.23 Copy history into a table

The FISH function “FILTER.FIS” is now accessed from the Tables menu item in the Utility/FishLib

tool to filter the acceleration at 5 Hz. The filtered table is given the ID number 101, as shown in the
dialog in Figure 18.24. OK is pressed to execute this FISH function and create the filtered record.

Figure 18.24 Input for filter FISH function

In order to perform the baseline correction, the filtered acceleration in table 101 is integrated to
produce a velocity record (using FISH function “INT.FIS” accessed from the Tables menu item in
the Utility/FishLib tool) and stored in table 102. Then, a low frequency sine wave is added to this
velocity record to produce a final displacement of zero. The sine wave is given in “BASELINE.FIS”
in Section 18.2.4. The corrected velocity wave is stored in table 104.

The displacements and velocities in the model are initialized by pressing the Displmt & Velocity button
in the In Situ/Initial tool. Damping is not prescribed for this initial dynamic simulation. Velocity
histories are recorded at several gridpoints throughout the model via the Utility/History tool. These
histories are used to evaluate the dominant natural frequency of the model, when no additional
damping is prescribed.
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The model state is saved at this point, with these dynamic conditions set, and named “EDAM7.SAV.”
This will provide a convenient starting state for the dynamic analysis when damping is added.

The dynamic boundary conditions are now applied in the In Situ/Apply tool. First, the free-field
boundary is set for the side boundaries, by selecting the Free-Field button.

Next, the dynamic input is assigned to the bottom boundary. In this model, the foundation materials
are assumed to extend to a significant depth beneath the dam. Therefore, it is necessary to apply a
quiet (viscous) boundary along the bottom of the model to minimize the effect of reflected waves
at the bottom.

In order to apply quiet boundary conditions along the same boundary as the dynamic input, the
dynamic input must be applied as a stress boundary, because the effect of the quiet boundary will
be nullified if the input is applied as an acceleration (or velocity) wave. The filtered and baseline-
corrected velocity record (in table 104) is converted into a shear stress boundary condition using a
two-step procedure:

1. Convert the velocity wave into a shear stress wave using the formula

σs = 2(ρ Cs) vs (18.2)

where: σs = applied shear stress;

ρ = mass density;

Cs = speed of s-wave propagation through medium; and

vs = input shear particle velocity.

Note that the factor of two in Eq. (18.2) accounts for the input energy dividing into
downward and upward propagating waves.

2. Monitor the x-velocity at the base of the model during the dynamic run to compare this
velocity to the input velocity (in table 104). If the model is shallow, the free surface can
cause an increase in the velocity at the base.* Some adjustment to the input stress wave
may be required in order to produce a velocity at the base that corresponds to the input
velocity.

This two-step procedure is applied as follows to prescribe the dynamic wave as a shear stress
boundary condition along the base for this example.

* This is a result of the velocity-doubling effect of the free surface. Note that the effect of a free
surface on the velocity extends beneath the surface to, approximately, a depth of one-fourth of the
wavelength of the wave transmitted through the medium. (This can be shown simply by applying the
wave to the base of a column of zones with a free surface, and monitoring the maximum amplitude
experienced by each zone as the wave travels through the column.)
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First, the Stress/sxy boundary condition type is selected in the In Situ/Apply tool, and the mouse is
dragged from the bottom-left corner of the model (gridpoint i = 1, j = 1) to the bottom-right corner
(i = 180, j = 1). The Assign button is pressed, which opens the Apply value dialog. The velocity
record, in table 104, is considered a multiplier, vs , for the applied value. The velocity record is
applied by checking the Table radio button, and selecting table number 104 as the multiplier.

The applied value for sxy in the Apply value dialog is first set to 2ρ Cs (from Eq. (18.2)), in which
ρ and Cs correspond to the properties for foundation soil 2. In this example, this value produces
x-velocities at the base that are greater than the input velocities in table 104. By reducing the
value to 1.75ρ Cs , the calculated peak velocities along the base are found to approximate the input
velocity more closely. The input selections for the Apply value dialog are shown in Figure 18.25.

The bottom of the model is considered to be a soft foundation. Quiet boundary conditions are
assigned in both the x- and y-directions by first selecting the xquiet button and dragging the mouse
along the bottom boundary, and then selecting the yquiet button and repeating the procedure.

The model state is saved again at this point and named “EDAM8.SAV.”

Figure 18.25 Apply shear stress boundary condition in Apply value dialog

The model calculation is performed for a dynamic time period of 20 seconds, which is sufficient to
identify the dominant natural frequency of the model. A representative plot of one of the x-velocity
histories is shown in Figure 18.26. This plot indicates that the dominant natural frequency is
approximately 1.25 Hz. This is also shown by performing a Fast Fourier Transform analysis of this
velocity record. The velocity history is first converted into a table (using the History -> Table button in
the Utility/History tool). Then the “FFT.FIS” function, described in Section 3 in the FISH volume,
is used to calculate the power spectrum. The result is shown in Figure 18.27. The “undamped”
calculation is saved as “EDAM9.SAV.”
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Figure 18.26 x-velocity time history at gridpoint (80,18) — undamped
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Figure 18.27 Power spectrum of x-velocity time history at gridpoint (80,18) —
undamped
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Additional damping is now prescribed for the model in order to damp the natural oscillation modes
identified from the undamped simulation. Hysteretic damping is applied corresponding to the
dynamic characteristics represented by the (G/Gmax) and (λ) curves shown in Figures 18.2 and
18.3. These figures also show a comparison of the (G/Gmax) and (λ) variations to those computed
using the default hysteretic model in FLAC. The selected parameters (L1 = -3.156 and L2 = 1.904)
for the default model produce the FLAC curves shown in these figures.

The damping is applied at the model state “EDAM7.SAV” by double-clicking on this state name
in the Project Tree. Hysteretic damping is assigned in the In Situ/Initial tool. The dialog shown in
Figure 18.28 is opened by selecting the Zones type, checking the Hysteretic Damping menu item, and
then Assign , to assign the same values for all zones in the model.

Hysteretic damping does not completely damp high frequency components, so a small amount of
stiffness-proportional Rayleigh damping is also applied. A value of 0.5% at the dominant frequency
(1.25 Hz) is assigned in the Rayleigh damping parameters dialog shown in Figure 18.29. Note that
Rayleigh damping is applied by selecting the GPs type, and then Dynamic Damping in the In Situ/Initial

tool.

Figure 18.28 Hysteretic damping parameters

Figure 18.29 Rayleigh damping parameters used with hysteretic damping
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After Execute is pressed in the In Situ/Initial tool, a new branch is created in the project tree to
perform a calculation including the additional hysteretic damping (and the small amount of stiffness-
proportional Rayleigh damping). The dynamic boundary conditions must be applied again from the
In Situ/Apply tool. The free-field is applied on the side boundaries, and sxy-stress history and quiet
boundaries are applied at the base, in the same way as for the undamped simulation. The model
state is saved at this stage as “EDAM10.SAV.”

A new simulation is now made for a dynamic time of 40 seconds. Note that the dynamic timestep
used for this calculation is approximately 3.1×10−4 seconds. Movement of the embankment on the
upstream slope is identified at 40 seconds in this simulation. This is shown in the x-displacement
contour plot, in Figure 18.31, and the shear-strain increment contour plot, in Figure 18.33. Note
that the maximum shear strain is less than 1% along the upstream slope face at 40 seconds. The
movement of gridpoint (62,29) along the upstream slope is shown in Figure 18.35.* The upstream
slope at this point settles approximately 2.5 in., and shifts horizontally upstream approximately 4.5
in.

The pore pressure and effective vertical stress histories in Figure 18.37, recorded at (i = 49, j =
23) near the upstream face, illustrate the minor pore-pressure change in the embankment materials
during the seismic loading. The model state is saved at this stage as “EDAM11.SAV.”

The dynamic simulation stage is now repeated using only Rayleigh damping. The center frequency
for Rayleigh damping is 1.25 Hz, as determined from the undamped analysis (see Figure 18.27).
The fraction of critical damping is determined by running simple element tests with the different
foundation and embankment soil properties for the dynamic loading, as defined by Figure 18.7. The
fraction of critical damping is adjusted in these tests to approximate the shear modulus and damping
ratio at the cyclic strain levels for clayey soils, as defined by the SHAKE91 data in Figures 18.2 and
18.3. For this case, the fraction of critical damping is estimated to be 0.05. The Rayleigh damping
parameters are specified as shown by the dialog in Figure 18.30.

Figure 18.30 Rayleigh damping parameters for Rayleigh damping simulation

* Note that this movement is a relative displacement referenced to the base of the model at gridpoint
(62,1). See “RELDISPX.FIS” in Figure 18.3.
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Note that one set of Rayleigh damping parameters are assumed for all the soils in this model. In
general, different damping parameters may be needed to represent different damping behavior of
the different materials and positions within the foundation and embankment. The spatial variation
in damping can be prescribed with the INITIAL dy damp command.

Also note that, for this case, with mass- and stiffness-proportional Rayleigh damping of 5% at the
natural frequency of 1.25 Hz, the limiting timestep is approximately 5.2 ×10−5 seconds. This
timestep is approximately six times smaller than that for hysteretic damping. The model state is
saved at this stage as “EDAM12.SAV.”

If Rayleigh damping alone is used, the results are very similar. Figure 18.32 plots the x-
displacement contours at 40 seconds for Rayleigh damping. Figure 18.34 shows the shear-strain
increment contours at this time. Both plots compare reasonably well with those using hysteretic
damping (compare to Figures 18.31 and 18.33). Figure 18.36 plots the relative movement at grid-
point (62,29). The relative vertical displacement component is approximately 1.5 in. downward,
and the horizontal component is approximately 2.5 in. in the upstream direction at this position,
which is somewhat less than that for hysteretic damping (compare to Figure 18.35).

Pore pressure and effective vertical stress histories for the Rayleigh damping run are also similar to
those for the hysteretic damping run (compare Figure 18.38 to Figure 18.37).

The Rayleigh damping run at 40 seconds is saved as “EDAM13.SAV.”

This comparison demonstrates the substantial benefit of hysteretic damping. The results are com-
parable to those using Rayleigh damping for similar damping levels, and the runtime with hysteretic
damping is greatly reduced.
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Figure 18.31 x-displacement contours at 40 seconds
— Mohr-Coulomb material and hysteretic damping
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Figure 18.32 x-displacement contours at 40 seconds
— Mohr-Coulomb material and Rayleigh damping
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Figure 18.33 Shear-strain increment contours at 40 seconds
— Mohr-Coulomb material and hysteretic damping
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Figure 18.34 Shear-strain increment contours at 40 seconds
— Mohr-Coulomb material and Rayleigh damping
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Figure 18.35 Relative displacements at gridpoint (62,29) along upstream slope
— Mohr-Coulomb material and hysteretic damping
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Figure 18.36 Relative displacements at gridpoint (62,29) along upstream slope
— Mohr-Coulomb material and Rayleigh damping
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Figure 18.37 Pore-pressure and effective vertical stress near upstream slope
— Mohr-Coulomb material and hysteretic damping
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Figure 18.38 Pore-pressure and effective vertical stress near upstream slope
— Mohr-Coulomb material and Rayleigh damping
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18.2.4 Stage 4: Seismic Calculation Assuming Liquefaction

For Stage 4, the embankment soils are changed to liquefiable materials. The liquefaction model by
Byrne (1991) is assigned to embankment soils 1 and 2, with parameters set to correspond to SPT
measurements. For a normalized SPT blow count of 15, the Byrne model parameters areC1 = 0.2954
and C2 = 1.354. See Byrne (1991) for a discussion on the derivation of these parameters.

The liquefaction simulation starts at the saved state “EDAM6.SAV.” The embankment soils are
changed at this state by using the Material/Model tool. (Note that this tool is activated when the
Include Advanced Constitutive Models? box is checked in the Model Options dialog.) The Region range is
selected and the Dynamic models box is checked in this tool. The Finn model is then assigned to
each region of the embankment soils. When the mouse is clicked within one of the embankment
soil regions, a dialog opens to prescribe the model properties. Figure 18.39 shows the dialog
with the properties selected for embankment soil 1. Note that the Byrne radio button is checked
in order to prescribe the appropriate parameters for the Byrne model. Also, the value for Latency

is set to 1,000,000 at this stage. This is done to prevent the liquefaction calculation from being
activated initially. The model is first checked to make sure that it is still at an equilibrium state
when switching materials to the Byrne model, before commencing the dynamic simulation. The
model state is saved at this stage as “EDAM14.SAV.”

Figure 18.39 Model finn properties dialog w/ properties for embankment soil 1

The model is now ready for the dynamic analysis. The water bulk modulus is assigned as
4.1× 106 psf using the Settings/GW tool. The value for latency of the embankment soils is reduced to
50 in the Material/Property tool. The dynamic conditions are now set again in the same manner as for
Stage 3. The model state is “EDAM15.SAV” before damping and dynamic boundaries are applied;
it is “EDAM16.SAV” after they are applied.

The model is now run for a dynamic time of 40 seconds. The results in Figures 18.40 through 18.43
show the effect of pore pressure generation in the embankment soils. There is now a substantial
movement along the upstream face, as shown by figures Figures 18.40 through 18.42. The relative
vertical settlement at gridpoint (62,29) is now approximately 8 in. and the relative shift upstream
is approximately 1.8 ft., as shown in Figure 18.42.
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A significant increase in pore pressure (and decrease in effective stress) is calculated in the upstream
region, as indicated in Figure 18.43. The location of the pore pressure/effective stress measurement
is at gridpoint (49,23), which is at a depth of approximately 45 ft. below the upstream slope face,
and 135 ft. from the toe of the upstream slope. Note that the normalized excess pore pressure ratio,
(or cyclic pore pressure ratio) ue / σ ′c,* at this location is approximately 0.80 at 40 seconds. (ue =
1.58 ksf and σ ′c = 1.98 ksf)

The final state is “EDAM17.SAV.”

18.3 Comments

This simple example assumes that the shear strength parameters of the liquefiable soils do not
change. It has been shown (e.g., Olson et al., 2000) that if the effective stress goes to zero, the shear
strength reduces to a strain-mobilized (liquefied) shear strength, which implies a residual cohesion.
There are several ways to incorporate a change of strength envelope in the FLAC model, such that
residual cohesion is developed as the material liquefies. For example, a FISH function can be used
to adjust the strength parameters as a function of change in the effective confining stress. A more
rigorous approach is to modify a bilinear strength model (such as the strain-softening bilinear model,
MODEL subi) to include the liquefaction behavior (e.g., the Byrne model). The existing MODEL finn
in FLAC incorporates the pore pressure generation effect into the Mohr-Coulomb model. This can
also be done with other models using either the FISH constitutive model facility (see Section 2.8
in the FISH volume) or C++ DLL model facility (see Section 4 in Optional Features) to create a
user-defined model.

* where ue is the excess pore pressure and σ ′c is the initial effective confining stress. Note that a
liquefaction state is reached when ue / σ ′c = 1.
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   FLAC (Version 5.00)
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Figure 18.40 x-displacement contours at 40 seconds
— Byrne (liquefaction) material and hysteretic damping
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Figure 18.41 Shear-strain increment contours at 40 seconds
— Byrne (liquefaction) material and hysteretic damping
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   FLAC (Version 5.00)
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Figure 18.42 Relative displacements at gridpoint (62,29) along upstream slope
— Byrne (liquefaction) material and hysteretic damping
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Figure 18.43 Pore-pressure and effective vertical stress near upstream slope
— Byrne (liquefaction) material and hysteretic damping
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18.6 Data File “EARTHDAM.DAT”

;Project Record Tree export
;Title:Earth Dam

;... STATE: EDAM1 ....
config gw ats dyn extra 10
grid 180,28
gen (0.0,400.0) (0.0,680.0) (1800.0,680.0) (1800.0,400.0) ratio 1.0,1.0 &
i=1,181 j=1,29

model elastic
table 1 delete
table 1 0 550.0 350.0 550.0 720.0 680.0 800.0 680.0 1470 550.0 1800 550.0
set echo off
call tabtop.fis
set cd back
set tid=1
gentabletop
gen line 0.0,475.0 1800.0,475.0
gen line 350.0,550.0 1470.0,550.0
gen line 720.0,680.0 630.0,550.0
gen line 800.0,680.0 900.0,550.0
save edam1.sav

;... STATE: EDAM2 ....
group ’foundation:soil 2’ region 83 4
model mohr group ’foundation:soil 2’
prop density=3.88 bulk=1.06308E7 shear=4.90654E6 cohesion=160.0 &
friction=40.0 dilation=0.0 tension=0.0 group ’foundation:soil 2’

group ’foundation:soil 1’ region 94 11
model mohr group ’foundation:soil 1’
prop density=3.88 bulk=1.06308E7 shear=4.90654E6 cohesion=83.5 &
friction=40.0 dilation=0.0 tension=0.0 group ’foundation:soil 1’

group ’embankment:soil 1’ region 106 23
model mohr group ’embankment:soil 1’
prop density=3.51 bulk=5.698E6 shear=2.630e6 cohesion=120.0 friction=35.0 &
dilation=0.0 tension=0.0 group ’embankment:soil 1’

group ’embankment:soil 1’ region 60 22
model mohr group ’embankment:soil 1’
prop density=3.51 bulk=5.698E6 shear=2.630e6 cohesion=120.0 friction=35.0 &
dilation=0.0 tension=0.0 group ’embankment:soil 1’

group ’embankment:soil 2’ region 79 20
model mohr group ’embankment:soil 2’
prop density=3.73 bulk=5.698E6 shear=2.630e6 cohesion=120.0 friction=35.0 &
dilation=0.0 tension=0.0 group ’embankment:soil 2’

save edam2.sav
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;... STATE: EDAM3 ....
model null group ’embankment:soil 1’
model null group ’embankment:soil 2’
fix x y j 1
fix x i 181
fix x i 1
set gravity=32.2
set flow=off
water density=1.94
set dyn=off
set echo off
call Ininv.fis
set wth=550 k0x=0.5 k0z=0.5
ininv
history 999 unbalanced
solve elastic
save edam3.sav

;... STATE: EDAM4 ....
model mohr group ’embankment:soil 2’
prop density=3.73 bulk=5.698E6 shear=2.630e6 cohesion=120.0 friction=35.0 &
dilation=0.0 tension=0.0 group ’embankment:soil 2’

model mohr group ’embankment:soil 1’
prop density=3.51 bulk=5.698E6 shear=2.630e6 cohesion=120.0 friction=35.0 &
dilation=0.0 tension=0.0 group ’embankment:soil 1’

solve
save edam4.sav

;... STATE: EDAM5 ....
apply pp 0.0 var 0.0 16866.36 from 70,29 to 1,1
fix pp i 82 149 j 29
fix pp i 150 181 j 29
prop por=0.3 perm=5.25E-9 region 74 3
prop por=0.3 perm=5.25E-8 region 73 11
prop por=0.3 perm=5.25E-8 region 59 26
prop por=0.3 perm=5.25E-8 region 100 23
prop por=0.3 perm=5.25E-9 region 76 21
history 1 pp i=48, j=24
history 2 pp i=79, j=17
history 3 pp i=124, j=21
history 4 gwtime
set mechanical=off
set flow=on
set step=10000000
water bulk 4.1e6
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set funsat=on
set fastwb=on
solve
save edam5.sav

;... STATE: EDAM6 ....
apply pressure 0.0 var 0.0 8120.8 from 70,29 to 1,29
set mechanical=on
set flow=off
water bulk=0.0
set step 10000000
solve
save edam6.sav

;*** BRANCH: MOHR COULOMB ****

;... STATE: EDAM7 ....
water bulk=4100000.0
set dyn=on
set =large
hist 100 read acc.his
hist write 100 table 100
call filter.fis
set filter in 100
set filter out 101
set fc = 5.0
filter
call int.fis
set int in 101
set int out 102
integrate
set echo off
call baseline.fis
set itab unc=102 itab corr=120 drift=0.3 ttime=40.0
set npnts=2048 itab cvel=104
baseline
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
history 6 pp i=49, j=23
history 7 pp i=80, j=15
history 8 pp i=125, j=20
history 9 esyy i=49, j=23
history 10 esyy i=80, j=15
history 11 esyy i=125, j=20
history 12 dytime
history 101 xvel i=49, j=24
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history 102 xvel i=80, j=18
history 103 xvel i=121, j=24
history 104 yvel i=49, j=24
history 105 yvel i=80, j=17
history 106 yvel i=121, j=24
history 107 xdisp i=77 j=29
history 108 ydisp i=77 j=29
history 109 ssi i=63, j=26
history 110 esxy i=63, j=26
history 111 xdisp i=62, j=29
history 112 ydisp i=62, j=29
history 113 xvel i=36, j=1
history 114 xvel i=83, j=1
history 115 xvel i=145, j=1
save edam7.sav

;*** BRANCH: NO DAMP ****

;... STATE: EDAM8 ....
apply ffield
apply sxy -7631.6 hist table 104 from 1,1 to 181,1
apply xquiet yquiet from 1,1 to 181,1
save edam8.sav

;... STATE: EDAM9 ....
solve dytime 20.0
hist write 102 vs 12 table 200
set echo off
call fft inp.fis
set fft inp1=200 fft inp2=201
fft inp
set echo off
call Fft.fis
fftransform
save edam9.sav

;*** BRANCH: HYST DAMP ****
restore edam7.sav

;... STATE: EDAM10 ....
initial hyst default -3.156 1.904
set dy damping rayleigh=0.0050 1.25 stiffness
apply ffield
apply sxy -7631.6 hist table 104 from 1,1 to 181,1
apply xquiet yquiet from 1,1 to 181,1
history 116 xdisp i=84, j=1
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history 117 xdisp i=83, j=14
history 118 hyst modfac i=61, j=26
set echo off
call reldispx.fis
reldispx
hist reldispx
hist reldispy
set echo off
call inipp.fis
inipp
set echo off
call excpp.fis
excpp
hist excpp
save edam10.sav

;... STATE: EDAM11 ....
solve dytime 10
save edam11.sav

;*** BRANCH: RAYLEIGH DAMP ****
restore edam7.sav

;... STATE: EDAM12 ....
set dy damping rayleigh=0.050 1.25
apply ffield
apply sxy -7631.6 hist table 104 from 1,1 to 181,1
apply xquiet yquiet from 1,1 to 181,1
history 116 xdisp i=84, j=1
history 117 xdisp i=83, j=14
set echo off
call reldispx.fis
reldispx
hist reldispx
hist reldispy
set echo off
call inipp.fis
inipp
set echo off
call excpp.fis
excpp
hist excpp
save edam12.sav

;... STATE: EDAM13 ....
solve dytime 40
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save edam13.sav

;*** BRANCH: FINN HYST DAMP ****
restore edam6.sav

;... STATE: EDAM14 ....
model finn region 59 24
prop density=3.51 bulk=5.698E6 shear=2.630e6 cohesion=120.0 friction=35.0 &
ff latency=1000000 ff c1=0.2947 ff c2=1.357 ff switch=1 region 59 24
model finn region 91 25
prop density=3.51 bulk=5.698E6 shear=2.630e6 cohesion=120.0 friction=35.0 &
ff latency=1000000 ff c1=0.2947 ff c2=1.357 ff switch=1 region 91 25

model finn region 73 22
prop density=3.73 bulk=5.698E6 shear=2.630e6 cohesion=120.0 friction=35.0 &
ff latency=1000000 ff c1=0.2947 ff c2=1.357 ff switch=1 region 73 22

solve
save edam14.sav

;... STATE: EDAM15 ....
water bulk=4100000.0
set dyn=on
set =large
prop ff latency 50 region 66 23
prop ff latency 50 region 78 26
prop ff latency 50 region 98 21
hist 100 read acc.his
hist write 100 table 100
call filter.fis
set filter in 100
set filter out 101
set fc = 5.0
filter
call int.fis
set int in 101
set int out 102
integrate
set echo off
call baseline.fis
set itab unc=102 itab corr=120 drift=0.3 ttime=40.0
set npnts=2048 itab cvel=104
baseline
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
history 6 pp i=49, j=23
history 7 pp i=80, j=15
history 8 pp i=125, j=20
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history 9 esyy i=49, j=23
history 10 esyy i=80, j=15
history 11 esyy i=125, j=20
history 12 dytime
history 101 xvel i=49, j=24
history 102 xvel i=80, j=18
history 103 xvel i=121, j=24
history 104 yvel i=49, j=24
history 105 yvel i=80, j=17
history 106 yvel i=121, j=24
history 107 xdisp i=77 j=29
history 108 ydisp i=77 j=29
history 109 ssi i=63, j=26
history 110 esxy i=63, j=26
history 111 xdisp i=62, j=29
history 112 ydisp i=62, j=29
history 113 xvel i=36, j=1
history 114 xvel i=83, j=1
history 115 xvel i=145, j=1
save edam15.sav

;... STATE: EDAM16 ....
initial hyst default -3.156 1.904
set dy damping rayleigh=0.0050 1.25 stiffness
apply ffield
apply sxy -7631.6 hist table 104 from 1,1 to 181,1
apply xquiet yquiet from 1,1 to 181,1
history 116 xdisp i=84, j=1
history 117 xdisp i=83, j=14
history 118 hyst modfac i=61, j=26
set echo off
call reldispx.fis
reldispx
hist reldispx
hist reldispy
set echo off
call inipp.fis
inipp
set echo off
call excpp.fis
excpp
hist excpp
save edam16.sav

;... STATE: EDAM17 ....
solve dytime 40
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save edam17.sav

;*** plot commands ****
;plot name: pp
plot hold pp fill bound
;plot name: ssi
plot hold ssi fill
;plot name: disp
plot hold xdisp fill inv bound
;plot name: pp esyy hist
plot hold history 6 9 vs 12
;plot name: rel. disp
plot hold history 5 13 line vs 12
;plot name: base disp hist
plot hold history 116 line vs 12
;plot name: excess pp
plot hold history 14 line vs 12
;plot name: corrected velocity
plot hold table 104 line
;plot name: vel hist
plot hold history 102 vs 12
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18.7 FISH Functions

“RELDISPX.FIS”

;Name:reldispx
;Diagram:
def reldispx

reldispx = xdisp(62,29) - xdisp(62,1)
reldispy = ydisp(62,29) - ydisp(62,1)

end

“INIPP.FIS”

;Name:inipp
;Diagram:
def inipp

ppini = pp(49,23)
end

“EXCPP.FIS”

;Name:excpp
;Diagram:
def excpp

excpp = pp(49,23) - ppini
end
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18.8 Data File “INPUT.DAT”

;Project Record Tree export
;Title:Input wave correction

;... STATE: INP1 ....
config gwflow ats dynamic
hist 100 read acc.his
hist write 100 table 100
save inp1.sav

;*** BRANCH: UNFILTERED ****

;... STATE: INP2 ....
set echo off
call fft inp.fis
set fft inp1=100 fft inp2=110
fft inp
set echo off
call Fft.fis
fftransform
save inp2.sav

;*** BRANCH: FILTERED ****
restore inp1.sav

;... STATE: INP3 ....
set echo off
call Filter.fis
set filter in=100 filter out=101 Fc=5
filter
set echo off
call fft inp.fis
set fft inp1=101 fft inp2=110
fft inp
set echo off
call Fft.fis
fftransform
save inp3.sav

;*** BRANCH: UNCORRECTED ****

;... STATE: INP4 ....
set echo off
call INT.FIS
set int in=101 int out=102
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integrate
set echo off
call INT.FIS
set int in=102 int out=103
integrate
save inp4.sav

;*** BRANCH: CORRECTED ****
restore inp3.sav

;... STATE: INP5 ....
set echo off
call INT.FIS
set int in=101 int out=102
integrate
set echo off
call baseline.fis
set itab unc=102 itab corr=120 drift=0.3 ttime=40.0 npnts=2048
set itab cvel=104
baseline
set echo off
call INT.FIS
set int in=104 int out=103
integrate
save inp5.sav

;*** plot commands ****
;plot name: input acc
plot hold table 100 line
;plot name: fft
plot hold table 110 line
;plot name: input disp
plot hold table 103 line
;plot name: input vel
plot hold table 102 line
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18.9 Data File “BASELINE.FIS”

“BASELINE.FIS”

;Name:baseline
;Diagram:
;Input:itab unc/int/102/uncorrected velocity table
;Input:itab corr/int/120/low frequency sine wave correction
;Input:drift/float/0.3/residual displ. at end of record
;Input:ttime/float/40.0/total time of record
;Input:npnts/int/2048/number of points in record
;Input:itab cvel/int/105/baseline corrected velocity
def baseline

loop ii (1,npnts)
tt = float(ii-1) * ttime / float(npnts)
vv = pi * tt / ttime
cor d = drift * pi / (2.0 * ttime)
ytable(itab corr,ii) = -(cor d*sin(vv))
xtable(itab corr,ii) = tt
ytable(itab cvel,ii) = ytable(itab corr,ii) + ytable(itab unc,ii)
xtable(itab cvel,ii) = xtable(itab unc,ii)

endloop
end
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17 Lined Tunnel Construction in Saturated Ground

17.1 Problem Statement

A circular tunnel with an excavated radius of 6 m, and with its center at a depth of 65 m below
the surface, is constructed in saturated ground. The pre-construction water table is at a depth of
5 m below the surface. The ground is dewatered during the construction phase. The tunnel is
supported by a temporary shotcrete liner, which is installed while the tunnel excavation advances,
and a final cast-in-place 0.4 m-thick concrete liner. The analysis is required to determine the forces
and moments that develop in the concrete liner both when the water level returns to its original
elevation and when, at a later time, the temporary shotcrete liner loses its strength.

The construction sequence considered in this analysis is divided into six stages.

1. Before construction begins, the water table is lowered to approximately 10 m below the
tunnel invert using dewatering wells. The initial insitu stress ratio, Ko, is 0.5 for the
unsaturated state.

2. The excavation begins, and the tunnel advancement produces tunnel closure correspond-
ing to a 30% relaxation of traction forces acting on the tunnel periphery before the
shotcrete liner is installed.

3. The shotcrete is installed, the tunnel is advanced to produce 100% relaxation, and load
develops in the shotcrete. Note that the shotcrete is sufficiently porous such that it
provides negligible resistance to fluid flow when the original water table is restored.

4. A permanent cast-in-place concrete liner is then placed inside the shotcrete lined tunnel.
A plastic waterproof membrane covers the concrete liner; the concrete plus membrane
is impermeable.

5. After the concrete liner is installed, the dewatering wells are stopped, and the water rises
to the original level. Pore pressures are re-established throughout the ground and the
outer liner, but fluid does not penetrate past the impermeable inner liner. The water
exerts a pressure in the “gap” between the two liners; this pressure causes axial forces to
develop within the liners.

6. Finally, the shotcrete liner degrades over time, and the ground relaxes into the inner liner.

Figure 17.1 illustrates the construction sequence that is simulated in the FLAC analysis. The figure
also lists the rock, shotcrete and concrete liner properties assumed for the analysis.
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Figure 17.1 Conditions and sequence for the lined tunnel construction
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17.2 Modeling Procedure

The six construction stages are simulated as separate steps in the FLAC analysis. Each step is
described in the following sections. The model is created using FLAC ’s graphical interface, the
GIIC. Upon entering the GIIC, the groundwater flow option, adjust total stress option and structural
elements facility are activated from the Model Options dialog. The option for automatic adjustment
of total stresses is selected to facilitate the calculation for Stage 5, when the water table is raised in
the model. Also, 5 extra grid variables are selected; these are available to store grid variables when
creating FISH functions for this analysis. The Project Tree Record format and SI system of units
are also selected for this example. The Model Options dialog is shown in Figure 17.2.

Figure 17.2 Model options selected for lined tunnel example

After the model options are selected, a Project File (*.prj) dialog opens. A working directory is
selected for storing files related to this project, and a project title (“Lined tunnel construction in
saturated ground”) and project filename (“LINER.PRJ”) are assigned in the dialog.

A record of all FLAC commands used to create and run this model are saved to file after the project is
complete (using the File / Export Record menu item). A listing of the data record for this model
is given in Section 17.4.
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17.2.1 Step 1: Initial State with Lowered Water Table

The model creation takes advantage of the problem symmetry, as shown in Figure 17.1. The grid
is constructed using the Build / Library tool. The Single tunnel-refined region grid type is selected, as
shown in Figure 17.3. A fine mesh is created in the region of the tunnel, and a coarse grid extends
away from the tunnel region. ATTACH commands are assigned automatically to connect the coarse
mesh to the fine mesh. When this grid type is selected and a coordinate range is defined, a grid
tool opens to prescribe mesh density and adjust the grid to the problem dimensions. Figure 17.4
shows the grid after adjustments have been made to the corner locations and mesh density. The grid
extends from 0.0 to 120.0 in the x-direction and from -80.0 to 65.0 in the y-direction. The x = 0
coordinate is the line of symmetry. The fine mesh region extends from 0.0 to 20.0 in the x-direction
and from -10.0 to 10.0 in the y-direction, and contains 36 × 36 zoning. The surrounding mesh is
three times coarser than the fine mesh.

The grid in the fine-mesh region is then altered to match the periphery of the excavated tunnel,
using the Alter / Shape tool. The Circle mode is selected to locate the tunnel with its center at x = 0.0,
y = 0.0 and radius of 6.0. The third row of gridpoints from the top of the grid is adjusted slightly
to the location y = 60.0, using the Line mode in the Shape . This is done to provide a more precise
representation for the pore-pressure distribution (in Stage 5) when the water level is raised. The final
grid is shown in Figure 17.5, and a close-up view of the tunnel region is shown in Figure 17.6. Note
that the resources panes are turned off in the second figure (by checking off the Show / Resources
menu item) to show a full model-view of the grid.

Figure 17.3 Build / Library tool
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Figure 17.4 Grid tool for the “Single tunnel-refined region” grid type

Figure 17.5 Grid created for lined tunnel example
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Figure 17.6 Grid created for lined tunnel example — close-up view of tunnel
region

The material properties for the rock are entered using the MATERIAL / Assign tool. The properties are
displayed in the Define Material dialog shown in Figure 17.7. The groundwater properties (porosity
= 0.3, and permeability (i.e., mobility coefficient) = 10−10m2/(Pa-sec)) are also assigned, using the
MATERIAL / GWProp tool (see Figure 17.8). Units for groundwater properties in FLAC are discussed in
Section 1.7 in Fluid-Mechanical Interaction.

Figure 17.7 Define Material dialog with rock properties for lined tunnel ex-
ample
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Figure 17.8 Assign groundwater properties

The boundary conditions are applied using the In Situ / FIX tool. The left boundary is a line of
symmetry. The right boundary is fixed from movement in the x-direction. The top boundary is a
free surface, and the bottom boundary is fixed from movement in the y-direction. The FIX tool with
the boundary conditions assigned is shown in Figure 17.9.

The initial stress state is specified assuming that no water is present. The rock density listed in
Figure 17.1 is considered to be the unsaturated value, and assuming a value of 10 m/sec2 for the
gravitational magnitude, the calculated vertical stress at the bottom of the model (145 m depth) is
then -3.248 MPa. A linear variation based on this value is entered for the yy-stress component,
using the In Situ / Initial tool. The xx-stress and zz-stress components are also entered, based on
the lateral stress ratio, Ko = 0.5. The input stresses are shown in the Initial tool displayed in
Figure 17.10.

Figure 17.9 Assigned boundary conditions in theFIX tool
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Figure 17.10 Initial stress state distribution entered in theInitial tool

The gravitational magnitude is entered using the Settings / Gravity tool, and the groundwater flow
calculation is turned off using the Settings / GW tool. The Run / Solve tool is now used to calculate the
initial stress state. The model should be very close to an equilibrium state. In order to ensure that
a uniform stress distribution is developed in the model, the Solve Initial Equilibrium as Elastic Model check
box is selected.

After the equilibrium state is calculated, the initial stress distribution is checked. Note that, by
default, stress contours do not extend to the model boundaries because stress is calculated at zone
centroids. However, the FISH function “EXTRAP.FIS” can be used to extrapolate the zone-based
variable to gridpoints. We first copy the stress values we wish to plot into an extended array. The
FISH function shown in Figure 17.11 is entered in the FISH Editor and executed to write the yy-
stress components into grid variable ex 1. Then, the “EXTRAP.FIS” function is opened in the FISH
Editor from the “ITASCA\FLAC500\FISH\3-LIBRARY” directory. (The function is described
in Section 3 in the FISH volume.) This function is executed from the FISH Editor by clicking
on the Run / Execute menu item. The extrapolated yy-stress values are calculated and stored in
grid variable ex 2. The yy-stress contours are plotted from the Plot / Model tool using the Contour-
GP / Extramenu item and selecting the ex 2 plot item. Figure 17.12 displays the resulting plot of the
initial vertical stress distribution. The contour plot is generated for a simple average extrapolation
(gp avg = 0). Figure 17.13 shows the same result presented in a Postscript format. Different
output formats can be selected from the File / Print Plot Setup menu item.
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Figure 17.11 “FILL EX1 SYY.FIS” FISH function to copy stresses to an ex-
tended array (for use with “EXTRAP.FIS”)
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Figure 17.12 Vertical stress distribution at initial state
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Figure 17.13 Vertical stress distribution at initial state — Postscript format
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17.2.2 Step 2: Tunnel Excavation with 30% Relaxation of Tunnel Tractions

The tunnel region is excavated using the Material / Assign tool. The Region radio button is selected to
delineate the tunnel region, and then the null material is highlighted and the mouse is clicked within
the tunnel region to null the zones in this region. Figure 17.14 shows the null tunnel region in the
Assign tool.

Figure 17.14 Null tunnel zones in theAssign tool

If the Solve tool is executed at this point, the calculation corresponds to instantaneous excavation of
the tunnel. In this exercise, we wish to simulate the installation of the temporary shotcrete liner after
some change in the tunnel load has occurred due to the tunnel advancement. The effect of tunnel
advancement is simulated by relaxing the tractions acting along the tunnel periphery incrementally.
The relaxation tractions can be related to tunnel closure, which, in turn, can be related to the distance
from the face of an advancing tunnel — e.g., see Panet (1979).

For this example, the tunnel tractions are relaxed by 30% before the shotcrete liner is installed. A
relaxation FISH function, relax hist, is used to control the rate of relaxation. The function
is shown in Figure 17.15. Three FISH variables are input for this function: ninc specifies the
step increment over which the tractions are relaxed; rstart is the starting multiplier for traction
values; and rstop is the multiplier for traction values after ninc steps are completed. For a 30%
relaxation, rstart = 1.0, rstop = 0.7 and we reduce the tractions over an interval of ninc =
100. The increment value is chosen such that inertial effects are minimized. (See Section 3.5.4 in
the User’s Guide for further discussion on minimizing inertial effects.)
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Figure 17.15 “RELAX.FIS” controls relaxation of tractions at the tunnel-
boundary gridpoints

The FISH function apply rf, listed in Figure 17.16, is used to apply tractions along the tunnel
boundary. Reaction forces are first calculated by fixing the boundary gridpoints, using APPLY
xvelocity=0 and APPLY yvelocity=0 commands, and taking a STEP 1 to perform the calculation.*
Then, the function recovers the x- and y-reaction forces at the selected tunnel-boundary gridpoints
and assigns these forces as tractions (with an opposite sign) at the same boundary gridpoints,
using the APPLY xforce and APPLY yforce commands. The history keyword is used to reduce the
tractions linearly between the traction-multiplied limits (rstart and rstop) over the interval
ninc specified in the FISH function relax hist.

The FISH input variables for apply rf are the bounding range i- and j−gridpoints for the tunnel
boundary. In this case, ib ap = 45, ie ap = 56, jb ap = 8 and je ap = 30. These values can be
identified from a grid plot that includes the gridpoint numbers (PLOT grid gnum), generated from
the Plot / Model tool.

Afterapply rf is executed, we need to re-fix the x-velocity of the gridpoints at the top and bottom
of the tunnel; the fixity condition was removed during the execution of the function. We also select
the large-strain calculation mode, using the Settings / Mech tool, and monitor displacements at the
top of the model and around the tunnel periphery, using the Utility / History tool. The FISH function
“VERT CLOSURE.FIS” (see Figure 17.17) is executed from the Fish Editor to monitor the vertical
closure/opening calculated as the difference between the vertical displacement at the crown and
invert of the tunnel. Before cycling, the application of the applied forces around the tunnel should
be checked by creating a plot of applied forces using the PLOT / Model tool. See Figure 17.18.

* Note that the tunnel-boundary gridpoints are found by using the logical condition for identifying
marked gridpoints (and(flags(ii,jj), 128) = 128). The tunnel gridpoints are the only marked gridpoints
in this model.
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Figure 17.16 “APPLY RF.FIS” FISH function to apply tractions to tunnel-
boundary gridpoints

We solve for the equilibrium solution at 30% relaxation of the tunnel tractions by invoking the
Run / Solve tool. The APPLY commands implemented in apply rf relax the tunnel tractions during
the calculation, and a new equilibrium state is found. The reduction is indicated by the applied-
forces plot shown in Figure 17.19 — compare to Figure 17.18.

Figure 17.17 “VERT CLOSURE.FIS” FISH function
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Figure 17.18 Applied forces added to tunnel-boundary gridpoints fromap-
ply rf FISH function

Figure 17.19 Applied forces after 30% relaxation of tractions
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17.2.3 Step 3: Install Shotcrete and Relax Tunnel Tractions 100%

The shotcrete is installed by using the Structure / Liner tool. The structural nodes are attached directly
to the grid, as shown in Figure 17.20. The shotcrete properties are assigned in the Structure / SEProp

tool. The property ID for the shotcrete liner elements is identified in the tool as “L1.” By clicking
on this ID number, the Liner Element Properties dialog opens and properties are entered, as shown
is Figure 17.21. Note that the weight of the shotcrete is neglected for this example.

Figure 17.20 Shotcrete liner installed as liner elements attached to tunnel-
boundary gridpoints

Because only one-half of the liner is modeled, the structural nodes along the line of symmetry must
be fixed from translation in the x-direction and from rotation. The fixity conditions for these nodes
(node numbers 1 and 45) are set in the Structure / Node tool.
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Figure 17.21 Shotcrete properties assigned in the Liner Element Properties
dialog

The tunnel loads are now relaxed completely around the tunnel. The FISH function “RELAX.FIS”
is executed again from the FISH Editor with rstart = 1.0, rstop = 0.0, and ninc = 100. The
tractions are then reduced 100% by executing “APPLY RF.FIS” again over the same gridpoint range
as before. The new equilibrium solution at 100% relaxation is found using Run / Solve .

Figure 17.22 displays the vertical and horizontal closure histories for the tunnel. The total vertical
closure is approximately 11.5 cm, and the total horizontal closure approximately 2.5 cm, after
100% relaxation. The axial forces that develop in the shotcrete after total relaxation are shown in
Figure 17.23. The maximum force corresponds to an axial stress of approximately 20 MPa.
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Figure 17.22 Vertical and horizontal closures around tunnel
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Figure 17.23 Axial forces in shotcrete after 100% relaxation of tunnel loads
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17.2.4 Step 4: Install Concrete Liner

The cast-in-place concrete liner is installed in Step 4. The Structure / Liner tool is used, as shown
in Figure 17.24. However, this time, an interface provides the connection between the new liner
and the grid.* The liner elements for the concrete liner are created by first checking the Attach nodes

to an interface radio button in the Structure / Liner tool. We also specify an initial gap of 1 cm between
the liner elements and the grid, after checking the Add a gap from grid? radio button. When the new
nodes are positioned, by dragging the mouse along the tunnel boundary, an Interface properties
dialog opens to assign the interface properties. The interface is assumed to only provide frictional
resistance, with a friction angle of 30◦. The normal and shear stiffness values for the interface (4000
MPa/m) are selected to satisfy the condition that the deformability of the interface has minimal
influence on both the compliance of the total model and the calculational speed (see Section 4.4.1
in Theory and Background).

Figure 17.24 Concrete liner elements installed and connected to the grid using
an interface

* Note that the concrete liner is connected to the grid via an interface, and not to the shotcrete liner.
This is done because the shotcrete liner will be deleted later in the analysis (in Step 6). If the
concrete and shotcrete liners are connected with an interface, and the shotcrete liner is deleted,
then the interface is also deleted. A new interface would need to be created between the concrete
liner and grid at Step 6. Because the shotcrete liner and grid are rigidly attached, it is sufficient to
connect the concrete liner to the grid with the interface at Step 4.
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In order to assign material properties for the concrete liner different from those for the shotcrete,
a different property ID number must be prescribed for the new liner elements. The PropID radio
button is selected while still in the Structure / Liner tool. An “L1” symbol will appear over the newly
created liner elements. By clicking on this symbol, a dialog opens to rename the symbol, as shown
in Figure 17.25. Select “L2” and all the new segments are assigned “L2.”

The material properties for the concrete liner are assigned using the Structure / SEProp tool. Click on
one of the “L2” symbols to open the dialog, as shown in Figure 17.26. (Note that “L2” property
should be highlighted in the dialog.) The weight of the concrete liner is included for the concrete
liner by assigning the mass density in this dialog. It is only necessary to assign the properties for
one “L2” element; all elements with “L2” IDs will then be prescribed these properties.

The translation and rotation fixity conditions for the concrete-liner nodes along the centerline (nodes
46 and 90) must also be set, using the Structure / Node tool. This satisfies the symmetry condition as
done previously for the shotcrete liner.

Figure 17.25 Re-assigning liner property ID numbers to “L2” for the concrete
liner elements
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Figure 17.26 Concrete liner properties assigned in Liner Element Properties
dialog

The model is stepped again to an equilibrium state using Run / Solve . The concrete liner settles onto
the grid at the invert of the tunnel, and normal stresses develop along the interface, as shown in
Figure 17.27. The “alternate” interface normal stress plot is used, to clearly show those interface
segments in contact. Note that stresses act mainly on alternate segments because slight shear
movement on the interface causes geometrical mismatch for the contacting nodes on one side of the
interface. This behavior is quite normal and is illustrated in Figure 4.16 in Section 4.5.5 in Theory
and Background.
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Figure 17.27 Normal stresses along interface after concrete liner settles onto
grid at tunnel invert

17.2.5 Step 5: Reestablish Water Table

The water level is raised to the original elevation in Step 5. This stage of the simulation is performed
in two steps (as an “uncoupled” analysis). First, a flow-only calculation is performed to establish
the pore-pressure distribution. Then, a mechanical-only calculation is performed to establish the
change in the stress state and the loading in the liners due to the water pressure acting on the liners.

The water level is raised by using the In Situ / Initial tool to specify a pore pressure distribution. For
the water table located at y = 60 m in this model (5 m below the surface), and the bottom of the
model located at y = -80 m, the pore pressure varies linearly from zero at y = 60 to 1.4 MPa at
y = -80. Figure 17.28 shows the input for the pore-pressure distribution in the In Situ / Initial tool.
Note that the tool must be applied twice to cover the model because the highlighted region cannot
extend across attached gridpoints.
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Figure 17.28 Assign pore-pressure distribution corresponding to raising water
table

The mechanical-calculation mode is turned off in the Settings / Mech tool, and the flow calculation is
turned on in the Settings / GW tool. The water modulus and water density are also required for the
flow-only calculation. The modulus is set to 10,000 Pa; this low value speeds convergence for
steady-state flow (see Section 1.7.5.3 in Fluid-Mechanical Interaction). The water density is set
to 1000 kg/m3.

The pore-pressure distribution should correspond to a steady-flow state. Some stepping is necessary
to satisfy steady flow due to the variation in zoning. The Run / Solve tool is executed to calculate this
state. The resulting pore pressure distribution is shown in Figure 17.29.
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Figure 17.29 Pore-pressure distribution after raising water table to y = 60 m

The mechanical response resulting from raising the water level is now calculated. The flow-
calculation mode is turned off and the water bulk modulus is set to zero in the Settings / GW tool. The
mechanical-calculation mode is turned on in the Settings / Mech tool.

When the water level is raised, the water is re-established throughout the ground and the permeable
shotcrete liner, but not in the impermeable concrete liner. Thus, the water exerts a pressure in the
gap between the two liners. The pressure acts on both the inner concrete liner and the outer shotcrete
liner. The pressure applied to the shotcrete liner is applied using the in Situ / Apply tool. For the water
level raised to y = 60, the water pressure applied at the tunnel boundary varies from 660,000 Pa at
the invert to 540,000 Pa at the crown. The application of this pressure in the in Situ / Apply tool is
illustrated in Figure 17.30.
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Figure 17.30 Apply pressure to shotcrete liner

In order to apply a pressure to the inner concrete liner, it is necessary to write a FISH function
that calculates the forces at the liner nodes that correspond to the water pressure. A function,
“APPLY GAP PRESS.FIS,” listed in Section 17.5, performs this operation. This function accesses
liner-element variables associated with the concrete liner. The file “STR.FIN” is used to identify
and access the various structural data. (See Section 4 in the FISH volume for a description of the
use of “.FIN” files to access the FLAC data structure.) The x- and y-direction forces are calculated
corresponding to the water pressure at the depth of each liner node along the concrete liner. These
forces are then added to the nodal forces at the offset locations identified by the symbols $kndlo1
for the x-applied force, and $kndlo2 for the y-applied force.

“APPLY GAP PRESS.FIS” is executed from the FISH Editor. Three input parameters are required
for this function: y wtab, the y-coordinate of the water table; tuncen x, the x-coordinate of the
tunnel center; and tuncen y, the y-coordinate of the tunnel center.

After “APPLY GAP PRESS.FIS” is executed, the new equilibrium state is calculated using the
Run / Solve tool.

The tunnel moves upward and distorts slightly inward at the springline, as indicated by the magnified-
mesh plot shown in Figure 17.31. The vertical distance between the crown and invert increases by
approximately 2.5 cm due to the water pressure gradient, as shown in Figure 17.32. The resulting
axial forces in the liners are shown in Figure 17.33. The maximum stress is approximately 17 MPa
in the shotcrete liner and 10 MPa in the concrete liner. The moment distribution in the concrete
liner and the normal stress along the interface are displayed in Figure 17.34. Some yielding of the
rock occurs during the water table rise.
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Figure 17.31 Exaggerated grid distortion after raising water table
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Figure 17.32 Tunnel closure/opening after raising water table
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Figure 17.33 Axial forces in liners after raising water table
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Figure 17.34 Moments in concrete liner and normal stress along interface after
raising water table
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17.2.6 Step 6: Delete Shotcrete Liner

In the last step of this analysis, the shotcrete liner is deleted to represent the degradation of the liner.
The shotcrete elements are deleted in the Structure / Segments tool. The shotcrete elements (elements 1
through 44) are highlighted with the mouse and deleted, as shown in Figure 17.35.

The final axial load in the concrete liner, after the shotcrete is deleted, is shown in Figure 17.36.
The maximum force corresponds to an axial stress of approximately 17 MPa.

Figure 17.35 Delete shotcrete-liner elements inStructure / Segments tool
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Figure 17.36 Axial force in concrete liner after deleting shotcrete liner

17.3 Reference
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17.4 Data File “LINER.DAT”

;Project Record Tree export
;Title:Lined tunnel construction

;... STATE: INITIAL ....
config gwflow ats extra 5
grid 80,60
gen 0.0,-80.0 0.0,-10.0 20.0,-10.0 20.0,-80.0 i 2 14 j 1 25
model elastic i=2,13 j=1,24
gen 20.0,-80.0 20.0,-10.0 120.0,-10.0 120.0,-80.0 i 14 44 j 1 25
model elastic i=14,43 j=1,24
gen 0.0,-10.0 0.0,10.0 20.0,10.0 20.0,-10.0 i 45 81 j 1 37
model elastic i=45,80 j=1,36
gen 20.0,-10.0 20.0,10.0 120.0,10.0 120.0,-10.0 i 14 44 j 25 37
model elastic i=14,43 j=25,36
gen 0.0,10.0 0.0,65.0 20.0,65.0 20.0,10.0 i 2 14 j 37 61
model elastic i=2,13 j=37,60
gen 20.0,10.0 20.0,65.0 120.0,65.0 120.0,10.0 i 14 44 j 37 61
model elastic i=14,43 j=37,60
attach aside from 2 25 to 14 25 bside from 45 1 to 81 1
attach aside from 45 37 to 81 37 bside from 2 37 to 14 37
attach aside from 81 37 to 81 1 bside from 14 37 to 14 25
gen circle 0.0,0.0 6.0
gen line 0.0,60.0 120.0 60.0
group ’ground’ notnull
model mohr notnull group ’ground’
prop density=2240.0 bulk=2.29167E8 shear=1.05769E8 cohesion=20000.0 &
friction=20.0 dilation=0.0 tension=0.0 notnull group ’ground’

prop por 0.3 perm 1e-10 notnull
fix y i 2 44 j 1
fix x i 44
fix x i 2 j 1 25
fix x i 45 j 1 37
fix x i 2 j 37 61
initial syy -3248000.0 var 0.0,3248000.0
initial sxx -1624000.0 var 0.0,1624000.0
initial szz -1624000.0 var 0.0,1624000.0
set gravity=10.0
set flow=off
history 999 unbalanced
solve elastic
save initial.sav

;*** BRANCH: BRANCH A ****
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;... STATE: SYYPLOT ....
set echo off
call fill ex1 syy.fis
fill ex1 syy
set echo off
call Extrap.fis
set gp avg=0
extrap to gp
save syyplot.sav

;*** BRANCH: BRANCH B ****
restore initial.sav

;... STATE: RELAX 30 ....
model null region 49 20
group ’null’ region 49 20
group delete ’null’
set echo off
call relax.fis
set ninc=100 rstart=1.0 rstop=0.7
relax ini
set echo off
call apply rf.fis
set ib ap=45 ie ap=56 jb ap=8 je ap=30
apply rf
fix x i 45 j 30
fix x i 45 j 8
set =large
history 1 ydisp i=2, j=61
history 2 ydisp i=45, j=30
history 3 ydisp i=45, j=8
history 4 xdisp i=56, j=19
set echo off
call vert closure.fis
vert closure
history 5 vert closure
solve
save relax 30.sav

;... STATE: RELAX 100 ....
struct node 1 grid 45,8
struct node 2 grid 46,8
struct node 3 grid 47,8
struct node 4 grid 48,8
struct node 5 grid 48,9
struct node 6 grid 49,9
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struct node 7 grid 50,9
struct node 8 grid 50,10
struct node 9 grid 51,10
struct node 10 grid 52,10
struct node 11 grid 52,11
struct node 12 grid 53,11
struct node 13 grid 53,12
struct node 14 grid 54,12
struct node 15 grid 54,13
struct node 16 grid 54,14
struct node 17 grid 55,14
struct node 18 grid 55,15
struct node 19 grid 55,16
struct node 20 grid 56,16
struct node 21 grid 56,17
struct node 22 grid 56,18
struct node 23 grid 56,19
struct node 24 grid 56,20
struct node 25 grid 56,21
struct node 26 grid 56,22
struct node 27 grid 55,22
struct node 28 grid 55,23
struct node 29 grid 55,24
struct node 30 grid 54,24
struct node 31 grid 54,25
struct node 32 grid 54,26
struct node 33 grid 53,26
struct node 34 grid 53,27
struct node 35 grid 52,27
struct node 36 grid 52,28
struct node 37 grid 51,28
struct node 38 grid 50,28
struct node 39 grid 50,29
struct node 40 grid 49,29
struct node 41 grid 48,29
struct node 42 grid 48,30
struct node 43 grid 47,30
struct node 44 grid 46,30
struct node 45 grid 45,30
struct liner begin node 1 end node 2 seg 1 prop 5001
struct liner begin node 2 end node 3 seg 1 prop 5001
struct liner begin node 3 end node 4 seg 1 prop 5001
struct liner begin node 4 end node 5 seg 1 prop 5001
struct liner begin node 5 end node 6 seg 1 prop 5001
struct liner begin node 6 end node 7 seg 1 prop 5001
struct liner begin node 7 end node 8 seg 1 prop 5001
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struct liner begin node 8 end node 9 seg 1 prop 5001
struct liner begin node 9 end node 10 seg 1 prop 5001
struct liner begin node 10 end node 11 seg 1 prop 5001
struct liner begin node 11 end node 12 seg 1 prop 5001
struct liner begin node 12 end node 13 seg 1 prop 5001
struct liner begin node 13 end node 14 seg 1 prop 5001
struct liner begin node 14 end node 15 seg 1 prop 5001
struct liner begin node 15 end node 16 seg 1 prop 5001
struct liner begin node 16 end node 17 seg 1 prop 5001
struct liner begin node 17 end node 18 seg 1 prop 5001
struct liner begin node 18 end node 19 seg 1 prop 5001
struct liner begin node 19 end node 20 seg 1 prop 5001
struct liner begin node 20 end node 21 seg 1 prop 5001
struct liner begin node 21 end node 22 seg 1 prop 5001
struct liner begin node 22 end node 23 seg 1 prop 5001
struct liner begin node 23 end node 24 seg 1 prop 5001
struct liner begin node 24 end node 25 seg 1 prop 5001
struct liner begin node 25 end node 26 seg 1 prop 5001
struct liner begin node 26 end node 27 seg 1 prop 5001
struct liner begin node 27 end node 28 seg 1 prop 5001
struct liner begin node 28 end node 29 seg 1 prop 5001
struct liner begin node 29 end node 30 seg 1 prop 5001
struct liner begin node 30 end node 31 seg 1 prop 5001
struct liner begin node 31 end node 32 seg 1 prop 5001
struct liner begin node 32 end node 33 seg 1 prop 5001
struct liner begin node 33 end node 34 seg 1 prop 5001
struct liner begin node 34 end node 35 seg 1 prop 5001
struct liner begin node 35 end node 36 seg 1 prop 5001
struct liner begin node 36 end node 37 seg 1 prop 5001
struct liner begin node 37 end node 38 seg 1 prop 5001
struct liner begin node 38 end node 39 seg 1 prop 5001
struct liner begin node 39 end node 40 seg 1 prop 5001
struct liner begin node 40 end node 41 seg 1 prop 5001
struct liner begin node 41 end node 42 seg 1 prop 5001
struct liner begin node 42 end node 43 seg 1 prop 5001
struct liner begin node 43 end node 44 seg 1 prop 5001
struct liner begin node 44 end node 45 seg 1 prop 5001
struct prop 5001
struct prop 5001 e 5E9 area 0.2 I 6.667E-4 thickness 0.2 pratio 0.2
struct node 1 fix r
struct node 45 fix r
set echo off
call relax.fis
set ninc=100 rstart=1.0 rstop=0.0
relax ini
set echo off
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call apply rf.fis
set ib ap=45 ie ap=56 jb ap=8 je ap=30
apply rf
fix x i 45 j 30
fix x i 45 j 8
solve
save relax 100.sav

;... STATE: CONCRETE LINER ....
struct node 46 -0.009999999,-5.934354
struct node 47 0.5403872,-5.909409
struct node 48 1.0677705,-5.83766
struct node 49 1.3934847,-5.7689834
struct node 50 1.7148663,-5.6822453
struct node 51 2.2164936,-5.507348
struct node 52 2.6691952,-5.3049097
struct node 53 2.9959185,-5.12955
struct node 54 3.3110964,-4.934328
struct node 55 3.6289055,-4.7082486
struct node 56 3.9312108,-4.4618177
struct node 57 4.221777,-4.1916423
struct node 58 4.4936547,-3.9028683
struct node 59 4.741998,-3.6024983
struct node 60 4.9692087,-3.2874517
struct node 61 5.1648974,-2.975049
struct node 62 5.3416204,-2.650305
struct node 63 5.543802,-2.2015164
struct node 64 5.71753,-1.7040727
struct node 65 5.803216,-1.384472
struct node 66 5.870646,-1.0615453
struct node 67 5.9404373,-0.53864527
struct node 68 5.9640603,-0.003078309
struct node 69 5.9402924,0.5325633
struct node 70 5.870383,1.0556496
struct node 71 5.8029413,1.3787708
struct node 72 5.717355,1.6985627
struct node 73 5.5437098,2.196513
struct node 74 5.3415146,2.645681
struct node 75 5.1648083,2.9705613
struct node 76 4.969033,3.2831426
struct node 77 4.741786,3.598347
struct node 78 4.4934635,3.8988612
struct node 79 4.221613,4.187811
struct node 80 3.9311185,4.4582114
struct node 81 3.6289046,4.70485
struct node 82 3.311182,4.931169

FLAC Version 5.0



17 - 34 Example Applications

struct node 83 2.9960687,5.1266155
struct node 84 2.6694071,5.30218
struct node 85 2.2167227,5.504829
struct node 86 1.7150635,5.6798687
struct node 87 1.3936529,5.7666674
struct node 88 1.0678986,5.8353524
struct node 89 0.54044735,5.907067
struct node 90 -0.010000001,5.931989
struct liner begin node 46 end node 47 seg 1 prop 5002
struct liner begin node 47 end node 48 seg 1 prop 5002
struct liner begin node 48 end node 49 seg 1 prop 5002
struct liner begin node 49 end node 50 seg 1 prop 5002
struct liner begin node 50 end node 51 seg 1 prop 5002
struct liner begin node 51 end node 52 seg 1 prop 5002
struct liner begin node 52 end node 53 seg 1 prop 5002
struct liner begin node 53 end node 54 seg 1 prop 5002
struct liner begin node 54 end node 55 seg 1 prop 5002
struct liner begin node 55 end node 56 seg 1 prop 5002
struct liner begin node 56 end node 57 seg 1 prop 5002
struct liner begin node 57 end node 58 seg 1 prop 5002
struct liner begin node 58 end node 59 seg 1 prop 5002
struct liner begin node 59 end node 60 seg 1 prop 5002
struct liner begin node 60 end node 61 seg 1 prop 5002
struct liner begin node 61 end node 62 seg 1 prop 5002
struct liner begin node 62 end node 63 seg 1 prop 5002
struct liner begin node 63 end node 64 seg 1 prop 5002
struct liner begin node 64 end node 65 seg 1 prop 5002
struct liner begin node 65 end node 66 seg 1 prop 5002
struct liner begin node 66 end node 67 seg 1 prop 5002
struct liner begin node 67 end node 68 seg 1 prop 5002
struct liner begin node 68 end node 69 seg 1 prop 5002
struct liner begin node 69 end node 70 seg 1 prop 5002
struct liner begin node 70 end node 71 seg 1 prop 5002
struct liner begin node 71 end node 72 seg 1 prop 5002
struct liner begin node 72 end node 73 seg 1 prop 5002
struct liner begin node 73 end node 74 seg 1 prop 5002
struct liner begin node 74 end node 75 seg 1 prop 5002
struct liner begin node 75 end node 76 seg 1 prop 5002
struct liner begin node 76 end node 77 seg 1 prop 5002
struct liner begin node 77 end node 78 seg 1 prop 5002
struct liner begin node 78 end node 79 seg 1 prop 5002
struct liner begin node 79 end node 80 seg 1 prop 5002
struct liner begin node 80 end node 81 seg 1 prop 5002
struct liner begin node 81 end node 82 seg 1 prop 5002
struct liner begin node 82 end node 83 seg 1 prop 5002
struct liner begin node 83 end node 84 seg 1 prop 5002
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struct liner begin node 84 end node 85 seg 1 prop 5002
struct liner begin node 85 end node 86 seg 1 prop 5002
struct liner begin node 86 end node 87 seg 1 prop 5002
struct liner begin node 87 end node 88 seg 1 prop 5002
struct liner begin node 88 end node 89 seg 1 prop 5002
struct liner begin node 89 end node 90 seg 1 prop 5002
struct prop 5002
interface 1 aside from 45,8 to 45,30 bside from node 90,89 to node 46
interface 1 unglued kn=4.0E9 ks=4.0E9 cohesion=0.0 dilation=0.0 &
friction=30.0 tbond=0.0 bslip=Off

struct prop 5002 density 2500.0 e 2.5E10 area 0.4 I 0.005333 &
thickness 0.4 pratio 0.2

struct node 46 fix x r
struct node 90 fix x r
solve
save concrete liner.sav

;... STATE: WATER ....
initial pp 1400000.0 var 0.0,-1400000.0 i 2 44 j 1 59
initial pp 700000.0 var 0.0,-200000.0 i 45 81 j 1 37
set mechanical=off
set flow=on
water bulk=10000.0
water density=1000.0
solve
save water.sav

;... STATE: GAP PRESSURE ....
set flow=off
water bulk=0.0
set mechanical=on
apply pressure 660000.0 var 0.0 -120000.0 from 45,8 to 45,30
set echo off
call apply gap press.fis
set y wtab=60.0 tuncen x=0.0 tuncen y=0.0
apply gap press
history reset
history 1 ydisp i=2, j=61
history 2 ydisp i=45, j=30
history 3 ydisp i=45, j=8
history 4 xdisp i=56, j=19
history 5 vert closure
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
history 999 unbalanced
solve
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save gap pressure.sav

;... STATE: DELETE SHOTCRETE ....
struct liner delete 1
struct liner delete 2
struct liner delete 3
struct liner delete 4
struct liner delete 5
struct liner delete 6
struct liner delete 7
struct liner delete 8
struct liner delete 9
struct liner delete 10
struct liner delete 11
struct liner delete 12
struct liner delete 13
struct liner delete 14
struct liner delete 15
struct liner delete 16
struct liner delete 17
struct liner delete 18
struct liner delete 19
struct liner delete 20
struct liner delete 21
struct liner delete 22
struct liner delete 23
struct liner delete 24
struct liner delete 25
struct liner delete 26
struct liner delete 27
struct liner delete 28
struct liner delete 29
struct liner delete 30
struct liner delete 31
struct liner delete 32
struct liner delete 33
struct liner delete 34
struct liner delete 35
struct liner delete 36
struct liner delete 37
struct liner delete 38
struct liner delete 39
struct liner delete 40
struct liner delete 41
struct liner delete 42
struct liner delete 43
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struct liner delete 44
solve
save delete shotcrete.sav

;*** plot commands ****
;plot name: applied tractions
plot hold bound apply max 500000.0
;plot name: tunnel disp
plot hold history 4 line 5 line
;plot name: shotcrete axial forces
plot hold struct liner axial fill max 5.0E7 white bound
;plot name: interface stresses
plot hold bound struct liner moment 2 fill max 2000000.0 iface 1 altns &
fill white

;plot name: pp contours
plot hold pp fill bound
;plot name: grid
plot hold grid magnify 10.0 bound
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17.5 Data File “APPLY GAP PRESS.FIS”

;Name:apply gap press
;Diagram:
;Input:y wtab/float/60.0/y-coordinate of water table
;Input:tuncen x/float/0.0/x-coordinate of tunnel center
;Input:tuncen y/float/0.0/y-coordinate of tunnel center
call str.fin
def Apply Gap Press
strp = str pnt
sp=imem(strp+$ksels) ;pointer to struc element list
loop while sp # 0 ;loop through all struc elements
if imem(sp+$kelcod2)=5 ;check if it is a liner element
pn1=imem(sp+$keln1) ;node 1 of liner elem.
pn2=imem(sp+$keln2) ;node 2 of liner elem.
if imem(pn1+$kndcod) = 1 ;not linked to gridpoint means inner liner

n1id=imem(pn1+$kndid)
n2id=imem(pn2+$kndid)
n1xcord=fmem(pn1+$kndx)
n1ycord=fmem(pn1+$kndy)
n2xcord=fmem(pn2+$kndx)
n2ycord=fmem(pn2+$kndy)
nxdif=abs(n1xcord-n2xcord)
nydif=abs(n1ycord-n2ycord)
sslope=atan(nxdif/nydif) ;slope of liner
shlength=fmem(sp+$kell)/2. ;half-length of liner
if n1xcord>=tuncen x

unx =-cos(sslope)
else

unx =cos(sslope)
end if
if n1ycord>=tuncen y

uny =-sin(sslope)
else

uny =sin(sslope)
end if

;node 1
n1depth=y wtab-n1ycord ;depth of node
n1pp = -ygrav*n1depth*wdens ;pore pressure
n1fmag = shlength * n1pp ;equivalent force on node

;from half of liner element
n1xforce = n1fmag * unx
n1yforce = n1fmag * uny
fmem(pn1+$kndlo1)=fmem(pn1+$kndlo1)+n1xforce ;add xforce
fmem(pn1+$kndlo2)=fmem(pn1+$kndlo2)+n1yforce ;add yforce

;node 2
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n2depth=y wtab-n2ycord
n2pp = -ygrav*n2depth*wdens
n2fmag = shlength * n2pp
n2xforce = n2fmag * unx
n2yforce = n2fmag * uny
fmem(pn2+$kndlo1)=fmem(pn2+$kndlo1)+n2xforce ;add xforce
fmem(pn2+$kndlo2)=fmem(pn2+$kndlo2)+n2yforce ;add yforce

end if
end if
sp = imem(sp)

end loop
end
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16 Pile-Supported Highway Embankment

16.1 Problem Statement

End-bearing piles can be used to support highway embankments constructed over soft foundation
materials. This method of support can reduce the potential for excessive deformations and failure
during the undrained stage of construction when excess pore pressures are induced in the foundation
materials by the embankment loading.

This example presents a FLAC analysis of the initial (undrained) construction stage for a highway
embankment built over soft saturated foundation clay and muck, using timber piles to support
the embankment.* The piles extend through the soft materials and into underlying silty sands.
The embankment includes foamed concrete engineered fill as part of the embankment materials.
The light-weight foamed concrete is placed in lifts of approximately 0.6 m thickness. The first
lift is placed over a wire mesh directly in contact with the top of the timber piles. Earth fill and
pavement material are placed as cover over the foamed concrete. The analysis also includes a
traffic surcharge of 11,500 Pa (240 psf). Figure 16.1 shows a section view of the embankment and
foundation materials. The groundwater surface is at the top of the foundation materials.

Figure 16.1 Half-section view of foamed concrete embankment on timber
piles

* This analysis is based on information provided by K. J. Kim of the North Carolina Department of
Transportation on the design of a foamed concrete embankment supported on timber piles for the
U.S. 64 widening project in Tyrrell County, North Carolina.
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The properties assumed for the foundation and embankment materials are listed in Tables 16.1
and 16.2. Note that both saturated and dry densities are shown for the foundation materials. The
embankment materials are assumed to remain dry. The FLAC simulation is an undrained analysis
using the groundwater configuration mode. Consequently, the drained material bulk modulus and
strength properties and the dry mass densities are input for this calculation mode, because the effect
of water is incorporated in the FLAC calculation.

Table 16.1 Properties for foundation soils

muck very soft clay silty sand

Saturated unit weight (N/m3) 11,100 13,560 18,840
Porosity (%) 90 80 30
Dry density (kg/m3) 231 582 1620
Drained Young’s modulus (MPa) 0.3 0.5 15.0
Drained Poisson’s ratio 0.49 0.45 0.3
Drained bulk modulus (MPa) 5.0 1.67 12.5
Shear modulus (MPa) 0.1 0.17 5.77
Drained cohesion (Pa) 3500 5000 0
Drained friction angle (degrees) 0 0 32
Dilation angle (degrees) 0 0 0
Horizontal permeability (m/day) 0.003 0.0003 2.4
Vertical permeability (m/day) 0.001 0.0001 0.8

Table 16.2 Properties for embankment materials

foamed concrete earth fill

Dry density (kg/m3) 640 1920
Porosity (%) 30 30
Drained Young’s modulus (MPa) 600.0 10.0
Drained Poisson’s ratio 0.15 0.3
Drained bulk modulus (MPa) 286.0 8.33
Shear modulus (MPa) 261.0 3.85
Drained cohesion (Pa) 50,000 2400
Drained friction angle (degrees) 0 30
Dilation angle (degrees) 0 0
Horizontal permeability (m/day) 1.2 1.2
Vertical permeability (m/day) 0.4 0.4

Treated timber piles are located on a 2.5 m by 2.5 m rectangular spacing beneath the embankment
materials. The length of each pile is 12.8 m (42 ft), and the average pile diameter is 0.3048 m (12
in). The properties of the timber piles are listed in Table 16.3.
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Table 16.3 Properties for treated timber piles

Elastic modulus (GPa) 10.0
End-bearing capacity (KN) 250.0

16.2 Modeling Procedure

This analysis is performed as a parametric study to compare the deformation of an unsupported
embankment to that of a pile-supported embankment. In both cases, we first determine the initial
equilibrium state of the saturated foundation soils. Then, for the unsupported case, we add the
embankment materials and monitor the vertical displacement along the foundation surface directly
beneath the embankment. For the pile-supported case, we install the timber piles and then add the
layers of embankment materials while monitoring the vertical displacements in the same locations
as those for the unsupported case.

The model is created using FLAC ’s graphical interface, the GIIC. Upon entering the GIIC, the
groundwater flow option, structural elements and factor-of-safety calculation are activated in the
Model Options dialog. The Save Project As menu item is then selected from the File menu in
order to set up a project file to save the model state at various stages of the simulation. We click on
? in this menu dialog to select a directory in which to save the project file. A record of the FLAC
commands used to create this model is saved after the analysis is complete, using the File / Export
Record menu item. A listing of the record created for this model is given in Section 16.3.

We generate the grid using the Build/Block tool to create a two block by two block grid. Then, we use
the Alter/Shape tool to generate lines defining the excavation slope and the excavation and foundation
material boundaries. The embankment is 3 m high and the pavement half-width is 12 m. The
resulting grid is shown in Figure 16.2 and coincides with the half-section shown in Figure 16.1.
The grid before alteration is saved as state “P1.SAV,” and after alteration as “P2.SAV.”
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   FLAC (Version 5.00)

LEGEND
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  step         0
 -4.444E+00 <x<  8.444E+01
 -6.294E+01 <y<  2.594E+01

Grid plot

0   2E  1

-5.500

-4.500

-3.500

-2.500

-1.500

-0.500

 0.500

 1.500

(*10^1)

 0.500  1.500  2.500  3.500  4.500  5.500  6.500  7.500
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 16.2 FLAC grid for highway embankment analysis

The different materials and their associated properties are assigned by group names using the
Material/Assign tool. Three foundation soil groups are created: silty sand, very soft clay and muck.
The embankment consists of four lifts of 0.6 m thick foamed concrete and the earth fill layer.
The groups defined for the embankment and foundation materials are shown in Figure 16.3. The
groundwater properties are assigned using the Material/GWProp tool. The model is saved at this stage
as “P3.SAV.”
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Figure 16.3 Groups defined for embankment and foundation materials

After all the material groups are assigned, the foamed concrete lifts and earth fill groups are “exca-
vated” using the Material/Cut&Fill tool. The initial stress state for the saturated foundation soils is then
calculated. We use the “ININV.FIS” FISH function provided in the FISH library (see “ININV.FIS”
in Section 3 in the FISH volume). This function automatically calculates the pore pressures and
total stresses that are compatible for a model containing a phreatic surface. The groundwater density
and water bulk modulus are specified before applying this FISH function. We use the Settings/GW

tool to set the groundwater density to 1000 kg/m3 and the groundwater bulk modulus to 10,000
Pa (to speed convergence to steady-state flow). We then use the Utility/FishLib tool to access the
“ININV.FIS” FISH function. We enter the phreatic surface elevation (wth = 0) and the Ko ratios
(k0x = 1.0 and k0z = 1.0) in the dialog, and press OK . The FISH function is called into FLAC and
executed. The pore pressure distribution and total stress adjustment are then calculated automati-
cally. We now solve for the new equilibrium state, using the Run/Solve tool and running in coupled
mechanical-groundwater flow mode. The pore-pressure distribution is shown in Figure 16.4. The
model is saved at this state as “P4.SAV.”
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   FLAC (Version 5.00)
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Figure 16.4 Initial pore-pressure distribution in foundation soils

The embankment construction is analyzed assuming undrained conditions. This is accomplished
by setting the groundwater flow calculation mode off, and increasing the water bulk modulus to
approximate a nearly incompressible fluid. We increase the water bulk modulus to 0.2 GPa and
set flow off using the Settings/GW tool. Also, because we anticipate large deformations during the
construction, we perform this stage in large-strain mode and set this option on in the Settings/Mech

tool.

The unsupported embankment construction is simulated by adding each embankment-lift group
individually (via the Material/Cut&Fill tool), and then solving for the equilibrium state with this lift
in place. As each group is added, the saturation values of the gridpoints in the group are fixed
at zero (using the In Situ/Initial and In Situ/Fix tools) to simulate the unsaturated condition of the
embankment materials. Figure 16.5 shows the Material/Cut&Fill tool with the “foamed concrete1” lift
added (filled). (We note that if the Show Excavations? box is checked, then the excavated groups are
shown grayed-out in this tool.) These steps are repeated for each of the three remaining foamed
concrete lifts and the earth-fill lift. Finally, the traffic surcharge is applied along the top of the
embankment, using the In Situ/Apply tool. Each of the unsupported construction stages are saved as
separate save states in “P5.SAV” through “P10.SAV.”
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Figure 16.5 Addition of first embankment lift “foamed concrete1”

Vertical displacement histories are recorded at four locations along the base of the embankment, at
(x = 0, y = 0), (x = 5, y = 0), (x = 11, y = 0) and (x = 16, y = 0). The displacements are monitored
throughout the embankment construction; the results are shown in Figure 16.6. The extent of the
displacements induced by the unsupported construction is shown in Figure 16.7. The maximum
vertical displacement beneath the embankment is approximately 0.6 m (2 ft).

The displacements are associated with excess pore pressures that develop in the muck and very
soft clay. This is evident from the pore pressure histories recorded along the centerline of the
embankment at y = 0 and y = -6 (in the muck), and at y = -10 (in the very soft clay). The plots of
pore-pressure histories are given in Figure 16.8.

A factor-of-safety calculation is performed at this stage by selecting the Run/SolveFoS tool. The safety
factor for the unsupported embankment is calculated to be 1.06. Figure 16.9 shows the failure
surface that develops if cohesion and friction of the embankment and foundation materials are
reduced by this factor.
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Figure 16.6 Vertical displacements along base of embankment for unsup-
ported embankment construction
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Figure 16.7 Displacement vectors and x-displacement contours for unsup-
ported embankment construction
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Figure 16.8 Pore pressures beneath center of embankment for unsupported
embankment construction
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Figure 16.9 Factor of safety and failure surface plot for unsupported embank-
ment
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The pile-supported embankment construction is simulated by first installing pile elements in the
FLAC model. The model state at “P4.SAV” (the initial equilibrium state) is restored, and seven
piles of 12.8 m length are positioned at a 2.5 m spacing within the foundation soils. Before the
piles are placed in the model, the first foamed concrete lift is added. This is done so that the top of
the piles can be connected to the embankment materials. Then, the piles are positioned as shown
in Figure 16.10.

In order to represent the three-dimensional effect of the 2.5 m pile spacing, we scale the pile
properties by dividing by the pile spacing. This is done automatically by specifying the spacing
property when assigning pile properties. In this analysis only the elastic modulus and the end-
bearing capacity are scaled to account for the spacing. Note that we neglect the weight of the piles;
the pile density would also be scaled if this weight is included. (See Section 1.9.4 in Structural
Elements for additional information on scaling properties to simulate the three-dimensional effect.)

The properties of the pile coupling springs are selected to simulate an end-bearing capacity and zero
skin friction. The cohesive strengths of the shear coupling springs at the top and bottom elements
of each pile are set to 2.5 MN/m, while all other shear and normal coupling-spring strength values
are set to zero. The value for cohesive strength is derived from a simulation of axially loaded
piles at 2.5 m spacing to produce an end-bearing ultimate capacity of 250 KN in the silty-sand
foundation material. The value for coupling-spring shear stiffness is selected at approximately ten
times the equivalent stiffness of the stiffest neighboring zone. By doing this, the deformability at
the pile/soil interface will have minimal influence on both the compliance of the total model and
the calculational speed (see Section 4.4.1 in Theory and Background). The properties used for
the pile elements in this model are summarized in Table 16.4. The model is saved at this stage as
‘P11.SAV.”

Figure 16.10 Location of piles in FLAC model
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Table 16.4 Properties for pile elements

middle segments top & bottom segments

Elastic modulus (GPa) 10.0 10.0
Radius (m) 0.1524 0.1524
Perimeter (m) 0.976 0.976
Spacing (m) 2.5 2.5
Shear coupling spring stiffness (GN/m/m) 0.0 1.0
Shear coupling spring cohesion (MN/m) 0.0 2.5
Shear coupling spring friction (degrees) 0.0 0.0
Normal coupling spring stiffness (GN/m/m) 0.0 0.0
Normal coupling spring cohesion (N/m) 0.0 0.0
Normal coupling spring friction (degrees) 0.0 0.0

The embankment construction steps are now performed following the same sequence as for the
unsupported case. Each of the pile-supported stages are saved as separate save states in “P12.SAV”
through “P17.SAV.”

The vertical displacements are monitored as before; the histories are shown in Figure 16.11. The
maximum vertical displacement beneath the embankment is now approximately 0.03 m (1 in).

Also, we note that for this case there is an insignificant change in pore pressures in the muck and
very soft clay, as seen in Figure 16.12.
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Figure 16.11 Vertical displacements along base of the embankment for pile-
supported embankment construction
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Figure 16.12 Pore pressures beneath center of embankment for pile-supported
embankment construction
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We are also interested in the axial loading that develops in the piles. When the spacing property is
assigned, the axial force values that are printed and plotted output are the actual values (i.e., they
account for the pile spacing). We plot the actual axial forces in the piles in Figure 16.13. (The 21 pile
numbers shown in the plot legend correspond to the top, middle and bottom pile segments, which
are assigned different material property numbers.) The maximum pile loading is approximately
210 KN.

A factor-of-safety calculation is also performed at this stage. The calculated factor is 1.46, and the
failure surface is shown by the plot in Figure 16.14. Note that the critical failure surface for the
supported embankment is now at the toe of the earthfill berm. The safety factor for the foundation
material beneath the embankment is greater than 1.46, as a result of the support provided by the
piles.

Finally, we note that this project can be re-created by importing the data file “PEMBANK.DAT”
listed in Section 16.3, using the File / Import Record menu item. After the record is imported to
the GIIC, each save state can be created by first clicking on that state in the Record pane, and then
clicking on the restore state button at the top of the pane. The commands associated with that state
will then be called into FLAC. Note that the Project Tree Record format must be enabled (from the
Model Options dialog) to import this record.

Figure 16.13 Actual loads in piles for pile-supported embankment construction
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Figure 16.14 Factor of safety and failure surface plot for supported embank-
ment
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16.3 Data File “‘PEMBANK.DAT”

Project Record Tree export
;Title:Piled Embankment

;... State: p1.sav ....
config gwflow
grid 60,45
gen 0.0,-40.0 0.0,-15.0 30.0,-15.0 30.0,-40.0 ratio 1.0,0.9 i 1 31 j 1 16
gen 0.0,-15.0 0.0,3.0 30.0,3.0 30.0,-15.0 i 1 31 j 16 46
gen 30.0,-40.0 30.0,-15.0 80.0,-15.0 80.0,-40.0 ratio 1.02,0.9 &
i 31 61 j 1 16

gen 30.0,-15.0 30.0,3.0 80.0,3.0 80.0,-15.0 ratio 1.02,1.0 i 31 61 j 16 46
model elastic i 1 60 j 1 45
save p1.sav

;... State: p2.sav ....
gen line 11.75,3.0 20.75,0.0
gen line 0.0,-9.0 20.0,-5.0
gen line 0.0,-12.0 20.0,-10.5
mark i 21 61 j 41
mark i 20 61 j 32
mark i 20 61 j 23
mark i 1 20 j 41
model null i 21 j 41 45
model null i 20 j 42 45
model null i 19 j 42 45
model null i 18 j 43 45
model null i 17 j 43 45
model null i 16 j 44 45
model null i 15 j 44 45
model null i 14 j 45
model null region 45 43
gen line 0.0,2.5 11.0,2.5
ini x 12.543801 y 2.0714378 i 13 j 44
ini x 13.681461 y 1.5236754 i 14 j 43
ini x 15.619698 y 0.84950686 i 16 j 42
ini x 14.187088 y 1.3551335 i 15 j 43
ini x 16.336002 y 0.63882875 i 17 j 42
save p2.sav

;... State: p3.sav ....
group ’silty sand’ region 55 5
model mohr group ’silty sand’
prop density=1620.0 bulk=1.2499999E7 shear=5770000.0 cohesion=0.0 &
friction=32.0 dilation=0.0 tension=0.0 group ’silty sand’
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group ’very soft clay’ region 59 29
model mohr group ’very soft clay’
prop density=582.0 bulk=1669999.9 shear=172000.0 cohesion=5000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’very soft clay’

group ’muck’ region 58 36
model mohr group ’muck’
prop density=231.0 bulk=5.0002132E6 shear=100066.7 cohesion=3500.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’muck’

group ’foamed concrete1’ i 1 17 j 41
model mohr group ’foamed concrete1’
prop density=640.0 bulk=2.85999968E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete1’

group ’foamed concrete2’ i 1 15 j 42
model mohr group ’foamed concrete2’
prop density=640.0 bulk=2.85999968E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete2’

group ’foamed concrete3’ i 1 13 j 43
model mohr group ’foamed concrete3’
prop density=640.0 bulk=2.85999968E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete3’

group ’foamed concrete4’ i 1 12 j 44
model mohr group ’foamed concrete4’
prop density=640.0 bulk=2.85999968E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete4’

group ’earth fill’ i 20 j 41
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

group ’earth fill’ i 19 j 41
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

group ’earth fill’ i 18 j 41
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

group ’earth fill’ i 18 j 42
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

group ’earth fill’ i 17 j 42
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

group ’earth fill’ i 16 j 42
model mohr group ’earth fill’
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prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

group ’earth fill’ i 16 j 43
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

group ’earth fill’ i 14 15 j 43
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

group ’earth fill’ notnull i 13 14 j 44 45
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

group ’earth fill’ i 1 12 j 45
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

prop por=0.3 k11=2.83E-9 k22=9.44E-10 group ’foamed concrete1’
prop por=0.3 k11=2.83E-9 k22=9.44E-10 group ’foamed concrete2’
prop por=0.3 k11=2.83E-9 k22=9.44E-10 group ’foamed concrete3’
prop por=0.3 k11=2.83E-9 k22=9.44E-10 group ’foamed concrete4’
prop por=0.3 k11=2.83E-9 k22=9.44E-10 group ’earth fill’
prop por=0.3 k11=2.83E-9 k22=9.44E-10 group ’silty sand’
prop por=0.8 k11=3.54E-13 k22=1.17E-13 group ’very soft clay’
prop por=0.9 k11=3.53E-12 k22=1.18E-12 group ’muck’
save p3.sav

;... State: p4.sav ....
model null group ’earth fill’
model null group ’foamed concrete4’
model null group ’foamed concrete3’
model null group ’foamed concrete2’
model null group ’foamed concrete1’
fix x y i 1 61 j 1
fix x i 61 j 1 41
fix x i 1 j 1 41
set gravity=9.81
water bulk 2e4
water density=1000.0
set echo off
call Ininv.fis
set wth=0.0 k0x=0.5 k0z=0.5
ininv
history 999 unbalanced
solve

FLAC Version 5.0



16 - 18 Example Applications

save p4.sav

;*** Branch: Unsupported ****

;... State: p5.sav ....
model mohr group ’foamed concrete1’
prop density=640.0 bulk=2.85999936E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete1’

initial saturation 0.0 i 1 18 j 41 42
fix saturation i 1 18 j 41 42
set flow=off
water bulk=2.0E8
set =large
fix x i 1 j 41 42
history 1 ydisp i=1, j=41
history 2 ydisp i=6, j=41
history 3 ydisp i=12, j=41
history 4 ydisp i=17, j=41
history 5 gpp i=1, j=40
history 8 gpp i=1, j=30
history 9 gpp i=1, j=23
history 10 gpp i=1, j=14
initial xdis 0.0 ydis 0.0
solve
save p5.sav

;... State: p6.sav ....
model mohr group ’foamed concrete2’
prop density=640.0 bulk=2.85999936E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete2’

fix x i 1 j 42 43
fix saturation i 1 16 j 42 43
initial saturation 0.0 i 1 16 j 42 43
solve
save p6.sav

;... State: p7.sav ....
model mohr group ’foamed concrete3’
prop density=640.0 bulk=2.85999936E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete3’

fix x i 1 j 43 44
fix saturation i 1 15 j 43 44
initial saturation 0.0 i 1 14 j 43 44
solve
save p7.sav
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;... State: p8.sav ....
model mohr group ’foamed concrete4’
prop density=640.0 bulk=2.85999968E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete4’

fix x i 1 j 44 45
fix saturation i 1 13 j 44 45
initial saturation 0.0 i 1 13 j 44 45
solve
save p8.sav

;... State: p9.sav ....
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

fix x i 1 j 45 46
fix saturation i 1 19 j 42 46
initial saturation 0.0 i 1 20 j 42 46
solve
save p9.sav

;... State: p10.sav ....
apply pressure 11500.0 from 1,46 to 12,46
solve
save p10.sav

;... State: FoSmode.fsv ....
;FoS save state:
solve fos file FoSmode.fsv

;*** Branch: Pile-supported ****
restore p4.sav

;... State: p11.sav ....
model mohr group ’foamed concrete1’
prop density=640.0 bulk=2.85999936E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete1’

struct node 1 1.251,0.01
struct node 2 1.25,-12.8
struct node 3 3.751,0.01
struct node 4 3.75,-12.8
struct node 5 6.251,0.01
struct node 6 6.25,-12.8
struct node 7 8.751,0.01
struct node 8 8.75,-12.8
struct node 9 11.251,0.01
struct node 10 11.25,-12.8
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struct node 11 13.751,0.01
struct node 12 13.75,-12.8
struct node 13 16.251,0.01
struct node 14 16.25,-12.8
struct pile begin node 1 end node 2 seg 10 prop 3001
struct pile begin node 3 end node 4 seg 10 prop 3001
struct pile begin node 5 end node 6 seg 10 prop 3001
struct pile begin node 7 end node 8 seg 10 prop 3001
struct pile begin node 9 end node 10 seg 10 prop 3001
struct pile begin node 11 end node 12 seg 10 prop 3001
struct pile begin node 13 end node 14 seg 10 prop 3001
struct prop 1001
struct prop 2001
struct prop 3001
struct prop 3001 e 1E10 radius 0.1524 perimeter 0.976 cs ncoh 0 cs nfric 0 &
cs nstiff 0 cs scoh 0.0 cs sstiff 0.0 cs sfric 0 spacing 2.5

struct prop 3002 e 1E10 radius 0.1524 cs scoh 2500000.0 cs sstiff 1e9 per &
0.976 spacing 2.5

struct prop 3002 cs ncoh 0 cs nstiff 0
struct chprop 3002 range 70 70
struct chprop 3002 range 60 60
struct chprop 3002 range 50 50
struct chprop 3002 range 40 40
struct chprop 3002 range 30 30
struct chprop 3002 range 20 20
struct chprop 3002 range 10 10
struct chprop 3002 range 61 61
struct chprop 3002 range 51 51
struct chprop 3002 range 41 41
struct chprop 3002 range 31 31
struct chprop 3002 range 21 21
struct chprop 3002 range 11 11
struct chprop 3002 range 1 1
water bulk 2e8
set flow off
fix x i 1 j 40 42
save p11.sav

;... State: p12.sav ....
history 1 ydisp i=1, j=41
history 2 ydisp i=6, j=41
history 3 ydisp i=12, j=41
history 4 ydisp i=17, j=41
history 5 gpp i=1 j=40
history 8 gpp i=1 j=30
history 9 gpp i=1 j=23
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history 10 gpp i=1 j=14
set large
initial xdis 0.0 ydis 0.0
initial saturation 0.0 i 1 18 j 41 42
fix saturation i 1 18 j 41 42
solve
save p12.sav

;... State: p13.sav ....
model mohr group ’foamed concrete2’
prop density=640.0 bulk=2.85999968E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete2’

initial saturation 0.0 i 1 16 j 42 43
fix saturation i 1 16 j 42 43
solve
save p13.sav

;... State: p14.sav ....
model mohr group ’foamed concrete3’
prop density=640.0 bulk=2.85999968E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete3’

fix x i 1 j 43 46
initial saturation 0.0 i 1 19 j 42 46
fix saturation i 1 19 j 42 46
solve
save p14.sav

;... State: p15.sav ....
model mohr group ’foamed concrete4’
prop density=640.0 bulk=2.85999968E8 shear=2.61E8 cohesion=500000.0 &
friction=0.0 dilation=0.0 tension=0.0 group ’foamed concrete4’

fix x i 1 j 43 46
initial saturation 0.0 i 1 19 j 42 46
fix saturation i 1 19 j 42 46
solve
save p15.sav

;... State: p16.sav ....
model mohr group ’earth fill’
prop density=1920.0 bulk=8330000.0 shear=3850000.0 cohesion=2400.0 &
friction=30.0 dilation=0.0 tension=0.0 group ’earth fill’

fix x i 1 j 43 46
initial saturation 0.0 i 1 19 j 42 46
fix saturation i 1 19 j 42 46
solve
save p16.sav
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;... State: p17.sav ....
apply pressure 11500.0 from 1,46 to 11,46
solve
save p17.sav

;... State: FoSmode2.fsv ....
;FoS save state:
solve fos no restore file FoSmode2.fsv

;*** plot commands ****
;plot name: pore pressure
plot hold pp fill
;plot name: y-disp histories
plot hold history 1 line 2 line 3 line 4 line
;plot name: displacements
plot hold xdisp fill displacement
;plot name: pp histories
plot hold history 5 line 8 line 9 line
;plot name: pile forces
plot hold group struct pile axial fill max 1000000.0
;plot name: FoS
plot hold fos ssi fill velocity
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14 Dewatered Construction of a Braced Excavation

14.1 Problem Statement

A braced excavation is constructed in saturated ground. The excavation is dewatered during con-
struction and is supported by diaphragm walls that are braced at the top by horizontal struts. The
purpose of the FLAC analysis is to evaluate the deformation of the ground adjacent to the excava-
tion, and the performance of the wall and struts, throughout the construction stages. The analysis
starts from the stage after the wall has been constructed, but prior to any excavation. Dewatering,
excavation and installation of struts are simulated in separate construction stages. A calculation of
the factor of safety of the excavation is made after the final stage.

In practice, the construction may involve several stages of dewatering, excavation and adding of
support. For simplicity, in this example, only three construction stages are analyzed: (1) dewatering
to a 20 m depth in the region to be excavated; (2) excavation to a 2 m depth; and (3) installation
of a horizontal strut and excavation to a 10 m depth. Additional excavation stages can readily be
incorporated in the FLAC analysis, as required.

Figure 14.1 shows the geometry for this example. The excavation is 20 m wide and the final depth
is 10 m. The diaphragm walls extend to a 30 m depth and are braced at the top by horizontal struts
at a 2 m interval. The ground consists of two soil layers: a 20 m thick soft clay underlain by a stiff
sand layer that extends to a great depth. The initial water table is at the ground surface.

Figure 14.1 Geometry for braced excavation example

FLAC Version 5.0



14 - 2 Example Applications

The drained material properties associated with the two material types are summarized in Table 14.1.
The soil/wall interface is relatively smooth; strength properties are lower than those of the adjacent
soils. The interface friction angle is 12.5◦ and the interface cohesion is 2500 Pa.

Table 14.1 Drained properties for sand and clay layers

Sand layer Clay layer

Dry density (kg/m3) 1700 1600
Young’s modulus (MPa) 40.0 10.0
Poisson’s ratio 0.3 0.35
Cohesion (Pa) 1000 5000
Friction angle (degrees) 32 25
Dilation angle (degrees) 2 0
Mobility coefficient (m2/(Pa-sec)) 10−10 10−10

Porosity 0.3 0.3

The properties selected in this example to simulate the behavior of the diaphragm wall and the struts
are listed in Tables 14.2 and 14.3. Note that for the two-dimensional FLAC analysis, the Young’s
modulus of the wall should be divided by (1− ν2) to represent the plane-stress formulation for the
structural elements in the plane-strain condition of a continuous wall. Thus, a value of 5.95 GPa is
input to FLAC for the wall elastic modulus.

The strut properties are listed in Table 14.3. Note that the spacing of the struts is 2 m. A simple
way to simulate the three-dimensional effect of the strut spacing in the FLAC model is with linear
scaling of the material properties of the struts by dividing by the strut spacing. For this example,
by using elastic beam elements, it is only necessary to scale the elastic modulus and the density of
the struts. This is done in FLAC automatically when the parameter, spacing, is specified.

Table 14.2 Properties of the diaphragm wall

Equivalent thickness (m) 1.26
Density (kg/m3) 2000
Young’s modulus (GPa) 5.712
Poisson’s ratio 0.2
Moment of inertia (m4) 0.167

Table 14.3 Properties of the strut

Area (m2) 1.0
Spacing (m) 2.0
Density (kg/m3) 3000
Young’s modulus (GPa) 4.0
Moment of inertia (m4) 0.083
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14.2 Modeling Procedure

The recommended procedure to simulate this type of problem with FLAC is illustrated by performing
the analysis in seven steps:

Step 1 Generate the model grid and assign material models and properties and bound-
ary conditions to represent the physical system.

Step 2 Determine the initial in-situ stress state of the ground prior to construction.

Step 3 Determine the initial in-situ stress state of the ground with the diaphragm wall
installed.

Step 4 Lower the water level within the region to be excavated to a depth of 20 m
below the ground surface.

Step 5 Excavate to a depth of 2 m.

Step 6 Install the horizontal struts at the top of the wall and then excavate to a depth
of 10 m.

Step 7 Determine the factor of safety for the 10 m excavation.

The model is created using FLAC ’s graphical interface, the GIIC . Upon entering the GIIC, the
groundwater flow option, the adjust total stress option*, structural elements and factor-of-safety
calculation are activated from the Model Options dialog. The Project Tree Record format and SI
system of units are also selected for this example. The dialog is shown in Figure 14.2.

We set up a project file to save the model state at various stages of the simulation. We click on ?

in the Project File (*.prj) dialog to select a directory in which to save the project file. We assign
a title to our project and save the project as “EXCAVATE.PRJ.” (Note that the “.PRJ” extension
is assigned automatically.) This project file contains the project tree and allows direct access to
all the save (“.SAV”) files that we will create for the different stages of the analysis. We can stop
working on the project at any stage, save it and re-open it at a later time simply by opening the
project file (from the File / Open Project menu item); the entire project and associated save files
will be accessible in the GIIC.

A record of the FLAC commands used to create this model can also be saved separately using
the File / Export Record menu item. A listing of the record created for this model is given in
Section 14.3.

* The automatic adjustment of total stresses for external pore-pressure change is selected because we
will use this facility when we change from an unsaturated to a saturated state. See Section 1.9.7 in
Fluid-Mechanical Interaction.
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Figure 14.2 Model options selected for braced excavation example

14.2.1 Step 1: Model Generation

We begin the analysis by building the model grid using the Build tool. The braced excavation is
a common form of retaining structure used in geotechnical engineering. We can find this type of
geometry in the grid library available from the Build / Library tool. We click on the “Retaining wall,
2 interfaces” library item to access this grid type. The grid library dialog for this tool is shown in
Figure 14.3.

We click OK to begin manipulating this grid to fit our problem geometry. Note that it is only necessary
to consider half of the problem region shown in Figure 14.1 because of the symmetric geometry.
The grid corners are selected to correspond to the right half of the excavation with the axes origin
at the centerline of the excavation. A uniform mesh density is assigned with a zone size of 1 m.
By using this library item, the wall is created automatically as a set of beam elements, connected
to the grid on both sides by interfaces. The FLAC commands are automatically generated to create
this grid when the Execute button is pressed. The grid created for the braced excavation example is
shown in Figure 14.4. The figure also shows the location of the wall beams, and identifies the two
interfaces by ID numbers 101 and 102.
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Figure 14.3 Grid library tool for retaining wall grid
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Figure 14.4 Grid created for braced excavation
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Next, we assign material properties for the soils and soil/wall interface. The interface properties are
prescribed using the Alter / Interface tool. We click on the Property radio button in this pane and then
click on the circled number at one end of the interface highlighted in the model plot. An Interface
Properties dialog will appear, as shown in Figure 14.5. We select the Unbonded button and then enter
the interface properties.

Figure 14.5 Interface material properties dialog

It is usually reasonable to select the interface normal- and shear-stiffness properties such that the
stiffness is approximately ten times the equivalent stiffness of the stiffest neighboring zone. By
doing this, the deformability at the interface will have minimal influence on both the compliance
of the total model and the calculational speed. The equivalent stiffness of a zone normal to the
interface is

max

[(
K + 4

3G
)

�zmin

]
(14.1)

where:K & G are the bulk and shear moduli, respectively; and
�zmin is the smallest width of an adjoining zone in the normal direction

The max [ ] notation indicates that the maximum value over all zones adjacent to the interface is
to be used (e.g., there may be several materials adjoining the interface).

In this example, the smallest grid width adjacent to the interface is 1 m, and the maximum equivalent
stiffness is approximately 55 MPa. Therefore, we select a representative value of 550 MPa/m for
the normal and shear stiffnesses.
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The soil properties are assigned in the Material / Assign tool. We store the material properties in the
GIIC material database. This database can then be utilized by other projects if needed. We click
on the Database button to open the Material list dialog. We then click on the Edit tab to create two
materials and assign properties. Figure 14.6 shows the Material list dialog that is edited to contain
the properties for stiff sand. After the properties for both soils are added to the database, they can
be saved in a file (e.g., “EXCAVATE.GMT”) that can be loaded for other analyses. We click OK to
select these materials for assignment in the present model.

Figure 14.6 Material database dialog

We highlight Excavation: sand in the Assign tool, check the Layer radio button, and click-and-drag
the mouse over the zone layers we wish to assign as stiff sand, then repeat the process for the zones
assigned as soft clay. Figure 14.7 shows the model with the materials assigned.
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Figure 14.7 Materials assigned to the model

The groundwater properties, porosity and permeability, are assigned in the Material / GWProp tool. We
click on the SetAll button to open the Model Groundwater properties dialog to enter these properties.
Note that the “permeability” required by FLAC is actually the mobility coefficient (i.e., the coefficient
of the pore pressure term in Darcy’s law). When we click OK , these properties are assigned to all
zones in the model.

We also need to specify the material properties for the diaphragm wall because the initial model
grid includes the structural elements representing the wall. We click on the Structure / SEProp tool and
then click on one of the beam elements to open the Beam Element Properties dialog. The dialog
is divided into two panes, as shown in Figures 14.8 and Figure 14.9. We enter the area, Young’s
modulus and moment of inertia from Table 14.2. (The area is 1.26 m2 because the two-dimensional
model assumes a 1 m dimension out of the analysis plane.) We do not assign the density of the wall
at this stage because we will first calculate the equilibrium stress state before the wall is constructed;
this is done by neglecting the weight of the wall.
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Figure 14.8 Beam properties assigned for the diaphragm wall
— mechanical properties

Figure 14.9 Beam properties assigned for the diaphragm wall
— geometric properties

It is now necessary to prescribe the boundary conditions for the model. We use the In Situ / Fix tool
to assign the mechanical boundary conditions. We press the X & Y radio button, then hold the left
mouse button and drag the mouse along the bottom boundary of the grid. Gridpoints are marked
and, when the button is released, a letter denoting the fixity condition is printed at the selected
gridpoints. In addition, the corresponding FIX command is listed in the Changes sub-menu. We
then click on the X radio button and drag the mouse along the left and right boundaries of the grid.
We press Execute to send these commands to FLAC. The resulting boundary conditions are shown
in Figure 14.10.
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Figure 14.10 Fixed boundary conditions

This completes the first step of our analysis: generation of the model grid and assignment of material
models and properties and boundary conditions. We save the model state at this stage by clicking
on the Save button at the bottom of the record pane. We name the saved state “EX01.SAV”; a new
“branch” with this name appears in the project tree shown in the record pane. See Figure 14.11.
Note that the commands associated with this branch have now been grayed out. If we find we have
made a mistake or wish to modify these commands, we can press the Edit button at the bottom of
this pane. We can then edit the commands in this pane and re-execute them in FLAC by pressing the
Rebuild button at the bottom of the pane. The state must be saved again if modifications are made.
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Figure 14.11 Project tree at completion of step 1

14.2.2 Step 2: Initial Stress State

The initial stress state for this example corresponds to a saturated soil with the phreatic surface at
the ground surface. Pore pressure and total (and effective) stress gradients must be compatible at
the initial state. We can either start from an unsaturated state and then include pore pressures (i.e.,
raise the water table), or we can determine the saturated stress state directly. In this example, we
will start from an unsaturated state. Then, we will show how different calculational approaches can
be followed to achieve the same initial stress state for the saturated condition.

14.2.2.1 Unsaturated State

We first determine the unsaturated stress state before the phreatic surface is introduced. We spec-
ify gravity using the Settings / Gravity tool. We select a gravitational magnitude of 10.0 m/sec2 to
simplify this example. We also turn off the groundwater-flow mode from the Settings / GW tool. The
recommended approach to determine the initial unsaturated stress state is to use the In Situ / Initial

tool to set the initial stresses to conform to the gravitational loading and to the expected horizontal
stress state. Typically, this is defined by the ratio of horizontal to vertical stresses, Ko. For this
example, we assume Ko = 0.5. The initial stress components are entered by checking the Zones

radio button, and then clicking on the syy menu item to set the vertical stress distribution, and on
the sxx and szz menu items to set the horizontal stress distributions.
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The vertical stresses, σyy , are equal to -gρz (i.e., gravitational acceleration times mass density times
depth). For this example with two soil layers of different densities, and the coordinate axes origin
at the bottom of the model, the vertical stresses are defined by the following equations:

σyy = −660, 000+ 340, 000
(y − ys)
(ye − ys) (0 ≤ y ≤ 20) (14.2)

σyy = −320, 000+ 320, 000
(y − ys)
(ye − ys) (20 ≤ y ≤ 40) (14.3)

where ys and ye are the starting and ending y-coordinates for each layer.* We use these equations to
enter the vertical stress variation in the yy-component of stress dialog. After clicking on syy in the
Zone Info/Stress menu, we click and drag the mouse over the zones corresponding to (0 ≤ y ≤ 20)
and then press the Assign button. The yy-component of stress dialog opens, and we enter the values
from Eq. (14.2). We repeat the process for Eq. (14.3). Figure 14.12 shows the dialog for Eq. (14.3).

Figure 14.12 Dialog to enter vertical stress variation

We repeat this procedure for the σxx and σzz stress variations, recognizing that these stresses are
equal to half the vertical stresses. Finally, we press Execute to send these commands to FLAC.

* See Eq. (3.2) in the User’s Guide for a description of the general equation to assign stress gradients
in a FLAC model.
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The initial stress state should now be in equilibrium for the applied gravitational loading. We
confirm this by using the Run / Solve tool to begin the calculation process. When we click on Solve ,
a Solve options dialog opens and informs us that a mechanical-only calculation will be performed.
We select the Solve initial equilibrium as elastic model radio button* and press Execute . The model takes a
few steps and stops. (A few steps are needed to make a small adjustment to the equilibrium state,
to account for the effect of the stiffnesses of the beam elements and the interfaces.) We save this
state as “EX02.SAV” in our project tree. The vertical stress contours for the initial unsaturated state
are shown in Figure 14.13. The output plots for this model, such as that shown in Figure 14.13,
are generated from the Plot / Model tool. This opens a Plot items dialog in which we can select one
or more plot items to add to a plot view. For example, Figure 14.13 contains the σyy total stress
zone-contour plot item and the boundary plot item. Note that the contour interval is changed to
5× 104 in this figure by using the Edit button in the Plot items dialog. The grayscale for the filled
contour plot is also reversed by selecting the Inverse switch in the Plot Item Switches dialog.
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Figure 14.13 Vertical stress contours for initial unsaturated state

* This option performs the initial calculation in two steps: first the calculation uses high values for
strength properties to provide an elastic solution; and then it uses the actual strength values. By
following this approach, a uniform stress distribution is ensured. See Section 3.4.6 in the User’s
Guide for further discussion on this topic.
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14.2.2.2 Saturated State

For this example, we illustrate three different approaches to achieve the initial saturated stress
state. Each approach results in the same distribution for pore pressures, total stresses and effective
stresses. The first approach, a coupled analysis, is a general approach for coupled calculations and
can be used in most problem settings. However, this approach usually requires more calculation
effort and can be quite time-consuming. The second approach is an uncoupled analysis and is
more efficient than the coupled approach. The uncoupled approach is not suitable for all problem
situations; the conditions required for applying an uncoupled analysis are described in Section 1.8.2
in Fluid-Mechanical Interaction. The final approach uses a FISH function to calculate the initial
saturated stress state automatically. This is the most efficient approach, but the function is limited
to horizontally layered media.

1. Coupled Analysis —FLAC can perform a coupled analysis in which fluid-flow and
mechanical calculations are performed alternately: first, one flow calculation step is
taken; then one mechanical calculation step is taken; and then the process is repeated. If
the Solve button is pressed, this coupled calculation stepping is performed automatically
until a steady-flow state is achieved.

Beginning with the unsaturated state (“EX02.SAV”), we turn on the groundwater flow
calculation mode from the Settings / GW tool. We also need to specify the water bulk
modulus and water density. We specify a value of 10,000 Pa for the water bulk modulus;
this low value will speed convergence to steady-state flow. We can do this because we
are not interested in the transient behavior. (Note that there is a lower limit for the water
bulk modulus to satisfy numerical stability — see Section 1.4.2.1 in Fluid-Mechanical
Interaction.) We set the water density to 1000 kg/m3.

For this example, the phreatic surface is at the ground surface. Therefore, we can easily
calculate the steady-state pore-pressure distribution. We initialize the pore pressures
throughout the model to provide this distribution using the In Situ / Initial tool. We click
on the GP Info/Groundwater/pp menu item and then press the Assign button. This opens
the Pore Pressure dialog and allows us to assign the pore-pressure distribution to the
entire model. We input the distribution based on the following equation:*

p = 400, 000− 400, 000y (14.4)

which corresponds to the given gravitational acceleration, water density and model depth.
We enter the value and variation from this equation in the dialog, as shown in Figure 14.14.

* See Eq. (3.2) in the User’s Guide for a description of the general equation to assign pressure
gradients in a FLAC model.
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Figure 14.14 Dialog to enter pore-pressure variation with the
In Situ / Initial tool

Whenever pore pressure is changed without performing a flow calculation, the total
stresses in the affected zones must also be adjusted. This is required because an imposed
instantaneous change in pore pressure does not affect the inter-granular forces in a ma-
terial — i.e., the effective stress does not change instantaneously with the pore pressure
change. Therefore, the total stresses must be corrected to satisfy the condition that the
effective stresses do not change. This change to the total stresses is made automati-
cally when the Adjust Tot. Stress box is checked in the Model Options dialog, as shown in
Figure 14.2.

The top boundary of this model is a free surface. The pore pressure is fixed at zero to
satisfy this condition. The pore pressures are also fixed along the side boundaries to
maintain the steady-flow condition.

By default, the saturation = 1 (fully saturated) for this case. We fix the saturation at the
top boundary to ensure that the grid will remain fully saturated during this stage.

The cohesion and tensile strength properties of the soils are set to high values, (the ma-
terials are cloned in the Material / Assign tool and re-assigned with high values for cohesion
and tensile strength), and the cohesion and the friction of the interface elements are set to
zero during this stage. This is done to allow a uniform stress gradient to develop during
the coupled calculation.

We are now ready to perform the coupled mechanical-flow calculation. When we click on
Solve , the Solve options dialog now informs us that a mechanical-groundwater analysis
will be performed. We press Execute , and FLAC begins the calculation automatically,
alternating between one mechanical calculation step and one flow calculation step until
a steady-state flow condition has been reached.

When steady state is achieved (as determined by the equilibrium fluid flow ratio limit of
10−3), we save this state in our project tree with the name “EX03.SAV.” Figure 14.15
displays the pore pressure contours at steady state.
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Figure 14.15 Pore pressure contours for initial saturated state

At this stage, the pore pressure, total vertical stress and effective vertical stress distribu-
tions are compatible for the change to a fully saturated state. However, the horizontal
stress state must still be adjusted to satisfy the Ko = 0.5 condition. Note that Ko is the
ratio of effective horizontal to vertical stresses. In order to set this condition in the model,
we write a simple FISH function to prescribe the effective horizontal stress components
to all zones in the model as a function ofKo times the effective vertical stress component.
The FISH function is written in the Fish Editor, as shown in Figure 14.16. Note that FISH
only accesses total stress components. Therefore the pore pressure variable is used to
compute the effective stress. k0x and k0z are the ratios of the effective σxx to effective
σyy , and the effective σzz to effective σyy , respectively.
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Figure 14.16 “INI HORSTR.FIS” FISH function to initialize effective hori-
zontal stresses

We also change the strength properties of the soils and interfaces back to their actual
values and continue the mechanical calculation to determine the final initial stress state.
We use the Material / Assign tool to re-assign the actual clay and sand materials, and we
use the Alter / Interface tool to reset the cohesion and friction angle for the interfaces. We
also turn off the fluid flow calculation and set the fluid bulk modulus to zero using the
Settings / GW tool. We set the modulus to zero because we do not wish to generate pore
pressures as a result of mechanical deformation. We solve for the mechanical equilibrium
state with the Solve tool. The saturated stress state determined by this coupled approach
is illustrated by the contour plots of total vertical stress in Figure 14.17, effective vertical
stress in Figure 14.18, and effective horizontal stress in Figure 14.19. We save this state
in our project tree with the name “EX04.SAV.”
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Figure 14.17 Total vertical stress contours for initial saturated state
— coupled analysis
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Figure 14.18 Effective vertical stress contours for initial saturated state
— coupled analysis
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Figure 14.19 Effective horizontal stress contours for initial saturated state
— coupled analysis

The total number of calculational steps reported at this stage of the analysis is approx-
imately 3,600. Note that when the coupled analysis stage is being performed, only the
fluid-flow steps are reported; the mechanical steps are considered “sub-steps.” This is
because the fluid timestep is typically much larger than the mechanical timestep (in other
words, mechanical effects occur instantaneously when compared to fluid diffusion ef-
fects), and in this case, the flow step is considered the “master” step. It is possible that
even one fluid step can put the system considerably out of equilibrium and, hence, several
mechanical sub-steps may be required so that the system remains in equilibrium during
the diffusion process. If we believe that the system is considerably out of equilibrium
during the flow calculation (e.g., by monitoring the unbalanced forces), then we can
increase the number of mechanical sub-steps within each fluid step to keep the system in
equilibrium. This can either be done manually by increasing the number of mechanical
sub-steps (using the Settings / GW tool), or automatically (by clicking on the Auto check box
in the Run / Solve tool), in which case the sub-stepping for both mechanical and fluid steps
are adjusted automatically to keep the maximum unbalanced force ratio below a preset
value.

In our example, the default condition of alternating between one fluid step and one
mechanical step is reasonable because high unbalanced forces are not produced. For
comparison purposes with the other analysis approaches, it should be noted that the total
number of (fluid and mechanical) calculational steps at this stage is approximately 6,000.
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2. Uncoupled Analysis —In an uncoupled analysis, the flow calculation and mechanical
calculation are performed independently. The modeling procedure that we follow here
is identical to that followed for the coupled analysis that we just performed, except that
we now turn off the mechanical-calculation mode before performing the calculation. We
begin again with the unsaturated state (by restoring “EX02.SAV”). Note that we return
to “EX02.SAV” by double-clicking on this branch in the project tree. When we begin
performing new operations, a new branch (branch B) is created, and the existing results
are listed under branch A. We right-click on the branch A node and rename the branch to
Saturated - Coupled, and then right click on the branch B node and rename this branch
to Saturated - Uncoupled

We turn off the mechanical calculation mode from the Settings / Mech tool, and turn on the
fluid-flow calculation mode and set water bulk modulus and water density, as we did for
the coupled analysis, from the Settings / GW tool.

We initialize the pore pressures throughout the model by using the In Situ/Initial tool
in the same way as we did previously for the coupled analysis. We click on the GP
Info/Groundwater/pp menu item and then press the Assign button. This opens the Pore
Pressure dialog and allows us to assign the pore-pressure distribution to the entire model.
We assign the pore-pressure distribution as defined by Eq. (14.4). Finally, we use the
In Situ / Fix tool to fix the pore pressures along the top and side boundaries, and fix the
saturation along the top boundary, to satisfy the flow conditions, as we did for the coupled
analysis.

We now solve for the steady-flow state ( Solve with fluid-flow only) and a few steps are
taken to satisfy the steady-flow criterion. We save this state as “EX05.SAV.”

Next, we turn off the groundwater flow calculation and set the water bulk modulus to zero
(using the Settings / GW tool) and turn on the mechanical calculation (using the Settings / Mech

tool). We set the cohesion and tensile strength properties of the soils to high values and
the interface cohesion and friction to zero, as we did for the coupled analysis, in order
to produce a uniform stress gradient. We solve for the new mechanical equilibrium state
using the RUN / Solve tool. We save this state in the project tree as “EX06.SAV.”

Finally, to complete the uncoupled analysis, we invoke the “INI HORSTR.FIS” FISH
function to reset the effective horizontal stresses to 0.5 times the effective vertical stresses,
we change the strength properties of the soils and interfaces back to their actual values,
and we continue the mechanical calculation to determine the final initial stress state. The
saturated stress state determined by the uncoupled approach is illustrated by the contour
plots of total vertical stress in Figure 14.20, effective vertical stress in Figure 14.21, and
effective horizontal stress in Figure 14.22. We save this state in our project tree with the
name “EX07.SAV.” Note that a total of approximately 3600 steps are required to reach
this state.
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Figure 14.20 Total vertical stress contours for initial saturated state
— uncoupled analysis
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Figure 14.21 Effective vertical stress contours for initial saturated state
— uncoupled analysis
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Figure 14.22 Effective horizontal stress contours for initial saturated state
— uncoupled analysis

3. Automatic Initialization with the “ININV.FIS” FISH Function — A FISH function can
be written to automatically calculate the pore pressures and stresses that are compatible
for a model containing a phreatic surface. The calculation can become quite complicated,
however, if there are multiple, non-uniform layers of materials. An example FISH
function that applies for the specific case of horizontally layered media is provided in the
FISH library (see “ININV.FIS” in Section 3 in the FISH volume). We use this function
here to calculate the saturated stress state directly.

We begin at the unsaturated stress state (“EX02.SAV”). We set the flow calculation mode
on and specify the fluid bulk modulus and density as before, using the Settings / GW tool.
We now call in the FISH function “ININV.FIS” from the FISH library by clicking on
the Utility / FishLib tool. We click on the Library/Groundwater/ininv menu item in the
FISH/Library dialog, and press OK . This opens the FISH Call Input dialog, as shown in
Figure 14.23. We enter the phreatic surface height (wth = 40) and the Ko ratios (k0x =
0.5 and k0z = 0.5) in the dialog, and press OK . The FISH function will then be called
into FLAC and executed. The pore pressure distribution and total stress adjustment is
calculated automatically. After the pore pressure distribution is calculated, we use the
In Situ / Fix tool to fix the pore pressures along the top and side boundaries, and saturation
along the top boundary, to satisfy the flow conditions, as we did for the coupled and
uncoupled analyses. We now solve for the new equilibrium state, using Run / Solve .
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The saturated stress state at equilibrium is illustrated by the contour plots of total vertical
stress in Figure 14.24, effective vertical stress in Figure 14.25, and effective horizontal
stress in Figure 14.26. The total step count at this stage is 700 steps (5,300 steps fewer
than the coupled analysis). We save the model at this state in “EX08.SAV.”

Figure 14.23 FISH library function “ININV.FIS” — input dialog
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Figure 14.24 Total vertical stress contours for initial saturated state
— automatic initialization with “ININV.FIS”
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Figure 14.25 Effective vertical stress contours for initial saturated state
— automatic initialization with “ININV.FIS”
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Figure 14.26 Effective horizontal stress contours for initial saturated state
— automatic initialization with “ININV.FIS”
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By comparing Figures 14.17, 14.20 and 14.24, we see that the total stress results are nearly identical
with less than a 0.2% difference in values. The same is true if we compare effective stress profiles.
The slight difference may be attributed to the normal stiffness of the interfaces. In the first two
approaches, the interfaces have to deform to develop stresses; in the last approach, the stresses are
initialized. In this example, it is obvious that the last approach is the most efficient. However,
for different problem conditions, the coupled or uncoupled approaches may be more suitable. The
guidelines given in Section 1.8.2 in Fluid-Mechanical Interaction should be reviewed to help
select the appropriate analysis approach.

14.2.2.3 Step 3: Install Diaphragm Wall

The next stage of the analysis is the installation of the diaphragm wall. This is simulated by adding
the weight of the wall in the model. We begin at “EX08.SAV,” and include the weight of the wall
by specifying a mass density for the beam elements. We use the Structure / SEProp tool to enter the
density in the Beam Elements Properties dialog. We also turn off the flow mode and set the water
bulk modulus to zero because we do not wish to generate pore pressures during this stage. We press
Run / Solve again to find the equilibrium state with the wall weight included. We save this state as
“EX09.SAV.” Figure 14.27 shows the total vertical stress distribution at this stage.
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Figure 14.27 Total vertical stress contours for initial saturated state
— weight of wall included
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14.2.2.4 Step 4: Dewater to a Depth of 20 m

For the dewatering stage, we assume, for simplicity, that the water level is dropped instantaneously
within the excavation region.* We set the saturation and pore pressure to zero using the In Situ / Initial

tool. We click on the GP Info/Groundwater/saturation menu item and drag the mouse over the
gridpoints within the dewatered region (0 ≤ x ≤ 10, 20 ≤ y ≤ 40). The affected gridpoints
will be highlighted. We click on Assign to open the dialog to specify a zero saturation value for
these gridpoints. We click OK to create this command, then click on the GP Info/Groundwater/pp
menu item and press Assign . A dialog will open to assign a zero pore pressure to the same region.
Figure 14.28 shows the GwFlow Pore Pressure dialog with the values selected for the variation
from 0 ≤ x ≤ 10, 20 ≤ y ≤ 40. The affected region is also highlighted on the model plot.

Figure 14.28 GwFlow Pore Pressure dialog in theIn Situ/Initial tool

The total stress is adjusted automatically when we impose this change in the pore pressures. This
is a result of selecting the Adjust Tot. Stress box in the Model Options dialog. We can check that
this adjustment to total stress has been made by plotting effective stresses before and after these
commands are issued: the effective stresses are unchanged in the model when the instantaneous
pore pressure change is imposed.

We can now solve for the coupled response that results from the dewatering. In the Settings / GW tool,
we set groundwater flow on, and set the water bulk modulus to 10,000 Pa. This is an unsaturated flow
analysis, so we can use the fast-unsaturated flow scheme to speed the calculation to steady state. (See

* For a more realistic solution, FLAC can calculate the time-dependent evolution of the phreatic
surface and stress state, due to pumping.
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Section 1.4.1 in Fluid-Mechanical Interaction.) We check the <funsat>Fast unsaturated flow calculation?

box to turn on this scheme.

We free the saturation condition for gridpoints along the top boundary outside the excavation,
and along the left boundary below the excavation. The region near the ground surface can now
become unsaturated if the water level drops. We initialize the displacements in the model to zero
so that we can monitor the displacement change that occurs due only to the dewatering. Press the
Displmt & Velocity button in the In Situ / Initial tool to initialize displacements and velocities. Then click
on Run/Solve to solve for the equilibrium state with dewatering.

The steady-state pore pressure distribution after dewatering is shown in Figure 14.29. Figure 14.30
plots the vertical displacement contours and displacement vectors at equilibrium. This indicates
the amount of settlement induced by the dewatering. We save the model state as “EX10.SAV” at
this stage.
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Figure 14.29 Pore pressure distribution following dewatering
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Figure 14.30 Displacements induced by dewatering
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14.2.2.5 Step 5: Excavate to 2 m Depth

We are now ready to begin the excavation. We set flow off and set the water bulk modulus to zero for
this mechanical-only calculation. We again initialize the displacements, using the Displmt & Velocity

button, in order to evaluate the deformation induced by the excavation.

We use the MaterialAssign tool to perform the excavation. We excavate by assigning the null model
to the material to be removed. We click on the zones in the region 0 ≤ x ≤ 10, 38 ≤ y ≤ 40.
These zones are then removed from the model plot, and the corresponding MODEL null commands
are created for sending to FLAC. See Figure 14.31.

We press Run/Solve to calculate the equilibrium state with this first excavation. This is the long-term
response (with water bulk modulus set to zero). We save this state as “EX11.SAV.”

The deformation induced by this excavation is illustrated in Figure 14.32. We can also calculate
the response of the wall. For example, the moment distribution in the wall after the first excavation
is shown in Figure 14.33. Note that various results for the wall response (e.g., wall displacements,
axial forces, shear forces) can be plotted using the Plot items dialog in the Plot/Model tool.

Figure 14.31 Excavated zones in theMaterialAssign tool
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Figure 14.32 Displacements induced by excavation to 2 m depth
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Figure 14.33 Moment distribution in wall after excavation to 2 m depth
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14.2.2.6 Step 6: Install Strut and Excavate to 10 m Depth

For the final excavation step, we install a horizontal strut at the top of the wall and then excavate to
a 10 m depth. We use the StructureBeam tool to install the strut. We press the Add radio button in the
Modes menu, then move the mouse on the model view to one end position of the strut, hold the left
button and move the mouse to the other end position. A line will be drawn indicating the location
of the strut. We can position the strut more precisely by right-clicking the mouse over each end
location. A dialog opens and we enter the endpoint coordinates. For example, Figure 14.34 shows
the Node Parameters dialog that opens when we right-click on the left node. Note that the left node
is free (the Free radio button is active in the dialog). We position the right node at the same location
as the top node of the wall and, consequently, the right node is the existing node of the wall.*

Figure 14.34 Node Parameters dialog in theStructureBeam tool

The strut is not rigidly connected to the wall in this exercise. We define a pin connection (which
permits free rotation at the strut/wall connection) by selecting the Pin radio button in the Modes list
and clicking the mouse over the connecting node. An arrow is drawn at the node, denoting this as
a pin connection (see Figure 14.35).

* When the mouse is positioned to create a new node at the same location as an existing node, the
existing node is used to define the end-node of the new structural element. If two separate nodes
are required at the same position, first offset the mouse slightly to create the new node and then
reposition the new node at the same location as the existing node, using the Move mode.
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Figure 14.35 Selecting a pin connection in theStructureBeam tool

We also prescribe a different material property number to the strut in the Beam tool so that we can
assign the strut properties. We click on the PropID radio button in the Modes list, and the identification
number B1 appears over the beam elements in the model plot. We click on the strut element, and a
dialog opens to allow us to rename the property ID to B2.

We now press Execute to send these commands to FLAC to create the strut, pin the strut to the wall,
and assign the property number. Two nodes (1531 and 1532) are created, connected as a single
beam element and assigned property number 1002. A pin connection is defined between node 1532
and wall node 1501.

We enter the Structure / Node tool to assign fixity conditions for the strut. Node 1531 is located along
the centerline of the excavation. We click on this node to open a Node: 1531 dialog, as shown in
Figure 14.36. We fix this node from movement in the x-direction, and from rotating (which are
appropriate conditions for a node located along a line of symmetry), by clicking on the X-velocity

and Rotation check boxes in the dialog. We click OK and then Execute to send the node condition
commands to FLAC.
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Figure 14.36 Node 1531 dialog in theStructureNode tool

We assign the strut properties using the Structure/SEProp tool. We click on the strut element in this
tool and open the Beam Element Properties dialog, as we did previously for the wall properties, to
enter the strut properties as listed in Table 14.3.

We are now ready to perform the second excavation step. We use the MaterialAssign tool and change
the zones within the range 0 ≤ x ≤ 10, 30 ≤ y ≤ 38 to null material. We press Run / Solve to
calculate the equilibrium state with this second excavation. We save this state as “EX12.SAV.”

The total deformation induced by the excavation to the 10 m depth is illustrated in Figure 14.37;
the moment distribution in the wall and axial force in the strut are shown in Figure 14.38.
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Figure 14.37 Displacements induced by excavation to 10 m depth

   FLAC (Version 5.00)

LEGEND

   14-Jan-05   9:53
  step     20620
Flow Time      4.3050E+08
 -4.167E+00 <x<  4.917E+01
 -6.667E+00 <y<  4.667E+01

Boundary plot

0   1E  1

Beam Plot

Moment      on
Structure      Max. Value
# 1 (Beam )      1.806E+06
Beam Plot

Axial Force on
Structure      Max. Value
# 2 (Beam )      3.887E+05

 0.000

 1.000

 2.000

 3.000

 4.000

(*10^1)

 0.500  1.500  2.500  3.500  4.500
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 14.38 Moment distribution in wall and axial force in strut after exca-
vation to 10 m depth
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14.2.2.7 Step 7: Determine Factor of Safety at 10 m Depth Excavation

Finally, we wish to determine the factor of safety for the model state at the end of Step 6. After
the “EX12.SAV” state is saved, we press the SolveFoS button in the Run tool bar. This opens the
Factor-of-Safety parameters dialog to begin the factor-of-safety calculation. We use the default
parameters and assign a failure state save file name of “EX12.FSV.” We then press OK to begin
the calculation. The calculated factor of safety is 2.96. Figure 14.39 displays a failure-state plot,
containing shear-strain contours and velocity vectors, which defines the failure surface. Note that
the factor-of-safety calculation can be made at any stage in the simulation.
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Figure 14.39 Failure surface plot for Step 6; failure surface defined by shear-
strain contours and velocity vectors
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14.3 Data File “EXCAVATE.DAT”

;Project Record Tree export
;Title:Braced Excavation

;... State: ex01.sav ....
config gwflow ats
grid 46,40
gen 0.0,0.0 0.0,10.0 10.0,10.0 10.0,0.0 i 1 11 j 1 11
model elastic i=1,10 j=1,10
gen 10.0,0.0 10.0,10.0 45.0,10.0 45.0,0.0 i 12 47 j 1 11
model elastic i=12,46 j=1,10
gen 0.0,10.0 0.0,40.0 10.0,40.0 10.0,10.0 i 1 11 j 11 41
model elastic i=1,10 j=11,40
gen 10.0,10.0 10.0,40.0 45.0,40.0 45.0,10.0 i 12 47 j 11 41
model elastic i=12,46 j=11,40
attach aside from 11 11 to 11 1 bside from 12 11 to 12 1
struct node 1501 10.0 40.0
struct node 1500 10.0 10.0
struct beam beg node 1500 end node 1501 prop 1001 seg 30
struct prop 1001
int 101 as from 11,11 to 11,41 bs from node 1500 to node 1501
int 102 as from 12,41 to 12,11 bs from node 1501 to node 1500
interface 101 unglued kn=5.5E8 ks=5.5E8 cohesion=2500.0 dilation=0.0 &
friction=12.5 tbond=0.0 bslip=Off

interface 102 unglued kn=5.5E8 ks=5.5E8 cohesion=2500.0 dilation=0.0 &
friction=12.5 tbond=0.0 bslip=Off

group ’Excavation:sand’ notnull j 1 20
model mohr notnull group ’Excavation:sand’
prop density=1700.0 bulk=3.3333336E7 shear=1.5384616E7 cohesion=1000.0 &
friction=32.0 dilation=2.0 tension=0.0 notnull group ’Excavation:sand’

group ’Excavation:clay’ notnull j 21 40
model mohr notnull group ’Excavation:clay’
prop density=1600.0 bulk=1.1111111E7 shear=3703703.8 cohesion=5000.0 &
friction=25.0 dilation=0.0 tension=0.0 notnull group ’Excavation:clay’

struct prop 1001 e 5.95E9 area 1.26 I 0.167
prop por=0.3 perm=1.0E-10 notnull
fix x y j 1
fix x i 47
fix x i 1
save ex01.sav

;... State: ex02.sav ....
set gravity=10.0
set flow=off
initial syy -660000.0 var 0.0,340000.0 j 1 20
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initial syy -320000.0 var 0.0,320000.0 j 21 40
initial sxx -330000.0 var 0.0,170000.0 j 1 20
initial sxx -160000.0 var 0.0,160000.0 j 21 40
initial szz -330000.0 var 0.0,170000.0 j 1 20
initial szz -160000.0 var 0.0,160000.0 j 21 40
history 999 unbalanced
solve elastic
save ex02.sav

;*** Branch: Saturated - coupled ****

;... State: ex03.sav ....
set flow=on
water bulk=10000.0
water density=1000.0
group ’Excavation:sand - high strength’ notnull j 1 20
model mohr notnull group ’Excavation:sand - high strength’
prop density=1700.0 bulk=3.3333336E7 shear=1.5384616E7 cohesion=1.0E10 &
friction=32.0 dilation=2.0 tension=1.0E10 notnull group &
’Excavation:sand - high strength’

group ’Excavation:clay - high strength’ notnull j 21 40
model mohr notnull group ’Excavation:clay - high strength’
prop density=1600.0 bulk=1.1111111E7 shear=3703703.8 cohesion=1.0E10 &
friction=25.0 dilation=0.0 tension=1.0E10 notnull group &
’Excavation:clay - high strength’

interface 101 unglued kn=5.5E8 ks=5.5E8 cohesion=0.0 dilation=0.0 &
friction=0.0 tbond=0.0 bslip=Off

interface 102 unglued kn=5.5E8 ks=5.5E8 cohesion=0.0 dilation=0.0 &
friction=0.0 tbond=0.0 bslip=Off

initial pp 400000.0 var 0.0,-400000.0
fix pp j 41
fix pp i 1
fix pp i 47
fix saturation j 41
solve
save ex03.sav

;... State: ex04.sav ....
set echo off
call ini horstr.fis
set k0x=0.5 k0z=0.5
ini horstr
group ’Excavation:sand’ notnull j 1 20
model mohr notnull group ’Excavation:sand’
prop density=1700.0 bulk=3.3333336E7 shear=1.5384616E7 cohesion=1000.0 &
friction=32.0 dilation=2.0 tension=0.0 notnull group ’Excavation:sand’
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group ’Excavation:clay’ notnull j 21 40
model mohr notnull group ’Excavation:clay’
prop density=1600.0 bulk=1.1111111E7 shear=3703703.8 cohesion=5000.0 &
friction=25.0 dilation=0.0 tension=0.0 notnull group ’Excavation:clay’

interface 101 unglued kn=5.5E8 ks=5.5E8 cohesion=2500.0 dilation=0.0 &
friction=12.5 tbond=0.0 bslip=Off

interface 102 unglued kn=5.5E8 ks=5.5E8 cohesion=2500.0 dilation=0.0 &
friction=12.5 tbond=0.0 bslip=Off

set flow=off
water bulk=0.0
solve
save ex04.sav

;*** Branch: Saturated - uncoupled ****
restore ex02.sav

;... State: ex05.sav ....
set mechanical=off
set flow=on
water bulk=10000.0
water density=1000.0
initial pp 400000.0 var 0.0,-400000.0
fix pp j 41
fix pp i 1
fix pp i 47
fix saturation j 41
solve
save ex05.sav

;... State: ex06.sav ....
set flow=off
water bulk=0.0
set mechanical=on
group ’Excavation:sand - high strength’ notnull j 1 20
model mohr notnull group ’Excavation:sand - high strength’
prop density=1700.0 bulk=3.3333336E7 shear=1.5384616E7 cohesion=1.0E10 &
friction=32.0 dilation=2.0 tension=1.0E10 notnull group &
’Excavation:sand - high strength’

group ’Excavation:clay - high strength’ notnull j 21 40
model mohr notnull group ’Excavation:clay - high strength’
prop density=1600.0 bulk=1.1111111E7 shear=3703703.8 cohesion=1.0E10 &
friction=25.0 dilation=0.0 tension=1.0E10 notnull group &
’Excavation:clay - high strength’

interface 101 unglued kn=5.5E8 ks=5.5E8 cohesion=0.0 dilation=0.0 &
friction=0.0 tbond=0.0 bslip=Off

interface 102 unglued kn=5.5E8 ks=5.5E8 cohesion=0.0 dilation=0.0 &
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friction=0.0 tbond=0.0 bslip=Off
solve
save ex06.sav

;... State: ex07.sav ....
set echo off
call ini horstr.fis
set k0x=0.5 k0z=0.5
ini horstr
group ’Excavation:sand’ notnull j 1 20
model mohr notnull group ’Excavation:sand’
prop density=1700.0 bulk=3.3333336E7 shear=1.5384616E7 cohesion=1000.0 &
friction=32.0 dilation=2.0 tension=0.0 notnull group ’Excavation:sand’

group ’Excavation:clay’ notnull j 21 40
model mohr notnull group ’Excavation:clay’
prop density=1600.0 bulk=1.1111111E7 shear=3703703.8 cohesion=5000.0 &
friction=25.0 dilation=0.0 tension=0.0 notnull group ’Excavation:clay’

interface 101 unglued kn=5.5E8 ks=5.5E8 cohesion=2500.0 dilation=0.0 &
friction=12.5 tbond=0.0 bslip=Off

interface 102 unglued kn=5.5E8 ks=5.5E8 cohesion=2500.0 dilation=0.0 &
friction=12.5 tbond=0.0 bslip=Off

solve
save ex07.sav

;*** Branch: Saturated - ININV.FIS ****
restore ex02.sav

;... State: ex08.sav ....
set flow=on
water bulk=10000.0
water density=1000.0
set echo off
call Ininv.fis
set wth=40 k0x=0.5 k0z=0.5
ininv
fix pp j 41
fix pp i 1
fix pp i 47
fix saturation j 41
solve
save ex08.sav

;... State: ex09.sav ....
struct prop 1001 density 2000.0
set flow=off
water bulk=0.0
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solve
save ex09.sav

;... State: ex10.sav ....
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
initial saturation 0.0 i 1 11 j 21 41
initial pp 0.0 i 1 11 j 21 41
fix saturation i 1 11 j 21 41
free pp i 1 j 1 20
free pp i 13 46 j 41
free saturation i 13 46 j 41
set flow=on
water bulk=10000.0
history 1 gpp i=3, j=19
history 2 gpp i=12, j=9
history 3 gpp i=17, j=22
history 4 gpp i=17, j=40
history 5 gwtime
set gwtime=0.0
set funsat=on
solve
save ex10.sav

;... State: ex11.sav ....
set flow=off
water bulk=0.0
initial xdisp 0 ydisp 0
initial xvel 0 yvel 0
model null i 1 10 j 39 40
group ’null’ i 1 10 j 39 40
group delete ’null’
solve
save ex11.sav

;... State: ex12.sav ....
model null i 1 10 j 31 38
group ’null’ i 1 10 j 31 38
group delete ’null’
struct node 1531 0.0,40.0
struct node 1532 10.0,40.0 pin slave x y 1501
struct beam begin node 1531 end node 1532 prop 1001
struct node 1531 fix x r
struct prop 1002 density 3000.0 e 4.0E9 area 1.0 I 0.083
struct chprop 1002 range 31 31
solve
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save ex12.sav

;... State: ex12.fsv ....
;FoS save state:
solve fos no restore file ex12.fsv

;*** plot commands ****
;plot name: total syy contours
plot hold syy fill int 50000.0 inv bound
;plot name: effective syy contours
plot hold esyy fill inv bound
;plot name: effective sxx contours
plot hold esxx fill inv bound
;plot name: pp contours
plot hold pp fill bound
;plot name: structure moment & force
plot hold bound struct beam moment 1 fill white struct beam axial 2 fill &
lcyan

;plot name: displacements
plot hold ydisp fill zero displacement bound
;plot name: FOS
plot hold fos ssr fill velocity bound
;plot name: pp histories
plot hold history 1 line 2 line 3 line 4 line vs 5
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15 Earthquake Loading of a Pile-Supported Wharf

15.1 Problem Statement

A seismic hazard concern in the design of pile-supported wharves at port waterfronts is the structural
stability of the wharf if earthquake-induced liquefaction occurs in the soils supporting the piles. The
analysis of this type of problem is demonstrated using FLAC with the dynamic analysis option and
liquefaction modeling facility. Calculations can be made with FLAC for both the deformation of
the liquefiable soils and the displacements of the wharf structure that are induced by the earthquake
motion. It is also possible to monitor various problem conditions during the seismic excitation
including the development of excess pore pressures in the soils and moments in the piles.

This example analysis illustrates the recommended procedure to simulate this problem with FLAC.
The analysis is divided into three stages.

Stage 1: Determine the initial equilibrium state of the waterfront soils.

Stage 2: Determine the equilibrium state after the wharf is constructed.

Stage 3: Apply the earthquake motion and monitor the wharf and soil response during the shaking
period.

Figure 15.1 shows the problem conditions. The waterfront soils in this exercise consist of three
layered deposits, denoted Soils 1, 2 and 3: the upper two layers (Soils 2 and 3) are characterized as
liquefiable silty sands. The thicknesses of the Soil 1, Soil 2 and Soil 3 layers are 11 m, 6.5 m and
4.5 m, respectively. Soil 1 overlies a strong, stiff bedrock.
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Figure 15.1 Pile-supported wharf on layered embankment
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The wharf is constructed on a waterfront embankment that is 11 m high and has a slope angle of
approximately 27 degrees. The wharf is supported by two rows of piles that are 3 m apart and 16
m in length. The piles extend through Soils 2 and 3 and into Soil 1, as shown in Figure 15.1. Each
row of piles has a spacing of 2 m along the length of the wharf.

The following (drained) material properties are assigned to the soils.

Table 15.1 Drained properties for Soils 1, 2 and 3

Soil 1 Soil 2 Soil 3

Dry density (kg/m3) 2009 1813 1715
Young’s Modulus (MPa) 610.9 163.7 163.7
Poisson’s ratio 0.3 0.3 0.3
Cohesion (Pa) 4000 1000 1000
Friction angle (degrees) 40 35 30
Dilation angle (degrees) 0 0 0

The liquefaction condition is estimated for the upper two layers, Soils 2 and 3, in terms of Standard
Penetration Test results. A normalized Standard Penetration Test value, (N1)60, of 20 is selected
as representative for Soil 2 and Soil 3. This value is used to determine the parameters C1, C2
and C3 in the liquefaction model in FLAC (selected by setting the property ff switch = 1 for
the Finn-Byrne model). For a normalized SPT blow count of 20, the Byrne model parameters are
C1 = 0.2062, C2 = 1.940 and C3 = 0.0. See Byrne (1991) for a discussion on the derivation of these
parameters.

The dynamic characteristics of all of the soils in this model are assumed to be governed by the
modulus reduction factor (G/Gmax) and damping ratio (λ) curves, as shown in Figures 15.2 and
15.3, and denoted by the “Shake91” legend. These curves are considered to be representative of
sandy soils with an average mass density of 1800 kg/m3, and an average shear modulus of 150
MPa; the data are derived from the input file supplied with SHAKE91 (for more information see
http://nisee.berkeley.edu/software/shake91/).
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Figure 15.2 Modulus reduction curve for sandy soils (from SHAKE91 data)

Figure 15.3 Damping ratio curve for sandy soils (from SHAKE91 data)
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The structural properties for the wharf are listed in Tables 15.2 and 15.3. The properties listed in
Table 15.2 are assigned to the wharf beam and pile elements, and the properties listed in Table 15.3
are assigned to represent the behavior at the pile-soil interface.

Table 15.2 Structural properties for wharf

Elastic Moment of Cross Sect. Mass Pile
Modulus Inertia Area Density Perimeter

(GPa) (m4) (m2) (kg/m2) (m)

Beams 2.0 2.364×10−3 0.305 2000 —
Piles 2.0 1.302×10−6 0.025 2000 0.63

Table 15.3 Coupling spring properties for pile-soil interface

Normal Shear Normal Shear Normal Shear
Stiffness Stiffness Cohesion Cohesion Friction Friction
(GPa/m) (GPa/m) (Pa/m) (Pa/m) (degrees) (degrees)

Soil 1 1.0 1.0 4000 4000 40 40
Soils 2 & 3 1.0 1.0 1000 1000 30 30

The wharf is subjected to an earthquake motion with a peak acceleration of approximately 0.3 g
and duration of 40 sec. Figure 15.4 shows the acceleration time history. This history is assumed to
be recorded near the wharf site. A reduction factor of 0.5 is applied to the acceleration to correlate
the motion to that at a depth of 11 m beneath the toe of the waterfront embankment.* A Fast
Fourier Transform analysis of the acceleration record (using “FFT.FIS” in Section 3 in the FISH
volume) results in a power spectrum as shown in Figure 15.5. This figure indicates that the highest
frequency is less than approximately 15 Hz, and that the majority of the frequencies are less than
10 Hz. The data file “INPUT.DAT” listed in Section 15.5 contains the commands to generate the
power spectrum.

* Note that a FLAC or SHAKE analysis can be used to determine an input acceleration at the depth it
is applied in a model, accounting for propagation of the wave from the location where it is recorded.
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Figure 15.4 Horizontal acceleration time history
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Figure 15.5 Power spectrum of input acceleration
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15.2 Modeling Procedure

The model is created using FLAC ’s graphical interface, the GIIC. Upon entering the GIIC, the
dynamic option, groundwater flow and adjust total stress options, structural elements and advanced
constitutive models facilities are activated, and two extra grid variables are selected in the FLAC
Options dialog. A project file, “WHARF.PRJ,” is created to save the model state at various stages
of the simulation. (We click on ? in the Project File dialog to select a directory in which to save
the project files.) The input commands to create and solve this problem are listed in the data file
“WHARF.DAT,” given in Section 15.4.

The problem geometry is created in FLAC using the Build/Library tool for a “simple slope, uniform
grid.” Figure 15.6 shows the grid created by this tool after the mesh has been manipulated to fit
the given geometry. The figure also shows the marked gridpoints, created with the Alter/Mark tool to
define the boundaries of the three soil layers.

The dynamic calculation phase is performed using the large-strain mode in FLAC. By using
the selected meshing tool, the model will consist of only quadrilateral-shaped zones. This will
help prevent the development of badly distorted zones along the slope face during the large-strain
calculation.
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Figure 15.6 FLAC model of layered embankment

The mesh size for the model should be selected to provide accurate wave transmission. Based upon
the elastic properties listed in Table 15.1, Soil 2 has the lowest shear wave speed (186 m/sec). If
the largest zone in the model is set to approximately 1.5 m (in order to provide reasonable runtimes
for this example), then the maximum frequency that can be modeled accurately is
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f = Cs

10 �l
≈ 12 Hz (15.1)

Before applying the seismic record, it is filtered to remove high frequencies. The FISH function
“FILTER.FIS,” described in Section 3 in the FISH volume, is used to remove frequencies above
10 Hz (which is selected slightly lower than the value in Eq. (15.1) to account for reduction in shear
wave speed that may occur in the liquefiable materials during the dynamic loading). The acceleration
history, converted to m/sec2 versus seconds, and filtered at 10 Hz, is shown in Figure 15.7, and the
power spectrum for the filtered wave is shown in Figure 15.8. Note that the original acceleration
record is converted to m/sec2 versus seconds, using the FISH function “CONVERT.FIS,” before
filtering. This is the form of the record that will be applied as the dynamic input at the base of the
model.

The properties in Table 15.1 are entered into a material database by clicking the Materials button in
the lower-right corner of the Material/Assign tool. The three material types, Soil1, Soil2 and Soil3, are
created in a material class named wharf, and their properties are assigned by editing the dialog for
each material. The materials are then stored in a separate database file, named “WHARF.GMT,”
which can be accessed at any time in subsequent analyses. The three materials are made available
for the present model by clicking the OK button in the Material List dialog; the materials will then
be listed when the Material radio button is pressed in the Material/Assign tool. By clicking on the Region

radio button, then highlighting each material and clicking on one zone in each of the three regions of
the model plot, the selected region of zones will change color, corresponding to that of the selected
material. Once all three materials have been assigned, the Execute button is pressed to send the
commands to FLAC. The resulting model with the assigned materials is shown in Figure 15.6.
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Figure 15.7 Horizontal acceleration time history with 10 Hz filter
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Figure 15.8 Power spectrum of input acceleration with 10 Hz filter

Stage 1

Stage 1 of the analysis is performed in two steps. First, the model is brought to an equilibrium
state, assuming dry material conditions. After assigning boundary conditions via the InSitu/Fix tool,
gravity is prescribed in the Settings/Mechanical tool, groundwater flow is turned off in the Settings/GW

tool, and the dynamic analysis mode is turned off in the Settings/Dynamic tool. The model is then
brought to a static mechanical-equilibrium state by selecting the Run/Solve tool and then checking
the Solve initial equilibrium as elastic model box.

Next, the water level is raised and the equilibrium state of the submerged embankment is calcu-
lated. The steady-state flow condition is achieved by applying a pore-pressure gradient through
the InSitu/Apply and InSitu/Initial tools. The gradient corresponds to a water level at y = 20 m. After
assigning groundwater properties through the Material/Assign tool, groundwater flow is turned on and
the fluid density is assigned in the Settings/GW tool, the mechanical calculation is turned off in the
Settings/Mechanical tool, and the model is solved to ensure that the model is at steady-state flow. The
pressure of the reservoir water above the embankment is included via the InSitu/Apply tool. Then,
the groundwater flow mode is turned off, the mechanical calculation is turned on, and the model is
solved for the mechanical equilibrium state of the submerged embankment.
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Stage 2

The wharf structure is added in Stage 2, using the Structure/Beam tool to create the wharf deck and the
Structure/Pile tool to create the supporting piles. Note that each pile is divided into 16 segments. This
ensures that at least one pile node is located within each zone along the length of the pile. The wharf
beam and piles share the same nodes at their intersection. This provides a rigid connection between
the wharf and piles. The structural properties for the wharf structure, as listed in Tables 15.2 and
15.3, are specified using the Structure/Prop tool. Note that the 2 m spacing is entered with the pile
properties. The different pile-soil interface properties listed in Table 15.3 are assigned by specifying
a structural property ID number for the pile segments within Soil 1 different from that for segments
within Soils 2 and 3.

The model is brought to an equilibrium state with the wharf in place. Figure 15.9 shows the model
geometry with the wharf structure. The initial pore pressure contours are also plotted.
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Figure 15.9 Pore-pressure contours at equilibrium state, incl. wharf structure
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Stage 3

For Stage 3, it is necessary to specify a realistic value for the water bulk modulus in order to evaluate
the liquefaction condition of the embankment. To avoid excessive runtimes, this value is selected
using the formula

Kw = 20n(K + 4

3
G) (15.2)

where n is the porosity, andK andG are the bulk and shear moduli of the unsaturated soil. For this
problem, Kw is calculated to be approximately 1.0 GPa. (Note that the actual water bulk modulus
of pure water is 2.0 GPa.)

We begin the dynamic loading stage by turning on the dynamic calculation mode from the Settings/Dyna

tool. The original acceleration record (shown in Figure 15.4) is designated as “ACC1.HIS,” and
is loaded into FLAC using the Read button in the Utility/History tool. The Execute button should be
pressed to execute the command and load the record into FLAC. The record is converted into m/sec2

versus seconds via “CONVERT.FIS,” which is executed from the Fish Editor. The record is then
filtered at 10 Hz using ‘FILTER.FIS,” which is executed from the Utility/FishLib tool. The filtered
record is stored in table 111.

We monitor histories of selected model variables during the dynamic calculation. These are chosen
using the Utility/History tool. In particular, pore pressures are monitored at two locations: at the toe
of the slope; and in the interior of the embankment. These histories, along with the dynamic time,
are recorded to evaluate the potential for generation of pore pressure (and liquefaction) during the
dynamic calculation.

The dynamic boundary conditions are now assigned in the In Situ/Apply tool. The free-field boundary
is set for the side boundaries by selecting the Free-Field button. The filtered acceleration record is
applied along the bottom boundary by first selecting the Dynamic/xacc boundary condition type and
then dragging the mouse along the bottom boundary. The Apply value dialog opens when the
Assign button is pressed, an x-acceleration value of 0.5 is entered as a reduction factor for the input
acceleration, and the record in table 111 is applied by selecting the Multiplier/Table button. The
acceleration record will now be multiplied by 0.5 and applied along the bottom boundary when the
OK button is pressed. The factor of 0.5 corresponds to the adjusted acceleration at the bottom of the
model.

The bottom of the model is fixed from movement in the y-direction to represent the presence of
the bedrock base. This boundary condition is assigned by selecting the Velocity/yvelocity boundary
condition type and dragging the mouse along the bottom boundary. The Apply value dialog opens
when the Assign button is pressed, and a y-velocity value of 0.0 is entered to fix the boundary from
movement in the y-direction.

Before performing the liquefaction calculation, runs are made with Mohr-Coulomb material as-
signed to all three soils in order to evaluate the amount of additional mechanical damping required
for the wharf model. We first determine the dominant natural frequencies associated with this
model; these are required for Rayleigh damping. An undamped run is performed for a dynamic
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loading time period of 10 seconds. Velocities are monitored at gridpoints in the different materials
and at structural element nodes. Fast Fourier Transform analyses are then performed on these
velocity records in order to determine the dominant frequencies. Figure 15.10 presents one FFT
result recorded at a gridpoint in Soil 2. For this example, all of the recorded velocities in the grid
and wharf structure indicate that the dominant frequency is approximately 0.8 Hz, as shown in Fig-
ure 15.10. In general, values may vary in different materials, requiring different Rayleigh damping
parameters for different regions in a model.
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Figure 15.10 Power spectrum for x-velocity at gridpoint (31,10) in soil 2

Three dynamic simulations are now made with different types of damping:

1. Rayleigh damping applied for both the grid and the wharf structure;

2. Rayleigh damping applied for the grid; and

3. hysteretic damping applied for the grid.

For the first two damping cases, a center frequency of 0.8 Hz, identified from the undamped run,
is specified for the Rayleigh damping. The fraction of critical damping is determined by running
simple element tests with the different soil types for the dynamic loading as defined in Figure 15.7.
The fraction of critical damping is adjusted in the simple element tests to approximate the cyclic
strain response for sandy soils, as defined by the SHAKE91 data in Figures 15.2 and 15.3. The
maximum cyclic strain is roughly 0.002% for this loading, and the fraction of critical damping is
estimated to be 0.01.
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The same Rayleigh damping (mass- and stiffness-proportional damping of 1% at the dominant
frequency of 0.8 Hz) is applied for the wharf structure and the grid in the first damping case.
Rayleigh damping is assigned in the Settings/Dyna tool. A dynamic run is made for 5 seconds while
monitoring the displacements of the grid and wharf structure. The limiting timestep for this case is
approximately 3.7 ×10−6 seconds.

The dynamic run of 5 seconds is repeated for the second damping case, with Rayleigh damping
applied only for the grid. The displacement results are nearly identical to the first case; this time
the timestep is approximately 2.1 ×10−5 seconds. The agreement between the two cases indicates
that it is not necessary to include structural damping in this analysis. Damping for the grid alone is
sufficient to damp the natural oscillation modes identified from the undamped simulation.

In the third damping case, hysteretic damping corresponding to the dynamic characteristics repre-
sented by the (G/Gmax) and (λ) curves shown in Figures 15.2 and 15.3 is applied. These figures
show a comparison of the (G/Gmax) and (λ) variations to those computed using the default hys-
teretic model in FLAC. The selected parameters (L1 = -3.325 andL2 = 0.823) for the default model
produce the FLAC curves shown in these figures. Hysteretic damping is assigned in the In Situ/Initial

tool. Hysteretic damping does not completely damp high frequency components, so a small amount
of stiffness-proportional Rayleigh damping is also applied, at 0.5% at the dominant frequency (0.8
Hz). The limiting timestep for the hysteretic damping case is approximately 4.0 ×10−5 seconds.

The results from the hysteretic damping case and the Rayleigh damping case are comparable,
as indicated by the plots in Figures 15.11 through 15.14. Rayleigh damping is shown to induce
somewhat greater material damping over the given range of cyclic strains, as indicated by the smaller
displacements and lower pile moments for the Rayleigh-damping case compared to the hysteretic-
damping case. In both cases, though, the wharf structure and slope are stable, and motion essentially
ceases after roughly 20 seconds of shaking.
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Figure 15.11 x-displacements at gridpoint (17,14) and pile node (node 1)
— Mohr-Coulomb material and hysteretic damping
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Figure 15.12 x-displacements at gridpoint (17,14) and pile node (node 1)
— Mohr-Coulomb material and Rayleigh damping
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Figure 15.13 Shear-strain increment contours and pile moments at 20 seconds
— Mohr-Coulomb material and hysteretic damping

   FLAC (Version 5.00)

LEGEND

   13-Oct-04  11:49
  step    959337
Flow Time      3.2501E+06
Dynamic Time   2.0000E+01
 -4.500E+00 <x<  8.554E+01
 -3.400E+01 <y<  5.604E+01

Max. shear strain increment
        0.00E+00           
        2.50E-02           
        5.00E-02           
        7.50E-02           
        1.00E-01           

Contour interval=  2.50E-02
Pile Plot

Moment      on
Structure      Max. Value
# 2 (Pile )      3.706E+04
# 3 (Pile )      3.703E+04
# 4 (Pile )     -3.301E+04
# 5 (Pile )      2.893E+04
wharf

-2.500

-1.500

-0.500

 0.500

 1.500

 2.500

 3.500

 4.500

(*10^1)

 0.500  1.500  2.500  3.500  4.500  5.500  6.500  7.500
(*10^1)

JOB TITLE : .                                                                                         

Itasca Consulting Group, Inc.           
Minneapolis, Minnesota  USA             

Figure 15.14 Shear-strain increment contours and pile moments at 20 seconds
— Mohr-Coulomb material and Rayleigh damping
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The liquefaction simulation is performed by changing Soils 2 and 3 to Finn model materials, using
the Material/Model tool. The Byrne (1991) liquefaction model is assigned to these soils, and properties
are prescribed corresponding to a normalized SPT blow count of 20. For example, Figure 15.15
displays the dialog to enter properties for Soil 2. Note that the latency property is set to a high value
at this stage. This is done to check that the model is still at equilibrium when changing Soils 2 and
3 from Mohr-Coulomb to Finn material. When Run/Solve is issued, only a few steps are taken, which
ensures the model is still in equilibrium.

Figure 15.15 Model finn properties dialog w/ properties for soil 2

The dynamic calculation is now run in the same manner as described previously. The latency value
is set to 50, and hysteretic damping is imposed. Note that the free-field boundary condition must
be applied after these changes are made, to ensure that these changes to the grid are transferred to
the free field.

This time the embankment slope fails as a result of the earthquake motion. The progressive devel-
opment of the slope failure is displayed by the plots in Figures 15.16 and 15.17. At 9.35 seconds
of shaking (the state shown in Figure 15.17), the run stops because the geometry distortion reaches
the “bad geometry” limit.

There is a pronounced increase in pore pressure at the measurement location inside the slope (20,8),
as shown in Figure 15.18. As a comparison, the pore pressure history plot for the non-liquefiable
(Mohr-Coulomb material) run is shown in Figure 15.19. The pore-pressure generation is evident
when the Finn model is used. Failure of the slope is also indicated by the displacement history plot
given in Figure 15.20. Compare this result to that in Figure 15.11.
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Figure 15.16 Shear-strain increment contours and pile moments
at 5 seconds — soils 2 and 3 can liquefy
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Figure 15.17 Shear-strain increment contours and pile moments
at 9.35 seconds — soils 2 and 3 can liquefy
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Figure 15.18 Pore pressure histories at toe of slope in soil 1, zone (9,6), and
within slope in soil 2, zone (20,8) — soils 2 and 3 can liquefy
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Figure 15.19 Pore pressure histories at toe of slope in soil 1, zone (9,6), and
within slope in soil 2, zone (20,8) — soils 2 and 3 cannot liquefy
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Figure 15.20 x-displacements at gridpoint (17,14) and pile node (node 1)
— soils 2 and 3 can liquefy
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15.4 Data File “WHARF.DAT”

;Project Record Tree export
;Title:Earthquake Loading of Wharf

;... STATE: WF1 ....
config gwflow ats dynamic extra 2
grid 40,18
gen 0.0,0.0 0.0,11.0 26.73,11.0 26.73,0.0 i 1 17 j 1 7
model elastic i=1,16 j=1,6
gen 26.73,0.0 26.73,11.0 54.27,11.0 54.27,0.0 i 17 29 j 1 7
model elastic i=17,28 j=1,6
gen 54.27,0.0 54.27,11.0 81.0,11.0 81.0,0.0 i 29 41 j 1 7
model elastic i=29,40 j=1,6
gen 26.73,11.0 48.0,22.0 68.0,22.0 54.27,11.0 i 17 29 j 7 19
model elastic i=17,28 j=7,18
gen 54.27,11.0 68.0,22.0 81.0,22.0 81.0,11.0 i 29 41 j 7 19
model elastic i=29,40 j=7,18
save wf1.sav

;... STATE: WF2 ....
mark i 17 41 j 7
mark i 17 41 j 14
group ’wharf:soil1’ region 33 2
model mohr notnull group ’wharf:soil1’
prop density=2009.0 bulk=5.09083E8 shear=2.34962E8 cohesion=4000.0 &
friction=40.0 dilation=0.0 tension=0.0 notnull group ’wharf:soil1’

group ’wharf:soil2’ region 37 10
model mohr notnull group ’wharf:soil2’
prop density=1813.0 bulk=1.36433E8 shear=6.29692E7 cohesion=2000.0 &
friction=35.0 dilation=0.0 tension=0.0 notnull group ’wharf:soil2’

group ’wharf:soil3’ region 36 17
model mohr notnull group ’wharf:soil3’
prop density=1715.0 bulk=1.36417E8 shear=6.29615E7 cohesion=2000.0 &
friction=30.0 dilation=0.0 tension=0.0 notnull group ’wharf:soil3’

fix x y j 1
fix x i 41
fix x i 1 j 1 7
set gravity=10.0
set flow=off
set dyn=off
history 999 unbalanced
solve elastic
save wf2.sav

;... STATE: WF3 ....
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prop por=0.3 perm=1.0E-10 notnull
apply pp 200000.0 var 0.0 -200000.0 from 1,1 to 17,17
apply pp 200000.0 var 0.0 -200000.0 from 41,1 to 41,17
initial pp 200000.0 var 0.0,-200000.0 j 1 17
set mechanical=off
set flow=on
water bulk=10000.0
water density=1000.0
solve
save wf3.sav

;... STATE: WF4 ....
apply pressure 90000.0 var 0.0 -90000.0 from 1,7 to 17,17
set flow=off
water bulk=0.0
set mechanical=on
solve
save wf4.sav

;... STATE: WF5 ....
struct node 1 39.0,22.0
struct node 2 48.0,22.0
struct beam begin node 1 end node 2 seg 3 prop 1001
struct prop 1001
struct node 5 42.0,6.0
struct node 6 45.0,6.0
struct pile begin node 3 end node 5 seg 16 prop 3001
struct pile begin node 4 end node 6 seg 16 prop 3001
struct prop 3001
struct prop 1001 density 2000.0 e 2E9 area 0.305 I 0.002364
struct prop 3001 density 2000.0 spacing 2.0 e 2E9 area 0.025 I 0.0011 &
cs sstiff 1E9 cs scoh 1000.0 cs nstiff 1E9 cs sfric 30.0 cs ncoh 1000.0 &
perimeter 0.28 cs nfric 30.0

struct prop 3002 density 2000.0 spacing 2.0 e 2E9 area 0.025 I 0.0011 &
cs sstiff 1E9 cs scoh 4000.0 cs nstiff 1E9 cs sfric 40.0 cs ncoh 4000.0 &
perimeter 0.28 cs nfric 40.0

struct chprop 3002 range 35 35
struct chprop 3002 range 34 34
struct chprop 3002 range 33 33
struct chprop 3002 range 32 32
struct chprop 3002 range 31 31
struct chprop 3002 range 19 19
struct chprop 3002 range 18 18
struct chprop 3002 range 17 17
struct chprop 3002 range 16 16
struct chprop 3002 range 15 15
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solve
save wf5.sav

;*** BRANCH: M-C MODEL ****

;... STATE: WF6 ....
set echo off
call savepp.fis
savePP
water bulk=1e9
set dyn=on
set =large
hist 100 read acc1.his
hist write 100 table 100
set echo off
call convert.fis
set tab in=100 tab out=101 npnts=4000 cfactor=10.0
convert
set echo off
call Filter.fis
set filter in=101 filter out=111 fc=10
filter
history 1 dytime
history 2 pp i=9, j=6
history 3 pp i=20, j=8
history 4 pp i=27, j=8
history 5 xvel i=9, j=3
history 6 xvel i=32, j=3
history 7 xvel i=31, j=10
history 8 xvel i=27, j=16
history 9 node 19 xvelocity
history 10 node 13 xvelocity
history 11 xdisp i=17, j=14
history 12 node 1 xdisplace
history 13 ssi i=32, j=4
history 14 ssi i=30, j=11
history 15 ssi i=27, j=16
history 16 sxy i=32, j=4
history 17 sxy i=30, j=11
history 18 sxy i=27, j=16
history 19 xaccel i=13, j=1
history 20 xaccel i=32, j=1
set step=10000000
save wf6.sav

;*** BRANCH: UNDAMPED ****
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;... STATE: WF7 ....
apply ffield
apply xacc 0.5 hist table 111 from 1,1 to 41,1
apply yvelocity 0.0 from 1,1 to 41,1
solve dytime 10.0
save wf7.sav

;*** BRANCH: SOIL 1 ****

;... STATE: WF7 A ....
hist write 6 vs 1 table 106
set echo off
call tab ind.fis
set fft inp1=106 fft inp2=206
tab ind
set echo off
call Fft.fis
fftransform
save wf7 a.sav

;*** BRANCH: SOIL 2 ****
restore wf7.sav

;... STATE: WF7 B ....
hist write 7 vs 1 table 106
set echo off
call tab ind.fis
set fft inp1=106 fft inp2=206
tab ind
set echo off
call Fft.fis
fftransform
save wf7 b.sav

;*** BRANCH: SOIL 3 ****
restore wf7.sav

;... STATE: WF7 C ....
hist write 8 vs 1 table 106
set echo off
call tab ind.fis
set fft inp1=106 fft inp2=206
tab ind
set echo off
call Fft.fis
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fftransform
save wf7 c.sav

;*** BRANCH: PILE IN SOIL1 ****
restore wf7.sav

;... STATE: WF7 D ....
hist write 9 vs 1 table 106
set echo off
call tab ind.fis
set fft inp1=106 fft inp2=206
tab ind
set echo off
call Fft.fis
fftransform
save wf7 d.sav

;*** BRANCH: PILE IN SOIL2 ****
restore wf7.sav

;... STATE: WF7 E ....
hist write 10 vs 1 table 106
set echo off
call tab ind.fis
set fft inp1=106 fft inp2=206
tab ind
set echo off
call Fft.fis
fftransform
save wf7 e.sav

;*** BRANCH: W/ RAYLEIGH DAMP GRID AND STRUCTURE ****
restore wf6.sav

;... STATE: WF8S ....
set dy damping rayleigh=0.01 0.8
set dy damping struct rayleigh=0.01 0.8
apply ffield
apply xacc 0.5 hist table 111 from 1,1 to 41,1
apply yvelocity 0.0 from 1,1 to 41,1
solve dytime 5.0
save wf8s.sav

;*** BRANCH: W/ RAYLEIGH DAMP GRID ONLY2 ****
restore wf6.sav
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;... STATE: WF8 ....
set dy damping rayleigh=0.01 0.8
apply ffield
apply xacc 0.5 hist table 111 from 1,1 to 41,1
apply yvelocity 0.0 from 1,1 to 41,1
solve dytime 5.0
save wf8.sav

;... STATE: WF9 ....
solve dytime 10.0
save wf9.sav

;... STATE: WF10 ....
solve dytime 15.0
save wf10.sav

;... STATE: WF11 ....
solve dytime 20.0
save wf11.sav

;*** BRANCH: M-C MODEL W/ HYST DAMP ****
restore wf5.sav

;... STATE: WF6H ....
set echo off
call savepp.fis
savePP
water bulk=1e9
set dyn=on
set =large
hist 100 read acc1.his
hist write 100 table 100
set echo off
call convert.fis
set tab in=100 tab out=101 npnts=4000 cfactor=10.0
convert
set echo off
call Filter.fis
set filter in=101 filter out=111 fc=10
filter
history 1 dytime
history 2 pp i=9, j=6
history 3 pp i=20, j=8
history 4 pp i=27, j=8
history 5 xvel i=9, j=3
history 6 xvel i=32, j=3
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history 7 xvel i=31, j=10
history 8 xvel i=27, j=16
history 9 node 19 xvelocity
history 10 node 13 xvelocity
history 11 xdisp i=17, j=14
history 12 node 1 xdisplace
history 13 ssi i=32, j=4
history 14 ssi i=30, j=11
history 15 ssi i=27, j=16
history 16 sxy i=32, j=4
history 17 sxy i=30, j=11
history 18 sxy i=27, j=16
history 19 xaccel i=13, j=1
history 20 xaccel i=32, j=1
set step=10000000
save wf6h.sav

;... STATE: WF8H ....
ini dy damp hyst default -3.325 0.823
set dy damping rayleigh=0.005 0.8
apply ff
apply xacc 0.5 hist table 111 from 1,1 to 41,1
apply yvelocity 0.0 from 1,1 to 41,1
solve dytime 5.0
save wf8h.sav

;... STATE: WF9H ....
solve dytime 10.0
save wf9h.sav

;... STATE: WF10H ....
solve dytime 15.0
save wf10h.sav

;... STATE: WF11H ....
solve dytime 20.0
save wf11h.sav

;*** BRANCH: FINN MODEL ****
restore wf5.sav

;... STATE: WF6F1 ....
group ’Soil 2 (Finn)’ region 32 9
model finn group ’Soil 2 (Finn)’
prop density=1813.0 bulk=136000000.0 shear=62969230.0 cohesion=2000.0 &
friction=35.0 ff c1=0.2057 ff c2=1.946 ff switch=1 ff latency 1000000 &
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group ’Soil 2 (Finn)’
group ’Soil 3 (Finn)’ region 25 16
model finn group ’Soil 3 (Finn)’
prop density=1715.0 bulk=136000000.0 shear=62969230.0 cohesion=2000.0 &
friction=30.0 ff c1=0.2057 ff c2=1.946 ff switch=1 ff latency 1000000 &
group ’Soil 3 (Finn)’

solve
save wf6f1.sav

;... STATE: WF6F2 ....
water bulk=5.0E8
set dyn=on
set =large
hist 100 read acc1.his
hist write 100 table 100
set echo off
call convert.fis
set tab in=100 tab out=101 npnts=4000 cfactor=10.0
convert
set echo off
call Filter.fis
set filter in=101 filter out=111 fc=10
filter
history 1 dytime
history 2 pp i=9, j=6
history 3 pp i=20, j=8
history 4 pp i=27, j=8
history 5 xvel i=9, j=3
history 6 xvel i=32, j=3
history 7 xvel i=31, j=10
history 8 xvel i=27, j=16
history 9 node 19 xvelocity
history 10 node 13 xvelocity
history 11 xdisp i=17, j=14
history 12 node 1 xdisplace
history 13 ssi i=32, j=4
history 14 ssi i=30, j=11
history 15 ssi i=27, j=16
history 16 sxy i=32, j=4
history 17 sxy i=30, j=11
history 18 sxy i=27, j=16
history 19 xaccel i=13, j=1
history 20 xaccel i=32, j=1
set step=10000000
prop ff latency 50 region 32 10
prop ff latency 50 region 27 17

FLAC Version 5.0



Earthquake Loading of a Pile-Supported Wharf 15 - 27

group ’wharf:soil1’ i 40 j 7 18
model mohr group ’wharf:soil1’
prop density=2009.0 bulk=5.09083E8 shear=2.34962E8 cohesion=4000.0 &
friction=40.0 dilation=0.0 tension=0.0 group ’wharf:soil1’

ini dy damp hyst default -3.325 0.823
set dy damping rayleigh=0.005 0.8
apply ffield
apply xacc 0.5 hist table 111 from 1,1 to 41,1
apply yvelocity 0.0 from 1,1 to 41,1
save wf6f2.sav

;... STATE: WF8F ....
solve dytime 5.0
save wf8f.sav

;... STATE: WF9F ....
solve dytime 10.0
save wf9f.sav

;*** plot commands ****
;plot name: shear strain
plot hold ssi fill int 0.15 struct pile moment fill iwhite beam alias &
’wharf’ white

;plot name: input gs
plot hold history 100
;plot name: fft
plot hold table 206 line end 200
;plot name: pp hist
plot hold history 2 line 3 line vs 1
;plot name: pp
plot hold pp fill bound
;plot name: plasticity
plot hold displacement bound plasticity no past
;plot name: xdisp hist
plot hold history 11 line 12 line vs 1
;plot name: input acc
plot hold table 111 line
;plot name: xacc base
plot hold history 19 line 20 vs 1
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15.5 Data File “INPUT.DAT”

;Project Record Tree export
;Title:Input wave

;... STATE: INPUT ....
config
hist 100 read acc1.his
hist write 100 table 100
call convert.fis
set tab in 100 tab out 101 npnts 4000 cfactor 10.0
convert
set echo off
call Filter.fis
set cd back
set filter in=101 filter out=111 fc=5
filter
set echo off
call INT.FIS
set int in=101 int out=102
integrate
call INT.FIS
set int in=102 int out=103
integrate
save input.sav

;*** BRANCH: UNFILTERED FFT ****

;... STATE: FFT1 ....
set echo off
call tab ind.fis
set fft inp1=101 fft inp2=201
tab ind
set echo off
call Fft.fis
set cd back
fftransform
save fft1.sav

;*** BRANCH: FILTERED FFT ****
restore input.sav

;... STATE: FFT2 ....
set echo off
call tab ind.fis
set fft inp1=111 fft inp2=201
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tab ind
set echo off
call Fft.fis
set cd back
fftransform
save fft2.sav

;*** plot commands ****
;plot name: input acc. (hist 100)
plot hold history 100 line
;plot name: input acc gs (table 100)
label table 100
(gs/sec2 vs sec)
plot hold table 100 line alias ’Acceleration Record’
;plot name: input acc m/s2 (table 101)
label table 101
(m/sec2 vs sec)
plot hold table 101 line alias ’Acceleration Record’
;plot name: vel m/s (table 102)
label table 102
uncorrected velocity
label table 104
corrected velocity
plot hold table 102 line alias ’Velocity Record’
;plot name: disp m (table 103)
label table 106
uncorrected disp.
label table 105
corrected disp.
label table 103
uncorrected displacement
plot hold table 103 line alias ’Displacement Record’
;plot name: fft
label table 110
(power vs frequency in Hz)
label table 201
(power vs frequency in Hz)
plot hold table 201 line alias ’Power Spectrum’
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