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Introduction

The vibratory environment found in the majority of vehicles essentially consists
of random vibrations. Each recording of the same phenomenon results in a signal
different from the previous ones. Characterization of a random environment
therefore requires an infinite number of measurements to cover all the possibilities.
Such vibrations can only be analyzed statistically.

The first stage consists of defining the properties of the processes comprising all
the measurements, making it possible to reduce the study to the more realistic
measurement of single or several short samples. This means evidencing the
stationary character of the process, making it possible to demonstrate that its
statistical properties are conserved in time, then its ergodicity, with each recording
representative of the entire process. As a result, only a small sample consisting of
one recording has to be analysed (Chapter 1).

The value of this sample gives an overall idea of the severity of the vibration, but
the vibration has a continuous frequency spectrum that must be determined in order
to understand its effects on a structure. This frequency analysis is performed using
the power spectral density (PSD) (Chapter 2) which is the ideal tool for describing
random vibrations. This spectrum, a basic element for many other treatments, has
numerous applications, the first being the calculation of the rms value of the
vibration in a given frequency band (Chapter 3).

The practical calculation of the PSD, completed on a small signal sample,
provides only an estimate of its mean value, with a statistical error that must be
evaluated. Chapter 4 shows how this error can be evaluated according to the analysis
conditions, how it can be reduced, before providing rules for the determination of
the PSD.
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The majority of sighals measured in the real environment have a Gaussian
distribution of instantaneous values. The study of the properties of such a signal is
extremely rich in content (Chapter 5). For example, knowledge of the PSD alone
gives access, without having to count the peaks, to the distribution of the maxima of
a random signal (Chapter 6), and in particular to the response of a system with one
degree-of-freedom, which is necessary to calculate the fatigue damage caused by the
vibration in question (Volume 4). It is also used to determine the law of distribution
of the largest peaks, in itself useful information for the pre-sizing of a structure
(Chapter 7).



List of symbols

The list below gives the most frequent definition of the main symbols used in
this book. Some of the symbols can have another meaning which will be defined in
the text to avoid any confusion.

a Threshold value of #(t) or ¢ tu( ) Cross-power spectral density
maximum of #(t) h Interval (f/f, ) or f, /f;

A Maximum of A_(t) h(t)  Impulse response

A(t)  Envelope of a signal H( ) Transfer function

b Exponent ) i

c Viscous damping constant 1‘( St_"flﬁl

. . iffness

E,( ) First fieﬁnmon of error K Number of subsamples
function ) Value of #(t)

E2( ) Second definition of error 7 Mean value of #(t)
function ‘ _ZN Average maximum of N,

Erf Error function peaks

E( ) Expected function of ... e Rms value of £(t)

f Frequency of excitation . .

fsamp, Sampling frequency Yims  Rms value of €(t)

£ Maxi & At)  Generalized excitation

max aximum frequency (displacement)
fy Natural frequency . . o
. . Z( ) First derivative of #(t)

g Acceleration due to gravity .

G Particular value of power ft)  Second derivative of £(t)
spectral density L Given value of #(t)

G( ) Power spectral density for Loms Rms value of filtered signal
0<f<wx

G( ) Measured value of G{ ) L(Q) Fourier transform of #(t)
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Fourier transform of £(t)
Mean

Number of points of PSD
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which exceeds threshold per
unit time

Moment of order n

Order of moment or
number of degrees of
freedom

Average number of
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unit time

Average number of
crossings of threshold a with
positive slope per unit time
Avérage number of zero-
crossings per unit time

Average number of zero-
crossings with positive slope
per second (average
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Average number of maxima
per unit time

Number of curves or
number of points of signal or
numbers of dB

Number of peaks

Average numbers of
crossings of threshold a with
positive slope for given
length of time

Average number of zero-
crossings with positive slope
for given length of time

PSD

+
qmax

Average number of positive
maxima for given length of
time

Probability density
Probability density of largest

maximum over given
duration

Probability

Power spectral density

l—r2

Probability that a maximum
is positive

Probability that a maximum
is negative

Probability density of
maxima of #(t)

Q factor (quality factor)
Distribution function of

maxima of #(t)
Probability that a maximum
is higher than given
threshold

Irregularity factor

Root mean square (value)
Temporal window

Slope in dB/octave
Cross-correlation function
between 4(t) and u(t)
Fourier transform of r{t)
Auto-correlation function
Standard deviation

Value of constant PSD
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Time

Duration of sample of signal
Average time between two
successive maxima

Ratio of threshold a to rms
value £ ¢ of £(t)
Average of highest peaks
Generalized response

First derivative of u(t)
Second derivative of u(t)
Rms value of x(t)

Rms value of x(t)
Absolute acceleration of

base of one-degree-of-
freedom system

Rms value of %(t)
Maximum value of ¥(t)
Risk of up-crossing
Variable of chi-square with

n degrees of freedom
Time step

Dirac delta function

List of symbols  xvii

Frequency interval between
half-power points or
frequency step of the PSD
Bandwidth of analysis filter
Interval of amplitude of #(t)
Time interval

Statistical error

or Euler’s constant

(0.577 215664 90...)
Coherence function between
£(t) and u(t)

Phase

Central moment of order n
Reduced central moment of
order n

3.141 59265 ...

Correlation coefficient
Delay

Average time between two
successive maxima

Natural pulsation (2 = f;)
Pulsation of excitation
2nf)

Damping factor

Phase
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Chapter 1

Statistical properties of a random process

1.1. Definitions
1.1.1. Random variable

A random variable is a quantity whose instantaneous value cannot be predicted.
Knowledge of the values of the variable before time t not does make it possible to
deduce the value at the time t from it.

Example: the Brownian movement of a particle.

1.1.2. Random process

Let us consider, as an example, the acceleration recorded at a given point on the
dial of a truck travelling on a good road between two cities A and B. For a journey,
recorded acceleration obeys the definition of a random variable. The vibration
characterized by this acceleration is said to be random or stochastic.

If n journeys are performed, one obtains as many different LAt) curves, each
recording having a random character.

We define as a random process or stochastic process the ensemble of the time
functions {' E(t)} for t included between — « and +o, this ensemble being able to be
defined by statistical properties [JAM 47].
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Random movements are not erratic in the common meaning of the term, but
follow a well defined law. They have specific properties and can be described by a
law of probability.

The principal characteristic of a random vibration is simultaneously to excite all
the frequencies of a structure [TUS 67]. In distinction from sinusoidal functions,
random vibrations are made up of a continuous range of frequencies, the amplitude
of the signal and its phase varying with respect to time in a random fashion [TIP 77],
[TUS 79]. So the random vibrations are also called roise.

Random functions are sometimes defined as a continuous distribution of
sinusoids of all frequencies whose amplitudes and phases vary randomly with time
[CUR 64] [CUR 88].

1.2. Random vibration in real environments

By its nature, the real vibratory environment is random [BEN 61a]. These
vibrations are encountered:

- on road vehicles (irregularities of the roads),

- on aircraft (noise of the engines, aerodynamic turbulent flow around the wings
and fuselage, creating non-stationary pressures etc) [PRE 56a],

~ on ships (engine, swell etc),

~ on missiles. The majority of vibrations encountered by military equipment, and
in particular by the internal components of guided missiles, are random with respect
to to time and have a continuous spectrum [MOR 55]: gas jet emitted with large
velocity creates important turbulences resulting in acoustic noise which attacks the
skin of the missile until its velocity exceeds Mach 1 approximately (or until it leaves
the Earth's atmosphere) [ELD 61] [RUB 64] [TUS 79],

— in mechanical assemblies (ball bearings, gears etc), etc.

1.3. Random vibration in laboratory tests

Tests using random vibrations first appeared around 1955 as a result of the
inability of sine tests to excite correctly equipment exhibiting several resonances
[DUB 59] [TUS 73]. The tendency in standards is thus to replace the old swept sine
tests which excite resonances one after the other by a random vibration whose
effects are nearer to those of the real environment.
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Random vibration tests are also used in a much more marginal way:

—to identify the structures (research of the resonance frequencies and
measurement of Q factors), their advantage being that of shorter test duration,

—to simulate the effects of shocks containing high frequencies and difficult to
replace by shocks of simple form.
1.4. Methods of analysis of random vibration

Taking into account their randomness and their frequency contents, these
vibrations can be studied only using statistical methods applied to the signals with

respect to time or using curves plotted in the frequency domain (spectra).

Table 1.1. Analysis possibilities for random vibration

ENSEMBLE
STATISTICAL |/ AVERAGES
PROPERTIES
/ OF THE PROCESS TIME
AVERAGES
STUDY IN STATISTICAL
THE TIME -  PROPERTIES
DOMAIN OF THE SIGNAL INSTANTANEOUS
\ VALUES
STATISTICAL DISTRIBUTION
PROPERTIES
OF THE RESPONSE
OF A ONE D.O.F. msurgigumﬁon
RANDOM SYSTEM
MECHANICAL
VIBRATION FOURIER
RESPONSE OF TRANSFORM
AN IDEAL
RECTANGULAR
/ FILTER N POWER
prep— SPECTRAL DENSITY
FREQUENCY
DOMAIN EXTREME
RESPONSE OF RESPONSE SPECTRUM
A ONED.OF.
MECHANICAL
SYSTEM FATIGUE
DAMAGE SPECTRUM

One can distinguish schematically four ways of approaching analysis of random
vibrations [CUR 64] [RAP 69]:

— analysis of the ensemble statistical properties of the process,
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—methods of correlation,

— spectral analysis,

— analysis of statistical properties of the signal with respect to time.

The block diagram (Table 1.1) summarizes the main possibilities which will be
considered in turn in what follows.

The parameters most frequently used in practice are:

—the rms value of the signal and, if it is the case, its variation as a function of
time,

— the distribution of instantaneous accelerations of the signal with respect to

time,

— the power spectral density.

1.5. Distribution of instantaneous values

1.5.1. Probability density

One of the objectives of the analysis of a random process is to determine the
probability of finding extreme or peak values, or of determining the percentage of
time that a random variable (acceleration, displacement etc) exceeds a given value
[RUD 75]. Figure 1.1 shows a sample of a random signal with respect to time
defined over duration T.

f 05} T :tiz ti')tz‘t;ft.‘
ty tz‘ _t:s t.

£+l

\J 1

D T

Figure 1.1. Sample of random signal
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The probability that this function #(t) is in the interval ¢, £+ AZ is equal to the
percentage of time during which it has values in this interval. This probability (or
percentage of time) is expressed mathematically:

Prob[€<€(t)<£+Ae]=z;ri— [1.1]

If this interval A¢ is small, a density function probability p(¢) is defined by:
Proble < #(t) < € + A¢] = p(e)as [1.2]

where:

p(e) = 1t [1.3]

To precisely define p(#¢), it is necessary to consider very small intervals A¢ and

of very long duration T, so that mathematically, the probability density function is
defined by:

ple) = lumfj %‘uﬂ( 12 J [1.4]

1.5.2. Distribution function

Owing to the fact that p(¢£) was given for the field of values of #(t), the
probability that the signal is inside the limits a < #(t) < b is obtained by integration
from [1.2]:

Prob [a < &) < b] = f: pl6) 2 [1.5]

Since the probability that #(t) within the limits —o, +  is equal to 1 (absolutely
certain event), it follows that

+00
j p(¢) de=1 [1.6]
and the probability that £ exceeds a given level L is simply

Prob [L < #(t)] = 1- j'fp(e) de [1.7]
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There exist electronic equipment and calculation programmes that make it
possible to determine either the distribution function, or the probability density
function of the instantaneous values of a real random signal £(t). Figure 1.2 shows
how one passes from the signal £(t) to the probability density and the distribution
function.

P o e e

PO

Figure 1.2. Distribution of instantaneous values of the signal

Among the mathematical laws representing the most usual probability densities,
one can distinguish two particularly important in the field of random vibrations:
Gauss’s law and Rayleigh’s law.

1.6. Gaussian random process

A Gaussian random process £(t) is one such that the ensemble of the instantaneous
values of £(t) obeys a law of the form:

[1.8]

2
(9] = — e 20

s 427 252

where m and s are constants. The utility of the Gaussian law lies in the central limit
theorem, which establishes that the sum of independent random variables follows a
roughly Gaussian distribution whatever the basic distribution.

This the case for many physical phenomena, of parameters which result from a
large number of independent and comparable fluctuating sources, and in particular
the majority of vibratory random signals encountered in the real environment
[BAN 78] [CRE 56] [PRE 56a).
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A Gaussian process is fully determined by knowledge of the mean value m
(generally zero in the case of vibratory phenomena) and of the standard
deviation s.

Moreover, it is shown that:

— if the excitation is a Gaussian process, the response of a linear time-invariant
system is also a Gaussian process [CRA 83] [DER 80};

— the vibration in part excited at resonance tends to be Gaussian.

For a strongly resonant system subjected to broad band excitation, the central
limit theorem makes it possible to establish that the response tends to be Gaussian
even if the input is not. This applies when the excitation is not a white noise,
provided that it is a broad band process covering the resonance peak [NEW 75]
(provided that the probability density of the instantaneous values of the excitation
does not have too significant an asymmetry [MAZ 54] and that the structure is not
very strongly damped [BAN 78] [MOR 5517).

In many practical cases, one is thus led to conclude that the vibration is
stationary and Gaussian, which simplifies the problem of calculation of the response
of a mechanical system (Volume 4).

1.7. Rayleigh distribution

Rayleigh distribution of which the probability probability has the form:
eZ

P(€)='ée 2¢° (1.9]
s

(£ 2 0) is also an important law in the field of vibration for the representation of:

—variations in the instantaneous value of the envelope of a narrow band
Gaussian random process,

— peak distribution in a narrow band Gaussian process.

Because of its very nature, the study of vibration would be very difficult if one
did not have tools permitting limitation of analysis of the complete process, which
comprises a great number of signals varying with time and of very great duration,
using a very restricted number of samples of reasonable duration. The study of
statistical properties of the process will make it possible to define two very useful
concepts with this objective in mind: stationarity and ergodicity.
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1.8. Ensemble averages: ‘through the process’

1.8.1. n order average

Figure 1.3. ‘Through the process’ study

Let us consider N recordings of a random phenomenon varying with time iE( t)
lie(l N)| for t varying from 0 to T (Figure 1.3). The ensemble of the curves )
constitutes the process {if(t)}. A first possibility may consist in studying the
distribution of the values of ¢ for t = t; given [JAM 47].

If we have (N) records of the phenomenon, we can calculate, for a given t,, the
mean [BEN 62} {BEN 63] [DAV 58] [JEN 68]:

70 = ‘4t,)+24tlll+ ol [1.10]

If the values ' #(t) belong to an infinite discrete ensemble, the moment of order n
is defined by:

n ()
E[e"(t)] = 1m D.- "

N-ow .
=1

[1.11]

(E[ ] = mathematical expectation). By considering the ensemble of the samples at

the moment t,, the statistical nature of ((t,) can be specified by its probability
density {LEL 76]:
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Prob|¢ < {t,) < £+ Af]

¢ = i [1.12]
Pl At0 Al
and by the moments of the distribution:

E[e"(1)] = f (1) pe(1,)] ae(ty) [1.13]

if the density p[f 1} ] exists and is continuous (or the distribution function). The

moment of order 1 is the mean or expected value; the moment of order 2 is the
quadratic mean.

For two random variables
The joint probability density is written:
 Probley < oty) < €+ 85 £ < 1) < £, + AL
p£1. i3 €3, 1) = lim

Al, >0

[1.14]

and joint moments:

El1) dt,)] = j j ) pltr).4(t,)] de(t)) aeft,)  [1.15)

1.8.2. Central moments

The central moment of order n (with regard to the mean) is the quantity:
n l N i n
Ei[f)-m]"{ = tim — D[ ft)) - m] [1.16]
N-owo N i=1
in the case of a discrete ensemble and, for p( £) continuous:

E{[g(t,) - m]"} = [ 7[efe) - m]" olde)] el [1.17]

1.8.3. Variance

The variance is the central moment of order 2
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si(t )= E{[l(tl) - m]z} [1.18]
By definition:

si(tl) - f.:[f(‘l) 'm]2 pld(t,)] dt,) [1.19]

2= 1 700) dlfu)] )

2 24) )] ad) - [ ole)] o)

—_—

si(t]) = E{[Z(tl)]z} ~2m? +m?
Si(t,) = E{[Z(tl)]z} —m? (1.20]

1.8.4. Standard deviation

The quantity s 1) is called the standard deviation. If the mean is zero,
1

Si(t,) - E{[Z(tl)lz} [1.21]

When the mean m is known, an absolutely unbiased estimator of s? s

s (em)’ (e

N-1

. When m is unknown, the estimator of s2 is Z where

N
L o
m-NZ £.
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Example

Let us consider 5 samples of a random vibration #(t) and the values of ¢ at a
given time t = t; (Figure 1.4).

i | i Y 4 ) “1 i h
13 i ,w“';? :...l‘l "I ALK u.‘..a‘lu‘ A A ,n‘ LR REEY atl 4 TR
| t
A ] 5
2 Py S RE B RIEE PN, LT LI 1A R TR
} ' t
i ] Plis (bWl o8}
Al B i A AT N bl LT R 1A
3 AR R P R i AL R e e
! It ¢
4 A MU T Wil oA L g8 AN IS dh AN JYRE L Nt Bt (M P L , LA
'Y R T U | Ty A ¥ i3] t
) 7 il i
Ef "q,“".' l"jv T |VA.A. CUTITR TN, T l..u’ 4 g l.w“‘“i‘ll\hl
WY t
t.l

Figure 1.4. Example of stochastic process

If the exact mean m is known (m = 4.2 m/s* for example), the variance is
estimated from:

2 42PF +(5-42P +(2-42P + (4 - 42F +(7- 4.2} sy
5

, 182

s = =3.64 (m/s’y

If the mean m is unknown, it can be evaluated from

1 : 2+5+2+4+7 20
m'=—-zll(tl)=———=—=4m/s2
N 5 5
2 18

s° = — =450 (m/s?y
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1.8.5. Autocorrelation function

Given a random process ll(t), the autocorrelation function is the function
defined, in the discrete case, by:

R(tp, 4 +)= lim &—Z ) ity +1) [1.22]
R(tl, )+ 1:) = E[x(t,) . x(tl + ‘t)] [1.23]

or, for a continuous process, by:

R(%) = | “x(t) x(t + 1) plx{ey)] ax{t) [1.24]

1.8.6. Cross-correlation function

Given the two processes {#(t)} and {u(t)} (for example, the excitation and the
response of a mechanical system), the cross-correlation function is the function:

Ralts, t,+7) = E[f{t;) . ut, +)] [1.25]
or
R(D)= lim < Z ). 'ult, +1) [1.26]

The correlation is a number measuring the degree of resemblance or similarity
between two functions of the same parameter (time generally) [BOD 72].
1.8.7. Autocovariance

Autocovariance is the quantity:

oty ty +7) = E{[f{tl) ) [ +o)-du+9) 127

c(ty,ty +1) = R{ty,t; +7) —m qt, +1) [1.28]

C(t,,tl + ‘t) = R(tl,tl + 1:) if the mean values are zero.
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We have in addition:

R{t}, t,) = R{tp, ;) [1.29]

1.8.8. Covariance

One defines covariance as the quantity:

Co= E{[f(tl) —E(_tﬂ[U(tl ”)‘m]} [1.30]

1.8.9. Stationarity

A phenomenon is strictly stationary if every moment of all orders and all the
correlations are invariable with time t; [CRA 67] [JAM 47] [MIX 69] [PRE 90]

[RAP 69] [STE 67].
’W 1
2
l 1 | 2 | 3 | 4 | W 1

\W‘

Figure 1.5. Study of autostationarity

The phenomenon is wide-sense (or weakly) stationary if only the mean, the mean
square value and the autocorrelation are independent of time t; [BEN 58]
[BEN 61b] {SVE 80].

If only one recording of the phenomenon #(t) is available, one defines
sometimes the autostationarity of the signal by studying the stationarity with n
samples taken at various moments of the recording, by regarding them as samples
obtained independently during n measurements (Figure 1.5).

One can also define strong autostationarity and weak autostationarity.
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For a stationary process, the autocorrelation function is written:

R(1) = E[£(0) #(7)]

N
R(t) = lim — D1 4(0) '4(x) [1.31]

N-ox N =1

NOTES.
Based on this assumption, we have:

R(-1) = E{#(0) #(—)}
R(~1) = E{#(z) £(0)}

R(-1) = R(1) [1.32]
(R is an even function of v} [PRE 90].
R(0) = E{#(0) £(0)} = E{Zz(t)} [1.33]

R(0) is the ensemble mean square value at the arbitrary time t
- R(0) >|R(1)]

We have

E{[e(o) + Z(r)]z} >0

yielding
E{!Z(O)} +2 E{#(0) £(x)} + E{ﬁ(x)} >0
R(0)+2 R(t) +R(0) 2 0

and

R(0) 2 [R(x)| [1.34]

As for the cross-correlation function, it becomes, for a stationary process,
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N . .
Do) el

Ry, (1) = E{£(0) £(2)} = lim _'=1—-N—-_ [1.35]

Properties

1.

Ry (=7) = Ry(1) [1.36]

Indeed
R (1) = E{£(0) u(-1)}

Ry, (1) = E{Z(t) u(O)}
R, (=7) = E{u(0) £(<)}

Ry (=7) = Ryyl)

2. Whatever t

R,, (1) < /R,(0) R,(0) [1.37]

1.9. Temporal averages: ‘along the process’

1.9.1. Mean

F 3
£(t)

Figure 1.6. Sample of random signal
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Let us consider a sample #(t) of duration T of a recording. It can be interesting
to study the statistical properties of the instantaneous values of the function #(t).

The first possibility is to consider the temporal mean of the instantaneous values of
the recording.

We have:

_ 1 T
dt) = lim — | 4t dt [1.38]
© T_“i’mj—r“

if this limit exists. This limit may very well not exist for some or for all the samples
and, if it exists, it may depend on the selected sample #(t); but it does not depend on

time(D,

For practical reasons, one calculates in fact the mean value of the signal #(t)
over one finite duration T:

1 (T
dﬂ=¥Ldﬂm [1.39]

1.9.2. Quadratic mean — rins value

The vibration #(t) results in general in an oscillation of the mechanical system
around its equilibrium position, so that the arithmetic mean of the instantaneous
values can be zero if the positive and negative values are compensated. The
arithmetic mean represents the signal poorly [RAP 69] [STE 67]. Therefore it is
sometimes preferred to calculate the mean value of the absolute value of the signal

Mﬂ:%ﬂMMa [1.40]

and much more generally, by analogy with the measurement of the rms value of an
electrical quantity, the quadratic mean (or mean square value) of the instantaneous
values of the signal of which the square root is the rms value.

The rms value (root mean square value) £, = \jfz(t) is the simplest statistical

characteristic to obtain. It is also most significant since it provides an order of
magnitude of the intensity of the random variable.

1. One defines too x(t) from:

/2
T—)co—'L x(t) dt ou hm 7 x(t) dt
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If one can analyse the curve #(t) by dividing the sample of duration T into N
intervals of duration At; (i € [1, N]) , and if £; is the value of the variable during
the interval of time At;, the mean quadratic value is written:

;zﬁ Aty + o+ €5 AL + oo+ 05 Aty [1.41]
T

N
with T = ZAti . If the intervals of time are equal to (At) and if N is the number of
i=l

points characterizing the signal, T = N At and:

1 2
s =— £2
ms NZ 1

F443 Y

Figure 1.7. Approximation to the signal

If all At; tend towards zero and if N — o, the quadratic mean is defined by
[BEN 63]:

YR L
A= forz (1) dt [142]

1 (T,
(orby — | _¢4(t) dt).
' yzr '[-T



18 Random vibration

1.9.3. Moments of order n

As in the preceding paragraph, one also defines:

— moments of an order higher than 2; the moment of order n is expressed:
- 1 T
E{z"(t)} - 0= lim — [ ) a [1.43]
T 2T ™T
~ central moments: that of order n is defined by:

o = E{[fz(t) —?(T)]"} = lim ;1; [ e -0 @ [1.44]

For a signal made up of N points of mean 1

S YO

i=1

1.9.4. Variance - standard deviation

The central moment of order 2 is the variance, denoted by s2g:
-\2 —32
57 = E{(l ~1) ]: () -1 [1.45]
s, is called the standard deviation.

Signal made up of N points:

|
=;§z -7y

1.9.5. Skewness

The central moment of order 3, denoted by p, is sometimes reduced by division

by si:

E{[z(t) - EF} [1.46]

r
S¢
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One can show [GMU 68] that pj is characteristic of the symmetry of the

probability density law p(¢) with regard to the mean £(t); for this reason, wj is
sometimes called skewness.

Skewness >0 Skewness <0
: /\ : /"\
=4 { o l
| |
| | > | : i .
7 ! K !
Figure 1.8. Probability densities with non-zero skewness
Signal made up of N points:
N 3
)3 (¢:-2)

i=1
w3=
N si

u3 = 0 characterize a Gaussian process.

For uj > 0, the probability density curve presents a peak towards the left and for
u3 <0, the peak of the curve is shifted towards the right.

1.9.6. Kurtosis

The central moment of order 4, reduced by division by s‘:, is also sometimes

considered, for it makes it possible estimation of flatness of the probability density
curve. It is often termed kurtosis [GUE 80].

E{{e(t) - 2(?)]4}

' 1.47
Mg=—""%3"" [1.47]
S
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Signal made up of N points:
. -\4
2.(¢-2)
' i=]
Ha=
N s‘;
pwe=3 For a Gaussian process.
Hye<3 Characteristic of a truncated signal or existence of a sinusoidal
component (u'y = 1.5 for a pure sine).
ny>3 Presence of peaks of high value (more than in the Gaussian case).
Py P,

uo> 3

) .~ Gaussian
Gaussian [E// \ law

\ o law

ol

A\ /3 N\
~ - ~C

fr

~v

Figure 1.9. Kurtosis influence on probability density
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Examples

1. Let us consider an acceleration signal sampled by a step of At = 0.01 s at 10
points (to facilitate calculation), each point representing the value of the signal for
time interval At

k%ms _ X]2+X%:;+X]20 At
T=NAt=10.001s
52 12+32+02+(—1)2 +(—-3)2 +(—2)2 +(—3)2 +(—1)2+02 0.01

xn‘ns

0.1
%26 = 3.8 (m/s?)°
and
Xms =1.95 m/s’
This signal has as a mean
1+3 et (=2)+0
mo 133242 CY0 0 o0 e

0.1
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And for standard deviation s such that
1
== D[k -m)”
T i
SZ=5%h+04y+@+04Y+@+04Y+®+04Y+C4+04Y+03+04Y
+(-2+04P +(-3+04P +(~1+04Y +(0+o.4)2]0.01

2 =3.64 (m/s?)’
$=6.03 m/s*

2. Let us consider a sinusoid ¥(t) = Xm sin(Q t+ (p)

%(t)=0

iZ
=)=

2
E?(E]:%xm (:%\/Eszo.%]

(for a Gaussian distribution, |.x—(t_) ~0.798 s).

1.9.7. Temporal autocorrelation function

We define in the time domain the autocorrelation function Re(‘t) of the
calculated signal, for a given 1 delay, of the product /t) #t+1) [BEA 72]
[BEN 58] [BEN 63] [BEN 80] [BOD 72] [JAM 47} [MAX 65] [RAC 69] [SVE 80].

Figure 1.10. Sample of random signal
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R, (z) = E[(t) &t +7)] [1.48]
Ry(1)= lim — | "(t) e +) a [1.49]
Tow 2T T

The result is independent of the selected signal sample i. The delay t being
given, one thus creates, for each value of t, the product #t) and #(t+ 1) and one
calculates the mean of all the products thus obtained. The function R[(‘t) indicates
the influence of the value of ¢ at time t on the value of the function ¢ at time t+ T.
Indeed let us consider the mean square of the variation between At) and At+1),

ie. E{[l(t) —ft+ 1:)]2} , equal to:
E{[ar) - fe+ O} = E[2(0)] « E[ (e + 0] -2 E[ (1) (e + 0]
E{[e(t) -t + 1:)]2} =2 R,(0) -2 R,(1) [1.50]
One notes that the weaker the autocorrelation R e(‘t) , the greater the mean square

of the difference [£(t) - f(t+1)] and, consequently, the less £(t) and £(t+1)
resemble each other.

R
£

R4

zm(\ \
N2 o —

Figure 1.11, Examples of autocorrelation functions

The autocorrelation function measures the correlation between two values of
#(t) considered at different times t. If R, tends towards zero quickly when 1
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becomes large, the random signal probably fluctuates quickly and contains high
frequency components.

If R, tends slowly towards zero, the changes in the random function are
probably very slow [BEN 63] [BEN 80] [RAC 69].

R, is thus a measurement of the degree of random fluctuation of a signal.

Discrete form

The autocorrelation function calculated for a sample of signal digitized with N
points separated by At is equal, for T = m At, to [BEA 72]:

N-m

I
Ry(t)=—— D ¢;.¢
N-m

[1.51]

1+m

Catalogues of correlograms exist allowing typological study and facilitating the
identification of the parameters characteristic of a vibratory phenomenon [VIN 72}.
Their use makes it possible to analyse, with some care, the composition of a signal
(white noise, narrow band noise, sinusoids etc).

¢4 443 £(1)
!

o 9
Re(r) R0 Ry (M

Figure 1.12. Examples of autocorrelation functions
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Calculation of the autocorrelation function of a sinusoid

ot) = ¢, sin(Q t)
1

R{t)=— j;r £, sin Qtsin Q(t+1) dt
T

2
¢
R,(1) = — cos Q1 [1.52]
2

The correlation function of a sinusoid of amplitude £, and angular frequency Q
2

is a cosine of amplitude —— and pulsation Q. The amplitude of the sinusoid thus
2

can, conversely, be deduced from the autocorrelation function:

tm =2 [R)] [1.53]

1.9.8. Properties of the autocorrelation function

L Rg(0)= E[Ez(t)]= Ez(t) = quadratic mean
R, (0)=s>+2° [1.54]
For a centered signal (Z = O), the ordinate at the origin of the autocorrelation

function is equal to the variance of the signal.

2. The autocorrelation function is even [BEN 63] [BEN 80] [RAC 69}:
R, (1) = R,(-1) [1.55]

R, (1) <Ry (0) Vr [1.56]

If the signal is centered, R ,(t) — 0 when t — . If the signal is not centered,

R,(7) — 2 when t - w.



26 Random vibration

4. It is shown that:

dR () _ E(t - 1) (1) [1.57]

d’R (1 Cy

——d—:é—)— = —E[d(t) «t+1)] [1.58]
p,(M

Figure 1.13. Correlation coefficient

NOTES.

1. The autocorrelation function is sometimes expressed in the reduced form:

_ Re(T)
pelt) = 20 [1.59]

or the normalized autocorrelation function {BOD 72] or the correlation coefficient

o) e(‘:) varies between —1 and +1
pg = 1 if the signals are identical (superimposable)

p; = —1 if the signals are identical in absolute value and of opposite sign.

2. If the mean m is not zero, the correlation coefficient is given by

Pe (T) —"(T)—m"

R,(0
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1.9.9. Correlation duration

Correlation duration is the term given to a signal the value 1, of t for which the
function of reduced autocorrelation p, is always lower, in absolute value, than a
certain value p, . '

0

Correlation duration of:

— a wide-band noise is weak,

—a narrow band noise is large; in extreme cases, a sinusoidal signal, which is
thus deterministic, has an infinite correlation duration.

This last remark is sometimes used to detect in a signal £(t) a sinusoidal wave
s(t) = S sinQ t embedded in a random noise b(t):

£t) = s(t) + b(t) [1.60]

The autocorrelation is written:

R, (1) = Rg(v) + R, (1) [1.61]

If the signal is centered, for T sufficiently large, R, () becomes negligible so
that:
SZ
Ry (1) =Rg(t)=—cos Q1 [1.62]
2

This calculation makes it possible to detect a sinusoidal wave of low amplitude
embedded in a very significant noise [SHI 70a].

Examples of application of the correlation method [MAX 69]:

- determination of the dynamic characteristics of a systems,

— extraction of a periodic signal embedded in a noise,

— detection of periodic vibrations of a vibratory phenomenon,

— study of transmission of vibrations (cross-correlation between two points of a
structure),

— study of turbubences,
— calculation of power spectral densities [FAU 69],

—more generally, applications in the field of signal processing, in particular in
medicine, astrophysics, geophysics etc [JEN 68].
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1.9.10. Cross-correlation

Let us consider two random functions #(t) and u(t); the cross-correlation
Junction is defined by:

Ryy(9) = B0 ute +] = Jim ;1; [Tay ero @ [1.63]

The cross-correlation function makes it possible to establish the degree of
resemblance between two functions of the same variable (time in general).

Discrete form [BEA 72]

IfN is the number of sampled points and 1 a delay such that T = m At, where At
is the temporal step between two successive points, the cross-correlation between
two signals £ and u is given by

1 N-m
Reg(t) = —— 2.8 (1.64]

N-m i=1

1.9.11. Cross-correlation coefficient

Cross-correlation coefficient p eu(‘t) or normalized cross-correlation function or
normalized covariance is the quantity [JEN 68]

_ R(u(‘t)
Pey(1) = YOI [1.65]

It is shown that:

-1<p,, (1) <1

If £(t) is a random signal inpur of a system and u(t) the signal response at a
point of this system, qu(“) is characteristic of the degree of linear dependence of
the signal u with respect to £. At the limit, if #(t) and u(t) are independent,
p[u(‘t) =0.

If the joint probability density of the random variables #(t) and u(t) is equal to
p(Z, u), one can show that the cross-correlation coefficient Peu can be written in

the form:
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Ells - -
Pru = (v n:)s(u ull [1.66]
¢y

where m, m, s, and s, are respectively the mean values and the standard
deviations of #(t) and u(t).

NOTE.
For a digitized signal, the cross-correlation function is calculated using the
relation:

Rg(m At) = i— ié’(p At) uf(p - m) At [1.67]

1.9.12. Ergodicity

A process is known as ergodic if all the temporal averages exist and have the
same value as the corresponding ensemble averages calculated at an arbitrary given
moment [BEN 58] {CRA 67] [JAM 47] [SVE 80].

A ergodic process is thus necessarily stationary. One disposes in general only of
a very restricted number of records not permitting experimental evaluation of the
ensemble averages. In practice, one simply calculates the temporal averages by
making the assumption that the process is stationary and ergodic [ELD 61].

The concept of ergodicity is thus particularly important. Each particular
realization of the random function makes it possible to consider the statistical
properties of the whole ensemble of the particular realizations.

NOTE.
A condition necessary and sufficient such that a stationary random vibration
L(t) is ergodic is that its correlation function satisfies the condition [SVE 80].

1 ( 1:\
U ‘I - — [1.68]
Tlmf)o OLI JRZ(T) dt=0

where R (1) is the autocorrelation function calculated from the centered variable
At) -m.



30 Random vibration

1.10. Significance of the statistical analysis (ensemble or temporal)

Checking of stationarity and ergodicity should in theory be carried out before
any analysis of a vibratory mechanical environment, in order to be sure that
consideration of only one sample is representative of the whole process. Very often,
for lack of experimental data and to save time, one makes these assumptions without
checking (which is regrettable) [MIX 69] [RAC 69] [SVE 80].

1.11. Stationary and pseudo-stationary signals

We saw that the signal is known as stationary if the rms value as well as the
other statistical properties remain constant over long periods of time.

In the real environment, this is not the case. The rms value of the load varies in a
continuous or discrete way and gives the shape of signal known as random pseudo-
stationary. For aroad vehicle for example, variations are due to the changes in road
roughness, to changes of velocity of the vehicle, to mass transfers during turns, to
wind effect etc.

The temporal random function ¢(t) is known as quasi-stationary if it can be
divided into intervals of duration T sufficiently long compared with the
characteristic correlation time, but sufficiently short to allow treatment in each
interval as if the signal were stationary. Thus, the quasi-stationary random function
is a function having characteristics which vary sufficiently slowly [BOL 84].

The study of the stationarity and ergodicity is an important stage in the analysis
of vibration, but it is not in general sufficient; it in fact by itself alone does not make
it possible to answer the most frequently encountered problems, for example the
estimate of the severity of a vibration or the comparison of several stresses of this
pature.

1.12 Summary chart of main definitions (Table 1.2) to be found on the next page.



Table 1.2  Main definitions

Through the process (ensemble averages) Along the process (temporal averages)

Moment E[l" ] lun—z (

of order n J E[f t)] lim — ITZ (t) dt
-

p[[ di ) T T

[(c
Central E{[e(:,)»m]“}=;i;an [ 4u)- e(n)]n

moment of

order n 1{[@0, ]n] J‘m[ ) - ; ors E{[L’(t)—Z] ] hm “’_‘— [f(t Z] dt

Variance 2 = E{[@(tl) - Z(}J]z} ¥ = E{[z(t) - Z]Z} _A_P

Ryt ty + 1) = lim ~Z (t,) "t +7)
Autosorrela T NN R = tim ~ [ o) 1+
Re(f)=j z(t, ty+1 p[z(t,)] dey,) T T
Cross- Ry(tp, ty +1) = lim —~Z dy) "u(t +7) )
correlation Noe N Ry (1) = lim — JTé(t) u(t+1) dt
T T 70

Rou(0) = (1) ult, +) pfe(t)] ae(t,)

Stationarity if all the averages of order n are | Ergodicity if the temporal averages are equal to the
independent of the selected time t,. ensemble averages.
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Chapter 2

Properties of random vibration
in the frequency domain

The frequency content of the random signal must produce useful information by
comparison with the natural frequencies of the mechanical system which undergoes
the vibration.

This chapter is concerned with power spectral density, with its properties, an
estimate of statistical error necessarily introduced by its calculation and means of
reducing it. Following chapters will show that this spectrum provides a powerful
tool to enable description of random vibrations. It also provides basic data for many
other analyses of signal properties.

2.1. Fourier transform

The Fourier transform of a non-periodic #(t) signal, having a finite total energy,
1s given by the relationship:

Q) = I:Z(t) e gt [2.1]

This expression is complex; it is therefore necessary in order to represent it
graphically to plot:

- either the real and the imaginary part versus the angular frequency Q,

—or the amplitude and the phase, versus . Very often, one limits oneself to
amplitude data. The curve thus obtained is called the Fourier spectrum [BEN 58].



34 Random vibration

The random signals are not of finite energy. One can thus calculate only the
Fourier transform of a sample of signal of duration T by supposing this sample
representative of the whole phenomenon. It is in addition possible, starting fromn the
expression of L{€), to return to the temporal signal by calculation of the inverse
transform.

1) = — L) & a0 | [22]
2n

One could envisage the comparison of two random vibrations (assumed to be
ergodic) from their Fourier spectra calculated using samples of duration T. This
work is difficult, for it supposes the comparison of four curves two by two, each
transform being made up of a real part and an imaginary part (or amplitude and
phase).

One could however limit oneself to a comparison of the amplitudes of the
transforms, by neglecting the phases. We will see in the following paragraphs that,
for reasons related to the randomness of the signal and the miscalculation which
results from it, it is preferable to proceed with an average of the modules of Fourier
transforms calculated for several signal samples (more exactly, an average of the
squares of the amplitudes). This is the idea behind power spectral density.

-160

Phase {degrees)

18 268 38 48 58 60
Frequency (Hz)
T T g

15 LU LA U O 1 O A L o

T

Signal {(m/s?)

a 2.3 3.8

1.6 1.3 2.
Time {s)

eNrawONIDBD
b AL A LA AL LD LR LR L L

Amplitude (mis2iHz)
DO TN

10

38 40 50 [1]

Fr:quency Hz2)

Figure 2.1. Exampie of Fourier transform

In an indirect way, the Fourier transform is thus very much used in the analysis
of random vibrations.
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2.2. Power spectral density
2.2.1. Need

The search for a criterion for estimating the severity of a vibration naturally
results in examination of the following characteristics:

— The maximum acceleration of the signal: this parameter neglects the smaller
amplitudes which can excite the system for a prolonged length of time,

—The mean value of the signal: this parameter has only a little sense as a
criterion of severity, because negative accelerations are subtractive and the mean
value is in general zero. If that is not the case, it does not produce information
sufficient to characterize the severity of the vibration,

— The rms value: for a long time this was used to characterize the voltages in
electrical circuits, the rms value is much more interesting data [MOR 55]:

- if the mean is zero, the rms value is in fact the standard deviation of
instantaneous acceleration and is thus one of the characteristics of the statistical
distribution,

-even if two or several signal samples have very different frequency
contents, their rms values can be combined by using the square root of the sum of
their squares.

This quantity is thus often used as a relative instantaneous severity criterion of
the vibrations [MAR 58]. It however has the disadvantage of being global data and
of not revealing the distribution of levels according to frequency, nevertheless very
important. For this purpose, a solution can be provided by [WIE 30]:

— filtering the signal #(t) using a series of rectangular filters of central frequency
f and bandwidth Af(Figure 2.2),

— calculating the rms value L, of the signal collected at the output of each
filter.

The curve which would give L., with respect to f would be indeed a

description of the spectrum of signal #t), but the result would be different
depending on the width Af derived from the filters chosen for the analysis. So, for a
stationary noise, one filters the supposed broad band signal using a rectangular filter
of filter width Af, centered around a central frequency f_, the obtained response
having the aspect of a stable, permanent signal. Its rms value is more or less constant
with time. If, by preserving its central frequency, one reduces the filter width Af,
maintaining its gain, the output signal will seem unstable, fluctuating greatly with
time (as well as its rms value), and more especially so if Af is weaker.
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Figure 2.2. Filtering of the random signal

To obtain a characteristic value of the signal, it is thus necessary to calculate the
mean over a much longer length of time, or to calculate the mean of several rms
values for various samples of the signal. One in addition notes that the smaller Af is,
the more the signal response at the filter output has a low rms value [TIP 77].

2
L
To be liberated from the width Af, one considers rather the variations of —-"—;5-
A
with f. The rms value is squared by analogy with electrical power.

2.2.2. Definition

If one considers a tension u(t) applied to the terminals of a resistance R =1Q,

passing current i(t), the energy dissipated (Joule effect) in the resistance during time
dt is equal to:

dE = R i2(t) dt = i(t) [2.3]
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i

Figure 2.3. Electrical circuit with source of tension and resistance

The instantaneous power of the signal is thus:
dE
P(t) = — =i%(1) [24]
dt
and the energy dissipated during time T, between t and t + T, is written:

Ep = ];”Tiz(t) dt [2.5]

P(t) depends on time t (if i varies with t). It is possible to calculate a mean power in
the interval T using:

1 [t+T 1
P =— | p(t)dt=—Eq [2.6)
Tt T

my

The total energy of the signal is therefore:

“+o0
E= [0 at [27]
—a0
and total mean power:
1 [+1/2
P, = lim — r 2200 a [2.8]
T T -T/2

By analogy with these calculations, one defines [BEN 58] [TUS 72] in vibration
mechanics the mean power of an excitation £(t) between ~T/2 and +T/2 by:

L of+T2
P, = lim —

2
Too T “-1/2 jex ()" at 2]
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where

ep=£0) for|<T/2
=0 for |t| > T/2

Let us suppose that the function £1(t) has as a Fourier transform L(f).
According to Parseval’s equality,

Ijhlz dt = .[::]LT(f)IZ df [2.10]
yielding, since [JAM 47]
fTT//ZZ leqf at= ]'+°° lex(Of at [2.11]
I 2 fw
Py = lim j::]LT(f)I2 dt = lim IO Lo at 2.12]

This relation gives the mean power contained in #(t) when all the frequencies
are considered. Let us find the mean power contained in a frequency band Af. For
that, let us suppose that the excitation £(t) is applied to a linear system with constant
parameters whose weighting function is h(t) and the transfer function H(f). The
response r(t) is given by the convolution integral

r(t) = _[: h(n) 27(t - 1) di [2.13]
where ) is a constant of integration. The mean power of the response is written:

Parespons =i 2 [ e [2.14]

i.e., according to Parseval’s theorem:
Prnres Tlin = f |RT(f1 df [2.15]

If one takes the Fourier transform of the two members of [2.13], one can show
that:
R(f) = H(f) L(f) [2.16]

yielding
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.2
Pmresponse =1 T f’H(flz |LT(fX2 df [2.17]

T->

Examples

1. If H(f) = 1 for any value of f,

2
P = lim f ——-———2ILTT(f] df =P, (2.18]

Mresponse Troo input
a result which a priori is obvious.

Af Af
2.IfH(f) =1for0<f-—<f<f+—
2 2

H(f) = 0 elsewhere

Pnresponse = 10 I—Af/z T

In this last case, let us set:

2
Gq(f) = 2jLrtef” [2.20]

The mean power corresponding to the record ¢1(t), finite length T, in the band
Af centered on f, is written:

Pr(f, Af) = Gr(f) df [2.21]

and total mean power in all the record

f+Af/2
= i 22
P(f, Af) Tl_u:o J;_Af/z Gr(f) df [2.22]

One terms power spectral density the quantity:

G(f) = lim P(f,Af) [2.23]
T Af
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In what follows, we will call this function PSD.
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Figure 2.4. Example of PSD (aircraft)
NOTE.
By using the angular frequency Q, we would obtain:
. Q+AQIQ
P(Q, AQ) = lim f / G1(Q) dQ
THw Q-AQ/Q
with
2
2|L1(Q)
GT(Q) = __I_T_|_
27T

[2.24]

[2.25]

Taking into account the above relations, and [2.10] in particular, the PSD G(f)

can be written [BEA 72} [BEN 63] [BEN 801:

1
G(f) = lim — | (1, Af) dt
(0= jim [ (e

T

[2.26]

where ¢ T(t, Af ) is the part of the signal ranging between the frequencies f — Af/2

and f+ Af/2. This relation shows that the PSD can be obtained by filtering the
signal using a narrow band filter of given width, by squaring the response and by
taking the mean of the results for a given time interval [BEA 72]. This method is

used for analog computations.
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The expression [2.26] defines theoretically the PSD. In practice, this relation
cannot be respected exactly since the calculation of G(f) would require an infinite
integration time and an infinitely narrow bandwidth.

NOTES.
— The function G(f) is positive or zero whatever the value of £.

—The PSD was defined above for f ranging between 0 and infinity, which
corresponds to the practical case. In a more general way, one could define S(f)
mathematically between — « and + ®, in such a way that

S(-f) = S(f) [2.27]

— The pulsation Q=2 n f is sometimes used as variable instead of £ If GQ(Q)
is the corresponding PSD, we have

G(f) =21 Gn(Q) [2.28]

The relations between these various definitions of the PSD can be easily
obtained starting from the expression of the rms value:

i = f: S() df = f G(£) df = fGQ(Q)dQ= f: s@)do  [229]

One then deduces:
G(f) = 2 s(f) [2.30]
G(f) =2 n Gn(Q) [2.31]
G(f) = 4 n So(Q) [2.32]
NOTE.

A sample of duration T of a stationary random signal can be represented by a
Fourier series, the term a, of the development in an exponential Fourier series

being equal to:

o 27kt
s
2 T/2
a== "l T [233]
T -T/2 2nkt
Cos

T
The signal £(t) can be written in complex form
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t
0 2rik—
«t) = Z cy € T [2.34]
k=—0

where ¢ = % (ai -B; i)

The power spectral density can also be defined from this development in a
Fourier series. It is shown that [PRE 54] [RAC 69] [SKO 59] [SVE 80]

2

G(f) = lim —i— [2.35]
Towo 2 Af

The power spectral density is a curve very much used in the analysis of
vibrations:
— either in a direct way, to compare the frequency contents of several vibrations,

to calculate, in a given frequency band, the rms value of the signal, to transfer a
vibration from one point in a structure to another, ...

— or as intermediate data, to evaluate certain statistical properties of the vibration
(frequency expected, probability density of the peaks of the signal, number of peaks
expected per unit time etc).

NOTE.

The function G(f), although termed power, does not have the dimension of it.
This term is often used because the square of the fluctuating quantity appears often
in the expression for the power, but it is unsuitable here [LAL 95]. So it is often
preferred to name it ‘acceleration spectral density’ or ‘acceleration density’
[BOO 56] or ‘power spectral density of acceleration’ or ‘intensity spectrum’
[MAR 58].

2.3. Cross-power spectral density

From two samples of random signal records £,(t) and £,(t), one defines the
cross-power spectrum by

2L (f) L,(f
Gy g (f) = im 2 () Ly(f)
2 T T

[2.36]

if the limit exists, L; and L, being respectively the Fourier transforms of ¢ l(t) and
£,(t) calculated between 0 and T.
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2.4. Power spectral density of a random process

The PSD was defined above for only one function of time #(t). Let us consider
the case here where the function of time belongs to a random process, where each

function will be noted ' #(t). A sample of this signal of duration T will be denoted
by' ¢1(t), and its Fourier transform 'L (f). Its PSD is

- 2
| 2| Ly ()
IGT(f) - ‘ [2.371
T
By definition, the PSD of the random process is, over time T, equal to:
n .
2.'61(0)
- 2.38
n
n being the number of functions ! £(t) and, for T infinite,
G(f) = lim G(f) [2.39]

T—ow
If the process is stationary and ergodic, the PSD of the process can be calculated
starting from several samples of one recording only.
2.5. Cross-power spectral density of two processes

As previously, one defines the cross-power spectrum between two records of
duration T each one taken in one of the processes by:

- 2L
1GT(f) _ 1 =2 [2.40]
The cross-power spectrum of the two processes is, over T,
n .
2. '61(f)
Gr(f) ==l [2.41]
n

and, for T infinite,
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G(f) = lim G¢(f) [2.42]

T

2.6. Relation between PSD and correlation function of a process

It is shown that, for a stationary process [BEN 58] [BEN 801 [JAM 47] [LEY 65]
[NEW 75]:

6t)=2 [ RE) 2" & (2.43]

R(7) being an even function of 1, we have:

6(0) =4 [7 R(<) cos(2 7 £ ¢) [2.44]

If we take the inverse transform of G(f) given in {2.43], it becomes:

R(T)% [ o) =it af [2.45]
i.e., since G(f) is an even function of f [LEY 65]:

R()= [0 cos(2n 7)ot [2.46]
and

R(0)= ¢2(:) = §° G(£) df = (rms value)? [2.47]
NOTE.

These relations, named ‘Wiener-Khinchine relations’, can be expressed in terms
of the angular frequency Q in the form {BEN 58] [KOW 69] [MIX 69]:

al(Q) == j (x) cos(@2 <) de [248]

R(D) = [ 6(0) cos(er) ar [2.49]
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2.7. Quadspectrum — cospectrum

The cross-power spectral density G, (f) can be written in the form [BEN 80]:

Gulf)=2 f: Reu(t) €117 dv = Cyyf) - i Quu(f) [2.50]
where the function

Cplf)=2 j:oReu(r) cos(2 £ 1) dr [2:51]
is the cospectrum or coincident spectral density, and where

Qulf)=2 ij[u(r) sin(2 = f 7) dt [2.52]

is the quadspectrum or quadrature spectral density function.

We have:
Ral)-2 [Ga@e o+ [oue 2 ifrar 253
Ry (1) = J:[cm(f) cos(2 7 £ 1)+ Qg (£) sin(2 = £ 7)) df [2.54]
Gy (£) = |Gy (£) €70 () [2.55]
|G (£)] = C, + Q2 (D) [2.56]
6, (f) = Arc ta.n( gﬁf—)} [2.57]

\ Caulf)
2.8. Definitions

2.8.1. Broad-band process

A broad-band process is a random stationary process whose power spectral
density G(€2) has significant values in a frequency band or a frequency domain
which is rigorously of the same order of magnitude as the central frequency of the
band [PRE 56a].
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6(2)

v

Figure 2.5. Wide-band process

Such processes appear in pressure fluctuations on the skin of a missile rocket (jet
noise and turbulence of supersonic boundary layer).
2.8.2. White noise

When carrying out analytibal studies, it is now usual to idealize the wide-band
process by considering a uniform spectral density G(f) = G,,.

HOT
£ ---

[
-~
v

Figure 2.6. White noise

A process having such a spectrum is named white noise by analogy with white
light which contains the visible spectrum.

An ideal white noise, which is supposed to have a uniform density at all
frequencies, is a theoretical concept, physically unrealizable, since the area under the
curve would be infinite (and therefore also the rms value). Nevertheless, model ideal
white noise is often used to simplify calculations and to obtain suitable orders of
magnitude of the solution, in particular for the evaluation of the response of a one-
degree-of-freedom system to wide-band noise. This response is indeed primarily
produced by the values of the PSD in the frequency band ranging between the half-
power points. If the PSD does not vary too much in this interval, one can compare it
at a first approximation to that of a white noise of the same amplitude. It should
however be ensured that the results of this simplified analysis do indeed provide a
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correct approximation to that which would be obtained with physically attainable
excitation.
2.8.3. Band-limited white noise

One also uses in the calculations the spectra of band-limited white noises, such

as that in Figure 2.7, which are correct approximations to many realizable random
processes on exciters.

6

»-
P

e, 2, @

Figure 2.7. Band-limited white noise

2.8.4. Narrow-band process
A narrow-band process is a random stationary process whose PSD has

significant values in one frequency band only or a frequency domain whose width is
small compared with the value of the central frequency of the band [FUL 62].

A
6(®)

0
Figure 2.8. PSD of narrow-band noise
The signal as a function of time #(t) looks like a sinusoid of angular frequency

€, with amplitude and phase varying randomly. There is only one peak between
two zero crossings.
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Figure 2.9. Narrow-band noise

It is of interest to consider individual cycles and envelopes, whose significance
we will note later on.

If the process is Gaussian, it is possible to calculate from G(Q) the expected
frequency of the cycles and the probability distribution of the points on the envelope

These processes relate in particular to the response of low damped mechanical
systems, when the excitation is a broad-band noise.

2.8.5. Pink noise

A pink noise is a vibration of which the power spectral density amplitude is of
inverse proportion to the frequency.

2.9. Autocorrelation function of white noise

The relation [2.45] can be also written, since G(f) =4 nS(Q) [BEN 58]
[CRA 63]:

R(c) = [j s(@) €2 do [2.58]

If S(Q) is constant equal to S, when Q varies, this expression becomes:

where the integral is the Dirac delta function 8(1), such as:
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[

8(1) ~» when T — 0
8(t)=0 when © =0 [2.60]

'g)j 8(t) dr =1

yielding
R(t) =28, 8(1) [2.61]
NOTE.
If the PSD is defined by G(Q) in (0, ), this expression becomes
G
R(7) = n — §(1) [2.62]
2

whilst, for G(f) €(0, ):

R(7) = ! Gy 8(7) [2.63]
2

For 1= 0, R — ®. Knowing that R(0) is equal to the square of the rms value,
the property of the white noise is verified (infinite rms value).

R(T)

»

8 T

Figure 2.10. Autocorrelation of a white noise

It is noted in addition that the correlation is zero between two arbitrary times.

An ideal white noise thus has an infinite intensity, but has no correlation
whatever between past and present {CRA 63].
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2.10. Autocorrelation function of band-limited white noise

R(7) 4
25, (8,-4,) —7
st
Se
y, i } T
e, -9, 3, ¢ ¢
Figure 2.11. Band-limited white noise Figure 2.12. Autocorrelation of

band-limited white noise

From the definition [2.58], we have, if S(©2) = S, [FUL 62],

R()=25, f el 27 40 [2.64]
Q
R(1) =25, fQ’ cos(Q ) dQ [2.65]
1
sin 2,1 —sin T
R(1) =28, —2 1 [2.66]
1
R(t) can be also written
48 Q +Q -Q
R(1) = —2 00{ 1- 2 TJ sin[gl 1 TJ [2.67}
T 2 2

The rms value, given by [BEN 61a]
£ems = YR2(0) = 4250 (@ - ) [2.68]

is finite. If © tends towards zero, R(t) - 2 S, (Qz - Ql) (square of the rms value).

The correlation between the past and the present is nonzero, at least for small
intervals. When the bandwidth is widened, the above case obtains.
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NOTES.
1. The result obtained for a white noise process is demonstrated from this
particular case when Q) = 0 and Q, — ®, indeed, if Q, =0,
Q.
s

48 Q1 28
R(1) = —2 cos n —2— =0
T 2 2 T

sin Q, 1

[FQ, — o [2.61],
R(t) » 275, (1)

Conversely, if R(t) has this value,

S(Q)=2L rznso 8r)e T dr =S5,
i 8 o0

AQ AQ
2. Ifwe set Q = Qy —— and Q, = Qy +—, R(1) can be written [COU 70]:
2 2

48 TAQ
R(1) = — cos(QO r) si\-{ ) [2.69]
T 2
Ift -0,
R(0) » 28, AQ
yielding

R 2 A

p= (x) = cos Q41 sin— 2 [2.70]
R(0) 1AQ 2

3. If in practice, the noise is defined only for the positive frequencies, the
expressions [2.66] and [2.68] become

sin ta—sin Ql‘t [2-71]

R(t) =Gy

£ms = R (0) = G (Q)(Q; - Q) = JGo(E)(F> - 1) [2.72]
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2.11. Peak factor

The peak factor or peak ratio or crest factor F, of a signal can be defined as the

ratio of its maximum value (positive or negative) to its standard deviation (or to its
rms value). For a sinusoidal signal, this ratio is equal to 2 (=~ 1.414). For a signal
made up of periodic rectangular waveforms, it equals 1 while for saw tooth
waveforms, it is approximately equal to 1.73.

In the case of a random signal, the probability of finding a peak of given
amplitude is an increasing function of the duration of the signal. The peak factor is
thus undefined and extremely large. Such a signal will thus necessarily have peaks
which will be truncated because of the limitation of the dynamics of the analyser.
From it will result an error in the PSD calculation.

Let us consider a random signal #(t) of rms value £, . If the signal filtered in a
filter of width Af has its values truncated higher than ¢, the calculated PSD is
equal to

2 2
e (f g (f
G'(f) = s (f) instead of G(f) = ()
Af Af
Let us set:
F, = —20 [2.73]
4
MSAf
The error will thus be, at frequency f,
r
G'(f
e=100]1 ——Q [2.74]
: G(f)
with
’ 2 2
G(f)  fae(f)/af  £ye(f) [2.75]

G A(f)/ar () -f

It is shown that [PIE 64], for a Gaussian signal, the error varies according to the
peak factor F, according to the law

e=100(1-p) [2.76]
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where
2
p=2F fp(x) dx +2 fp p(x) dx -2 F p(x) [2.77]
P

and

1 x2
p(x) _ expl — — [2.78]
Vo ‘{ 2}

The variations of the error e according to F;, are represented in Figure 2.13.

U RN RALEN LRL RN RRRA) RARANUERL S REA)

b bl v bin bbb

NI TTRVERTEVE INERE IhY
1.8 2.0 3.0

Fp

Error= 100 {1-p)
Q@HN“OMO‘\IQOSE

.Q ALLFRRLSERLIRENS LUAY ALY BALFRLEYLALI )

»
o

Figure 2.13. Error versus peak factor (according to [PIE 64])

The calculation of p can be simplified if it is noted that:

2

2d}r(+

\/2_7:_‘[ ‘/ﬁf;,e—de‘{-mfe 2dx-—l

and that the probability density is symmetrical about the y-axis:
1
fp(x) dx = 5" f" p(x) dx
b4

p is then written:



54  Random vibration
p=2i- Fg) f" p(x) dx + F2 - 2 F, p(F,) [2.79]

The integral fp p(x) dx can be calculated using the error function, knowing that
this function can be defined in the form [LAL 94] (Appendix A4.1):

2

f» e 2 dx [2.80]

El'fz(Fp) = 2 -

2.12. Standardized PSD/density of probability analogy

Standardized PSD is the term given to the quantity [WAN 45]:
_6©)

Gy
2
zrms

[2.81]

It is noticed that the standardized PSD and the probability density function have
common properties:

— they are nonnegative functions,

— they have an unit area under the curve,

- Q . .
—if we set R(Q) = Io Gy(u) du, R(Q) increases in a monotonous way from

zero (2 = 0) to 1 (for Q infinite). R(€2) can thus be regarded as the analogue of the
distribution function of G(Q).

2.13. Spectral density as a function of time

In practice, the majority of the physical processes are, to a certain degree,
nonstationary, i.e. their statistical properties vary with time. Very often however, the
excitation is clearly nonstationary over a long period of time, but, for small intervals,
which are still long with respect to the time of response of the dynamic system, the
excitation can be regarded as stationary. Such a process is known as ‘quasi-
stationary’. It can be analysed for two aspects {CRA 83]:

—study of the stationary parts by calculation of PSD whose parameters are
functions slowly variable with time,

~ study of the long-term behaviour, described for example by a cross probability
distribution for the parameters slowly variable with PSD.



Properties of random vibration in the frequency domain 535

The non-stationary process can also be of short duration. This is particularly the
case of a mechanical oscillator at rest suddenly exposed to a stationary random
excitation; there is a phase of transitory response, therefore nonstationary. Many
studies have been conducted on this last subject [CHA 72] [HAM 68} [PRI 67]
[ROB 71] [SHI 70b]. Various solutions were obtained, among those of T.K.
Caughey and H.J. Stumpf [CAU 61] (Volume 4), R.L. Barmoski and J.R. Maurer
[BAR 69] and Y.K. Lin [LIN 67]. Other definitions also were proposed for PSD of
nonstationary phenomena [MAR 70].

2.14. Relation between PSD of excitation and response of a linear system

One can easily show that [BEN 58] [BEN 62] [BEN 63] [BEN 80] [CRA 63]:

— if the eXcitation is a random stationary process, the response of a linear system
is itself stationary,

— if the excitation is ergodic, the response is also ergodic.

Let us consider one of the functions ' #t) of a process (whether stationary or
not); the response of a linear system can be written:

fu(t) = I:h(k) t-1) dn [2.82]
yielding:
() ufty) = I:h(k) ot -2) I:h(“) "oty - 1) d
() u(ty) = [T 000 000 ey 1) ) draw 283
Ensemble average
Ryt o) = E[u(t)) u(t,)] 2.84]

R, (1, t,) = j:’ j?h(x) h(w) Ro(ty Aty — 1) dh d [2.85]
where

Ro(t; -4t 1) = E[f{t; - 1) £ty —n)] [2.86]
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Example of a stationary process

In this case,

Ry(t t2) =Ry(0, 1 1) = Ryt - 1) = Ry(v)

and
o0 foo
R, (1) = IO ,fo h(A) h(p) R,(t, A —p) dA dp [2.87]
In addition, we have seen that [2.43]:

G(f)=2 [: R{r)e 2™ 7 g

The PSD of the response can be calculated from this expression [CRA 63]
[JEN 68):

Gu(f)=2f:Ru(r)e‘2""“dr
G (f)=2 ﬁe‘2"if‘[f fh(k)h(p)Re(t+k~u)dkdp]d¢

G (f)=2 fh(x)e“i“dx fh(p)e*“if" dp
mee(Hrl~u)e"2"if(”;“_“)dt

G,(f) = H'(f) H(f) G,(f)

G, (0) = [HEF G () [2.88]

Depending on the angular frequency, this expression becomes:
L2
G, (@) =[H(j Q) G,) [2.89]

NOTE.

This result can be found starting with a Fourier series development of the
excitation #(t). Let us set u(t) as the response at a point of the system. With each
frequency f;, the response is equal to H; times the input (H;= a real number). So
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u(t) can also be expressed in the form of a Fourier series, each term of u(t) being
equal to the corresponding term of {(t) modified by the factor H j and phase ¢;:

m
u(t) = Z iH; sm[ - t+¢1) [2.90]

Le

. 2Tt . 2wt
u(t) =Z i (cos(pj sin 7;_1 +sin @; cos T;_‘] ] [2.91]
j

The rms value of u(t) is equal to

1 T
urms =?12u12 Hj (—— cos? ?; +—2— sin (pJJ [2.92]
When T — o,
uft) > f G,(f) H2(£) of [2.93]

Knowing that, if G(f ) is the PSD of the response, ufms = qu(f )df, it

becomes
Gyu(f) = H*(f) G,(f) [2.94]

This method can be used for the measurement of the transfer function of a
structure undergoing a pseudo-random vibration (random vibration of finite
duration, possibly repeated several times). The method consists of applying white
noise of duration T to the material, in measuring the response at a point and in
determining the transfer function by term to term calculation of the ratio of the input
and output coefficients of the Fourier series development.

2.15. Relation between PSD of the excitation and cross-power spectral density
of the response of a linear system

() = [7h0) e-n) o

() tules) = [HR) ) Meen-2) @
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If the process is stationary, the ensemble average is:
-]
Ry (1) = IO h(A) R(r-1) dr

and the cross-spectrum:

G,(f)=2 [:e'z"i“[fh(x)Re(r—k)dk}dr

Gylf)= [: h(a)e2mifA d;{z EORZ(“ A)e 2mif (-2) dt}

G 4, () = H(£) G,(f)] [2.95]

NOTE.
If we set:

Gulf)=|A(F) o)

the transfer function H(f) can be written, knowing that the PSD G,(f) is a real
Sfunction

_|a()
[H(f)| = D) [2.96]
W(f) = o(f)

2.16. Coherence function

The coherence function between two signals #(t) and u(t) is defined by
[BEN 63] [BEN 78] [BEN 80} [ROT 70};
2

__lew®)

2
qu(f) ) Gee(f) Guu(f)

[2.97]
This function is a measure of the effect of input on response of a system.

In an ideal case,

Gy, = H(f) Gy,
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and
Y%u =1
¥4 i in addition zero if the signals #(t) and u(t) are completely uncorrelated.
In general, v ,, lies between 0 and 1 for the following reasons:

— presence of noise in measurements,
— nonlinear relation between £(t) and u(t},

— the response u(t) is due to other inputs than #(t).

Let us consider the case where noise exists only with the response. Setting G,
the PSD of the response without noise and G, that of the noise alone, it becomes:

Gu (f) = Gw + Gy
where

Gy (£) = [H(E) Gy(£)

2
4 2 {2.98]
Gy, = s Gee =V Oy
Gy
yielding
» G
Tow == [2.99]
Guu
The quantity y%u G, is named coherent ouput power spectrum.
G, -G G
Y%u _ uu mo_ A (2.100]
Gllll Gllll

If the noise is present only on the input, we set #(t) = a(t) + m(t) where a(t) is
the pure signal and m(t) the noise. We have in the same way, for the PSD,

Gge(f) = G (£) + Gy (£)
Gy (1) = H(E) Gy

G, (f) = H(f) G,,
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2
Yeu Gge = Gaa
.G G
You = =1-—
Gy, Gy

[2.101]

[2.102]

2.17. Effects of truncation of peaks of acceleration signal

The example below makes it possible to highlight the influence of a truncation of
the peaks of a random acceleration signal on its power spectral density.

2.17.1. Acceleration signal selected for study

The signal considered is a sample of duration 1 second of a white noise over a
bandwidth 10 — 2500 Hz, of rms value X,= 49.9 m/s’ (PSD amplitude:
1 (m/s®)*/Hz, sampling frequency: 8192 Hz). This signal was truncated with various
acceleration values: +5X,c , 4.5 X .., until $0.5 X -

Truncature at 4.6 X me

Truncature at 3.5 X,y

WA

Truncature a3 X,y Truncature at 2.5 %,ms
Truncature at2 X e Trunceture 8t 1.5 Xrne

Truncature gt 1 X,,.,,

.|
Truncaturs 2t0.5 Xrn,q

Figure 2.14. Truncated signals
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2.17.2. Power spectral densities obtained

The spectral densities of these signals were calculated between 10 Hz and
10000 Hz. We observe from the PSD (Figure 2.15) that:

—fruncation causes the amplitude of the PSD to decrease uniformly in the
defined bandwidth (between 10 Hz and 2500 Hz);

—this reduction is only sensitive if one clips the peaks below 2 X
approximately;

— truncation increases the amplitude of the PSD beyond its specified bandwidth
(2500 Hz). This effect is related to the mode of truncation selected (clean cut-off at

the peaks and no nonlinear attenuation, which would smooth out the signal in the
zone concerned).

Peak truncature influence

2 |llllllll'llllr|TllTrllTrl|H[!lnl]ﬂl'nl”Tlrr'lll'llll“lllIIIIIII]Hlllllll]rrl”n'
lﬂ°: Fo o w —§
- LR \ 3
N 19 . -
= 3 1 ¥ime 3
= - \J\MN\N\/\/\. ]
“ = 4
£ uE e
a C ]
e 18k 3
5 /3.5 ers E
e 1 ¥rome E
3 lllllLllllllll[]lIIIILJHLLU]JJJlllllllllllllllllllllIIlI)lI!ll]ll‘l HAETNEN jlljll-

6.8 65 1.8 15 28 2,5 3.8 3.5 4.8 4.5
Frequency (Hz} x18%

Figure 2.15. PSD of the truncated signals
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Chapter 3

Rms value of random vibration

3.1. Rms value of a signal as function of its PSD

We saw that [2.26]:
1 T
G(f) = tim — j At Af) dt
Af>0TAf 0
T

G(f) is the square of the rms value of the signal filtered by a filter Af whose
width tends towards zero, centered around f. To obtain the total rms value £, of
the signal, taking into account ali the frequencies, it is thus necessary to calculate

02 = EG(f) of [3.1]

The notation 0 means that integration is carried out in a frequency interval
covering f = 0, while 0 indicates that the interval does not include the limiting
case f = 0. In a given frequency band fj, f, (f2 > fl),

s = _(’ G(f) df [3.2]

The square of the rms value of the signal in a limited frequency interval f}, f, is
equal to the area under the curve G(f) in this interval. In addition:
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I: G(f) df =, [33]
where

s% is the variance of the signal without its continuous component and

s, is the standard deviation of the signal.

spt

.
!

ot f

Figure 3.1. Non-zero lower limit of the PSD

In addition,
J-:_*G( £) df = (1)° [34]
7 is the mean value of the signal. We thus have:
s =55+ (0 (351
Lastly, for f = 0, we have:

Lf_ *G(f) df = 0 [3.6]

A purely random signal does not have a discrete frequential component.

NOTE.

The mean value £ corresponding to the continuous component of the signal can
originate in:

~shift due to the measuring equipment, the mean value of the signal being
actually zero. This component can be eliminated, either by centring the signal {
before the calculation of its PSD, or by calculating the PSD between f, = 0+ ¢ and
f; (e being a positive constant different from zero, arbitrarily small),
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— permanent acceleration, constant or slowly variable, corresponding to a rigid
body movement of the vehicle (for example, static acceleration in phase propulsion
of a launcher using propellant). One often dissociates this by filtering such static
acceleration of vibrations which are superimposed on it, the consideration of static
and dynamic phenomena being carried out separately. It is however important to be
able to identify and measure these two parameters, in order to be able to study the
combined effects of them, for example during calculations of fatigue strength, if
necessary (using the Goodman or Gerber rule, ... cf Volume 4) or of reaction to
extreme stress.

Static and dynamic accelerations are ofien measured separately by different
sensors, vibration measuring equipment not always covering DC the component.
Except for particular cases, we will always consider in what follows the case of zero
mean signals. We know that, in this case, the rms value of the signal is equal to its
standard deviation.

Obtained by calculation of a mean square value, the power spectral density is an
incomplete description of the signal £(1). There is loss of information on phase. Two
signals of comparable nature and of different phases will have the same PSD.

Example

Let us consider a stationary random acceleration %(t) having an uniform power
spectral density given by:
Gy(f) = 0.0025 (m/s?)*/Hz
in the frequency domain ranging between f; = 10 Hz and f, =1000 Hz, and zero
elsewhere.

6,(f)4 (n/s2)2/Mx

—“i

2

4

9.0825

18 1086 ¢ (o)

Figure 3.2. PSD of a signal having a continuous component
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Let us suppose in addition that the continuous component of the signal is equal

to X =2 m/s’. Let us calculate the rms value and the standard deviation of the
signal. The mean square value of the signal is given by the relation [3.5]:

2

=% sl= _f:’ Gyl(f) df

[+ o]
52 = Io*Gi(f) df
2 000
s2 = [ 0.0025 df
0

s = (1000 - 10) 0.0025 = 2.475 (m/s’)’

% = 4 (mis?)

yielding the mean square value

%2 = 4 +2.475 = 6.475 (m/s>)

and the rms value

V&2 ~2.545 m/s®

while the standard deviation is equal to s; = 1.573 m/s”

The random signals_ are in general centered before the calculation of the

spectral density, so that k> = s,g‘.

3.2. Relations between PSD of acceleration, velocity and displacement

Let us set as #(t) a random signal with Fourier transform L(f); by definition, we
have:

L{f) = [:z(t) e 27ift g 3.7

and

oft) = [:L(f) 2 ift g (3.8]
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yielding

k(t)=2‘£= fQZnifL(f)ez“if‘dt
dt e

)= [Le)e* ™ ar [3.9]

By identification, it becomes:
L(f)=2nif L(f) [3.10]
The conjugate expressions of L(f) and of L(f) are obtained by replacing i by
—i. If G,(f) and G,(f) are respectively the PSD of #t) and of (t), one thus

obtains, since these quantities are functions of the products L'(f) L(f) and
L' (f) L(f) [LEY 65] [LIN 67},

Gy(f) =47” £ G (f) [3.11]
yielding

P = r G,(f) df [3.12]

P = L@(Zn fF G,(f) af [3.13]

and, in the same way,

2, = f(znf)“ G,(f) af [3.14]

NOTES.

1. These relations use an integral with respect to the frequency between 0 and
+ . In practice, the PSD is calculated only for one frequency interval (f;, f,). The
initial frequency f| is a function of the duration of the sample selected; this duration
being necessarily limited, f| cannot be always taken as low as would be desirable.

The limit £, is if possible selected sufficiently large so that all the frequency
content is described. It is not always possible for certain phenomena, if only because
of the measuring equipment. A value often used is, for example, 2000 Hz. However,
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the integral necessary for the evaluation of 2,2“,5 includes a term in £* which makes
it very sensitive to the high frequencies.

In the calculation of all the expressions utilizing Z’%ns, as will be the case of the

irregularity parameter r which we will define later, the result could be spoilt having
considerable error in the event of a inappropriate choice of the limits f| and f,.

J. Schijve [SCH 63] considers that the high frequency/small amplitude peaks
have little influence on the fatigue suffered by the materials and proposes to limit
integration to approximately 1000 Hz (for vibratory environments of aircraft type).

2.1t is known that the rms value of a sinusoidal acceleration signal is related to
the corresponding velocity and the displacement by

t=2nfl=(2nf) ¢ [3.15)

These relationships apply at first approximation to the rms values of a very
narrow band random signal of central frequency f.

This makes it possible to demonstrate differently the relations [3.13] and [3.14].
The PSD of a signal '(:’(t) is indeed calculated while filtering 'é(t) using a filter of
width Af whose central frequency varies in the definition interval of the PSD, the
result being squared and divided by Af for each point of the PSD. One thus obtains
[CUR 64] [DEE 71] [HIM 59]:

G, =(2xt) G, (3.16]

G,=(2x ) 6,=(2x1)" G, 3.17
yielding [OSG 69] [0SG 82]:

. Gyt

2 = 'EOZL) df (3.18]

and

- f(Gﬂ df [3.19]

One can deduce from these relations the rms value of the displacement of a very
narrow band noise [BAN 78] [OSG 69} :



Rms value of random vibration 69

[
- [3.20]
4 n2f2

Erms

3.3. Graphical representation of PSD

We will consider here the most frequent case where the vibratory signal to
analyse is an acceleration. The PSD is the subject of four general presentations:

— the first with the frequency on the x axis (Hz), the amplitude of the PSD on the
y axis [(m/s%)*/Hz}, the points being regularly distributed by frequency (constant
filter width Af throughout the whole range of analysis);

I
—the second, met primarily in acoustics problems, uses an analysis in the —th
n
octave, the filter width being thus variable with the frequency; one finds more often
in this case the ordinates expressed in decibels (dB). The number of decibels is then
given, by:

G
ngg =10 log — [3.21}
Gy
where

G is the amplitude of the measured PSD.
G, is a reference value, selected equal to 1072 (m/s%)*/Hz in general,

or, if we consider the rms value in each band of analysis, by

a
ngg =20 log — [3.22}
3

where

a=rms value of the signal in the selected band of analysis,
aq = reference value of (10 m/s?);

1
— sometimes, the analysis in — octave is carried out by indicating in ordinates
n
the rms value obtained in each filter. For a noise whose PSD varies little with the
frequency (close to white noise), the rms value obtained varies with the bandwidth
of the filter,

—the relationships {3.17] show that the PSD can also be plotted on a four-
coordinate nomographic grid on which can be directly read the PSD value for
acceleration, velocity and displacement {HIM 59].
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Figure 3.3. Four-coordinate representation [HIM 59]

3.4. Practical calculation of acceleration, velocity and displacement rms values
3.4.1. General expressions

The rms values of acceleration, velocity and displacement are more particularly
useful for evaluation of feasibility of a specified random vibration on a test facility
(electrodynamic shaker or hydraulic vibration machine). Control in a general way
being carried out from a PSD of acceleration, we will in this case temporarily
abandon the generalized co-ordinates. We saw that the rms value X, of a random

vibration %(t) of PSD G(f) is equal to:

2, = fG(f) df

The rms velocity and displacement cotrresponding to this signal of acceleration
are respectively given by:

b= [ o 523

and

[3.24]

2 G(f)
e f(znf)“ a
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In the general case where the PSD G(f) is not constant, the calculation of these
three parameters is made by numerical integration between the two limits f; and f,
of the definition interval of G(f). When G(f) can be represented by a succession of

horizontal or arbitrary slope straight line segments, it is possible to obtain analytical
expressions.

3.4.2. Constant PSD in frequency interval

6(f)

B

I f, £, f

Figure 3.4. Constant PSD between two frequencies

In this very simple case where the PSD is constant between f; and f,,
G(f) = Gy, yielding:

Xems = \JGO (fZ - flj [3:23]

., Gg (& df

Vims = —_—
s 41!2 lf2
1 1 1
Vims = — |G| — —— [3.26]
ms 2n o[fl fz]
1 [Gof(1 1
o = (Sotl 1 [3.27]
™ 4n?\ 3 (ff fg}
NOTES.

The rms displacement X, can be also written as a function of rms
acceleration:
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] 1k, (11
a3 -f {8 £

1

Xms _ | £+ 16 £, + £3 |2 [3.28]
Xms 47243 £ £3
If f, << £, [CRE 56]
Erms [3.29]

X =
s 47[2 f] ."3 fl f2

3.4.3. PSD comprising several horizontal straight line segments

6(f)

i £ f, s fo §

Figure 3.5. PSD comprising horizontal segments

We then have [SAN 63]:
. 3.30
Xms = szi(fm - f;) 3.30]
i

G; (l. _ _‘__] [3.31]
fi fig

s = Z?(}a‘“ﬁ‘] .
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3.4.4. PSD defined by a linear segment of arbitrary slope

It is essential in this case to specify in which scales the segment of straight line is
plotted.

Linear-linear scales

Between the frequencies f; and f,, the PSD G(f) obeys G(f) =a f + b, where a
and b are constants such that, for f =}, G=G; and for f =1f,, G = G,, yielding

G, -G £G,-f, G
2 landb:‘ 2 2 l‘
£, - f, -

X2 = fG(f)df: f’ (af +b)df

a=

Kems = \/(f2 - )G, + Gy)

{3.33]
2
1 f 1 1
V?ms=——‘2' aln-2- (————)
4r fl f2 f}}
Vo = —— 92761, (B2 | GGz [3.34]
27 f2 ‘fl fl f] f2

szmsz ) fzaf+bdf

16t 4
1 G, -G 1H{G, Gyl{.2 2
Xims = fi+H)+—| —-—=I +fi L +¢f
ms 4nzf1f2J 5 (l 2) B(f’ f2 (1 112 2)

[3.35]
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Linear-logarithmic scales

Figure 3.6. Segment of straight line in lin-log scales
The PSD can be expressed analytically in the form:
InG=af+b

nG,-InG ffinG,-f,InG
2 landb= 1 2 %2 1.
f,-f f, -1,

where a =

2 = fl AT g
1

g Lal KRy [3.36]

(ifa=0,ie.if G, #G;)

V%ms 2-‘-S—df+—-e :

= il [3.37]
41\'.2 ) f2 41\'.2 1f2

€

af af af
e e
Knowing that j‘ ) df = - —+aj‘— df, this integral can be calculated
f f f

by a development in series (Appendix A4.2):
e?f a a? £? a" "
I—-— df =In|fjl+ —+——+ et — — 4 ..
f ! 2 2! n n!

In the same way,
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b

af
2 _ e fe 3.38
xZ =— " —df [3.38]
™ jent Xt

The integral is calculated like above, from (Appendix A4.2):

af af af
ST SR L
£ 382 3° ¢
af af aeaf a2 af a3 af
ITdf-— e — —— | —df

Particular case where G, = G,

In this case,
irms = \/eb (f2 - fl) = Gl f2 - f] [339]
1 1 1
ms 27 l(f] fz]
1 (G [1 1
X = |21t [3.41]
™ 4n?\3 [ff’ fj”]

Logarithmic-linear scales

In these scales, the segment of straight line has as an analytical expression:

G=alnf+b
G, -G G, Inf, -G, Inf.
with a = 2 ! and b= 2 ! ! 2.
Inf, -Inf) Infy-Inf,

x3ms =a (fz Inf, —f, Infy)+ (f2 - fl)(b +a) [3.42]
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6(F) 4
3
6 /WI
1 .
f, f, Log f

Figure 3.7. Segment of straight line in log-lin scales

2 a (lnfy, Inf) {1 1 a+b)

V. = _ +| ———

ms 2 2 1
4n fl f2 fl f2 4n )

, _ a (mf,_mfz)_awb{_l_ 1}

X - ' - =
™ot g ) wntlg £

Logarithmic-logarithmic scales

l . f, LOQT

Figure 3.8. Segment of straight line in logarithmic scales

The PSD is such that:
InG(f) =In G, +b(In f-In §)
whence

b
6(f) = G, [fi}
{

The constant b is calculated from the co-ordinates of the point f,, G,:

[3.43]

[3.44]
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Rms acceleration [PRA 70}
£ b
¥2. = f Gy|—| df
I f]
Ifb = -1:

¢ - |G -fi G [3.45]
e b+1

Ifb=-1:

. d
K = Glf—f'
y f

%o = |6, h,.ffz [3.46]
1

2 Gy fz b-2
v =— f df
ms 4 Tl:zflb 1

ifb#-1:

b-1 ]
oo Al G (BT Lt (G G pa
2V b-16 |\ f | 2=Vb-1{f, £

Ifb=1:

G f.
The parameter b can be equal to 1 only if 2= -—2-, the commonplace case
G f

f
Gy = G; and f; = f, being excluded. On this assumption, G = G; — and
f
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v = — Stz [3.48]
27 fl fl

2 -[2 1 Gy b
xpe = | =L £P af
X 1entet

Ifb=3:

b-3
o=t L Gl i L 1 fGy Gil 349
™ 4m2 b3 2 | g ant\b-316 £

1[G,
X =—— |]—In= {3.50}
™ 4n? \} £ f

In logarithmic scales, a straight line segment is sometimes defined by three of
the four values corresponding to the co-ordinates of the first and the last point,
supplemented by the slope of the segment. The slope R, expressed in dB/octave, can
be calculated as follows:

— the number N of dB is given by

G
N =10 logy —= [3.51)
G,
. ... ) n
— the number of octaves n between f] and f, is, by definition, such as == 2",
fi
yielding:
f
log)g =
fy
n=~—->=
logyg 2
and
logiq G, /G
R = 10 log;(2) logig G,/Gy [3.52)

logyg £,/
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R =10log;4(2)b ~ 3.01b [3.53]

R
Let us set o =10logjy(2). It becomes, by replacing b by — in the preceding
o
expressions [CUR 71]:

. o
Xons = (f, G, -, Gy)
+
IfR=-a:
5+1
g2 - ofiGi(f e, [3.54]
R+a fl

This can be also written [SAN 66]:

R
1+—
f f f
X%m:fliGz(l_ 161} ;G?_ 1_[_,} o 355
2l 826) T fa
a a
or [OSG 82]:
R
2 G.Gz fl o 5
RE < = f, —f| — [3.56]
ms a+R 2 1{f2}

Reference [SAN 66] gives this expression for an increasing slope and, for a
decreasing slope,

| -
fiG f a
2 1M1 2
52, =L 1-(—} 3.57
5_1 fl [ ]

o

if R #-a,o0r

—+1
g2 -2BGz), [fi|e [3.58]
R+a f2




80 Random vibration

For R = -a:
2 h_ f2 [3.59]
Xrms "fl Gl in v-fz G2 In— .
fy fy
IfRza:
R-a ] R-a
vfms=_7:“___9_1 Ly« =_2_L__92_1_£1_ * | [3.60]
4nt (R-a) fi [Lf 4n*(R-a) f, f,
ForR=a:
ngs=__%l_1n£2_= 022 n2 [3.61]
41 fl f] 4dr fz f]
IfR#3a:
R-3a R-3a

2 a G, f] aG) f2] @

Xips = ———————1 | == =1 = 3.62
™ 6t ff (R-30) [ﬂ] 167 £3 (R -3a) [ﬂ] 3621
For R=3a:

1 f. 1 G
Koy = ——r 2= T2p02 [3.63]
167 fl f] 167 f2 fl
w2 2 3.2
Figures 3.9, 3.10 and 3.11 respectively show Xms fi Vims and £ Xims
iG G G,

f.
versus —2—, for different values of R.
fy

Abacuses of this type can be used to calculate the rms value of X, v or x from a
spectrum made up of straight line segments on logarithmic scales [HIM 64].
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Figure 3.11. Reduced rms Displacement

3.4.5. PSD comprising several segments of arbitrary slopes

versus £y / f; andR

Whatever the scales chosen, the rms value of a PSD made up of several straight
line segments of arbitrary slope will be such as in [OSG 82] [SAN 63]:
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(le ms [3.64]

2 . . . )
ms Deing calculated starting from the relations above. In the same way:

fz VZoms [3.65]
Xims = fz X2 s [3.66]

3.5, Case: periodic signals

and

It is known that any periodic signal can be represented by a Fourier series in
accordance with:

ft)=L, +iLn sin(2 nnf) t+¢n) {3.671

i=1
Power spectral density [2.26}:
G(f) = lim — I (t, Af) dt
T-w T Af
Af -0
is zero for f # f, (with f, = n ;) and infinite for f = f, since the spectrum of #(t)
is a discrete spectrum, in which each component L has zero width Af.
If one wishes to standardize the representations and to be able to define the PSD
of a periodic function, so that the integral I: G(f) df is equal to the mean square

value of #(t), one must consider that each component is related to Dirac delta
function, the area under the curve of this function being equal to the mean square
value of the component. With this definition,

Glf) =D fans,, O(f - nfy) [3.68]
n=0
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where Efms“ is the mean square value of the n™ harmonic ¢ o(t) defined by

2y =L f 2(0) at [3.69]
Tﬂ

T - [3.70]

(n=1,2,3,..). Zn(t) is the value of the n® component and

o = % f £A(t) dt= (2)2

where T is arbitrary and ¢ is the mean value of the signal #(t). The Dirac delta
function 8(f -n fl) at the frequency f is such that:

fﬂ
L:’ s(f-£,) df =1 (3.71]

and
8(f-£,)=0 (3.721

for f=f, (g= positive constant different from zero, arbitrarily small). The
definition of the PSD in this particular case of a periodic signal does not require
taking the limit for infinite T, since the mean square value of a periodic signal can
be calculated over only one period or a whole number of periods.

f, o6, 36 4y f

Figure 3.12. PSD of a periodic signal
The chart of the PSD of a periodic signal is that of a discrete spectrum, the

amplitude of each component being proportional to the area representing its mean
square value (and not its amplitude).
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We have, with the preceding notations, relationships of the same form as those
obtained for a random signal:

7 () ar = Y2 -P-24(7 [3.73]
n=0

j: Glf) df = D2 = 52 [3.74]
n=1

0" -2

IO_ G(f) df = () [3.75]

and, between two frequencies f; and f; (f; =ifj —&, f; = jfi +¢&, i and j integers,
j>i)

.f i — —

N G(1) df = Z'“zf, -7 [3.76]

if~e "

n=i1

Lastly, if for a random signal, we had:

[Fatat-o [.77)

we have here:

+ 2
f_ G(t)daf =i forf=nf [3.78]
0 forf#nfetf=0

The area under the PSD at a given frequency is either zero, or equal to the mean
square value of the component if f = n f; (whereas, for a random signal, this area is
always zero).

3.6. Case: periodic signal superimposed onto random noise

Let us suppose that:
«At) = a(t) + p(t) [3.79]

a{t) = random signal, of PSD G, (f) defined in [2.26]
p(t)= periodic signal, of PSD G,(f) defined in the preceding paragraph.
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The PSD of #(t) is equal to:

Gy(f) = G,(f) + G,(f) (3.80]
G () = G, () + Y2 8(f - ,) [3.81]
n=0
where
f,=nf

n = integer € (0, ©)
f;= fundamental frequency of the periodic signal

Ei = mean square value of the n® component £ (t) of £(t)

The rms value of this composite signal is, as previously, equal to the square root
of the area under G ,(f).
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Chapter 4

Practical calculation
of power spectral density

Analysis of random vibration is carried out most of the time by supposing that it
is stationary and ergodic. This assumption makes it possible to replace a study based
on the statistical properties of a great number of signals by that of only one sample
of finite duration T. Several approaches are possible for the calculation of the PSD
of such a sample.

4.1. Sampling of the signal

Sampling consists in transforming a vibratory signal continuous at the outset by
a succession of sample points regularly distributed in time. If 5t is the time interval

separating two successive points, the sampling frequency is equal to fa, =1/8t.
So that the digitized signal is correctly represented, it is necessary that the sampling

frequency is sufficiently high compared to the largest frequency of the signal to be
analysed.

A too low sampling frequency can thus lead to an aliasing phenomenon,
characterized by the appearance of frequency components having no physical
reality.
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Example

Figure 4.1 thus shows a component of frequency 70 Hz artificially created by the
sampling of 200 points/s of a sinusoidal signal of frequency 350 Hz.

1.0 ¢
0.5

0.0

Time (ms)

Figure 4.1. Highlighting of the aliasing phenomenon due to under-sampling

Shannon’s theorem indicates that if a function contains no frequencies higher
than fy.. Hz, it is completely determined by its ordinates at a series of points

spaced /2 £, seconds apart [SHA 49].

Given a signal which one wishes to analyse up to the frequency f,.,. , it is thus
appropriate, to avoid aliasing

—to filter it using a low-pass filter in order to eliminate frequencies higher than
fmax ( the high frequency part of the spectrum which can have a physical reality or
noise),

—to sample it with a frequency at least equal to 2f,, [CUR 87] [GIL 88]
[PRE 90] [ROT 70].

NOTE.
fNyquist = fsamp, /2 is called Nyquist frequency.

In practice however, the low-pass filters are imperfect and filter incompletely the
frequencies higher than the wanted value. Let us consider a low-pass filter having a
decrease of 120 dB per octave beyond the desired cut-out frequency (fy,, ). It is
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considered that the signal is sufficiently attenuated at — 40 dB. It thus should be
considered that the true contents of the filtered signal extend to the frequency
corresponding to this attenuation (f_4q ), calculated as follows.

- 80 i S ’
fmax fs:amp.

Figure 4.2. Taking account of the real characteristics of the low-pass filter for the
determination of the sampling frequency

An attenuation of 120 dB per octave means that

}Olog%
-120=—— % jog2

log_ﬂ

max

where A, and A are respectively the amplitudes of the signal not attenuated
(frequency fy,,, ) and attenuated at —40 dB (frequency f._45 ).

Yielding
102
—120=—19 jog2
log ——40
max
and
log2

a0 1073 <126

max
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The frequency f_,, being the greatest frequency of the signal requires that,
according to Shannon’s theorem, foamp =2f_49, yielding

fsamp.

= 2.52

max

The frequency f_4q is also the Nyquist frequency fiqyquist-

This result often resulted in the belief that Shannon’s theorem imposes a
sampling frequency at least equal to 2.6 times the highest frequency of the signal to
be analysed.

We will use this value in the followings paragraphs.

4.2. Calculation of PSD from rms value of filtered signal

The theoretical relation {2.26] which would assume one infinite duration T and a
zero analysis bandwidth Af is replaced by the approximate relation [KEL 67]:

2
1 ! 4.1]
G(f) =—— | 2(f,t)dt=-4L L
Mf";r el 1) Af

where Zif is the mean square value of the sample of finite duration T, calculated at
the output of a filter of central frequency f and non zero width Af [MOR 356].

NOTE.
Given a random vibration /t) of white noise type and a perfect rectangular

filter, the result of filtering is a signal having a constant spectrum over the width of
the filter, zero elsewhere [CUR 64].

The result can be obtained by multiplying the PSD G of the input #(t) by the
square of the transmission characteristic of the filter (frequency-response
characteristic) at each frequency (transfer function, defined as the ratio of the
amplitude of the filter response to the amplitude of the sinewave excitation as a
Sunction of the frequency. If this ratio is independent of the excitation amplitude, the
filter is said to be linear).

In practice, the filters are not perfectly rectangular. The mean square value of
the response is equal to Gy multiplied by the area squared under the transfer
Junction of the filter. This surface is defined as the ‘rms bandwidth of the filter’.
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If the PSD of the signal to be analysed varies with the frequency, the mean
square response of a perfect filter divided by the width Af of the filter gives a point
on the PSD (mean value of the PSD over the width of the filter). With a real filter,
this approximate value of the PSD is obtained by considering the ratio of the mean
square value of the response to the rms bandwidth of the filter Af, defined by
[BEN 62], [GOL 53] and [PIE 64]:

Af = I:

where H(f) is the frequency response function of the (narrow) band-pass filter used
and H,,, its maximum value.

H(f) :

[4.2]

max

4.3. Calculation of PSD starting from Fourier transform

The most used method consists in considering expression [2.39]:

2 2
Gy(f) = tim = E{lL(f, T)| ] [4.3]
T« T
NOTES.
1. Knowing that the discrete Fourier transform can be written [KAY 81]
N-1 .

T ;27 jm [4.4]

Lim, T)=— £iexp| —i
-5 2 - 25

the expression of the PSD can be expressed for calculation in the form [BEN 71]
[ROT 70]:

2
m Af Z £ exp(— i jm [4.3]

where 0 <m <Mand ;= jot.

2. The calculation of the PSD can also be carried out by using relation [2.26],
by evaluating the correlation in the time domain and by carrying out a Fourier
transformation (Wiener-Khintchine method) (correlation analysers) [MAX 86].
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The calculation data are in general the following:
— the maximum frequency of the spectrum,
— the number of points of the PSD (or the frequency step Af),

— the maximum statistical error tolerated.

4.3.1. Maximum frequency

Given an already sampled signal (frequency fg,y,;, ) and taking into account the

elements of paragraph 4.1, the PSD will be correct only for frequencies lower than
fmax = fsamp. /2.6

4.3.2. Extraction of sample of duration T

Two approaches are possible for the calculation of the PSD:

—to suppose that the signal is periodic and composed of the repetition of the
sample of duration T,

~to suppose that the signal has zero values at all the points outside the time time
corresponding to the sample.

These two approaches are equivalent [BEN 75]. In both cases, one is led to
isolate by truncation a part of the signal, which amounts to applying to it a
rectangular temporal window r(t) of amplitude 1 for 0 < t < T and zero elsewhere.

If £(t) is the signal to be analysed, the Fourier transform is thus calculated in
practice with f(t) = #(t) r(t).
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r(t)

Figure 4.3. Application of a temporal window

In the frequency domain, the transform of a product is equal to the convolution
of the Fourier transforms L(Q) and R(Q) of each term:

F(Q) = J‘(? L(o) R(Q - 0) do [4.6]

(@ is a variable of integration).

'allllnl[rlnllnln]rnplllln_
1.8 _-1_
1.6 3

c 3
1.4 3
1.2 -
1.0:— —%
a.sE— \ =
0.6&— .3
8.4 =3
a.z'—_‘/\ -

=Lo =
9.8 1 1% 1) llJJlu A SHEA SHE.

z
T

==

1
T

Figure 4.4. Fourier transform of a rectangular waveform
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The Fourier transform of a rectangular temporal window appears as a principal
central lobe surrounded by small lobes of decreasing amplitude (cf. Volume 2,

27
Chapter 1). The transform cancels out regularly for Q a multiple of — (ie. a

1
frequency f multiple of —). The effect of the convolution is to widen the peaks of
T

the spectrum, the resolution, consequence of the width of the central lobe, not being

1
able to better Af = —.
T

The expression [4.6] shows that, for each point of the spectrum of frequency Q
n

(multiple of —), the side lobes have a parasitic influence on the calculated value of
T

the transform (leakage). To reduce this influence and to improve the precision of
calculation, their amplitude needs to be reduced.

/N
AN

»

t

A

Figure 4.5. The Hanning window

This result can be obtained by considering a modified window which removes
discontinuities of the beginning and end of the rectangular window in the time
domain.

Many shapes of temporal windows are used [BLA 91] [DAS 89] [JEN 68]
[NUT 81].

One of best known and the most used is the Hanning window, which is
represented by a versed sine function (Figure 4.5):

1 27t
r(t) = — [1 —-cos ) [4.7]
2 T
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|
|
|
|
{

l »

T/18 ST/1B T

Figure 4.6. The Bingham window [BIN 67]

This shape is only sometimes used to constitute the rising and decaying parts of
the window (Bingham window, Figure 4.6).

Weighting coefficient of the window is the term given to the percentage of rise
time (equal to the decay time) of the total length T of the window. This ratio cannot
naturally exceed 0.5, corresponding to the case of the previously defined Hanning
window.

Examples of windows

The advantages of the various have been discussed in the literature [BIN 67]
[NUT 81]. These advantages are related to the nature of the signal to be analysed.
Actually, the most important point in the analysis is not the type of window, but
rather the choice of the bandwidth {JEN 68]. The Hanning window is nevertheless
recommended.

The replacement of the rectangular window by a more smoothed shape modifies
the signal actually treated through attenuation of its ends, which results in a
reduction of the rms duration of the sample and in consequence in a reduction of the
resolution, depending on the width of the central lobe.

One should not forget to correct the result of the calculation of the PSD to
compensate for the difference in area related to the shape of the new window. Given
a temporal window defined by r(t), having R(f) for Fourier transform, the area
intervening in the calculation of the PSD is equal to:

Q-= f: IR(E)P df [4.8]
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From Parseval’s theorem, this expression can be written in a form utilizing the N
points of the digitized signal:

N-l
1 2 (4.9

=— r:

N i=0
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Table 4.1. The principal windows

Window .. Compensation
type Definition factor
1 10w (t-9 T/10
] 0 v 02l=270)
ingham 2 T 1/0.875
(Figure T 9T
4.6) for0<ts—and—<t<T
10 10
. (1) = 0.08+ 0.46 | 1 - cos 21
Hamming T 1/0.3974
for0<t<T
( 1 2wt
Hanning () = 5 1-co T 1/0.375
foro0<t<T
2¢ ¥ 2t P
t)=1-6|—-1] +6 —-1
T T
T 3T
for—<t<—
Parzen 4 4 1/0.269643
2t
r(t)=2{1— ——ljr
T 3T
for0<st<—and —<t<T
4 4
2 2
r{t)=1-1.933 cos[T’t t) +1286 005[2?“1:)
Flat top 1/3.7709265
2 27 )
—-0.388 005[3 i t) +0.032 005(4 il t!
T T
for0<t<T
2 2
r(t)=1-124 005(7—;1 t) +0244 00{2 —T—“- t}
Kaiser-
Bessel o \ 1/1.798573
- 0.00305cos| 3—t
T )
for 0<t<T
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The multiplicative compensation factor to apply in order to take account of the
difference between this area and the unit area of a rectangular window are thus equal
to 1/Q [DUR 72}.

4.3.3. Averaging

We attempt in the calculations to obtain the best possible resolution with the data
at our disposal, which results in trying to plot the PSD with the smallest possible
frequency step. For a sample of duration T, this step cannot be lower than 1/T. With
this resolution, the precision obtained is unacceptable. Several solutions are
possible:

~ to carry out several measurements of the phenomenon, to calculate the PSD of
each sample of duration T and to proceed to an average of the obtained spectra,

— if only one sample of duration T is available, to voluntarily limit the resolution
by accepting an analysis step Af larger than 1/T and to carry out an averaging
[BEN 71}

- either by calculating the average of several frequential components close to
the considered spectrum component, separated by intervals 1/T, when the noise to be
analysed can be comparable to a white noise. If the average is carried out on K PSD,
the average obtained is assigned to the central frequency of an interval of width
equal to K/T (which characterizes the effective resolution of the PSD thus
calculated),

- or by dividing up the initial sample of duration T into K subsamples (or
blocks) of duration AT =T/K which will be used to calculate K spectra of

resolution 1/AT and their average [BAR 55] [MAX 81]:

= ZGi(f)
K

The results of these two approaches are identical for given duration T and given
resolution [BEN 75]. It is the last procedure which is the most used. The window,
rectangular or not, is applied to each block.

4.3.4. Addition of zeros

The smallest interval Af between two points of the PSD is related to the duration

i
of the block considered by at least Af = —. The calculation of the PSD is carried
AT

out at M points with distances of Af between 0 and foun, /2 (fsamp. = sampling
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frequency of the signal). As long as this condition is observed, it is said that the
components of the spectrum are statistically independent.

Original signal i Added zeros

v

o+

aT!

h 4

Figure 4.7. Addition of zeros at end of the signal sample

One can however add components to the spectrum to obtain a more smoothed
curve by artificially increasing the number of points using zeros placed at the end of
the block (leading to a new duration AT > AT).

Added points

v SRV t o

Figure 4.8, The addition of zeros increases the number of points of the PSD

Although the components added are no longer statistically independent, the
validity of each individual component remains whole.

The additional points of the PSD thus obtained lie between the original points
corresponding to the duration AT and are on the continuous theoretical curve.

The resolution is unchanged. All the components have an equal validity in the
analysis [ENO 69]. One should attach no importance particularly to the components
1

spaced out at —, except that they constitute an ensemble of independent
AT
components. An equivalent unit could be selected by considering the points at the
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frequencies (1+8f)/T, (2 +8f)/T etc where 3f is an increment ranging between 0
and 1 [BEN 75].

4.4. FFT

J.W. Cooley and J. Tukey [COO 65] developed in 1965 a method named Fast
Fourier Transform or FFT making it possible to reduce considerably the computing
time of the Fourier transforms.

A FFT analyser functions with a number of points which is [MAX 86]:

—a power of 2 for the Cooley-Tukey algorithms and those which derive
from them,

— a product of integral powers of prime numbers (Vinograd’s algorithm).

With the Cooley-Tukey’s algorithm, the computing time of the transform of a
signal defined by N points is proportional to N log, N instead of the theoretically

2
necessary value N”°.

Table 4.2. Speed ratio for FFT computation

Number of Number of points of the Speed ratio
Points Fourier transform log; N
256 128 32
512 256 . 56.9
1024 512 1024
2048 1024 186.2
4096 2048 341.3

Calculations of PSD are done today primarily using the FFT, which also has
applications for the calculation of coherence functions (square of the amplitude)
[CAR 73] and of convolutions. This algorithm, which is based in practice on the
discrete Fourier transform, leads to a frequency sampling of the Fourier transform
and thus of the PSD.
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NOTES.

1. Whilst in theory equivalent, the FFT and the method using the correlation can
lead in practice to different results, which can be explained by the non cognisance of
the theoretical assumptions due to the difficulties of producing the analysers
[MAX 86]. J. Max, M. Diot and R. Bigret showed that a correlation analyser
presents a certain number of advantages such as:

— a greater flexibility in the choice of the frequency sampling step, facilitating
the analysis of the periodic signals,

— a choice more adapted to the conditions of analysis of the signal.

2. When these algorithms are used to calculate the Fourier transform of a shock,
one should not forget to multiply the result by the duration T of the treated signal.

4.5, Particular case of a periodic excitation
The PSD of a periodic excitation was defined by [3.68]:
Lo .
n=0

The PSD of such an excitation being characterized by very narrow bands
centered on the frequencies f,, the calculation of G'(f) supposes that #(t) is
analysed in sufficiently narrow filters Af. The PSD is approximated by:

3 Af
G(t)= D 2 § -1, J_r—] [4.11]
n=0 2
L’?, can be obtained either by direct calculation of:
- 1 1
£ =— JTL%, sin2nf, dt=—1I2 (4.12]
T "0 2
1 k
with T=— or T = —, i.e. by calcuiation of the mean value:
fn n
— 1 2
fo=— 'L, sin2nt, dt=>L, [4.13]
T n

T having the same definition. It is noted that:
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I 2
A= % (2)° [4.14]

1
T must be multiple of —. If it is not the case, the error is all the weaker since the
n
number of selected periods is larger. For a periodic excitation, the measurment or
calculation accuracy is only related to the selected width Af of the chosen filter (the
signal being periodic and thus determinist, there is no error of statistical origin
related to the choice of T).

4.6. Statistical error
4.6.1, Origin
Let us consider a stationary random signal whose PSD we wish to determine.

The characteristic of such a signal being precisely to vary in a random way, the PSD
obtained is different according to the moment at which it is calculated.

6 (f) 2
6(H) ._._? ............... Y E—
R T
| | l |
1 L l | [
| T TetT 1To+2T To +NT *

Figure 4.9, Estimates of the PSD for various signal samples

Let us consider the PSD G(f) evaluated at frequency f starting from a sample of
duration T chosen successively between the times t; and ty + T, then ty + T and
tg +2 Tete.

The values of G(f ) thus calculated are all different from each other and different
also from the exact value G(f). We have:

N
G(f) = lim -;—Zéi(f) = E[G(1)] [4.15)
i=1

N—wo
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The true PSD is thus the mean value of the quantities G(f) estimated at various
times, when their number tends towards the infinity. One could also define the

standard deviation § of G(f). For N values,

§= Nl EGi(f)-thGi(f) [4.16]

and, for N > o

s= lim § [4.17]
Now»
s being the true standard deviation for a measurement G( f), is a description of
uncertainty of this measure. In practice, one will make only one calculation of G(f)
at the frequency f and one will try to estimate the error carried out according to the
conditions of the analysis.

4.6.2. Definition

Statistical error or normalized rms error is the quantity defined by the ratio:

w

& (4.18])

£ ==

2
Lar

(variation coefficient) where ZZM is the mean square value of the signal filtered in
the filter of width Af (quantity proportional to G(f)) and s 2 is the standard
o

deviation of the measurement of L’ZM related to the error introduced by taking a
finite duration T.

NOTE.

We are interested here in the statistical error related to calculation of the PSD.
One makes also an error of comparable nature during the calculation of other
quantities such as coherence, transfer function etc (cf paragraph 4.12).
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4.7. Statistical error calculation

4.7.1. Distribution of measured PSD
S 2
If the ratio € = -7“- is small, one can ensure with a high confidence level that a
Caf
measurement of the PSD is close to the true average [NEW 75]. If on the contrary €
is large, the confidence level is small. We propose below to calculate the confidence
level which can be associated with a measurement of the PSD when ¢ is known. The

analysis is based on an assumption concerning the distribution of the measured
values of the PSD.

The measured value of the mean square 2% of the response of a filter Af to a

random vibration is itself a random variable. It is supposed in what follows that 2
can be expressed as the sum of the squares of a certain number of Gaussian random
variables statistically independent, zero average and of the same variance:

14 fT/n _ 2T/n .
2 = —1:“0 %2(t) dt + L_/n %2(t) dt+ - + _LT(I_I/n)xz(t) dt] [4.19]

One can indeed think that 22 satisfies this assumption, but one cannot prove that
these terms have an equal weight or that they are statistically independent. One notes

however in experiments [KOR 66] that the measured values of z roughly have the
distribution which would be obtained if these assumptions were checked, namely a
chi-square law, of the form:

G e+l [4.20]

If it can be considered that the random signal follows a Gaussian law, it can be
shown ([BEN 71] [BLA 58] [DEN 62] [GOL 53] [JEN 68] [NEW 75]) that
2

measurements G(f) of the true PSD G(f) are distributed as G(f) tn where x,zl is
n

the chi-square law with n degrees of freedom, mean n and variance 2 n (if the mean

value of each independent variable is zero and their variance equal to 1 [BLA 58]

[PIE 64]).

Figure 4.10 shows some curves of the probability density of this law for various
values of n. One notices that, when n grows, the density approaches that of a normal
law (consequence of the central limit theorem).
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Figure 4.10. Probability density: the chi-square law

NOTE.
Some authors [OSG 69] consider that measurements G(f ) are distributed more
2
like G(f) M, basing themselves on the following reasoning. From the values
n-1

Xy, Xy, X3, 0+, X, of a normally distributed population, of mean m (unknown
value) and standard deviation s, one can calculate

L L R L OPt
S

where

Z Xy [4.22]

n

X =

{mean of the various values taken by variable X by each of the n elements). Let us
consider the reduced variable

U, - Xi-X [4.23)
S
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The variables U; are no longer independent, since there is a relationship
between them: according to a property of the arithmetic mean, the algebraic sum of

the deviations with respect to the mean is zero, therefore Z(Xi —i) =0, and

Z(Xi -X)

5

consequently, = 0 yielding:

dui=0

In the sample of size n, only n—1 data are really independent, for if n -1
variations are known, the last results from this. If there is n —1 independent data,
there are also n — 1 degrees of freedom.

The majority of authors however agree to consider that it is necessary to use @
law with n degrees of freedom. This dissension has little incidence in practice, the
number of degrees of freedom to be taken into account being necessarily higher than
90 so that the statistical error remains, according to the rules of the art, lower than
15% approximately.

4.7.2. Variance of measured PSD

The variance of G(f) is given by:

2 60 xi
0T }
£
sé( f) =[%)-]2 var[xi] [4.24]

However the variance of a chi-square law is equal to twice the number of
degrees of freedom:

var (x*)=2n [4.25]
yielding

2 2

G(f

sz@(f) _5 g ) no2 G™(f) [4.26)
n n

The mean of this law is equal to n.
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4.7.3. Statistical error

a.43 T N S I B S B |
8.48
8.35
8.30
.23
8.20
8.15

8.10

8.85

13, lllIlllll‘llllllllLI_llllllJ_llLlllIlll

IlllIlllllllllr‘l”IIIIIIlITl"'”IIIII T

0-00 1 L e Illlll i L Lt 1 i30]
18’ 102 18°
n

Figure 4.11. Statistical error as function of the number of dof

@ﬂ=““7=“”
n n

n

G(f) = G(f) [4.27]

The statistical error is thus such as:
2

2 Soir) 2
g =g =—
G(f)" n
eo |2 [4.28]
n

¢ is also termed ‘standard error’.
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4.7.4. Relationship between number of degrees of freedom, duration and
bandwidth of analysis

This relation can be obtained, either using a series expansion of

E{[G(f Y- G(f )]2 }, or starting from the autocorrelation function.

From a series expansion:

It is shown that [BEN 61b] [BEN 62]:

{[G (£)- G(f)]l} C;A(i %[G'(f)]2 [4.29]

S——’ N
variability bias

Except when the slope of the PSD varies greatly with Af, the bias is in general
negligible. Then

i E{[G(f) —-G(f)]z} L

G2(f) T Af

This relation is a good approximation as long as € is lower than approximately
0.2 (ie. for T Af > 25).

1
TA

s ~ [4.30]

3

The error is thus only a function of the duration T of the sample and of the width
Af of the analysis filter (always assumed ideal [BEA 72] [BEN 63] [NEW 75}).

T T IIIT”[ T T 1T TT1TIT

[
[ ]

-
S

]

N

Statistical error (%)
[
-]

[
[ ]
-
[ ]
N
-
[
w

Figure 4.12. Statistical error
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Figure 4.12 shows the variations of this quantity with the product T Af. The

number of events n represented by a record of white noise type signal, duration T,
filtered by a filter of width Af, is thus, starting from [4.28]:

n=2AfT [431]

Definition

The quantity n =2 Af T is called number of degrees of freedom (dof).

From the autocorrelation function

Let us consider #(t) a vibratory signal response collected at the output of a filter
of width Af. The mean square value of #(t) is given by [COO 65]:

1 "I
2 2
7\.Af=':r- Ol(t)dt

Setting fif the measured value of szf, we have, by definition:

— =V
{(;&f ) zz“ﬂl | [4.32]
2

Lar

. — —
4 2 2 (2 s (7}
\/Mf =2 Kat eAf"'(eAf) \/Mf —(ZAf}
£ = — = —

2 2
Ear Lar

£ =

However, we can write:

—_ =2
4 2
)“Af _(ZAf) =

oA - [ (A7 (Ao

i.e, while settingt=uandt=v-u=v-t,
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-— (5% 1 (T — [,
4 2

w -(eAf) - la ™ [ 2() P(e+0) (2] } e
yielding

—— e’ 2 —t T 2

}‘Zf —(EzAsz = .[T dt J‘T (ZM) pz(T) dt

T 70 ~t

where p(t) is the autocorrelation coefficient. Given a narrow band random signal,
we saw that the coefficient p is symmetrical with regard to the axis t = 0 and that p

decrease when |1| becomes large. If T is sufficiently large, as well as the majority of
the values of t:

fo fAsz 2
@&

yielding the standardized variance g2 [BEN 62]:

g2 —3 . 0%(1) dT=— j p2(1) dr [4.33]
T

_ /l ® 2 434
=2 Tjop(t)dt [4.34]

Particular cases

dt J'Mpz(t) dt

1. Rectangular band-pass filter

We saw [2.70] that in this case [MOR 58]:
cos2nf,T sinmAf1
plt) = g
T T Af

yielding
, 4 J'ooc05227rf01 sin® 7 Af 1

dt
T n° 1% Af?
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s 1
€ &~ —

T Af

and [BEN 62] [KOR 66} [MOR 63]:
1

TA

[4.35)

B

Example

For € to be lower than 0.1, it is necessary that the product T Af be greater than
100, which can be achieved, for example, either with T =1 s and Af =100 Hz, or
with T =100 s and Af =1 Hz. We will see, later on, the incidence of these choices
on the calculation of the PSD.

2. Resonant circuit

For a resonant circuit:

plt) =cos 2 fy 1 e " TAf
yielding
4 (o
azz-—- 005221tf01e
T 0

2T Af dr

2 fo _
823— e21t'tAfd1

. ~ [4.36]

4.7.5. Confidence interval

Uncertainty concerning G(f) can also be expressed in term of confidence
interval. If the signal #(t) has.a roughly Gaussian probability density function, the
A 2

f n
), for any f; is the same as X_ Given an estimate G(f) obtained
n

L G
distribution of
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from a signal sample, for n = 2Af T events, the confidence interval in which the
true PSD G(f) is located is, on the confidence level (1-a):

n G(f) () < n G(f)

[4.37]

2 2
Xn,1-a/2 Xn, a/2

where xi’ o/2 and xi’ 1-o/2 have n degrees of freedom. Table 4.3 gives some values

of xi’ « according to the number of degrees of freedom n for various values of c.

L3

18® T T T YT T .—":
T=8.995 )

|
10’ =
&® .

1e°

18e 1g2

Figure 4.13. Values of )(42.1’ o With respect to the number of degrees of freedom and of a

Figure 4.13 represents graphically the function xi with respect to n,
parameterized by the probability .

Example

99% of the values lie between 0.995 and 0.005. One reads from Figure 4.13,
for n = 10, that the limits are > =25.2 and 2.16.




Practical calculation of power spectrat density 113

sz.'c 1‘2 T T 1 T L) 1 LI [
[ 99% ofthe distribution
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distribution ]
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Figure 4.14. Example of use of the curves X,,zl’ a(n)
Example

Figure 4.14 shows how in a particular case these curves can be used to evaluate
numerically the limits of the confidence interval defined by the relation [4.37].

Let us set n = 10. One notes from this Figure that 80% of the values are within
the interval 4.87 and 15.99 with mean value m = 10. If the true value of the mean
of the calculated PSD S is m, it cannot be determined exactly, nevertheless it is
known that

487 Sy 1599
10 m 10

2.05 SO >m > 0.625 SO




Table 4.3. Values of xﬁ, 08 function of the number N of dof [SP1 74]

2
Xn, o

Nia ] 0995 0.99 0.975 0.95 0.90 0.75 0.50 0.25 0.10 0.05 0.025 0.01 0.005
1 7.88 6.63 5.02 3.84 271 132 0.455 0.102 0.0158 0.0039 0.0010 0.0002 0.0000
2 10.6 9.21 7.38 5.99 4.61 2.77 1.39 0.575  0.211 0.103 0.0506 0.0201 0.0100
3 12.8 11.3 9.35 7.81 6.25 4.11 2.37 1.21 0.584 0352 0216 0115 0.072
4 14.9 133 11.1 9.49 7.78 5.39 3.36 1.92 1.06 0711 0484 0297 0.207
5 16.7 15.1 12.8 11.1 9.24 6.63 435 2.67 1.61 1.15 0.831 0.554 0.412
6 18.5 16.8 14.4 12.6 10.6 7.84 5.35 3.45 2.20 1.64 124 0872 0.676
7 20.3 18.5 16.0 14.1 12.0 9.04 6.35 4.25 2.83 2.17 1.69 1.24  0.989
8 22.0 20.1 17.5 15.5 13.4 10.2 7.34 5.07 3.49 2.73 2.18 1.65 134
92 23.6 21.7 19.0 16.9 14.7 11.4 8.34 5.90 4.17 3.33 2.70 2.09 1.73
10 25.2 23.2 20.5 18.3 16.0 12.5 9.34 6.74 4.87 3.94 3.25 2.56 2.16
11 26.8 247 219 19.7 17.3 13.7 10.3 7.58 5.58 4.57 3.82 3.05 2.60
12 283 26.2 23.3 21.0 18.5 14.8 11.3 8.44 6.30 5.23 4.40 3.57 3.07
13 29.8 27.7 247 224 19.8 16.0 12.3 9.30 7.04 5.89 5.01 4.11 3.57
14 313 29.1 26.1 23.7 21.1 17.1 13.3 10.2 7.79 6.57 5.63 4.66 4.07
15 328 30.6 27.5 25.0 223 18.2 14.3 11.0 8.55 7.26 6.26 5.23 4.60
16 343 320 288 263 235 19.4 153 11.9 9.31 7.96 6.91 5.81 5.14
17 35.7 334 302 27.6 248 20.5 16.3 12.8 10.1 8.67 7.56 6.41 5.70
18 372 34.8 315 28.9 26.0 21.6 173 13.7 10.9 9.39 8.23 7.01 6.26
19 38.6 36.2 329 30.1 27.2 227 183 14.6 11.7 10.1 891 7.63 6.84




20
21
22
23
24

25
26
27
28
29

30
40
50
60

70
80
9%
100

40.0
41.4
42.8
442
456

46.9
483
49.6
51.0
523

537
66.8
79.5
92.0

104.2
116.3
128.3
140.2

37.6
389
40.3
41.6
43.0

443
45.6
47.0
483
49.6

50.9
63.7
76.2
88.4

100.4
112.3
124.1
135.8

342
355
36.8
38.1
394

40.6
419
43.2
44.5
45.7

47.0
59.3
71.4
833

95.0
106.6
118.1
129.6

314
327
339
352
364

37.7
389
40.1
413
426

43.8
55.8
67.5
79.1

90.5
101.9
113.1
124.3

284
29.6
308
320
33.2

344
35.6
36.7
37.9
39.1

403
51.8
63.2
74.4

85.5
96.6
107.6
118.5

23.8
249
26.0
27.1
28.2

293
304
315
326
33.7

348
45.6
56.3
67.0

77.6
88.1
98.6
109.1

19.3
203
213
223
233

243
253
26.3
273
28.3

293
393
49.3
593

69.3
79.3
89.3
99.3

15.5
16.3
17.2
18.1
19.0

19.9
20.8
217
227
23.6

24.5
337
429
523

61.7
71.1
80.6
90.1

124
13.2
14.0
14.8
15.7

16.5
17.3
18.1
18.9
19.8

20.6
29.1
37.7
46.5

553
64.3
733
824

10.9
11.6
123
13.1
13.8

14.6
15.4
16.2
16.9
17.7

18.5
265
348
432

51.7
60.4
69.1
77.9

9.59
10.3
11.0
11.7
124

13.1
13.8
14.6
15.3
16.0

16.8
244
324
40.5

48.8
57.2
65.6
74.2

8.26
8.90
9.54
10.2
10.9

11.5
12.2
12.9
13.6
143

15.0
222
29.7
37.5

454
53.5
61.8
70.1

7.43
8.03
8.64
9.26
9.89

10.5
11.2
11.8
12.5
13.1

13.8
20.7
28.0
355

433
51.2
59.2
67.3




116 Random vibration

More specific tables or curves were published to provide directly the value of the
limits [DAR 72] [MOO 61] [PIE 64]. For example, Table 4.4 gives the confidence
interval defined in [4.37] for three values of 1 — a [PIE 64].

Table 4.4. Confidence limits for the calculation of a PSD [PIE 64]

Degrees Confidence interval limits relatipg to a measured power spectral density
G(f) =1
of
seedonm (1-a)=090 (1-a)=095 (1-a)=099
o [ e e | i
10 0.546 2.54 0.483 3.03 0.397 4.63
15 0.599 2.07 0.546 2.39 0.457 3.26
20 0.637 1.84 0.585 2.08 0.500 2.69
25 0.662 1.71 0.615 1.90 0.532 2.38
30 0.685 1.62 0.637 1.78 0.559 2.17
40 0.719 1.51 0.676 1.64 0.599 1.93
50 0.741 1.44 0.699 1.54 0.629 1.78
75 0.781 1.34 0.743 1.42 0.680 1.59
100 0.806 1.28 0.769 1.35 0.714 1.49
150 0.833 1.22 0.806 1.27 0.758 1.37
200 0.855 1.19 0.826 1.23 0.781 1.31
250 0.870 1.16 0.847 1.20 0.800 1.27
300 0.877 1.15 0.855 1.18 0.820 1.25
400 0.893 1.13 0.877 1.15 0.840 1.21
500 0.901 1.11 0.885 1.14 0.855 1.18
750 0.917 1.09 0.909 1.1 0.877 1.15
1000 0.934 1.08 0.917 1.09 0.893 1.12
5000 0.971 1.03 0.962 1.04 0.952 1.05

Multiply the lower and higher limits in the table by the measured value G(f ) to
obtain the limits of the confidence interval of the true value G(f).
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NOTE.

When n 2 30, 42 xi follows a law close to a Gaussian law of mean /2 n -1

and standard deviation 1 (Fisher’s law). Let x be a normal reduced variable and o
a value of the probability such that

Probfx| < k(a)]=1-« [4.38]

where k is a constant function of the probability o.

For example:

a 90% 95% 99%
k(o) 1.645 1.960 2.58

We have

Prob[\IZn -1-k(a) < m <{2n-1+ k(oc)} [4.39]

yielding the approximate value of the limits of xﬁ

Probii[\ﬁﬁ—k(a)]z <y2< WT*'k(“)]z =l-a [4.40]

2 2

A

G(f G
and that of the confidence interval limits of A( ; (since the probability of — is the
f G

2

same as that of x—"):
n

2n L G) _

[\[Zn——l + k(oc)] G(f) [\/T - k(oc)] - el

For large values of n [n 2120}, i.e. for € small, it is shown that the chi-square
law tends towards the normal law and that the distribution of the values of G(f ) can
itself be approximated by a normal law of mean n and standard deviation JZ—;
(law of large numbers). In this case,

Pro
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Prob[n —k(a)JZ—n < x,z, <n+ k(a)‘/ﬂl= 1-a {4.42]

yielding
n G(f) n
Prob £ =——=+< =l-a [4.43
n +k(a),2n G(f) n- k(e){2n ]
. P=8.9 ‘0 P=8.9
i 1
= L - R 10 -
E High lemit
£ L | 8 20 (Fisher)
R ] E S e o
§ - : .-C‘: ~eof- /" Low Emit Geuse)
2 L 4 £ e
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Figure 4.15. Confidence interval for
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Figure 4.17. Confidence interval for

P=090

Figure 4.16. Error related to the use of the
Gauss or Fisher laws

Error on the limits (%)

28 38 48 5P 66 79 88 90 ibe

n (d.of)

Figure 4.18. Error related to the use of the
Gauss or Fisher laws
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Figures 4.15 to 4.18 provide, for a confidence level of 99%, and then 90%:

— variations in the confidence interval limits depending to the number of degrees
of freedom n, obtained using an exact caiculation (chi-square law), by considering
the Fisher and Gauss assumptions,

— the error made using each one of these simplifying assumptions.
These curves show that the Fisher assumption constitutes an approximation

acceptable for n greater than 30 approximately (according to the confidence level),
with relatively simple analytical expressions for the limits.

6/6
16+ ~ T -
S~ (8. 95— Confidence IM_I.
~ i q .
8 . - St 8,95
< SEE
<« o
g _\
S 18°
% ’ :
Q =
e viy ®.50 s 56}
-1 l [
10745 182 182
n (dof)
Figure 4.19. Confidence limits (G/G )
- 8 76
—— { Confid level
]o.36 F T —
P %:& Te.o0 —_
£ A DS S, o gl
© { ] =
£ 7]
& {ge — T
°© -y
E —— X =
8 : /ﬂ. } ¥ 8.99 'S
— 8.98
e es T
e f//
18-t h
] 182
n (dof)

Figure 4.20. Confidence limits (G/G ) [MOO 61]
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G G
The ratio — (or —, depending on the case) is plotted in Figures 4.19 and 4.20
G

with respect to n, for various values of the confidence level.

Example

Let us suppose that a PSD level G = 2 has been measured with a filter of width
Af =2.5 Hz and from a signal sample of duration T=10 s. The number of

=02). Table 4.4

degrees of freedom is n =2 T Af = 50 (vielding € =

3,_
b
-

gives, for | —o = 0.90:
0.741G < G <1.44G

ie. 1.482<G <288 if G=2. Reading from the curves in Figure 4.21, for
n =50,

A

9— < 0.69 on the confidence level 5%,

~

% < 1.35 on the confidence level 95%.

With a confidence level of 90%, we thus have:

~

0.69 < g <135
G

ie.

074G <G <1.44G
148 <G < 2.88

For £ £ 0.1 [PIE 64], we can see that the relative error between the true PSD

and the calculated PSD lies between + S5 with a confidence level of 68%, i.e. that

during approximately 68% of the time, the exact PSD lies between G(f) + sS4
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|G(£) - 6(£)] <54 [4.44]

From this inequality, can be written [PIE 64):

G(f) <G(f) < G(f)
1+ ¢ 1-¢

[4.45]

The confidence limits on the 68% level are plotted in Figure 4.21 for n ranging
between 2 and 1000, then ranging between 20 and 1000.

5.5
5.0
4.5
4.8
3.5
3.8
7.5
2.8
1.5
1.8

L

N W & @

: LA RANY SRR SR RN ARLE ARRNLARE B 4]

Confidence limits

Confidence
level 68 %
m. sl 1 L RS AN | 15
10+ 182 163

n (d.of}

r LA LAES CL LY AR AR RARRERAALY LARLY RLLLS LLURS

Figure 4.21. Confidence limits at the 68% level

NOTE.
At confidence level | — o = 68%, the expressions [4.37] and [4.45] show that

1 n

— =

1+e  %n 102 [4.46]
1 n

2
1-¢ Xn, of2
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yielding
XZ
g = n, [-a/2 -1
n [4.47]
XZ
[ —1- n, o/2
n
where, if €02, e~ , one deduces:
T Af
2 2
Xn,1-0/2 * Xn,af2 =21 [4.48]

This expression is applicable for any n for confidence level 68% and any o. when
n is large.

Confidence level 80 %

1) [Tt | T e.2
Suy -
. T
1e
— v
AN
4 1/ e
et 1A i He .2
N
~ 1 N
O N A A Analysis | |
7 7 time |
[/
I
1872
108° 18’ 182 183 3

Central frequency of the filter (Hz)

Figure 4.22. G/ G as function of frequency of filter and length of analysis [CUR 64]

Figure 4.22 shows the variations of:
G _ true PSD (large T)

G measured PSD

with respect to the central frequency of the filter, for various lengths of analysis, at
central frequency

Af

the confidence level 80% and for a ratio =10 [CUR 64].
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Duration: 1 s
te’ — T T
S :73 ! Probability
N
RN
~=—]
95 %
B e . 931{ |88 %
o ¢ =
N -
("
% —?
107y 1e' 182 o
Central frequency of the filter (Hz)

Figure 4.23. G/G as function of frequency of the filter and probability

Figure 4.23 is parameterized, in the same axes, by the probability.
Figures 4.22 and 4.23 are deduced from Figure 4.21 as follows: for a given f,

{f G G
Af = — is calculated, then, for a given T, n = 2 Af T, yielding — and —.
10 G G

Example

We want to calculate a PSD with a statistical error less than 17.5% at
confidence level 95%. At this level 95%, we have +1.96 times the standard error.

The standard error should thus not exceed:

17.
€= —?—5- =8.94%
1.96

Knowing &, the calculation conditions can be chosen from

1
= JTAf

=8941072
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4.7.6. Expression for statistical error in decibels

2n-1
While dividing, in [4.40], 42 xi by its mean value, ie. xﬁ by , it
becomes
s : |
VZn-1-k@] a5 [f2n-T+k@] | 1 4491
Pro 2n-1T  “2n-1° 7 2m-T 7 e
L ’ ;]
G v
The error can be evaluated from —, i.e. -2——'-1—-, in the form
2
2 3
£qp = 10 logg| —— [4.50]
(2n-1)/2
It is raised, according to n, by
2
[V2n-1+k(o)]
8dB =10 loglo
2n-1
2k(a) k(o)
gqg = 10 logyl 1+ + [4.51]
0 ~/2 n-1 2n-1

Figure 4.24 shows the variations of €4z with the number of degrees of freedom

If k(a) = 1, there is 2 68.27% chance that the measured value is in the interval
+1 SG(£) and an 84.13% chance that it is lower than 1 SGi()- Then:

] 2 1
Eqp = 10 logloll +

,ﬁn—1+2n—h
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Confidence level 99 %

48 8e

120 168 200

d.o.f. number

Figure 4.25. Statistical error approximation

-
[

)

cqg = 10 log 1+

,/T Af

&
= 10 logyo 1+, /— |

Vn/;

[4.52]

The curves in Figure 4.25 allow comparison of the exact relation [4.50] with the
approximate relation {4.52]: the approximation is good for n > 50.
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Example

If it is required that € = +0.5 dB, ie. that £ = £12.2 %, it is necessary, at
confidence level 84%, that T Af = 67.17, or that the number of degrees of
freedom is equal to n = 2 T Af =~ 135,

1
If Af=24Hz T= ————10* =2.8 5. At confidence level 90%, the
(0.122) Af

variations of the PSD are, in the interval [BAN 78]:

n Lower limit (dB) Upper limit (dB)
50 -1.570 1.329

100 -1.077 0.958

250 -0.665 0.617

4.7.7. Statistical error calculation from digitized signal

Let N be the number of sampling points of the signal %(t) of duration T,
M the number of points in frequency of the PSD
fsamp. the sampling frequency of the signal

f
fax the maximum frequency of the PSD, lower or equal to ~samp.
{modified Shannon’s theorem, paragraph 4.1)

St the time interval between two points.
We have:
T=Ndt {4.53]
fsamp
Af = : [4.54]

2M
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NOTE.
M points separated by an interval Af lead to a maximum frequency

f,
fmax = M Af = 2. To fulfill the condition of paragraph 4.3.1, it is necessary
.y . fsamp.
to limit in practice the useful field of the PSD to f, < e

If we need a PSD calculated based on M points, we need at least AN =2 M
points per block. Since the signal is composed of N points, we will cut up it into

N T
K = —— blocks of duration AT = —.
2M K

Knowing that fon,, = gl-:
t

1
Af =
2Mét

yielding

! _ [2ma
JTaE | Nt

e = o [4.55]




128 Random vibration

Example

N = 32 768 points M = 512 points T=64s
yielding

2M =1 024 points per sample

N
= — = 32 samples (of 2 5)
2M

32 N 32768
=—=0.5Hz f =— =—— =512 points/s
64 samp. 64 P

e= 122312 _ 6 1768
32768

Even if M Af =512 0.5 Hz = 256 Hz, we must have, in practice,

K
T

fmax

f
< 2P =§—12z197Hz.
26 2

4.8. Overlapping
4.8.1. Utility

One can carry out an overlapping of blocks for three reasons:

—to limit the loss of information related to the use of a window on sequential
blocks, which results in ignorance of a significant part of the signal because of the
low values of the window at its ends [GAD 87];

— to reduce the length of analysis (interesting for real time analyses) [CON 951;

— to reduce the statistical error when the duration T of the signal sample cannot

be increased. We saw that this error is related to the number of blocks taken in the

sample of duration T. If all the blocks are sequential, the maximum number K of
blocks of fixed duration AT (arising from the frequency resolution desired) is equal
to the integer part of T/AT [WEL 67]. An overlapping makes it possible to increase
this number of blocks whilst preserving their size AT.



Practical calculation of power spectral density 129

Overlapping rate

The overlapping rate R is the ratio of the duration of the block overlapped by the
following block over the total duration of the block.

This rate is in general limited to the interval between 0 and 0.75.

Without overlapping
| a1 [ aT { aT [
With overiapping
| |
I
Qverlapping rate = :—; |

Figure 4.26. Overlapping of blocks

Overlapping in addition makes it possible to minimize the influence of the side
lobes of the windows [CAR 80] [NUT 71] [NUT 76}.

4.8.2. Influence on number of degrees of freedom

Let N be the number of points of the signal sample, N’ (> N) the number of
points necessary to respect the desired statistical error with K blocks of size
AN (N'= K AN). The difference N'-N must be distributed over K —1 possible
overlappings [NUT 71}

N'-N = (K -1) R AN
yielding
RN __ NN [4.56]
AN (K-1) N'-AN

For R to be equal to 0.5 for example, it is necessary that N'=2 N — AN.

Overlapping modifies the number of degrees of freedom of the analysis since the
blocks cannot be regarded any more as independent and noncorrelated. The
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estimated value of the PSD no longer obeys a one chi-square law. The variance of
the PSD measured from an overlapping is less than that calculated from contiguous
blocks [WEL 67]. R. Potter and J. Lortscher [POT 78] showed however that, when
K is sufficiently large, the calculation could still be carried out on the assumption of
non overlapping, on the condition the result could still be corrected by a reduction
factor depending on the type of window and the selected overlapping rate. The
correlation as a function of overlapping can be estimated using the coefficient:

[ 10 der-m) aT]

o(R) = T [4.57]
Io (1) dt
Table 4.5, Reduction factor
Window Correlation coefficient C Coefficient u

R=25% | R=50% | R=75% | R=50% | R =75%
Rectangle 0.25000 | 0.50000 [ 0.75000 | 0.66667 | 0.36364
Bingham 0.17143 | 0.45714 | 0.74286 | 0.70524 | 0.38754
Hamming 0.02685 | 0.23377 { 0.70692 | 0.90147 | 0.47389
Hanning 0.00751 | 0.16667 | 0.65915 | 0.94737 | 0.51958

Parzen 0.00041 | 0.04967 | 0.49296 | 0.999509 | 0.67071
Flat sigoal 0.00051 | -0.01539 | 0.04553 | 0.99953 | 0.99540
Kaiser-Bessel | 0.00121 | 0.07255 | 0.53823 | 0.98958 | 0.62896

4.8.3. Influence on statistical error

When the blocks are statistically independent, the number of degrees of freedom
is equal to n = 2 K = 2 T Af whatever the window. With overlappings of K blocks,
the effective number of blocks to consider in order to calculate the statistical error is
given [HAR 78] [WEL 67]:

~for R =50 % by:

1 K
Ksp = ~ =ps K [4.58]
1+2ckw, 23w 1+2¢km,

K K?
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—for R =75% by:

1

K75, = '
1+2 35y, +2 gy +2 30, _2 CFs05 + C3pes + 3 CHsos
K K?
K
K75% P9 7 = Mgs K {4.59]

2 2
1+2 075% +2 050% +2 C25%

(the approximation being acceptable for K >10). Under these conditions, the
statistical erTor is no longer equal to l/ \/E , but to:

[4.60]

The coefficient u being less than 1, the statistical error is, for a given K, all the
larger as overlapping is greater. But with an overlapping, the total duration of the
treated signal is smaller, which makes it possible to carry out more quickly the
analyses in real time (control of the test facilities). The time saving can be calculated
from [4.56]:

N'-N T-T

N'-AN T-AT
(AT =duration of a block). To avoid a confusion of notations, we will let T, be the

duration of the signal to be treated with an overlapping and T the duration without
overlapping. We then have:

N-N T-To
" N-AN  T-AT
yielding
To = T(L-R)+RAT [4.61)

Since R <1 and AT << T, we have in general Tg ~ T (I ~R). The time saving

. . T,
is thus approximately equal to —-_l?~ ~(1-R).
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Example
T=25s, Af =4 Hz (i.e. K =T Af =100), g5 = 0.1 (without overlapping).
With R=075 and a Hanning window, u=0.52; vyielding
£= 1/ m =~ 0.139. But this result is obtained for a signal of duration
To ~(1-0.75)25 = 6.25 s.

If we consider now a sample of given duration T, overlapping makes it possible
to define a greater number of blocks. This K' number can be deducted from [4.56]:

N -R AN
N'= ————
1-R
yielding, if N'= K' AN
oo KR [4.62)
1-R

The increase in the number of blocks makes it possible to reduce the statistical
error which becomes equal to:

1 1-R I-R [4.63]
£ = ~ =gq | K
1-R

Example

With the data of the above example, the statistical error would be equal to

fl -0.75
€= gy o5 ~ 0.693 gy = 0.0693.

4.8.4. Choice of overlapping rate

The calculation of the PSD uses the square of the signal values to be anaiysed. In
this calculation the square of the function describing the window for each block thus
intervenes in an indirect way, by taking account of the selected overlapping rate R.
For a linear average, this leads to an effective weighting function r,.ms(t) such as

[GAD 87);
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K
2 (R) = % ;} rft-i(l-Rr)T] [4.64]

where T is the duration of the window used (duration of the block),
i is the number of the window in the sum,
K is the number of windows at time t.

r2

rms

B

s [ .7
| .

/ \
> N,

Time Time

Figure 4.27. Ripple on the Hanning window Figure 4.28. Hanning window for R =0.75
R =0.58)

Hanning window
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Figure 4.29. Ripple amplitude versus 1 - R

With the Hanning window, one of the most used, it can be observed (Figure
4.27) that there is a ripple on r,%ns(t), except when 1— R is of the form 1/p where
p is an integer equal to or higher than 3 (Figure 4.28). The ripple has a negligible
amplitude when 1-R is small (lower than 1/3) [CON 95] [GAD 87]. This
property can be observed in Figure 4.29, which represents the variations of the ratio

of the maximum and minimum amplitudes of the ripple (in dB) with respect to
1-R.
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This remark makes it possible to justify the use, in practice, of an overlapping
equal to 0.75 which guarantees a constant weighting on a broad part of the window
(the other possible values, 2/3, 3/4, 4/5, etc..., are less used, because they do not

lead as 3/4 to a integer number of points when the block size is a power of two).

4.9, Calculation of PSD for given statistical error
4.9.1. Case: digitalization of signal is to be carried out

Given a vibration #(t), one sets out to calculate its power spectral density
between 0 and f_,,. with M points (M must be a power of 2), for a statistical error

not exceeding a selected value €. The procedure is summarized in Table 4.6
{BEA 72] [LEL 73] [NUT 80].

Table 4.6. Computing process of a PSD starting from a non-digitized signal

The signal of total duration T (to be defined) will be cut out in K blocks of unit
duration AT, under the following conditions:

Condition to avoid the aliasing phenomenon
fsamp. = 2.6 fay (modified Shannon’s theorem).
fNyquist = fsamp, Nyquist frequency [PRE 90].
2
Fiyquist Interval between two points of the PSD (this
Af = 2 interval limits the possible precision of the analysis
M starting from the PSD).
5t = 1 Temporal step (time interval between two points of
- foamp the signal), if the preceding condition is observed.
AN =2 M Number of points per block.
_2M Minimum number of signal points to analyse in
T g2 order to respect the statistical error.
_ Minimum total duration of the sample to be
T=Na treated.
_ N
M Number of blocks.
aT=T(=2M8t=-1) |Duration of one block
X A uration of one block.
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Calculation of L lb(f XZ for
AT Calculation from the FFT of each block.
each point of the PSD, where

f=mAf (0<m<M)

1 i L{f Averaging of the spectra obtained for each of the
AT i K blocks (stationary and ergodic process)

With these conditions, the maximum frequency of the PSD computed is equal to
f'max = fNyquist - But it is preferable to consider the PSD only in the interval

O, fnax )

NOTE.

It is supposed here that the signal has frequency components greater than f,,
and that it was thus filtered by a low-pass filter to avoid aliasing. If it is known that
the signal has no frequency beyond fi,., this filtering is not necessary and
f'max = fmax

4.9.2. Case: only one sample of an already digitized signal is available

If the signal sample of duration T has already been digitized with N points, one
can use the value of the statistical error to calculate the number of points M of the
PSD (i.e. the frequency interval Af), which is thus no longer to be freely selected
(but it is nevertheless possible to increase the number of points of the PSD by
overlapping and/or addition of zeros).

Table 4.7. Computing process of a PSD starting from an already digitized signal

Data: The digitized signal, f;,,, and «.

£ fsamp. Theoretical maximum frequency of the PSD (see
max o, preceding note).

£ fsamp. Practical maximum frequency.
max — "

2.6
5t = 1 ’ljempora] step (time interval between two points of the
fsamp. signal).
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N= % Number of signal points of duration T.
N &2 Number of points of the PSD necessary to respect the
M= statistical error (one will take the number immediately
2 beneath that equal to the power of 2).
f .
Fryquist = —S?;—"‘-"- Nyquist frequency.
f, .
Af = —]S—}%lﬂ Interval between two points of the PSD.
AN=2M Number of points per block.
= N Number of blocks. Etc
2M

If the number of points M of the PSD to be plotted is itself imposed, it would be
necessary to have a signal defined by N' points instead of N given points (N < N’).
One can avoid this difficulty in two complementary ways:

— either by using an overlapping of the blocks (of 2 M points). One will set the
overlapping rate R equal to 0.5 and 0.75 while taking smallest of these two values
(for a Hanning window) which satisfies the inequality:

1-R2M
— — <zt
p N

When it is possible, overlapping chosen in this manner makes it possible to use

N-2MR
K' blocks with K'= —, where [4.56] N'= ————,
2M 1-R

- or, if overlapping does not sufficiently reduce the statistical error, by fixing this
rate at 0.75 to benefit as much as possible from its effect and then to evaluate the
size of the blocks which would make it possible, with this rate, to respect the
statistical error, using:

1-R AN
— — <8
pu N

The value AN thus obtained is lower than the number 2 M necessary to obtain

the desired resolution on the PSD. Under these conditions, the number of items used
for the calculation of the PSD is equal to:
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_ N-0.75AN
1-0.75

and the numbers of blocks to K'= N'/AN. One can then add zeros to each block to
increase the number of calculation points of the PSD and to make it equal to 2 M.
2MK-N'
For each block, this number is equal to ————. This is however only an
Kl
artifice, the information contained in the initial signal not evidently increasing with
the addition of zeros.

4.10. Choice of filter bandwidth
4.10.1. Rules

It is important to recall that the precision of calculation of the PSD depends, for
given T, on the width Af of the filter used [RUD 75]. The larger the width Af of the
filter is, the smaller the statistical error € and the better the precision of calculation
of G(f). However, this width cannot be increased limitlessly [MOO 61]. The larger
Af is, the less the details on the curve obtained, which is smoothed. The resolution
being weaker, the narrow peaks of the spectrum are not shown any more [BEN 63].
A compromise must thus be found.

Figure 4.30 shows as an example three spectral curves obtained starting from the
same vibratory signal with three widths of filter (3.9 Hz, 15.625 Hz and 31.25 Hz).
These curves were plotted without the amplitude being divided by Af, as is
normally the case for a PSD.

x18%
6 [ T T rl L l 1T [ L] l o I L) I-
SE af=31.25 iz
- 4 J
g F 2
= C af=15.625 Hz ]
a I 4
] i . 3]
a . af=3.9 Ilz:
[y ]
v ]
a » 5 I L3 1 l AL i l A i1 l Ll s 3
B 1 2 3 4 -] 13
Frequency (Hz) x1082

Figure 4.30. Influence of width of filter
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One observes in these conditions, the area under the curve calculated for
Af =15.625 Hz is approximately half of that obtained for Af =31.25 Hz. In the
case of a true PSD, division by Af gives the same area for whatever the value of Af.

We note in addition on these curves that the spectrum obtained for Af =15.6 Hz
is very much smoothed; in particular, the peak observed for Af =3.9 Hz has
disappeared. To choose the value of Af, it would be necessary to satisfy two
requirements:

1. The filter should not be broader than aquarter of the width of the narrowest
resonance peak expected [BEN 61b] [BEN 63] [FOR 64] [MOO 61} [WAL 81};

2. The statistical error should remain small, with a value not exceeding
approximately 15%.

If the first condition is observed, the precision of the PSD calculation is
proportional to the width of the filter. If, on the contrary, resonances are narrower
than the filter, the precision of the estimated PSD is proportional to the width of the
resonance of the specimen and not to the width of the filter. To solve this problem,
C.T. Morrow [MOR 58], and then R.C. Moody [MOO 61] suggested making two
analyses, by using the narrowest filter first of all to emphasize resonances, then by
making a second analysis with a broader filter in order to improve the precision of
the PSD estimate.

Other more complicated techniques have been proposed (H. Press and J.W.
Tukey for example [BLA 58] [NEW 75]).

4.10.2. Bias error

Let us consider a random signal #(t) with a constant PSD (white noise)
G,(f) = G, applied to a linear system with transfer function of one-degree-of-

freedom [PIE 93] [WAL 81]:

H(f) = : [4.65]

]

(f, being the natural frequency and Q the quality factor of the system). The response
u(t) of this system has the following PSD:

G, (f) = HEOP G,(f)
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G,(f)
2
[fJZ [ f J
1-1— +|—
fo Qfo

Let us analyse this PSD, which presents a peak at f = f;, using a rectangular
filter of width AF centered on f;, with transfer function [FOR 64]:

G, (£) = [4.66]

AF AF
Hy =1 forfc——;sfsfc+—2— [4.67]

Hy =0  elsewhere

We propose to calculate the bias error made over the width between the half-
power points of the peak of the PSD response and on the amplitude of this peak
when using an analysis filter AF of nonzero width. For given f;, the PSD calculated
with this filter has a value of:

Ge(£,) = é I:IHAlz G, (£) df [4.68]

fc+AF/2 Geo

f.—AF/2 2
Lf] [ f ]Z
-} — +|—
fo Qfy
It is known [LAL 94] (Volume 4, Appendix A3) that the integral
dh

-

df [4.69]

1
GF(fc) = E

is equal to:
1- 112)2 +02/Q?

2 % g2 _Ji 2
L Pe2hy §+1+1[Ammh+\/§1 3 h Jél 3

A= — + Arctan
81-82 P -2ny1-2+1 4&

Consequently,
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AF Gelf,) £ h%+2hy1-£% +1
Gy 8y1-€| h*-2hy1-£ +1 A
h
2 212
h++41- h-4y1-
JULIS VSO, b i SNV bk Lok [4.70]
48 § §
h
£ gy £ g, - =
Gl £ ¢ o+ cTT
el ~fQ Arctan2Q 2 _ Arctan2Q 2 | [471]
Gy, 7.AFL £, £
For f, = f;
Gelfy) * AF | ( (-ap)]
Flfo) S0 Q) ctanl 028 |- Arctan| [4.72]
Gy 2 f, £,
ie.
Ge(fo) LhQ, o QAT [4.73]

However, by definition, the bandwidth between the half-power points is equal to

fo ...
Af = —, yielding:
Q

2
Gelfy) MR T an F [4.74]
Gy  AfAF f

At the half-power points, the calculated spectrum has a value:

s(t) =~ () 475

Afg
where f, = f; + —. One deduce that:
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G f Afp + AF AfL - AF
—f . Q-——O—[Arc tan ——— — Arctan F—} [4.76]
G 2% 2 AF Af Af
From [4.74], [4.75] and [4.76], it becomes:
AF | Afp + AF Afy — AF
Arc tan — ={Arctan £ . Arc tan F (4.77]
Af Af Af
3‘5 _Illl TT 11 TTTIT LI | LELE) TT 7T
I -
3.0 f /f
" 2.3 : v .
~ f N
-s"“ 2.0 ; — ;
sk i ;
o / 3
1.0 Caaertd Lo abeen g by Ll
8.8 ©.5 1.8 1.5 2.8 2.5 3.8
aF 7 af
Figure 4.31. Width of the peak at half-power versus width of the analysis filter
(according to [FOR 64])
. : . Afp  AF .
The curve in Figure 4.31 gives the variations of —— against — after numerical
Af Af

resolution. It is noted that the measured value Af; of the width of the peak at half-

power is obtained with an error lower than 10% so long as the width of the analysis
filter is less than half the true value Af.

) AF Afgp
Setting x =—and y = —.
Af Af

Arctan x = Arctan(y+ x) - Arctan(y—x)

a—-b
1+abdb

Knowing that Arctan a — Arctan b = Arctan

, we have:

2x
Arctan X = Arctan

I+y —xz’
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- 2x 22
This yields x = — 3 and vy =x" +1,ie.:
l+y" ~x
Af; AF &
L F - (— +1 [4.78]
Af Af

In addition, the peak of the PSD occurs for f = f;:

PG=Q? = [fo_]l [4.79]
Af

yielding the relationship between the measured value of the peak and the true value:

G AF Af

1
Figure 4.32 shows the variations of this ratio versus AF/Af. If AF =— Af
4
according to the rule previously suggested,

2
Af
ol S 1+GJ =1.0308

Af
and
G 1
~P—F =4 Arctan— ~ 0.98
G 4
Calculated peak / True peak
1.e LGRS AR R DA AR RN e RAARA 1L LEA
oo ) E
oo b \\ E
- - -
‘-\ 8.7 : X 3
8.6 3
- - < 3
Coesk ™ 3
o 8.4 d ™ 3
E ™~ E
9.3 - ]
.‘2°..ll ILL;..I[.]I I“;'II.II “lls'“‘“ Ill;.“.ll |II;..
aF /7 af

Figure 4.32. Amplitude of peak versus filter width
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Under these conditions, the error is about 3% of Af and 2% of the peak.

Example
Let us consider a one-degree-of-freedom system of natural frequency
fy =100 Hz and quality factor Q =10, excited by a white noise. The error of
measure of the PSD response peak is given by the curve in Figure 4.32.
If AF =5 Hz:
10
Qpr=1s
fo 100
Q \r-
fy 2
yielding
S—F =092
G
. Q 10
For fy = 50 Hz and Q =10, one would obtain similarly ;—— = 55 = 1 and
0
Gy
$-=078.

4.10.3. Maximum statistical error

When the phenomenon to be analysed is of short duration, it can be difficult to
obtain a good resolution (small AF ) whilst preserving an acceptable statistical etror.
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Example
T=22.22s €= 6,19

1.4 _Y_TYI—I T ’lTTI IT TT1 z T 17 I T T l_ 1'4

2 E 4F=1,17 Hz(e=8.196) ] 2 aF=1.17 Hz(22.225) 3
F oL 2.3 Hr(es8.139] g 2,34 Bz (11.115) 3
g rep 4.69 Hz(e=8.898)] (i 1.8 4.69 Hz(5.5555)
2 [ ] ]
:g_ a3 3 % o.s 3
e[ 3 = a.6 =
a E ] o E
N e.4f 3 N e.4 J
a o . a 3

0.2 —; ®.2 i

8.e “1 2 111'11 Izjil I |S|°1 1 l4|°l 145‘1 ;' .'uon L xllsn 1 lZI.l L 'Sio’ 1 |‘|': 1 Is.l ;'

Frequency {Hz) Frequency (Hz)

Figure 4.33. Influence of analysis filter Figure 4.34. Influence of analysis filter
width for a sample of given duration width for constant statistical error

Figure 4.33 shows, as an example, the PSDs of same signal duration
22.22 seconds, calculated respectively with AF equal to 4.69 Hz; 2.34 Hz and
1.17 Hz (i.e. with a statistical error equal to 0.098, 0.139 and 0.196).

We observe that, the more detailed the curve (AF small), the larger the
statistical error. Although the duration of the sample is longer than 20 s, a
resolution of the order of one Hertz can be obtained only with an error close to
20%.

A constant statistical error with different durations T and widths AF can lead to
appreciably different results. Figure 4.34 shows three calculated PSD of the same
signal all three for € = 19.6 % , with respectively:

T=2222s and AF=1.17 Hz
T=11.11s and AF=2.34 Hz
T=5555s and AF =4.69 Hz

The choice of AF must thus be a compromise between the resolution and the
precision. In practice, one tries to comply with the two following rules: AF less than
a quarter of the width of the narrowest peak of the PSD, which limits the width
measurement error of the peak and its amplitude to less than 3%, and a statistical
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error less than 15% (which corresponds to a number of degrees of freedom n equal
to approximately 90). Certain applications (calculation of random transfer functions
for example) can justify a lower value of the statistical error.

Taking into account the importance of these parameters, the filter width used for
the analysis and the statistical error should always be specified on the power spectral
density curves.

4.10.4. Optimum bandwidth

A.G. Piersol [PIE 93] defines the optimum bandwidth AF,, as the value of AF

minimizing the total mean square error, sum of the squares of the bias error and of
the statistical error:

2 2 2
£ = Bijias + Estar [4.81]

The bias error calculated from [4.80] is equal to:

Ebjas = —2% Arc tan(—i—f}i) -1 [4.82]

T=1s 3=0.05 f,= 500 Hz

LD U L B L L LB LA B L

®
'
13

T

Error
e ®» 3 o o
- ~N ~N (%] “
1] [- 3 (%] [- ] 174

@
-
[

Bias error

® LLRRERRRES LURA RIRRI RAREN RARRE RAREE LAY

18 20 38 48 56 &8 76 88

Analysis bandwidth (Hz)

Figure 4.35. Tota! mean square error

where Af is the width between the half-power points of the peak. Whence:



146 Random vibration

Af AF 1
2 n {_ Are m[_)_ IT . [4.83]
AF Af AF T

Figure 4.35 shows the variations of bias error, statistical error and £ with AF.

Error & has a minimum at AF = AF,;. The optimum bandwidth AF,, is thus

obtained by cancelling the derivative of &? with respect to AF. This research is
carried out numerically.

102 LR R | T LA B P

=TT TT7T

18’

Optimum bandwidth (Hz)

IR R |

' L ll_L])‘ 1 1 1 l‘llll
102 10>

Frequency (Hz2)

168°

Figure 4.36. Optimum bandwidth versus peak frequency and duration of the sample

The curves in Figure 4.36 show AF,, versus f;, for £ =0.05 and for some
values of duration T.

If AF/Af < 0.4, the bias error can be approximated by:

2
1 AF
Erin. o —— | [4.84]
bias 3 (Af)
Then,

. AF

e =

L [4.85]

9 Af* TAF
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Whence, by cancelling the derivative,
(5 fo

1/5
9Af4 / )4/5

- 4

4T /5

[4.86]

op

Figure 4.37 shows the error made versus the natural frequency f;, for various
values of T.

u*:ﬁ T LI i i | 103:
g ! - .
b= i relation z "
§ L T=1s | %
§ Approximate o E
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8 ' s & soF
£ - E - £
3 r 3 2 L 3
% F ] 2 F “ 4polntsin Af
=3 | 5 | {whatever T) |
108 K1 IJLII:T a4 IJAI,:L.L 10° L ||H;.l.e L |L||;.L! J
Frequency (Hz) Frequency (Hz)

Figure 4.37. Comparison of approximate and Figure 4.38. Comparison of the optimum
exact relations for calculation of optimum bandwidth with the standard rules
bandwidth

It can be interesting to compare the values resulting from these calculations with
the standard rules which require four points in the half-power interval (Figure 4.38).
It is noted that this rule of four points leads generally to a smaller bandwidth in
general. The method of calculation of optimum width must be used with prudence,
for it can lead to a much too large statistical error (Figure 4.39, plotted for
£=10.05).

To confine this error to the low resonance frequencies, A.G. Piersol [PIE 93]
suggested limiting the optimum band to 2.5 Hz, which leads to the curves in
Figure 4.40.
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Statistical error (%)
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Figure 4.39. Statistical error obtained using Figure 4.40. Statistical error obtained using

the optimum bandwidth

the optimum bandwidth limited to 2.5 Hz

By plotting the variations of Af, /AFo , one can also evaluate, with respect to f;,

the number of points in Af which determines this choice of AF,, in order to

compare this number with the four points of the empirical rule. Figures 4.41 and
4.42 show the results obtained, for several values of T, with and without limitation
of the AF, band.

Af1 optimim analysis bandwidth

L3
| E= 8.85

Number of points in Af

T T T

T VT T

s stsagal

ERwET| L

18% 10°
Frequency (Hz)

;l.;..l

Figure 4.41. Number of points in Af
resulting from choice of optimum bandwidth

Af{ optimim analysis bandwidth

T

Afimposed minimum = 2.5 Hz

T T

Frequency (Hz)

Figure 4.42. Number of points in Af
resulting from the choice of optimum
bandwidth limited to 2.5 Hz
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4.11. Probability that the measured PSD lies between * one standard deviation

JT Af

€ < 0.20. In this same range, the error on the measured PSD G (or on G/G) has a

roughly Gaussian distribution [MOO 61] [PRE 56a). Let us set § = sg to simplify

the notations. The probability that the measured PSD is false by a quantity greater
than 6 § (error in the positive sense) is [MOR 58]:

We saw that the approximate relation € = is acceptable as long as

aZ
sl = 2w “ [4.87]
§J2n 788

a
Ifweset v= -, P takes the form:
§

l =] 2
P= j e_v/zdv

VEER

Knowing that:

2
[ e a [4.88]

Erf(x) = A

2
Jn

1.8 UM B BB LR LI R IS
8.9 =
0.6 b . E
o ek ep = et E
2 esf 3
g sk 3
5. 3
B e3E e 8 3
o2 E ¢p=1 El“f(/!-) —f
0.1 3
6.8 R TR EEEEE FE TN, b
.8 85 1.8 1.5 2.8 2.5 3.8 3.5

8

Figure 4.43. Probability that the measured PSD lies between + | standard deviation

P can be also written, to facilitate its numerical calculation (starting from the
approximate expressions given in Appendix A4):
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_1{] Eﬂ(—e—ﬂ [4.89]
Y L W

The probability of a negative error is identical. The probability of an error
outside the range + 0§ is thus equal to:

‘1{9 [4.90]
P=1-Erfl —
V2

Example
0=1 P =68.26%
0=2 P=95%

4.12. Statistical error: other quantities

The statistical error related to the estimate of the mean and mean square value is,
according to the case, given by [BEN 80]:

Table 4.8. Statistical error of the mean and the mean square value

Mean Estimate of the
estimation Error mean square Error
value
Ensemble 1 i Sx 1 i 2 \/7
averages Lk N — X -
N i hx YN N i, N
1 (T S 1 1
Temporal - I x(t) dt . S o rxz(t) dt
averages T 0 ™ 2T Af T 0 TAf

Calculations of the quantities defined in this chapter are carried out in practice on
samples of short duration T, subdivided into K blocks of duration AT [BEN 71]
[BEN 80], by using filters of non-zero width Af. These approximations lead to the
errors in Table 4.9.
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Table 4.9. Other statistical errors

Quantity Z Error g,

- R 1
Direct PSD G,, orG
R 4 JT Af

A i
Cross PSD G, (6) o (€] yTAE

Coherence Y xy(f) lpxy( f)l ‘/T_A?

, \}2—p§y(f)

G () =72,(1) G, (D) W JT AT

Jl— p,z(y(f)
lpxy(f)‘ J2 TAf

V2 |1~ p% ()
ipxy(f)l JT AT

Transfer function tﬁxy(f)k

fiotof

These expressions can be used with an estimated value p of the correlation
coefficient instead of p (unknown); one then obtains approximate values of €,
when €, is small (i.e. £, < 0.20), which can be limited at the 95% confidence level

using:
Z(1-2¢)<z<Z(1+2¢,)
where Z is the true value of the parameter and Z its estimated value.

Figure 4.44 shows the variations of the error made during the calculation of the

transfer function lf{xy(f )i, given by:
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5 V12
g, ~ -—(]—_Eﬂ)—— [4.91)

Pyy| V2 T AF

for various values of ng = T Af.

A(r) = M _ |ﬁ(f)l o) #(f)
f

X

H(f) = measured transfer function
H(f) = exact function [BEN 63] [GOO 57].

10°
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Figure 4.44. Statistical error related to the calculation of the transfer function

It is shown that, if

P =Prob|i

P=i- [.l_—‘éy_(fl—} [4.92]

1- viy(f)coszs

%}Lﬂl <sing, and l&)(f)— ¢(fj <g

where n is the number of degrees of freedom, equal to 2 T Af.
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[4.93]
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Figure 4.45. Number of dof necessary for the  Figure 4.46. Number of dof necessary for
statistical error on the transfer function to be the statistical error on the transfer function to
lower than 0.10 with probability P be lower than 0.05 with probability P

The statistical error resulting from the calculation of the autocorrelation R, is
given by [VIN 72}

2,0 W2
S B P () [4.94]

+
* 2Tat|  Riw)

A reasonable value of T for the calculation of R, is T= . For the cross-

Af gl

correlation ny :

2 2
Lot ] R0 [4.95]

Y 2Taf|  RL()
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4.13. Generation of random signal of given PSD
4.13.1. Method

The method of generation of a random signal varying with time of given duration
T from a PSD of maximum frequency f,, includes the following stages:

1

— calculation of the temporal step 5t = = ,
samp.  2:0 fmax

-~ choice of the number M of points of definition of the PSD (power of two),

— calculation of the number of signal points: N = —,
3t

— possibly, modification of N (and thus of the duration) and/or of M in order to
respect a maximum statistical error g, (for a future PSD calculation of the generated

2
M ¢
signal), starting from the relation — < =2 , maintaining M equal to a power of two,

N 2

f,
— calculation of the frequency interval between 2 points of the PSD Af = ;a';;" ,

— for each M points of the PSD, calculation at every time t = k 8t (k = constant
integer between 1 and N) of a ‘sinusoid’

- of the form: ™ x(t)=mxmax sin(2 nft+ (pm),

- of duration T,

- of frequency f,, = m df (m integral such that 1 < m < M),

- of amplitude /2 G(fm) Af [where G( fm) is the value of the given PSD at
the frequency f, , the amplitude of a sinusoid being equal to twice its rms value],

- of random phase ¢,,, whose expression is a function of the specified
distribution law for the instantaneous values of the signal,

— sum of the M sinusoids at each time.
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4.13.2. Expression for phase
4.13.2.1. Gaussian law

It is shown that one can obtain a normal distribution of the signal’s instantaneous
values when the phase is equal to [KNU 98]

Pm = 2m,{-2Iny cos(21tr2 ) {4.96]

or
om = 2n,/~2iny, sin(2nr, ) [4.97]

In these expressions, r; and r, are two random numbers obeying a rectangular
distribution in the interval [0, 1].

Definition

A random variable r has an uniform or rectangular distribution in the interval
[a, b] if its probability density obeys

1
fora<r<b
plr)=<b-a [4.98]
0

forr<aorr>b

If a random variable is uniformly distributed about [0, 1], the variable
a+b

2

y = a+ (b — a) r is uniformly distributed about [a, b], having a mean of and
b-a

243

standard deviation s =

4.13.2.2. Other laws

We want here to create a signal whose instantaneous values obey a given
distribution law F(X). This function being nondecreasing, the probability that
x < X is equal to [DAH 74]:

P(x < X) = P[F(x) < F(X)] [4.99]
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Let us set F(x) =r where r is a random variable uniformly distributed about

[0,1]. It then becomes:
P[F(x) < F(X)] = P[r < F(X)]

[4.100]

From definition of the uniform distribution, P(r <R) =R where R is an
arbitrary number between 0 and 1, yielding P(x < X) = P[r < F(X)] = F(X). To
create a signal of distribution F(X), it is necessary thus that:

F(x)=r
The problem can also be solved by setting:
F(x)=1-r
Examples

1. Signal of exponential distribution: the
(Appendix Al)

F(X)=1-¢*X

From [4.102],

l—e ™ =1-r
yielding
Inr
X=-—
A
and
Inr
Qp =27 —

A

distribution

2. Signal with Weibul} distribution: from (Appendix A.1)

F(x)—JI"‘”‘"H)V(_:ﬂ x>

0 X<eg

it is shown in a similar way that we must have:

[4.101]

[4.102]

is defined by

[4.103]

[4.104]

[4.105]

[4.106)

[4.107]
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Ya
x=g+(v—g)(-In r) [4.108]

Om =2n[s+(v—s) (—1n r)l/a] [4.109]
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Chapter 5

Properties of random vibration
in the time domain

5.1. Averages
8.1.1. Mean value

The mean value of a random vibration #(t) calculated over duration T,
1
m=— Ff(t) dt (5.1
T 0

is related to the difference between the positive and negative areas ranging between
the curve £(t) and the time axis {GRE 81}.

The mean m of a centered signal is zero, so this parameter cannot be used by
itself alone to correctly evaluate the severity of the excitation.

¥ 3
4¢44)

Figure 5.1. Random vibration with non-zero mean
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The mean value is equal to the absolute value of the parallel shift of the Ot axis
necessary to cancel out this difference. A signal £(t) of mean m, can be written:

dt)=m+2 (1) [52]

where Et(t) is a centered signal. This mean value is in general a static component
which can be due to the weight of the structure, to the manoeuvrings of an aircraft,
to the thrust of a missile in phase propulsion etc. In practice, one often considers this
mean to be zero.

5.1.2. Mean quadratic value; rms value

The rms value is calculated from the mean quadratic value of the instantaneous
values of the signal. The dispersion of the signal around its mean is characterized by:

2 Ty o2 1 [T
s_TLVm m]m_TLz(om [5.3]

s = f%ms -m?

It is pointed out that s> is the variance of the distribution of the instantaneous
values of #(t) and that s is the standard deviation. Two signals having very different
frequency contents, corresponding to very dissimilar temporal forms, can have the
same mean quadratic value. In this expression, the rms value takes into account the
totality of the frequencies of the signal.

If the mean m is zero, the standard deviation s is equal to the rms value of the
signal £(t).

NOTE.

On the assumption of zero mean, one can however note a difference between the
standard deviation and the rms value when the latter is calculated starting from the
power spectral density, which does not necessarily cover the whole of the frequential
contents of the signal, in particular beyond 2000 Hz (value often selected as upper
limit of the analysis band). The rms value is then lower than the standard deviation.
The comparison of the two values makes it possible to evaluate the importance of the
neglected range.
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Example

Vibratory environment on an aircraft, represented by acceleration as function
of time:

¥rme (0/52)
A
1e— @ @
- @
ot ®
; O]
N Time
1. Taxi 7. Maximum velocity at low altitude
2. Takeoff 8. Climbing turn
3. Climb 9. Deceleration
4. Cruise at high altitude 10. Landing approach

5. Maximum velocity at high altitude 11. Touchdown
6. Cruise at low altitude

Figure 5.2. Rms acceleration recorded on a aircraft during flight [KAT 657

20 Hz to 2000 Hz
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Figure 5.3. Rms value of vibrations measured on a satellite during launch
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It is very useful to plot the variations of the rms value against time (sliding mean
on n points), in order to:

—choose the time intervals over which the rms value varies little: each
corresponding phase can then be characterized by a PSD,

— study the very short duration phenomena (nonstationary phenomena). The
analysis for example measure the number of times that the rms value crosses a given
threshold with respect to the amplitude of this threshold (rms value of the total
signal or of the response of a one-degree-of-freedom mechanical system of constant
Q factor, generally equal to 10, whose natural frequency varies in the useful
frequency band) [KEL 61].

The variation of the rms value with time has also been used as a monitoring tool
the correct operation of rotating machinery based on a statistical study of their
vibratory behaviour [ALL 82] [PAR 82].

5.2, Statistical properties of instantaneous values of random signal

The analysis of the statistical properties of the instantaneous values of a random
signal ¢(t) is based primarily on the work of S.0. Rice [RIC 44] and of S.H.
Crandall [CRA 63]. One is more particularly interested in the study of the
probability density of the instantaneous values of the signal and in that of the peaks
(positive and negative maximum amplitude).

This study results in considering simultaneously at a given time #(t) and its
derivatives #(t) and 2(t) which respectively represent the value of the signal, its

slope and its curvature at the time t. These parameters are in particular associated
with a multidimensional normal probability density function of the form [BEN 58]:

| ot R -
p(ll,fz,-n,ln):(ﬁt) ZIMi_Z €X -—_lelj lej [54]
i,j=1

for the research of the distribution law of the peak values.

5.2.1. Distribution of instantaneous values

The distribution of the instantaneous values of the parameter describing the
random phenomenon can very often be represented by a Gaussian law [MOR 75].
There can of course be particular cases where this assumption is not justified, for
example, for vibrations measured on the axie of a vehicle whose suspension has just
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compressed an elastic thrust after deflection of the dampers (non linear behaviour in
compression only).

5.2.2. Properties of derivative process

Let us consider a stationary random vibration #(t) and its derivative £(t),
defined by:

#t) = lim
At—->0

{f(t +At) - £t)] (551

At
With the condition that

lim E ]—M—'{(t)f =0 [5.6]

At—>0 At

Average value of the derivative process
This is
. £t + At) — 4(t
E[¢) = lim E{—(————)——i—)} [5.7]
At—0 At
If the process is stationary,
Efe(t + At)] = E[e(t)]
yielding
E[7] =0 [5.8]
NOTE.

The autocorrelation R ,(1) presents an absolute maximum for 1 =0. One thus
has R%(0) < 0.

Ele 2 = Bleto) 0] = lim E{Z(t) fﬂt_:‘_’it__)‘“t_)} [5.9]

t

E[¢ 2] = RY(0) [5.10)
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The derivative of the autocorrelation function of a derivable process is:
~ continuous and derivable at any point,

— even.

It is thus cancelled for T = 0, yielding
E[e =0 [5.11]

There is no correlation between a stationary process ¢(t) and the derivative
process 2(t) (whatever the distribution law).

Mean square of the derivative

I:Z(t +At) = e(t)]‘Z R,(0) - R ,(~At)
B| ————| p=2
At (at)?

E{['e(t)]z} = —R’%(0) [5.12]

A stationary process £(t) is thus derivable in the mean square sense if and only if
its correlation function R e(T) contains a continuous second derivative.

Correlation function of the process and its derivative

1. By definition [1.48], Ry,(1) = E[#(t) &t + 1)]

t+ Aty ) —4t) At+1+At, ) - Ht+1)
At, >0
Ro{t+At, —At) - R {1 - At;) =R, {t+At,) - R,(1)
) RO R ) R o) R,
At,—>0 At] Atz
At,—>0
R(t - At} - R’(7)
Ru(T)—-— lim f( 1) f4

Atl -0 Atl
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_&Ry(®)

(1) =
2 dTZ

= —-R'é(‘[) [513]
2. R (1) = E[A(t) &t +1)]

R,(1) = lim E{g(t) Z(t+T+At)‘f(t+t)}

At—0 At

!—RZ(T +At) - Re(tq

R,,(1) = lim L |
At—0 At 4
dR,(1)
R, (1) = —— = R(1) [5.14]
drt
In the same way:
dR (1)
Ry, (1) =- ) _ —R(7) (5.15]
dt
In a more general way, if l(m) and u(n) are the m?® derivative processes of o)

and n of u(t), one has, if the successive derivatives exist,

dm+nR ‘l.‘)
R w1 = - _—d mfﬁ( [5.16]
T
Variance of the derivative process
E[lzz] = R-,(0) = -R"(0) [5.17
= Ry, (0) = .
Since E[Z] = (), the variance s% is equal to
2 ) 212
2 = B[] - [B(¥)] [5.18]

Power spectral density of the derivative process

By definition [2.45]:
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R,(7) = j: s,() ¢ 40

Knowing that:
R'Z(T) = ‘R?(T)
2 R

Ry(t) =- j:(i Q) s,(Q) ¢ da [5.19]
This yields

5,(Q) = @ 5,(0) [5.20]

) 0 +o0 2

B[] - L,S'e(g) Q= Log $,(Q) do [5.21]
and of the same way [MOR 56] [NEW 75] [SVE 80}:

H7]- [“sy@ aa- [Tat s (@) a0 [5.22]

5,(Q) = @ 5,(Q) [5.23]

d*r :
dt

NOTES.

The autocorrelation functions of the derivative processes of £t) depend only on
T. The derivatives of a stationary process are stationary functions. However, the
integral of a stationary function is not necessarily stationary.

The result obtained shows the existence of a transfer function H(Q) between
Kt) and its derivatives:

$,(0) = [HQ) 5,() [5.25]

$5(0) = [HEQ)* 5,(Q) (5.26]
where

HQ)=iQ
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5.2.3. Number of threshold crossings per unit time

Let us consider a stationary and ergodic random vibration #(t); and p(¢), the
probability density function of the instantaneous values of #(t). Let us seek to

determine the number of times per unit time n; the signal crosses a threshold chosen
a priori with a positive slope.

Let us set n, the number of occasions per unit time that the signal crosses the

interval a, a + da with a positive or negative arbitrary slope, da being an very small
interval corresponding to the time increment dt. We have, on average,

a

n
nT =2 [5.27
2

Let us set ng the number of occasions per unit time that the signal crosses the

threshold a =0 with a positive slope (ng gives an indication of the average
frequency of the signal). Let us set finally #(t) the derivative of the process £(t) and

b the value of #(t) when /=a. Let us suppose that the time interval dt is
sufficiently small that the variation of the signals between t and t + dt is linear. To
a-£(t)

dt

cross the threshold a, the process must have a velocity #(t) greater than

The probability of crossing is related to the joint probability density p(f, 2’)
between ¢ and £. Given a threshold a, the probability that:

a<ft)<a+da

and [5.28]
b<#t)<b+db
is thus, in a time unit,
p(a,b) da db = P[a < €(t) < a + da, b < {(t) < b+ db] [5.29]
Setting t, the time spent in the interval da:
t, = 92 [5.30]
L

(t, being a primarily positive quantity). The number of passages per unit time in the
interval a, a + da for #(t) = b is thus:
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p(a, b) da db

——————=b/ p(a, b) da [5.31]
ta

and the average total number of crossings of the threshold a, per unit time, for all the

possible values of ?(t) is written:

n, = f: bl p(a, b) db =2 n} [5.32]

where

+—
n, =

[5.33]

I:’ p(e, ) dt df

f=a

This expression is sometimes called the Rice formula. The only assumption
considered is that of the stationarity. One deduces some, for a = 0,

no=2n%= [ bl p(a, b) db [5.34]

and

n, 0 I: [b] p(a, b) db

[5.35]

+
n

+00
Dy Dy f_w bl p(0, b) db

These expressions can be simplified since the signals #(t) and ¢(t) are
statistically independent:

p(¢, ©) = p(£) n(?) [5.36)
Then,
n, = p(a) f:’ Ib (b) db [5.37]
and
+
Bp _Da _P(®) [5.38]
np ng  p(0)

Lastly, if n(?) is an even function of b,
7(b) = n(-b)
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yielding

n, = 2 p(a) f: b n(b) db [5.39]

Particular case

If the function #(t) has instantaneous values distributed according to a Gaussian
law, zero mean and variance Z%ms, such that

z,z
alt)= —1 — ¢ 2tm [5.40]
Coms 27
it comes, starting from [5.37}:

2

©fims 27T
or since n('e) is even,
Y
n, = £ rms p(a) [5.42]

2n

If the instantaneous acceleration is itself distributed according to a Gaussian law
O, £me )

eZ
1 PY:
pf)= ———==¢e “'ms [5.43]
Loms V21
L (_”_J_}
p(&h) = 1 o 2\t [5.44]

T Lems £ms
and [LEY 65] [LIN 67] [NEW 75] [PRE 56a] [THR 64] [VAN 75]:

aZ

1l 208, [5.45]

T Lms

ng, = e
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Figure 5.4. Probability density of instantaneous values of a random signal

Since

2 = fG(g) dQ = R(0)

2 = fgz 6@ da = -R"(0) [ R(Z)(O)]

2= EQ“ G(Q) d = R¥(0)

there results {DEE 71] [VAN 751:

———p
Probability
density

+
n, =2n, =—
n

| fgz G@Q) dq ?

f G(Q) dQ

a'2

2
2 Lms

|

n, is the mean number of crossings of the threshold a per unit time.

[5.46]

[5.47]

[5.48]

[5.49]

[5.50]

[5.51]
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n;' is the mean number of crossings of the threshold a with positive slope and per
unit time.

5.2.4. Average frequency
Let us set {PAP 65] [PRE 56b}:
i I:’ o’ G(Q) da P

1
Ng=—| "5 | =Ty
n jOG(Q)dQ n

R?(0) [5.52]
R(0)

Depending on f, n, becomes [BEN 58] [BOL 84] [CRA 63] [FUL 61] [HUS 56]
[LIN 67] [POW 58] [RIC 64] [SJO 61] [SWA 63]:

]
Jrfomal -

n0=2n6=2 o
Lmna

The quantity ng (average or expected frequency) can be regarded as the

frequency at which energy is most concentrated in the spectrum (apparent frequency
of the spectrum).

Band-limited white noise

61

»
>

f, £, f

Figure 5.5. PSD of a band-limited white noise
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If the PSD is defined by

GH=Gy forfi<f=f,
G(f)=0 elsewhere

we have
3 3
5 -ff 12
nf = —=—1_ [5.54]
0
3(6-1)
2 2
’f +fi f, +f
ng S R S S S’ 3 [5.55]
3
Ideal low-pass filter
Iff, =0,
+ f
ng = —? =0.577 fz [556]

Case of a narrow band noise

TN
¢ af »
bgf---------- T

v

Figure 5.6. PSD of a narrow band noise

Let us consider a random vibration of constant PSD G(Q) = G, in the interval
AQ, zero elsewhere. We have [COU 70] [NEW 75]:

P = F(2nf)2 G(Q) dO
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2= f(znf)4 G(Q) dO

2. =G, f 0 dQ = G, 0d AQ [5.57)
2. =Gy f O dQ = Gy of AQ [5.58]
F 3
6(H)
}
|
|
f
fo-t f, fott F

Figure 5.7. PSD of a narrow band noise

Let us set Af =2 5. We have f; = fy —¢ and f, = f; —¢, yielding
1

(fo -8)2 +(f0 —s)(fo + s) +(f0 +s):2 2
3

’ 2
€ 11Af
n$=fo 1+—2=f0 14— — [5'59]
I 12l £,

+
Bg =

and
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Figure 5.8. Ratio of average frequency/central frequency of a narrow band noise

n tends towards f, when Af tends towards zero. For whatever f,, nj is equal
to or higher than f;.

In the case of the response of a linear sfightly damped one-degree-of-freedom
system, na will be thus in general close to the natural frequency f;, of the system.

8.2.5. Threshold level crossing curves

Threshold level crossing curves give, depending on the threshold a, the number
of crossings of this threshold with positive slope. These curves can be plotted:

— either from the time history signal by effective counting of the crossings with
positive slope over a duration T. For a given signal, the result is deterministic,

—or from the power spectral density of the vibration, by supposing that the
distribution of the instantaneous values of the signal follows a Gaussian law to zero
mean. One obtains here the expected value of the number of threshold crossings a
over the duration T [LEA 69] [RIC 64]:

82

s [5.60]

N =nfT=n{Te 2

with nJ6= expected frequency defined in [5.53}:
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© 2
2 _[0 £ G(f) df

n - 2]
’ _[0 G(f) df

The knowledge of G(f) makes it possible to calculate n'(')' and £, then to plot
N; as a function of the threshold value a. In practice, one generally represents a

with respect to N;, the first value of N; being higher or equal to 1. For N} = 1,

ag = ms ,/2 In N§ = £, ,/2 Inng T [5.61]

a, is, on average, the strongest value of the signal observed over a duration T.

Nt = 188

T~ T T Lnail) il s niii

3
E

i
/

™

a7/ &g

TTTr T T T T T T Ty

r /
IEEEANE NI AN AN RN

1) L1 [HT EEEETT el

[}

18° 18' 10% 18 18* 10° 186°
+

N/ W

Figure 5.9. Example of threshold level crossing curve for a Gaussian signal

+

with respect to —=,
+
ms Ny

The curve in Figure 5.9 shows the variations of

plotted starting from the expression:




176 Random vibration
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Figure 5.10. Largest peak, on average, over a given duration

.. a . .
The variations of —— as function of the product ng T are represented in

£ rms
Figure 5.10:
:0 =2 g T
ms

It is observed that it is possible to obtain, in very realistic situations,
3

ms

combinations of ng and T such that the ratio is equal to or higher than 5. For

this, it is necessary that:

ng T>e»?

n§ T>2710°
For T=600s it is necessary that ng > 447 Hz

T = 3600 s ny 2 74.5 Hz

T = 4 hours ng >18.6 Hz
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3 RELELLALLL I N A 0114 e e W 141 e 16°pm
18° -
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10° :\ \\ N 18-2
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- E 3
1e' E > 1 10—+
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E E 1875
£ 8/ lme= 1 3
107 g + —1 10-¢
4 u.’“uluj' e e 2 2.6 1.0 2.8 3.8 4.8 5.0
nf (Ho) A/ ¢me

Figure 5.11. Time necessary to obtain, on  Figure 5.12. Probability of crossing a given
average, a given maximum level, versus the threshold, versus the threshold value
average frequency

Figure 5.11 indicates the duration T necessary to obtain a given ratioag /£ s »

as function of ng.

a,

e /T nET

The probability that the signal crosses the level a with a positive slope and that
a</f<a+Aaisequalto Ny Aa/NE Lrms -
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2 (t)ﬂl

Figure 5.14. Values of the signal in the interval a, a + da, after crossing threshold a with
positive slope

The probability that #(t) is higher than a is equal to:

j“" Nt da [5.62]
NO ms

aZ

P= ! .‘me 2l da

Knowing that the error function can be written:

2

n{ f} \f I i 5691

and that:

2
u

+00
[Zc 2 wu-yon

resulting in, if u = a/erlms ,

( e [5.64]
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This yields, after standardization:

a a
2 ya|1-Brf — 22— [5.65
P(u>€m) [1 E [l’m.s ﬁﬂ ]

Figure 5.12 shows the variations of P(u > a/¢ ) for a/¢,,, ranging between
OandS5.

w

:

Example of RICE'S curve | _

400 C T T T | X

H ]

3689
—~ 200
N& Lee —ﬁ
S 3
° ]
° 3
L2 _iee =
r 3
[ 3
& -208 —
'E ~300 —E
~4080 1 1 | I ] lji i 1 i L it l L '-:
18° 10’ 10 2
Number of threshold level crossings
Figure 5.15. Example of threshold level crossing curve
Example

Let us consider a random acceleration defined over a duration T =1 hr by its
PSD G(f):

G(f) = G, = 0.1 m’s™/Hz from 10 Hz to 50 Hz
G(f) = G, = 0.2 m’s™/Hz from 50 Hz to 100 Hz

G(f)=0 elsewhere

%26 = (50 +10) 0.1+(100 - 50) 0.2= 14 (m/s*)




180 Random vibration

%ems = 3.74 m/s®
From [5.53]:
3 3 3 3

2 0 -10°) + 0.2 (100° - 50

n _01(0 )fz ( ) 42
3 %20
ngy = 66.8 Hz
and [5.60]:
al az

N =6683600e 214 =2410°¢ 28

20

{

S RERIREALL S RLLL IR RALLLL ISR L SRR AL |
18

- £ =
g 161~ =
B E 3
- ";:_‘ =
» r 3
.§° 12 -
[ r E
- 18k =
o~ E E
2 sE- 3
~ Sk E
n g 9
o 4F —
£ 3

2
, ll il IllIIII 1 lllll.lll L llJlIllI i i IIIHJ '] IIIIIIJ 1
s10° 187 1a® 183 104 18° 3

Figure 5.16. Example of curve threshold level crossings

The threshold which is only exceeded once on average over the duration T has
an amplitude

ag = 3.74,2 In 66.8 3600 = 18.62 m/s>

These threshold level crossings curves were used to compare the severity of
several random vibrations [KAZ 70], to evaluate their damage potential or to reduce
the test duration. This method can be justified if the treated signal is the stress
applied to a part of a structure, with just one reserve, which is the non immediate
relation between the number of peaks and the number of threshold level crossings; it
is not, on the other hand, usable starting from the input signal of acceleration. The
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threshold crossings curve of the excitation X(t) is not representative of the damage
undergone by a part which responds at its natural frequency with its Q factor. In
random mode, one cannot directly associate a peak of the excitation with a peak of
the response.

NOTES.
1. All the relations of the preceding paragraphs can be applied either to the
vibration input on the specimen, or to the response of the specimen.

2. ONERA proposed, in 1961 [COU 66], a method of calculation of the PSD
G(f) of a stationary and Gaussian random signal starting from the average number
of zero level crossings, its derivative and the rms value of the signal. The process
can be extended to non Gaussian processes.

5.3. Moments
Many important statistical properties of the signal considered (excitation or

response) can be obtained directly from the power spectral density G(€2) and in
particular the moments [VAN 79].

Definition

Given a random signal Xt), the moment of order n (close to the origin) is the
quantity:

n/2 n/2
a2yt 1 a2yt
W e Y| S L) PR
a«? | Tow2T 7T @t

(if the derivative exists). The moment of order zero is none other than the square of
the rms value £ ,.:

.1 pT 200
Mo = Bl 0] tim - [12() ot = 20) - e,
M, = R(0) = I; G(Q) d = I:G(f) df

The moment of order two is equal to:

M, = (%T - im — [ (ﬂf at= 20 [5.67)

dt T»o 2T ~° \dt
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However, by definition,
R(7) = E[f(t) At + ‘t)]

R(7) = _[: G(Q) cos Ot dQ [5.68]
If we set:
S(<) = E[«(t) d(t+ )] [5.69]
s = [” 2* 6() cosax dQ=-—d2dI:§T) (5.70]
(if R exists). We have, for t = 0,
S(z) = I: 0’ G(Q) 4 [5.71)
In the same way, if:
T(x) = [&t) Wt + )] [5.72]
T(x) = dZRET) - j: o' (@) cosQr dr [5.73]
it becomes, for T : 0,
T(0) = I: o' 6(Q) @ 5.74]
yielding [KOW 69]:
M, = -R(0)= f 02 G(Q)dQ = (2n) f £2 G(£) df = £, 5.75]

M, = -R¥(0)= f o* g(Q)da = (2n)* f £4G(f)df = %, [576]

More generally, the n moment can be defined as [CHA 72] [CHA 85] [DEE 71]
[PAR 64] [SHE 83] [SWA 63] [VAN 72] [VAN 75] [VAN 79]:
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M, = f: Q" G(Q) da =R (o)

5.77]
or
M, = (2n)" f: £ G(f) df
(n integer) where
R (g) = ()" j: o™ 6(Q) do [5.78]

M, are the moments of the PSD G() with respect to the vertical axis f = 0.

Application

One deduces from the preceding relations [CRA 68] [CHA 72] [LEY 65]
[PAP 65] [SHE 83]:

1
ng = L [&"—]2 (5.79]
2n \ M,
=
0} = n e 2Mo [5.80]
NOTES.

Some authors [CHA 85] [FUL 61] [KOW 69] [VAN 79] [WIR 73] {WIR 83]
define M, by:

M, = f: £" G(f) df (5.81]
which leads to {BEN 58] [CHA 85]:
nt=| M2 [5.82]
M,

(sometimes noted Q,) [VAN 79].
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5.4. Average frequency of PSD defined by straight line segments

5.4.1. Linear-linear scales

+ 1 MZ
ng =-— =
27[ Mo
with
2
M0=jf G(f) df
1
where
G(fy=af+b
ae 2-Gy _HG -G,
f, -1f -4
a2 2
M, =[;(f2 -2} +b (g, —fl)} [5:83]

f.
M, = (2z) j'fl £ G(f) af
1

M, = (2n)? E (g - 5¢)+ 3 (6 - ff)} [5.84]

».
>

f

Figure 5.17. PSD defired by a straight line segment on linear axes
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This yields, after having replaced a and b by their value according to fj, f,, G,
and G, [BEN 62],

4 4
(, _Gl)fz —f (56, “fle)(fg _f13)

P 3 [5.85]

‘Lz”“l(fzz - f12) +(6:6, -G (- )

Particular cases
2 G- fff £}

2 _ _ [5.86]
" "5lg-1) 3

If f; = 0 and if G = G, until f,, there resuits:

2
2 f
ny =2 [5.87)
3
ie.:
ng = 0.577 f, [5.88]

€
If the PSD is a narrow band noise centered around f,,, we can set f; = f; — — and
2
2
f; = fy + — [BEN 62], yielding:
2

2
2 €
ny =fy+— [5.89]

12
ife >0,

+
ny '—)fo
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5.4.2. Linear-logarithmic scales

In this case, the PSD is represented by:
mMG=af+b [5.90]

£ 1 £
M, = f e f*P df=—(e“+*’)’ [5.91]
0 fl a fl

f,
M, = (27)? ff’ £2 2P gf
1

After integration by parts, it becomes, if a # 0,
af+b

€
M, = (2r)? (a2 2 _2af+ 2) [5.92}

3
a

yielding

32 eafz*’b(a2 f22 -2af, +2) -eaf‘J’b(a2 f,2 -2af; +2)
Bo = 2 (eaf2+b_eaf,+b)

[5.93]

the constants a and b being calculated starting from the co-ordinates of the points f,
Gy, f, and G,.

Particular case
Gz = Gl’
(a=0)
G
My=2n— (5 -£) [5.94]
3
M, =G (f, ) [5.95]
and

2 B-f  ffefif e+t

_ [5.96]
" T3, -6 3
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5.4.3. Logarithmic-linear scales

G(f)=alnf+b [5.97]

M, = "fi (aln f+b)df

My =a(fin f)% (5 -1) (b-2) [5.98]

M, = (2r)? Iff £2(aln f+b) df
M, =2 )2 i a(lnf --1—]+b ——tf- a(lnf —-1-)+b [5.99]
2= 273 3L 3 '
f;[a[lnfz—l)+b}—-fl3[a(lnfl—l]+b}
2 3 3 [5.100]

N T G, -finf)+ (6 -f)0b-a)

Particular case
Gl = GZ = Go =constant
In this case, a = 0 and b = G, yielding:

M, = (2)? 931 (8-%)

M, =G (£ - 1,)

and

3 2 2
2 B-f FHfifh+h s 101
n? = - [5.101]
3(f, - ) 3
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5.4.4. Logarithmic-logarithmic scales

b
G =G, |+ 5.102]
fi
. In G,/G,
the constant b being such that b = ——=~—,
In f, /f;
fb G, 1 f.
fl
My= |’ G, —] df = = —(£**1)
f f,) fy b+l f

(ifb=-1)

b+3 f,

f G |f
M, = (2n)? I £2 G(f) df = (2n)? —-;- —J
f iy \b+3;

(if b = -3). It yields:

b+3 b+3
s2_ bl 57 - [5.103]
t =
b+3 f2b+1—f1b+1
Ifb=-1:
f
fi
and
2 f2
M, = (2n)? G, f; >—
2 2
2 fy —f
ngy =—2—1 [5.104]
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Ifb=-

" G,tf[l 1J

0T T2 2

2\ &

2. 3. b

M2=(27t) Gl fl In =

f

2 2Int,/f
ng =21 £} —5% [5.105]

2 T

NOTE.
If the PSD is made up of n straight line segments, the average frequency nz is

obtained from:
i M 2;

> i:l [5.106]1
(27t) ZMOi

=1

2 1
ng =

5.5. Fourth moment of PSD defined by straight line segments

The interest of this parameter lies in its participation, with M, and M, already
studied, in the calculation of n, and .

5.5.1. Linear-linear scales
By definition,
M, = (2n)* I:f4 G(f) df -
G(f)=af+b

yielding:



190 Random vibration

M, = (2n)* E(f{’ 1)+ E(fzs - ff)_

G, -G £,G, -f;G
27 = 2ol
-4 f, -1

where a =

Particular cases

1. Gy = G, = Gy =constant, i.e. 2= 0 and b = G:
Go (55
M, = (21)* [—5-(f2 —f; )}
2. fl =0

a b
M, = (2r)* {— £+ — fj]
6 5
3. f; = 0 and G, =constant

G
M, =(2r)* 25
5

5.5.2. Linear-logarithmic scales

G(f) = eaf+b

lnGz/Gl
= ——
f,-f

fZ_fl

1. 1
M, = (2n)* _‘; * £ G(f) df =(2n)* ff’ 4 2 TP ¢
1 1

After several integrations by parts, we obtain, if a = 0,

[5.107]

[5.108]

[5.109]

{5.110]

[5.111]
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2m)* 48 12f2 24f 24
(2m) eafz+b{f;_ 2 125 24 2

4= +
a a 32 33 34
2
4 12fF 24f 24
_eaﬂ+b fl4 _T1 + 21 _ 31 e [5.112]
a a a a

Particular cases

1. G; = G = Gy =constant. Then, a=0and b=In G,

£ ~f
M4-(2n)2 G, 274 [5.113]
2.f,=0anda=0
(27) b( 4 12 , 24 24) 24
o= afebf s 23 - ;__3_ At __;eb (5.114)
a a a a a
and, if G, = G, = G,
fS
M, = (2n)* G, 2 [5.115]
5

5.8.3. Logarithmic-linear scales

G=alhf+b

M, = (2n)* I: 4 (aln f+b) df
]

S S
M, = (2n)* {—fl{a [In f, -1J+ bjl—il:a [m f, _l}, b]} [5.116]
5 5 5 5

G -Gy, _Galnfi -Gl
In f,/f; Infy~Inf,

where

a=
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Particular cases
G) =G, =Gy = constant, i.e.a=0and b= G:

M, =(2m)* 2 (£ -%) [5.117]
5

If f, = 0:

4 G
M, =(2n)* 2 £
5
5.5.4. Logarithmic-logarithmic scales

\b
fI
fi.

yielding, if b = -5

b+S b+S

G, f -1,

M4 _(2 )4 _bl_ 2 1

fl b+5

or
(2n)" s s
My=——1G, f2 -G f, [5.118]
b+3 ( l)
Ifb=-5

f 5.119
M,=(n)*f G, in 2 [3.119]
f

1

Particular case

If G, = G, =Gy = constant and if b # -5



Properties of random vibration in the time domain 193

2n)*
M4=( ) Go (£ - £) [5.120]
b+5

NOTE.
If the PSD is made up of n horizontal segments, the value of M, is obtained by

calculating the sum:

n
My=2M, [5.121]
i=1

5.6. Generalization; moment of order n

In a more general way, the moment M, is given, depending on the case, by the
following relations.

5.6.1. Linear-linear scales

The order n being positive or zero,

M, = (20)" I-_E__(fznﬂ _ fln+2) + (f2n+1 _ f]n+l):] [5.122]

Ln+2 n+l

5.6.2. Linear-logarithmic scales

aofg B 20D o ]
Mn=(2ﬂ)n{e : ‘:fz ":fzn + ) 1) -'-~+;n—:

r

n ., nn-1) __ n!
_eafl+bLfln —_fln 1, ( . )fln 2_m+__n_:l} {5.123]
a a a

5.6.3. Logarithmic-linear scales

fn+1 1 fn+l 1
M, = (2m)" 12 Hm f, - }+ b]— il In f; - +blp [5.124]
n+1 n+1 ] n+1L n+l

(n20)
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5.6.4. Logarithmic-logarithmic scales

Ifb=—(n+1)
e = (2" G, £ _ g, £ - o 9;— gl g, ghrnl 5125
b+n+1 fi b+n+1
fb=—n+1):
M, = (2n)" £ G, In 3 [5.126]

f



Chapter 6

Probability distribution of maxima
of random vibration

6.1. Probability density of maxima

It can be useful, in particular for calculations of damage by fatigue, to know a
vibration’s average number of peaks per unit time, occurring between two close
levels a and a + da as well as the average total number of peaks per unit time.

NOTE.
One is interested here in the maxima of the curve which can be positive or
negative (Figure 6.1).

3
2w
Positive maximum

hl

A —

ﬂ‘}

Negative maximum

Figure 6.1. Positive and negative peaks of a random signal
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For a fatigue dnalysis, it would of course be necessary to also count the minima.
One can acknowledge that the average number of minima per unmit time of a
Gaussian randomi signal is equal to the average number the maxima per unit time,
the distributions df the minima and maxima being symmetrical [CAR 68].

A maximum oiccurs when the velocity (derivative of the signal) cancels out with
negative acceleration (second derivative of signal).

This remark léads one to think that the joint probability density between the
processes £(t), £t) and ¥t) can be used to describe the maxima of #(t). This
supposes that #(t)! is derivable twice.

S.0. Rice [RIC 39] [RIC 44] showed that, if p(a, b, c) is the probability density

so that £(t), #(t) and #(t) respectively lie between a and a+da, b and b+db, ¢
and ¢ + dc, a maximum being defined by a zero derivative and a negative curvature,

the average number the maxima located between levels a and a + da in the time
interval t, t + dt (window a, a + da, t, t + dt) is:
- {0
v, = ~dt da j‘ ¢ p(a,0,c) dc [6.1]
-0

where, for a Gauskian signal as well as for its first and second derivatives [CRA 67]
[KOW 63]:

2 2
a” + ¢ +2 ac
p(a, 0, c) - (21';)—3/2 lMl—l/Z ex{_ Lt} K33 M3 -l [6.2]

2 M|
with
2 v
$tins ) 20 = Lims
Mi=) 0 Fme 0 [63]
l_ £]rms 0 Zrms
Let us recall tHat:

Z%ms = R(G) =My
Hms = —ﬁ(0)= M,
i2 = kW)= M,

The determinant |M| is written:
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M) = g (g T = )= g 2 P20 [1-12) (6.4

M| = My M, M, (1—r2) (6.5]
if

o 23,,“5 _ M R(0) [6.6]

Lems Zrms - \/Mo M, ) \/i(O) R(4)(0)

R is an important parameter named irregularity factor. |M| is always positive.
The cofactors y;; are equal, respectively to:

W11 = oms Oims = M3 My 6.7
U33 = Loms £2ns = Mg My [6.9]
yielding
0 c (21:)'3/2
v, = —da dt I_w

\[MO M, M, (1—r2)

f6.10]

] M, M, a%>+ M, M, c2+2M§ac1
exp — > dc
2M0M2M4(1-r) ]

2
a

da dt (2m)™Y2 o 2M, (1-7)

a=—JMO M, M, (1-1)

p
J‘O 1 |2 2M2ac]

c exp — de
o

V,
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2
a

da dt (2n)™? e_z M, (1-r*)

= ~‘/M0 M, M, (1-12)
_“0 c exp —————1—~—— (c+—h—d—2-a]2 —(-L&a}a dc
< 2 M, (1—r2) M, M,

_ da dt (2m) %2 e_ 2 M, (1-r?) o2 Mo (1-1%)
: JMO M, My {1-1)

v,

\%

0 M, _ _Mza 0 _
<j“”[HMOaJ i P M, (1-1) dc M, Lexp 2 M, (1-7%)

Let us set v = — 0 and w = v . It becomes:
21M4i1—r)

2

a
da dt (27)~¥? B PeaM, 0-1")  _
( ) 62M° M4(1—r2)‘.‘ar/ (")evdv

" =_JM0 M, M, (1-7)

_ﬁ.i J‘Mz a/ M, VzM‘(l-—rz) M (l_rZ) e--w2 dw
My Ve

After integration/[BEN 58] [RIC 64],

a'2

-1 ———

2 da dt —

Vaz(n) ‘ JM0M2M4(1—r2)e 2M, (1)
M, M,
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2

¥y2 -
= M ar
+, T 2 € 2M, 1+ E _—T [6.11]
2 M, 2 M, (1-1?)
ie.
vy =1, q(2) da dt [6.12]
where
1 [M,]
ny=— |—2% [6.13]
2% M2
(average number of maxima per second). n;can be also written:
(4)
s | RO [6.14]
P (2)
2§ RY¥(0)
NOTE.

v, can be written in the form [RIC 64]:

“R@(0) _{ a? arR?(0) H
v, = expl - a| 1+ Brf - — 2
2 R(0) YR (0) R(0) 2 R(0) V2 kK R(0)

@, .\
J2kR(0) (R (0) a) [6.15]

THRP0 T 2k RO)

where

k = R(0) R“(0) -[R(Z)(O)]2 [6.16]

The probability density of maxima per unit time of a Gaussian signal whose
amplitude lies between a and a + da is thus [BRO 63] [CAR 56} [LEL 73] [LIN 72]:
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q(a) = —— fi-2 ”z( ), ar [6.17]

1+Er
rmsw/_ 2fzrms st;bil—rzi

e

2
where Erf(x)=~;: j‘:e dr (Appendix A4.1). The probability so that a
g

maximum taken randomly is, per unit time, contained in the interval a, a+da is

q(a)da dfweset u = , it becomes:

a da
) T— [6.18]

yielding [BER 77} [CHA 85] [COU 70] [KOW 63] [LEL 73] [LIN 67] [RAV 70]
[SCH 63]:

ms

= q(a) da = q(u) du = {e

_ u? 2f ]

S v
1+r 1-r? r ru
qu)= ——-ce 4i-r') 2|14 Etf] ——— [6.19]

) 2 L 2(,_,2)

i

The statistical distribution of the minima follows the same law. The probabilty
density q(u) is thus the weighted sum of a Gaussian law and Rayleigh’s law, with
coefficients function of parameter r. This expression can be written in various more
or less practical forms according to its application. Since:

]: e dl=Vr =2 I;‘ e di+2 J: e

where
2 42
Erf(x) =1+— Iw e dr [6.20]
J; X
it becomes:
— Uz uZ
1er" 1-r? - 1 w0 g2
Q(U)‘—‘——-e a r)+rue 2 1———_[ ru €N dA] [6.21)
I J;
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t
Setting A = -J—_in this relation, we obtain [BEN 61b] {BEN 64] [HIL 70]
2

[HUS 56] [PER 74]:

w/l—r2 -

2 2
u t

ot - 1 -
q(u) = e el ')+rue 21— Iooru e 2dt| [6.22]
var R

One also finds the equivalent expression [BAR 78] [CAR 56] [CLO 73]
{CRA 68] [DAV 64] [KAC 761 [KOW 69] [KRE 83] [UDW 73]:

u

1= "3r) ) 6.23
q(u) = e +rue 2a(v) [6.23]

where

and

2 ¥l ]
gl -
\/—2 “Sle Wi-rt Tu
qu)=Vi-r“ e + 2<I>(v)
V2r \1-r
2 Vz |
a0 =
-—le 2
q(u)=Vyl1-1* ¢ 2 J2_+vd3(v) [6.24]
n

or
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q(u) =¥l -\r_z— e— ?[dd)(v)
dv

+V (HV):I

ay=vi o 2 dva] (6:25]
dv

Particular cases

1. Let us suppose that the parameter r is equal to 1, q(u)then becomes, starting
from [6.19], knowirng that Erf(w) = 1,

u

qu)=ue 2 [6.26]
which is the probaﬁ-ility density of Rayleigh’s law of standard deviation equal to 1.
Since u = and:
ms
a da
q(a) da = q(u) du = l{ J — [6.27]
ms grms
it becomes
aZ
q@ =39 . 2 2o [6.28]
frms  lims
2.Ifr=0,
v
2 [6.29]

1
q(u) = J? e
T

(probability density of a normal ie Gaussian law). There exists in this (theoretical)
case an infinite numiber of local maxima between two zero crossings with positive
slope.

We will reconsiider these particular cases.



Probability distribution of maxima 203

6.2. Expected number of maxima per unit time

It was seen that the average number of maxima per second (frequency of
maxima) can be written {6.13]:

1 M,
n,=— |—

2n Y M,

Taking into account the preceding definitions, the expected maxima frequency is
also equal to [CRA 67] [HUS 56] [LIN 67] [PAP 65] [PRE 56a] [RIC 64] [SIO 61]:

L1 /_ RUO) 1
"o RO0) 27 2y [6.301

et e anl J:” £4 G(f) df |2

[6.31]

+
n =— =
P o [T ? gy a0 j:w £2 G(f) df

In the case of a narrow band noise such as that of Figure 5.6, we have:
. n
np = fms _ 1 [Go®oAfk [6.32]
2n s 27 VG 0p AQ

Do
np =— [6.33]
2n
n; is thus approximately equal to n:)': there is approximately 1 peak per zero

crossing; the signal resembles a sinusoid with modulated amplitude.

i.e.

NOTE.
Using the definition of expression [5.81], n; would be written [BEN 58]
[CHA 85]:

oo [Ma
PT M,
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Starting from the number of maxima v, lying between a and a + da in the time
interval t, t + dt, one can calculate, by integration between t, and t, for time, and
between — o and + o for the levels, the average total number of maxima between t;
and t,:

2

v, -———\/_~—— q(a) da dt [6.34]

Per second,
1 [M; f+o NT
n;=—— —i_[ q@)da |=—%
2ny\M, ™ dt )
+ 1 M4
n, =— |~
2n \ M,

and, between t; and ¢t,,

1 M_4 t,
Nb=— =2 )7
2n JMZ J.tl

~

o1 My +
Np=— evn (t2-t;)=n} {t, - 1) [6.35]
2

Application to the case of a noise with constant PSD between two frequencies

Let us considet a vibratory signal ¢(t) whose PSD is constant and equal to G
between two frequencies f, and f, (and zero elsewhere) [COU 70]. We have:

M, = (2n)* 2 (8-

M, = (21" 22 - ° (6 -5)
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This yields
1
S S
ot = 3 fi ‘fl3 2 [6.36]
56 —f,
Iff, -0,
. 3
nt > J; £, =0.775 f, [6.37]

Af Af .
If f; = f; —— and £, = f; + — (narrow band noise Af smail).
2 2

Aty (ae)
55 +10 fg (—T +(— !

n+2=3 L2/ 2)
s 5 AfT
3f0+"“
2/
2 4
Af 1] Af
142 — | +—| —
+2-—f2 2f0 5 2f0 [6.38]
p ~ 0 2
1} Af
I+—{—
3021,
If Af = 0,
n;—)fo

. o n, Af
Figure 6.2 shows the variations of — versus —.

f, f
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SREREARELALE LS LR AL RN LA LA )
4.0 3
3.5E =
¢ 3.8 3
~ E 3
& a.sf 3
3 3
2.0F //
1.3F v =
I..- TR NETN] 1 INTRTTNBEETNETE
° 2 4 6 8 18
Af/fg

Fligure 6.2. Average number of maxima per second of a
narrow band noise versus its width

6.3. Average time interval between two successive maxima

This average time is calculated directly starting from n; [COU 701

1
T =7 [6.39]
Op
In the case of 4 narrow band noise, centered on frequency fj:
1
r T
1 [ Af 2
1+—-|—
L 3126 (6.40]

m 2 4
fo Af | 1| af
1+2)— | +—|—

1
Tm —> — Wwhen Af - 0.
fo
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Figure 6.3. Average time interval between two successive maxima of a
narrow band noise versus its width

6.4. Average correlation between two successive maxima

This correlation coefficient [p(‘cm )] is obtained by replacing t by t,,, in equation
[2.70) previously established [COU 70]. If we set:

Af
21,
it becomes:
/2 12 1/2
4 2 2
i l'1+262+6? l+%~ 1+—?-,—
= co sin| ———=—— [6.41]
p 27:6 62 2 64 my 2 64
1+ — 1+25°+ 1+26+—
L 3 5 5

Figure 6.4 shows the variations of )p[ versus d.

The correlation coefficient does not exceed 0.2 when 3 is greater than 0.4.

We can thus consider the amplitudes of two successive maxima of a wide-band
process as independent random variables [COU 70].
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l"a LR L R L LT LR N AL LA L™
8.9 =
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8.6 _1
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E E
8.3 | 3
8.2 [ / =
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]

Figuare 6.4. Average correlation between two successive maxima of a
narrow band noise versus its bandwidth
6.5. Properties of the irregularity factor
6.5.1. Variation interval
The irregularity factor:
ro_ My _ bms - R®()
WMoMy Lo Zms RO)R®(0)

can vary in the interval [0, 1]. We have indeed [PRE 56b}:

M, LQZ G(Q) do

My M, i ‘[ I:G(Q) a0 j:g“ G(Q) dQ

According to Schwarz’s inequality,

[6.42]

r=

I: Q* G(Q) da < \[ I: G(Q) dQ J I: ot 6(Q) da
i.e.

M, < /M, M, [6.43]

Since M, =0, it becomes:
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M,

—2 <]
TATH < [6.44]

Another definition

0<

The irregularity factor r can also be defined like the ratio of the average number
of zero crossings per unit time with positive slope to the average number of positive
and negative maxima (or minima) per unit time. Indeed,

M 1 M M, n; n
P S /—%zn —2=2-L [6.45)
JMgM, 27n\VM, M, n, 2n,

Example

Let us consider the sample of acceleration signal as a function of time
represented in Figure 6.5 (with few peaks to facilitate calculations).

it

K=
hA

Figure 6.5. Example of peaks of a random signal

The number of maxima in the considered time interval At is equal to 8, the
number of zero-crossing with positive slope to 4 yielding:

The parameter r is a measure of the width of the noise:

—~for a broad band process, the number of maxima is much higher than the
number of zeros. This case corresponds to the limiting case where r=0. The
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maxima occur above or below the zero line with an equal probability [CAR 68]. We
saw that the probability density of the peaks then tends towards that of a Gaussian
law [6.291:

2
u

q(u) = —‘l—: 8_7

x

— when the number of passages through zero is equal to the number of peaks, r is
equal to 1 and the signal appears as a sinusoidal wave, of about constant frequency
and slowly modulated amplitude passing successively through a zero, one peak
(positive or negative), a zero, and so on. We are dealing with what is called a
narrow band signal, obtained in response to a narrow rectangular filter or in
response of a one-degree-of-freedom system of rather high Q factor (higher than 10
for example).

1203

Figure 6.6. Narrow band signal

All the maxima are positive and the minima negative. For this value of r, q(u)
tends towards Rayleigh’s law [6.26}:

2
u

qu)=ue 2

The value of the parameter r depends on the PSD of the noise via n;, and n, (or

the moments Mg, M, and M,). Figure 6.7 shows the variations of q(u) for r
varying from 0 to 1 per step Ar = 0.15.
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Figure 6.7. Probability density function of peaks for various values of t

Example

The probability that ug < u < uy + Au is defined by:
n A

_u_ Iu°+ : q(u) du

nR Uo

where np is the total number of occurrences.
For example, the probability that a peak exceeds the rms value is approximately

60.65%. the probability of exceeding 3 times the rms value is only approximately
1.11% [CLY 64].

NOTES.
1. Some authors prefer to use the parameter k = 1fr [SCH 63] instead of 1.
Others, more numerous, prefer the quantity [CAR 56] [KRE 83]:

N ) [6.46]

(sometimes noted €) whose properties are similar:

— since t varies between (0 and 1, q lies between 0 and 1,
—q is close to 0 for a band narrow process and close to 1 for a wide-band
process,
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—q = 0 for a pure sinusoid with random phase [UDW 73].

One should not confuse this parameter q with the quantity

_ r.m.s. value of the slope of the envelope of the process

, often noted using the
r.m.s. value of the slope of the process

same letter; this spectral parameter also varies between 0 and 1 (according to the
Schwartz inequality) and is function of the form of the PSD [VAN 70] [VAN 72]
[VAN 75] VAN 79]. It is shown that it is equal to the ratio of the rms value of the
envelope of the signal to that of the slope of the signal itself. To avoid any confusion,
it will heregfter be noted qg (Volume 5).

2. The parameter 1 depends on the form of the PSD and there is only one
probability density of maxima for a given r. But PSD of different forms can have the
samer.

3. A measuring instrument for the parameter r ("R meter") has been developed
by the Briiel and Kjaer Company{CAR 68].

6.5.2. Calculation of irregularity factor for band-limited white noise

The following definition can be used:

2 My
M, M,
Mo =G{t,-1f) [6.47]
9 3 03
M, =(25) j;f Gfldf=(2n) G b h [6.48]
1
4 (f, 4 4 f25 - fls
M, =(21) J; Gftdft=(2n) G [6.49]
, 5
yielding
_gY
222 (5-%) [6.501

9 (£ -1) (fzs _fls)
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£
ie,ifh=-%,
fi

, s (w- 1)2 [6.51]

r°=-—

"9 (h-1) (h5—1)

2 2
r2=i (h +h+1)

9h*+n’+h?+h+1

AL RI AR LR LA RN R RN RIRR IR
LA R LR LR RERE LAY

YN ITENERNENARRETI RARTENNER:

Eobobiobiobobiba bbb
.0 8.2 6.4 9.6 8.8 1.0

h

Figure 6.8. Irregularity factor of band-limited white noise with respect to h

J5

Iff >fi,h—>landr >1.1ff;, > o, h >oandr > —.
3

When the bandwidth tends towards the infinite, the parameter r tends towards

V5

3" 0.7454 . This is also true if f; — 0 whatever value f, [PRE 56b}.

The limiting case r = 0 can be obtained only if the number of peaks between two
zero-crossings is very large, infinite at the limit. That is for example the case for a
composite signal made up of the sum of a harmonic process of low frequency f, and
of a band-limited process at very high frequency and of low amplitude compared
with the harmonic movement.
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L.P. Pook [POO 76] uses as an analogy the rectangular filter — a one-degree-of-

f
freedom mechanical filter in which Af = -~ =2 € £, to demonstrate, by considering

that the band-limited PSD is the response of the system (fj, Q) to a white noise, that:

2
2 _4p Bt
9 5+10§2 +§4
g2
1+
r= 3 - (6.52]
;A1+22’;2+§—
5
1'3. LD AR RELAE LEEN RARI AR ARAN A T
E TN 3
6.95 F \ 3
o.90 P, 3
W .85 d
T N E
©.80 [ N -
2 N3
6.735 - ~
._7’ : INERTRINEENINVANERISN NIRRTV lll:
e.0 e.2 .4 8.6 6.8 1.0

§

Figure 6.9. Irregularity factor of band-limited white noise versus damping factor

It is noted that r — 1 if £ — 0.

NOTE.
The parameter t of a narrow band noise centered on frequency f,, whose PSD
has a width Af, is written, from the above expressions [COU 70] {RUD 75]:
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11 Af
. 1+~ —

Figure 6.10. PSD of a noise defined by a straight line segment ir logarithmic scales

M
JM M,

The moments are expressed

r=

b+1 b+l
Gy £ —f

==L2Z 1 ifb=x-l
fif b+l [6.54]
£,
M, = f; Gy In-2 if b=-1
fi
M, =(2z) —bG‘— (f§’+3 —f1b+3) if b%-3
£ (b +3) [6.55]

M2=(2n)2f1G11n£fz— if b=-3
1
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G
My = (2r)t ——L— {e0*5 P if b#-5
4 (Tt} flb(b+5)(2 ! )

[6.56]

. f. .

M, =(2n) £ G ?2 if b=-5
1
Case:b#-1,b#-3 b#-5
Letusseth = = Then:
1:1
b+3 2
-1

2_(b+1)(b+3) (h ) [6.57]

(b+ 3)2 (hb+1 _}) (hb+5 _ })

The curves of Figures 6.11 and 6.12 show the variations of r(h) for various
values of b (b <0 and b 2 0).

b<a

1.8 o 1.
- 7 T W L =
8.9 - -25 18 — : -

r s [}
8.8 - — . 3 ]
0.7 3 o 3
3 A INE .98 |~ =
0.6 [ C 3
- 3 ~ .
.5 & -1 3 8. - ]
e 8.5 E -5 = o . ]
0.4 = C g
£ 3 8.80 (- 3
8.3 [ = C E
&2 F = .75 [- 3
0.1 = o 3
o.8 111y .78 1 e 3ol g onod
18° 10’ 10* 183 10° 18’ 18% 18°

£,/4, $,/4,

Figure 6.11. Irregularity factor versus h, for Figure 6.12. Irregularity factor versus h, for
various values of the negative exponent b various values of the positive exponent b

For b < 0, we note (Figure 6.11) that, when b varies from 0 to — 25, the curve,
always issuing from the point r=1 for h =1 goes down to b = -3, then rises; the
curves for b = -2 and b = —4 are thus superimposed, just as those for b = -1 and
b = —5. This behaviour can be highlighted in a more detailed way while plotting, for
given h, the variations of r with respect to b (Figure 6.13) [BRO 63].
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1.8 AL AER LAY LA LLLI AR LA B
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: E
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= 8.4 & 3
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E 3
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E 1686 3
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-18 -6 -2 2 (-1 18

b

Figure 6.13. Irregularity factor versus the exponent b

We observe, moreover, that, for b = 0, the curve r(h) tends, for large h, towards

Js

Iy = —3—- = 0.7454 . All occurs then as if f; were zero (signal filtered by a low-pass
filter).

Case: b=-1

fy
My =1, G, In =
fi

M, =(27)" %l (f22 —flz)

fi G
M, =(2)° ‘—4l(f;‘ - )
yielding

r= W [6.58]
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Case: b= -3

v £6,[1 1
0 2 g £

M, =(27) £ G In 2
fi
+ £ G 2
M, =(2n) " (fzz“fl )
2h Inh [6.59]
-1 |
This curve gives, for given h, the lowest value of r.
Case: b= -5
" £6/[1 1
0= Ay
4 g 1
M, ={27) [ -2
5 f
f.
M,=(2n) G, m2
fi
]h2 - 1| 6
r= = . 0]
JB* =) mn

6.5.4. Study: variations of irregularity factor for two narrow band signals

Let us set Af = £, — f; in the case of a single narrow band noise. The expressions
[6.47], [6.48] and [6.49] can be approximated by supposing that Af being small, the



Probability distribution of maxima 219

fi + 1.
frequencies f,and f, are close to the central frequency of the band fy = 1_ 2 we
2
have then:

M, =~ (27)° G Af £2
and

M, ~(27)" G Af £

Now let us apply the same process to a two narrow bands noise whose central
frequencies and widths are respectively equal to f;, Af; and fj, Af;.

'y
6(f)
bo
afg 6y
af,
L i -
fe f, f

Figure 6.14. Random noise composed of two narrow bands

With the same procedure, the factor r obtained is roughly given by [BRO 63];

, (27)* (afy 2 G +Af; £ 01)2
r° =

(afy Gy + A%, Gy) (27)" (afy £ Go +Af, £ Gy

Af; £ Gy
i N s
Afy £5 Gy

[6.61]
4
Af, G Af £ G
P B N L
Afy Gy ) Afy 5 Gy
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: . e . f] Afl Gl .
Figures 6.15 and 6.16 show the variations of r with — and of Ctis
fo Afy Gy
o : Af; G
observed that if — = 1, r is equal to 1 for whatever .
0 Afy Go
1.1 SR SR B Lt 1.8
1_,5 8,83 188 o 6.9
8.9 ;— 8.1 10 S 8.8
:': E 2 13 .7
T E 3 0.6
. 8.6 & | 3 .
e.s 3 _E 6.3
8.4 J _5 8.4
8.3 EJ.B El.ﬁf.l 0.1 E 6.3
8.2 3_160 G sfg \jj_f 8.2
0.1 : II‘ lllllll‘ IXIHIJ 11 0.1 i I8 Fas i
2 187" 1e® 1@’ 182 187 318"’ 18° 18’ 18°
f,/ 1y G,af, /6,21,

Figure 6.15. Irregularity factor of a two Figure 6.16. Irregularity factor of a two
narrow band noise narrow band noise

These results can be useful to interpret the response of a two-degrees-of-freedom
linear system to a white noise, each of the two peaks of the PSD response being able

to be compared to a rectangle of amplitude equal to Qiz times the PSD of the

7 f
excitation, and of width Af;, = — 2 [BRO 63].
2Q

6.6. Error related to the use of Rayleigh’s law instead of complete probability
density function

This error can be evaluated by plotting, for various values of r, variations of the

ratio [BRO 63]:

q(u)
p,(u)

where q(u) is given by [6.19] and where p (u) is the probability density from
Rayleigh’s law (Figure 6.17):
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pu)=ue

When u becomes large, these curves tend towards a limit equal to r. This result
can be easily shown from the above ratio, which can be written:

z 2
ru

2 2(1—1’2)
qlu) Vi-r" e L P [6.62]
pr(u) \/5; u 2 2(1_r2)

—
—
=

q(u)/Pp (0)
POGOOO@??O,—

I I A

Figure 6.17. Error related to the approximation of the
peak distribution by Rayleigh’s law

It is verified that, when u becomes large, @ — r. One notes in addition from
p,lu)

these curves that:
— this ratio is closer to 1 the largerisr,

—the greatest maxima tend to obey a law close to Rayleigh’s, the difference being
related to the value of r (which characterizes the number of maxima which occur in
altenating between two zero-crossings).



222 Random vibration

6.7. Peak distribution function
6.7.1. General case
From the probability density q(u), one can calculate by integration the

probability that a peak (maximum) randomly selected among all the maxima of a
random process be higher than a given value (per unit time) [CAR 56] [LEY 65}

Qp(u)= _[:0 q(u) d“=l{\/l—u—2]+re_? 1-

‘{ ru ] [6.63]
\/l—rz
where
P(x0)=-—l_-: _[we 2
b9

P(xo) is the probability that the normal random variable x exceeds a given

threshold x;. If u — o, P(xo) —1 and Qp(u) — 0. Figure 6.18 shows the
variations of Qp(u) for r = 0; 0.25;0.5;0.75 and 1.

[

e ® O @ O 8 O O 0 O b
(G kN WA A D ND VD

FS

LA AL LA AL LRRl RRRI AR RERR RN 1

Figure 6.18. Probability that a peak is higher than a given value u

NOTES.
1. The distribution function of the peaks is obtained by calculating 1 - Q, (u)

2. The function Qp(u) can also be written in several forms.
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Knowing that.

L1 e e __H
2 «/EIO ) 2{1 W

there resuits [HEA 56] {[KOW 63]:

uZ
__1_ _ J u .E - ru
Q,,(u)—2 1-E l_———2(1-r2) +2e 2{1+E -—————2(1_r2) [6.64]

or [HEA 56]:
[ o

1 u r ru
Qy(u) = — {Erfg ===t + —¢ 214 Erfl -——=—=t [6.65]
2

2(1—r2) 2 2(1—r2)J

This form is most convenient to use, the error function Erf being able to be

approximated by a series expansion with very high precision (cf Appendix A4.1).
One also sometimes encounters the following expression:

}‘.Z
2 -—
1- 2
Qu=1-120 [* ¢ 2]
Br
2 J'—z' _—;\'i _EZ— 2 —i
r J'u/ Y S J‘ru/Jl-—re 2 g [666)

“/z—n_w X o

3. For large u {HEA 56],

uZ

Qp(u)z re— 2,

yielding the average amplitude of the maximum (or minimum):
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L =r \[3‘. [6.67]

6.7.2. Particular case of narrow band Gaussian process

For a narrow band Gaussian process (r = 1), we saw that [6.28]:

aZ

q(a)zza ezefm
[rms

The probability so that a maximum is greater than a given threshold a is then:

2

a

Qyla) = REYN [6.68]

It is observed that, in this case [5.38],

n; pla)
(a) = ~2-=—
=T o)
yielding
q(a) = —S[—P—%i [6.69]

p(0)

These two last relationships suppose that the functions #(t) and #(t) are
independent. If this is not the case, in particular if p(#)is not Gaussian, J.S. Bendat

[BEN 64] notes that these relationships nonetheless give acceptable results in the
majority of practical cases.

NOTE.
The relationship [6.28] can also be established as follows [CRA 63] [FUL 61]
[POW 58]. We showed that the number of threshold level crossings with positive

slope, per unit time, n; is, for a Gaussian stationary noise [5.47]:

32

2

ms

n, =ng e

where
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The average number of maxima per unit time between two neighbouring levels a
and a + da must be equal, for a narrow band process, to:

+
+ + _ dna d
Ny —MNayda =~ a
da

yielding, by definition of q(a),

+

dn
n; qla)da=-—2da
da

The signal being assumed narrow band, n; = ng. This yields

and

It is shown that the calculation of the number of peaks from the number of

threshold crossings using the difference n; - n: +da I8 correct only for one perfectly
narrow band process [LAL 92]. In the general case, this method can lead to errors.

2(D) 2 crossings 420

L. 2 peaks |
between a
"1 and a « da

»

Figure 6.19. Threshold crossings of @ narrow Figure 6.20. Threshold crossings of a wide-
band roise band noise
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Particular case where f; — 0

5
We saw that, for a band-limited noise, r — — when f; —> 0. Figures 6.21 and

6.22 respectively show the variations of the density q(u) and of

NG

Pla <u ém,s)z 1- Qp(u) versus u, for r = —.
3

r=vss3 r=vs/3

.58 Illlll'r[ll Tl'lll!'rl rl‘lll]lll‘llllll

.43
.48
.33
.30

25

qlu)
?OQOOQOOOOC

.28

P(u)=1-0p (u)
e & 84 0o S O O O ¢ O =
I I I )

N

.15
.18

ljlll‘“,“II'Illl]llL‘lll“lll|ll“ll|ll]]
|‘|1]|II'lllllllll||I|Il|||lllll]l|l_

.85

Py llllj_nln_l_[lnh\hg AAJZLLL'HJ'JJM[

-2 -1 e 1 2 3 & -1 a4 1 2 3
u u

lll‘llIIIIlllIllllllIll'\'"lIII"‘1|||I|||T‘T]TL

YTT

» lllllIII]I!'IIIIIIIII[IIILJIIIIIIIIIIIH

Figure 6.21. Peak probability density ofa  Figure 6.22. Peaks distribution function of
band-limited noise with zero initial a band-limited noise with zero initial

Jrequency Jfrequency
6.8. Mean number of maxima greater than given threshold (by unit time)

The mean number of maxima which, per unit time, exceeds a given level
a =u {, is equal to:

M, =n, Q,(u) [6.70]

u ur
If a is large and positive, the functions F{ J 5 ] and F{ J > ] tend towards
l-r 1-r

zero; yielding:
Qy~r e " f2 [6.71]

and
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M, ~ n; re ?2 [6.72]
+
i.e. [RAC 69], since 1 = —~,
n
P
uZ
M, < o 2 el

This expression gives acceptable results for u 22 [PRE 56b]. For u <2, it
results in underestimating the number of maxima. To evaluate this error, we have

1
plotted in Figure 6.23 variations of the ratio exact value of M, :

approximate value

m Q) Qy(w)
——u2/2 -

+
noe r

with respect to u, for various values of r. This ratio is equal to 1 when r = 1 (narrow
band process).

L

SALRJ RLLLN LRLRI RLLLY CLLANLRLEFALEL) LRLD?

N N NN

. . . .

B N &
T[T eyT

™
.
L]

™
-

IIIIIIllll'lllllIl'lllIlllll

Exact value / Approximate value
-
s N

Figure 6.23. Error related to the use of the approximate expression of the average
number of maxima greater than a given threshold

—u2/2

2
This yields Q,(u)~re and M, » n'g e ¥ /2 (same result as for large a).

In these two particular cases, the average number per second of the maxima located
above a threshold a is thus equal to the average number of times per second which
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£(t) crosses the threshold a with a positive slope; this equivalent to saying that there
is only one maximum between two successive threshold crossings (with positive
slope). For a narrow band noise, one thus has:

+

M, =n} Q,(2)

a’ a’
M, = M2, 1 My o, (6.74]
27 | M, 2n { My

NOTE.

32

The expression [5.47] (n} =n§ e 2 Cons ) is an asymptotic expression for large a
- 12

L1 _f Q° G(Q) dO

[PRE 56b]. The average frequency ny = —— 0 —

2m _[0 G(Q) da

of noise intensity and depends only on the form of the PSD. In logarithmic scales,
[5.47] becomes:

is independent

a2

2
rms

Inn} = Inng—

In n} is thus a linear function of a”, the corresponding straight line having a slope
a P g g g P
1

T2

. One often observes this property in practice. Sometimes however, the

curve (ln n:, az} resembles that in Figure 6.24. It is in particular the case for

turbulence phenomena. One then carries out a combination of Gaussian processes
[PRE 56b] when calculating:

k
M(a)= D P, n},(a) [6.75]
i=l

where P; is a coefficient characterizing the contribution brought by the i

component and n;l. is the number of crossings per second for this i component. If it
is supposed that the shape of the atmospheric turbulence spectrum is invariant and

that only the intensity varies, ng is constant. A few components then often suffice to
representing the curve correctly.
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In n;

v

a2

Figure 6.24. Decomposition of the number of threshold crossings
into Gaussian components

One can for example proceed according to the following (arbitrary) steps:
— plot the tangent at the tail of the observed distribution ©;

— plot the straight line @ starting from the point of the straight line 1 which
underestimates the distribution observed by a factor 2, and tangent to the higher
part of the distribution;

— plot straight line @ from @ in the same way.

The sum of these three lines gives a good enough approximation of the initial
curve. The slopes of these lines allow the calculation of the squares of the rms
values of each component. The coefficients P; are obtained from:

al

2t [6.76)

M;(a) =P nje

Sfor each component. Each term M, can be evaluated directly by reading the
ordinate at the beginning of each line (for a = 0), yielding

i (6.77]
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6.9. Mean number of maxima above given threshold between two times

If a is the threshold, and t; and t, the two times, this number is given by
[CRA 67] [PAP 65]:

2

a
1 M 2
Bla)= Ny = () e O [6.78]

6.10. Mean time interval between two successive maxima

Let T be the duration of the sample. The average number of positive maxima
which exceeds the level a in time T is:

M,T=n, Q@) T [6.79]

and the average time between positive peaks above a is:

1 1
T=—= (6.80]
+ .
M, n, Q(a)
For a narrow band noise,
T 1 i 1
a=_ = ; = ¥
Ma np Qp(a) nO Qp(a)
az
onlte M.
ms 2
Ta= ne - =21|;——ie26m5 [681]
My 2
M,
or
a'2
M
Ta =27% i} ez M, [6.82]
M,
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6.11. Mean number of maxima above given level reached by signal excursion
above this threshold

The parameter r = makes it possible to compare the number of zero-

2n,
crossings and the number of peaks of the signal. Another interesting parameter can
be the ratio N, of the mean number, per unit time, of maxima which occur above a
level a;, to the mean number, per unit time, of crossings of the same level a;, with
positive slope [CRA 68].

The mean number, per unit time, of maxima which occur above a level a; is
equal to:

I S
Mao =n, o, qu) du [6.83]
where ujp = Z_ao_ and g(u) is given by [6.19]. The mean number, per unit time, of

ms
crossings of the level a;, with positive slope is [5.47}:

2
A3
n: = ng e 2
This yields
M
a,
Ny =— {6.84]
na

» &,

(6.85]

1
Nmz— Q(uO) (<]
r

Figure 6.25 shows the variations of N versus uy), for various values of r.

It is noted that N, is large for small u, and r: there are several peaks of
amplitude greater than u,, for only one crossing of this u threshold.
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Figure 6.25. Average number of maxima above a given level through excursion
of the signal above this threshold

For large ug, N, decreases quickly and tends towards unity for whatever r. In
this case, there is on average only one peak per level crossing. During a time interval
t; — tg, the average number of maxima which exceed level a is:

M, (t—to) =g (tl—to)Q,( 2

st

] [6.86]

Let us replace the rms value £yns by €y and seek the rms value fpyg, of

another random vibration which has the same number n; of peaks so that, over time
t3 - t2 = t] - to, we have [BEN 61b] [BEN 64]:

= l’l+ (t3 - t2) ({ [687]

M, (ts -tp)=ny (t; - to)Q

It is thus necessary that:
t3-t) Z,msl [6.88]
-1t a

ms,
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If the two vibrations follow each other, applied successively over t; —t, and
ty —t,, the equivalent stationary noise of rms value £, eq applied over:

T=(t, -t} +(t; - t;)

. . -+
which has the same number of maxima n

p exceeding the threshold a as the two

vibrations £y and £y , is such that:

M, T=M, (t; —t) + M, (t, -t,}

a a
Ma T= l’l; (t] _tO)Q +n; (tz —t])Q 7 \] [689]
rms, ms,
and
M, T=n}T 2 1 6.90
aT=n,TQ, 'e——‘—*J [6.90]
ms
eq
This yields
r . I r A
a a
T= = (t1 - o)+ — (t; -11) [6.91]
a a
) Q|
m‘lseq | ] rmseq ]
and
a _ t] —to a t2 -tl a )
Q"[z ]‘ R P A 162
mseq ms, rmsz)

This expression makes it possible to calculate the value of Z,ms:q (for a # 0).
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6.12. Time during which the signal is above a given value

Time ahove threshold a

&
)

Figure 6.26. Time during which signal is above a given value

Let a be the selected threshold; the time during which £(t) is greater than a is a
random variable [RAC 69]. The problem of research of the statistical distribution of
this time is not yet solved.

One can however consider the average value of this time for a stationary random
process. The average time during which one has a < ¢(t) < b is equal to:

eZ
_ 1 Y
T = f'-——' ] ms g 6.93
ab fms JZ_R [ 1
and, if b — oo, the time for which ¢(t) > a is given by:
eZ
T, = f L ¢ 2l gy [6.94]
= Coms {27 .

(£ms = rms value of #(t)). This result is a consequence of the theorem of

ergodicity. It should be noted that this average time does not describe in any way
how time is spent above the selected threshold. For high frequency vibrations, the
response of the structure can have many excursions above the threshold with a
relatively smali average time between two excursions. For low frequency vibrations,
having the same probability density p as for the preceding high frequencies, there
would be fewer excursions above the threshold, but longer, with the excursions
being more spaced.
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Proportion of time during which {(t) > a

Given a process £(t) defined in [0, T] and a threshold a, let us set [CRA 67]:

n(t)=1 if o(t)> a}

nt)=0 elsewhere [6.95]

and

1
Zy(t) = . _[OT n(t) dt=m, [6.96]

the proportion of time during which £(t) > a, the average of Z;, is:

1 {T d
mZ="' m t=m
T o 1 n

mz = P[e(t) > a]

mz=1—¢{ga J [6.97]
ms

where Z%ms = Mjy = R(0) and ¢( ) is the Gaussian law. The variance of Z; is of the

2

a

m

A
form — e

T
_]n_ when T —» .
T T

6.13. Probability that a maximum is positive or negative

These probabilities, respectively g, and Qnax > are obtained directly from the
expression of Qp(u). If we set u = 0, it becomes [CAR 56] [COU 70] [KRE 83]:

+ I+r
qmax = [698]
2
Qmax = l—q;LmIx since, for u equal to — o, Qp(u)=1 [POO 76] [POO 78],
yielding
- l-r
Gmax = —— {6.99]

2
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Opax is the percentage of positive maxima (number of positive maxima divided

by the total number of maxima), qp,, the percentage of negative maxima [CAR 56].

These relations can be used to estimate r by simply counting the number of positive
and negative maxima over a rather long time.

- 1
For a wide-band process, 1 = 0 and Giax = Qmax = e

For a narrow band process, r = 1 and q;ax =1, q:nax =0.

6.14. Probability density of positive maxima

This density has the expression [BAR 78] [COU 70]:

. 2
q (u) =—-q(u) [6.100]
1+r

6.15. Probability that positive maxima is lower than given threshold

Let u be this threshold. This probability is given by [COU 70}:
2
P(u)=1--"—Q,(u) [6.101]
1+r

yielding

ul

P(u)= — s+ 1-e 2|14Ef] ||} [6.102]

1+r JZ(I—I‘Z) 1+rlk /2(1_1.2)

6.16. Average number of positive maxima per unit time
The average number of maxima per unit time is equal to [BAR 78]:
0 40
f f [ ple, 0,%) ae d (6.103]

ie.[6.13]
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+ 1 M4
np = e e
27r M2

(the notation + means that it is a maximum, which is not necessarily positive). The
average number of positive maxima per unit time is written:

Dpso = fw F'Zl p(Z,O,'é)dZ ds

L f_"ﬂ; /ﬂi
Npso —41[( v + Mz) [6.104]

6.17. Average amplitude jump between two successive extrema

Being given a random signal #(t), the total height swept in a time interval
(- T, T)is [RIC 64]:

o

dt

dt

Let dn(t) be the random function which has the value 1 when an extremum

occurs and 0 at all the other times. The number of extrema in (— T, T) is _[TT dn(t).

Figure 6.27. Amplitude jump between two successive extrema

The average height ET between two successive extrema (maximum - minimum)
in (- T, T) is the total distance divided by the number of extrema:
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d/ 1 "‘T
—] dt |

r dt 2T dt
R F dn(t)

If the temporal averages are identical to the ensemble averages, the average
d/
—| dt

height h is:
Eﬂdl_’
dtl _ \at

lim — F dn(t)  Dp

T—w 2T

ds
dt

[6.105]

ET=

1
lim —

l_l; _Tow ZT

J [6.106]

h=

lim
T—w
where ny, is the number of extrema per unit time.

For a Gaussian process, the average height h of the rises or falls is equal to
[KOW 69] [LEL 73] [RIC 65] [SWA 68]:

- +
E(h)=h=\/’2_7fﬁ%ems=\/2—;rem [6.107]
P

_ 2
b= 21:-&3_- / ’;0 /2“ [6.108]
L rms

For a narrow band process, r = | and:

b = £y V210 [6.109]

or

This value constitutes an upper limit when r varies [RIC 64].

NOTE.

Calculation of h can be also carried out starting from the average number of
crossings per second of the threshold [KOW 69]. For a Gaussian signal, this
number is equal to [5.47]:

n, = Ny € 3
a (e 2£%ms

The total rise or fall (per second) is written:
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aZ

R = f n, da—nof 26 da-\/z_nno Lims [6.110]
This yields the average rise or fall [PAR 62]:
b= R 27 ng Lims = /__—anerms [6.111]
n n
P P
Example
Let us consider a stationary random process defined by [RIC 65]:
GQ)=—T _  for Bag < Q< wg
(1 - )‘Do
(0=p<1) \ [6.112]
G(Q)=0 elsewhere
J.R. Rice and F.P. Beer [RIC 65] show that:
P [ s (-8
= 3 [6.113]
tms VA-B)1-P°) 3
For B = 0 (perfect low-pass filter),
b 10
_NUT [6.114]
lems 3
If B — 1 (narrow band process),
h
— > 2n [6.115]
£rms
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Chapter 7

Statistics of extreme values

7.1. Probability density of maxima greater than given value

Let us consider a signal #(t) having a distribution of instantaneous values of
probability density p(£)and distribution function P(¢).

Problt < ¢ peay < £ +d¢]=p(¢) d¢

P(¢) = Problt peay < £]= L ple) ae

Let Ay be a new random variable such that Ay = ‘L’?’,ﬁlpeﬂki' Ay is the largest

peak obtained among the N, peaks of the signal #(t) over a given duration. The
distribution function of Ay is equal to:

P(An < ) = Py(0) =[P(O]" [7.1]
and the probability density function to:
dPy
)= ——
PN( ) 0
pnll) =N, [p(O]N>" ple) [7.2)

If the probability Q that a maximum is higher than a given value is used,



242 Random vibration

Q=1-P
we have
pn () =N, [1-Q(OI""™ p(#) [7.3]

where N 1 —Q(!')]N*"1 is the probability of having (Np —1) peaks less than a
value £ among the N, peaks.

7.2. Return period

The return period T(X) is the number of peaks necessary such that, on average,
there is a peak equal to or higher than X. T(X) is a monotonous increasing function
of X.

1
T(X) = :P_(x_) [7.4]

where P(X) is related to the distribution of £. It becomes:

T(X) [1- P(X)] = T(X) Prob(x > X) =1 [7.5]

7.3. Peak ¢ p expected among Np peaks

¢, is the value exceeded once on average in a sample containing N, peaks. We
have:

Pe,)=1 -;11—— [7.6]
P
and

N, [1-P(2,)|= N, Prob(e>,)

The return period of £, is equal to:

T(Z p) =N, [7.71
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7.4. Logarithmic rise

The logarithmic rise ayy characterizes the increase in the expected maximum £,
in accordance with the Napierian logarithm of the sample size:
1 as,

;}: = W (7.8]

From [7.6], we have

ar(t,)

tp

dNp

ey = p(ep) dé, = le,

P
yielding
N, p(2,) dt, =

and

Np p([p) = M = ON

as,

Le.
oy = Ny plt,) [7.9]
7.5. Average maximum of Np peaks

by = f:f pn(0) de [7.10]

7.6. Variance of maximum

s2 = _t:(x—m) pn(0) de [7.11]
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7.7. Mode (most probable maximum value)

: : . dpy (%)
Let us set £, such that pN(Z M) is maximum. The calculation of =
. ds
gives:
(¢ (¢
(NP_I)B\_M_)_,_p( M)=0 {7.12]
Plen)  plen)
7.8. Maximum value exceeded with risk a
This value, noted £y, is defined by:
pN(eNa) =l-0 [7.13]

o is the probability of recording a maximum value higher than £y among N,
peaks.

7.9. Application to case of centred narrow band normal process
7.9.1. Distribution function of largest peaks over duration T

If it be considered that the maxima are distributed according to a Rayleigh
density law

(
p(¢) = —i— e:Xpt— ;liz-]

Se ZSe

and if it be supposed that the peaks of the narrow band random signal are themselves
randomly distributed (a broad assumption in a strict sense, because such a signal
may have a correlation between consecutive peaks), the probability that an arbitrary
peak £peqp is lower than a given value £ is equal to:

Plpe < )= [ eXp(— fz—z] de

Sy ZSe
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ie.

-3
P(#) = 1-ex -EJ

We obtain, from the above relationships, the distribution function of the largest
peaks

2Sg

2\
Py = 1>(ep<,aki < e): [1 —exp[ : ZH [7.14]

(1 i< NP). Py is the probability that each of the N, peaks is lower than /, if the
peaks are independent [KOW 69]. Figure 7.1 shows this probability for some values
of ng T (equal to Np since, for a narrow band noise, n; = ng), plotted versus

{
u=

Zrms

;i:::slll LECILIS BERR N | I;_Pb-ﬂﬂ—}/w?m/ )/‘—'E
- VAVAVAIA I
S .7 E niTz102/ eV 1o/ 1aVaesd /] [ E
- ot [ 71
S osf L A7 E
3 T Tl
8 .5k ARFENANANEYN E
£ o2f [VENEVEY E
s e 1/ ¥ ] E
= ‘°El <t JI_L/HII.LJ/II /IL.A/IJII| 1115

Figure 7.1. Distribution function of largest peaks of a narrow band noise

Figure 7.2 presents the variations of the function Qy = 1- Py, Qy being the

probability so that the largest peak is higher than a given value U during a length of
time T.
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NOTES.
1. For N, large (i.e., in practice, for sy /£ <0.2 ) [KOW 69], we have

by w o N TRE25) [7.15]
:': E‘ T \"l TN T '2
o:o E [\ | 1;:'5

- 8.7 Erotlagladhdl [ || |17 3
S a6 EL JRRTAIN 10° 3
z 8.3 EnBT 1 1 3
A o4 F | 1} 3
E .3 3 \ ‘ ‘ E
e.2 3 HE
I \ E
9.0 & FETRISTI NI [k el bl \‘\.._

. . . \ . s 8

Figure 7.2. Probability that the largest peak is higher than a given value

2. This relation can be written in the form:

.:;= \/—2 ln{l —eXP[(ln Py )/ Np]}

[7.16]

Figure 7.3 shows the variations of {[s, versus Np, JSor various values of Py.

Probability
8 SRR AL EREID SRR BRI EESU EESD 83 .99999
T
sf Py jjg/ 3":?
s :!/,/‘,//“’;432 19:88001
R ir o
\:e s o /42/ ]
a 7 E
27 :
N /4 :
y ]

8
18° 18' 182 187 10° 18° 10° 107 16°

Figure 7.3. Amplitude of the largest peak against number of peaks,
for a given probability
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7.9.2. Probability that one peak at least exceeds a given threshold

The probability that one peak at least exceeds the threshold £ is equal to:

¢ o

Ple;20)=1-|1-¢ 25 [7.17)

where (1 <ig Np) , yielding the probability so that a maximum £ peak; lies between
£ and ¢+ d¢:

P < £pear, < £+ d0)= Pllpeay > 2)~ Ple pears, 2 £ +d2)

ie.

P(zszmki sz+d£)=—d 1-|1-¢ 25 [7.18]

7.9.3. Probability density of the largest maxima over duration T

The probability density of the largest maxima is thus

N -1
2 13
¢ ¢ I
pn()=N, | 1- exp[— -—2] L exp[— _—2] [7.19]
2 Se Sl 2 Se

2

£
or, while noting v = :
[‘[2_ Se]

N, _-1
pn(v) = N, (1 —e-v) P GVZ e {7.20]

Over time T, the number of maxima higher than u = —-ﬁ— is
ms

v=Qu) N, [7.21]
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wherevissuchthat 0 < v« Np.

pyn(u) du= —{Np [1- Q(u)]}N”_1 dQ

pr(w) du= {N, [Tl di- Qw)]

r , \Np‘}
(w)du=d|1-—
S Gl
pn(u) du= d(e'v) =—¢ ' dv [7.22]

For large u, we can accept that Q(u) can be approximated by [CAR 56}:

2
u

Qlu)~r e 2

(Rayleigh’s law). For large Ny, we have, on average, for a given duration T,

[7.23]

+
Np=in

In addition, we still have v= N, Q(u), yielding, sincer =1,

2
u

+ 7.24
ven, Te [ ]

and

2
u

pn(u) du=d exp| -ny Te 2 [7.25]

From the relationship [7.25], we can express, by integration, this density in the
form:

2 2
- u u
PN(U) = nz, Tuexpy+ —+ nS T ex{————] [7.26]
2 2
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Figure 7.4 shows the variations of pN(u) for various values of ng T between
107 and 10,

N
]
T3

LA R LA S R AR RN SRR R RN RAR SRR REARNLRLE!

187 A 10°

Yoo dovandons

T (u)
llll'llll'lll!lllllll!l

o
o
-~
.
o
~
(=]

Figure 7.4. Probability density of the largest maximum over duration T

Each one of these curves gives the distribution law of the largest maximum over
duration T of n signal samples to be studied (Figure 7.5).

Figure 7.5. Largest peak of a sample of given duration

Figure 7.6 shows this same probability density for ng T=3.6 10* to0 3.610°,

superimposed over the probability density curve of the instantaneous values of the
random signal (Gauss’s law).
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Figure 7.6. Probability densities of peaks and highest maxima

7.9.4. Average of highest peaks

40 o _
ug = .Lou pN(u) du = _Lou e dv

The relation [7.24] makes it possible to express u according to v:

u=2In(n} T) -2 n(v)

On the assumption that ln(ng T) is large compared to In(v), A.G. Davenport
[DAYV 64] deduces the average value of £,:

& e

- ~Ta
ﬂ@:-Le 1-{1-e 2% (7.27]

i.e., after a MacLaurin series development and an integration by parts [KOW 69}
[LON 521

— _E(f)__\/:_’; Np NP(NP_I)
Up = 1 -

Y T 242
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NP (NP _1) (NP _2) _ ._+(_1)Np+l L [7.28]

3145 N,

For large values of Np, M.S. Longuet-Higgins [KRE 83] [LON 52] shows that
one can use the asymptotic expression

g ~ 42 inng T) + —;\/ﬁ [7.29]
0

+

where € is the Euler’s constant equal to 0.577 215 664 90 ... (cf. Appendix A4.3), the
-3/2
difference with the whole expression being about (In Np) / [UDW 73].

3-a_rrr LA LA ARES LERERALELERERAR) Y
L {IJ_J——,.MLI <
2 a" retation e j/ - 6.8 !1:- T TV T T T
. - 2
C |4 5.5 E
F AT e 3 @
260 L Liition g s.e [ =
2.4f 1 4.5 E yd 3
|P o / ] E / 3
2.2F . S 40 L =
E ] 3.5 3
2.0 / . E 4 3
o :1 3.0 :// =
“8_{ ] 2.5 E E
1_sh pdape syl duaely paliebaidd 2.8 ﬁ_I.I-I.II_LI.IIILI..IJJIﬂ_U.II.II._IJmLLLli
J 18 26 36 40 18’ 16 16> 18° 10° 10° 10°
No ﬂ;T

Figure 7.7. Comparison of the approximate  Figure 7.8. Average of the highest peaks
average value of the distribution of the highest
peaks to the exact value

The approximation is very good [CAR 56] , even for small N, (error less than
3% for all Np > 2 and less than 1% if Np > 50).
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NOTE.

On the assumption ln(nb'T)>> In(v).

The ratio
2
= +Inng T 2
mv °° ol [7.30]
Inng T Inng T 2Inng T

is small with regard to the unit if u’~21n ns T. The approximation [7.29] is very
acceptable for a narrow band process, i.e. for v close to 1 [CAR 56] [POO 76].

7.9.5. Standard deviation of highest peaks

On the same assumptions, the standard deviation of the largest peak distribution

is calculated from

Sy, = \/ﬁ" (u_().)2
LI
Ve ‘2ln(n'6 T)

S

.65
.60
.53
.38
.45
.40
.35
.38
25
.20

Standard deviation su,
OBQOGOQ.OI.OO

[7.31]
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Figure 7.9. Standard deviation of the distribution law of the highest peaks
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Figures 7.8 and 7.9 respectively show the average ﬁ; and the standard deviation

s, as a function of ng T. We note on these curves that, when ng T increases, the
average increases and the standard deviation decreases very quickly.

We notice in Figure 7.10 that the slope of the curve Py (u) increases with ng T,
result in conformity with the decrease of s,;.
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Figure 7.10. Probability density of the largest peaks close to unity

7.9.6. Most probable value

The most probable value of ¢ corresponds to the peak of the probability density

curve defined by {7.19], i.e. to the mode £, (or to the reduced mode m = 2. If
S¢

¢ 7
welet v = ‘ , it occurs when
28¢)

- o
\4

i.e. when [PRA 70] [UDW 73]

v=InN, -mL -—1—(1 - e“’)1 [7.32]

L 2v 4

If Np is large
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vl N, (7.33]
yielding the most probable value
14
=S_m=ﬁﬁz\/m; [7.34]
4
m = /2 n{n; 7) [735]

7.9.7. Value of density at mode

PN = é J21a(ng 7) [7.36]

A typical example of the use of the preceding relations relates to the study of the
distribution of th¢ wave heights, starting from an empirical relationship of the
acceleration spectral density {PIE 63].

7.9.8. Expected muaximum

The expected maximum £, is such that

! % (7.37]
P(Kp)=l--;l-—=l—ex - .
p

25,

£,=2s,In Ny [7.38]

7.9.9. Average maximum

-1
2 P 2
— o0 4 £ 4
Z =I£N 1-exp ——— — expl ——— 1d/¢ [7.39]
N~ J P 2 2 2
25[ Se 2Se



7.9.10. Maximum exceeded with given risk o

5 IN
Pu(tn,)=1-a= l—ex;{—ZNg] »

2s,

1
ZNq = \/2 h‘xm Sy

1e., for o <<1,

NP
fNu ~ 8§, 2111-;—
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[7.40]

{7.41]

[7.42]

One finds in Table 7.1 the value of the parameters above defined from the
relationships [7.29] [7.31] [7.35] [7.36] for some values of ng T.

Table 7.1. Examples of values of parameters from the highest peaks distribution law

ng T ;(; S“o Su0 /Q m me
3.6 10 3.5993 0.3738 10.386 102 | 3.4311 1.2622
3.610° 4.1895 0.3169 7565107 | 4.0469 1.4888
3.6 10° 4.7067 0.2800 5949 10% | 4.5807 1.6851
3.6 10° 5.1725 0.2535 4901107 | 5.0584 1.8609
3.6 10° 5.5999 0.2334 4.168 107 | 5.4948 2.0214

It is noted that s, / E; is always very small and tends to decrease when ng T

increases. Table 7.2 gives, with respect to ng T, the values of Q=1-P foru = ;(;

and u = m.
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Table 7.2. Examples of values of parameters from the highest peaks distribution law

ng T E_(; Q(GE) “ Q(m)
10° 32250 0.4239 3.0349 0.6321

10° 3.8722 0.4258 3.7169 0.6321

10* 44264 0.4267 42919 0.6321

3.6 10* 4.7067 0.4271 4.5807 0.6321
10° 49188 0.4273 47985 0.6321
3.610° 5.1725 0.4275 5.0584 0.6321
10° 5.3663 0.4277 5.2565 0.6321

3.6 10° 5.5999 0.4279 5.4948 0.6321
107 5.7794 0.4280 56777 0.6321

10° 6.1648 0.4282 6.0697 0.6321

It is noticed that, for whatever nE T, Q(E) and Q(m) are practically constant.

In many problems, one can suppose that with slight error the highest value is
equal to the average value u, . It is also noted that the average is higher than the

o L. + .
mode, but the deviation decreases when n;, T increases.

Over one hour of vibrations and for an average frequency ng of the signal
varying between 10 Hz and 1000 Hz, one notes that the average @ varies between
4.7 and 5.6 times the rms value £, (Figure 7.8 and Table 7.2). The amplitude of
the largest peak therefore remains lower than 5.6 £, .

The amplitude of the probability density to the mode increases with respect to
ng T (Figure 7.11).
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Figure 7.11. Value of density of largest peak at the mode

7.10. Wide-band centered normal process
7.10.1. Average of largest peaks

The preceding calculations were carried out on the assumption of a narrow band
noise (r =~ 1). For a wide-band noise (r # 1), D.E. Cartwright and M.S. Longuet-
Higgins [CAR 56] show that the average value of the largest peak in a sample of N

peaks is equal to:
Ty ~ 2 Infr N, )+ ~— 7.43
~ —_—
’ 7 ) .

(£ =10.57721566490...= Euler’s constant). One obtains the relationship [7.29] for

r=1, N, being then equal to ng T. Let us set 1/mz as the rms value of the peak
distribution, where

m, =1+ r? [7.44]

Figure 7.12 shows the variations of with respect to r, for various values of

m,

For large N, is a decreasing function of r. When the spectrum widens,

m;
the average value of the highest peak decreases. When r — 0 (Gaussian case), the
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expression {7.43] cannot be used any more, the quantity r Np becoming small

compared to unity. The general expression is complicated and without much interest.
R.A. Fisher and L.H.C. Tippett [CAR 56] [FIS 28] [TIP 25] propose an asymptotic
expression of the form,

—_ €m
ug=m+- 3 [7.45]
1+m
where m is the mode of the distribution of maxima, given in this case by
m’ N
- [7.46}
me?2 =-——
2T
4.5£" wr III'III‘III'I'I'III 2'0 _!'Il LRAR R RS LEEN LALE LR RLRN 2L LR ’II_
fz_o E 2.6 |- .
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Figure 7.12. Average value of the highest  Figure 7.13. Average value of the highest
peak of a wide-band process versus the peak of a wide-band process versus the
irregularity factor number of peaks

The distribution [7.19] is thus centered around this mode for large N,.

From [7.46], it becomes:
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12
N, Ny
m =~ —1- —
2n 27

| 5 Np
Uy &
0 ,f2 T

One can show that '16 converges only very slowly towards this limit.

and

[7.47)

€ .0 TR TR TR TR T
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Figure 7.14. Mode of the distribution law of Figure 7.15. Average vaiue of the highest

the h_ighest peaks' ofa peaks of a wide-band noise
wide-band noise over duration T

7.10.2. Variance of the largest peaks

The variance is given by [FIS 28]

[7.48]

The standard deviation is plotted against Np in Figure 7.16.
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Figure 7.16. Standard deviation of the distribution law of the
highest peaks of a wide-band noise

J20)

Se
[7.28] with those given exactly by L.H.C. Tippet for some values of Np [TIP 25].

()

Table 7.3 makes it possible to compare the values of calculated from

Table 7.3. Comparison of exact and approximate values of —=

N p 10 20 100 200 500 1000

M 1.43165 | 1.74393 | 2.37533 | 2.61467 | 2.90799 | 3.11528

E(¢) Relation [7.28] 1.70263 | 1.99302 | 2.58173 | 2.80726 | 3.08549 | 3.28326

Se L.H.C. Tippett | 1.53875 | 1.86747 | 2.50758 | 2.74604 | 3.03670 | 3.24138

7.11. Asymptotic laws

The use of exact laws of probability for extreme values, established from the
initial distribution law of the instantaneous values or from the distribution law of the
maxima, leads to calculations which quickly become very complicated.

They can be simplified by treating only the tail of the initial law, but with many
precautions because, as one well imagines, several asymptotic laws can be used in
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this domain. Moreover, the values contained therein, of weak probability, appear
only occasionally and the real law is not well known.

7.11.1. Gumbel asymptote

This approximation is used for the distribution functions of the exponential type,
which tend towards 1 at least as quickly as exponential for the great values of the
variable [GUM 54]. This asymptotic law applies in particular to the normal and
lognormal laws. Let us consider a distribution function which, for x large, is of the
form

P(x)=1-a exp(—b x) [7.49]

The constants a and b are selected according to the law being simulated. If, for

example, we want to respect the values of the expected maximum x, and the
logarithmic increase ay;:
Pix }= 1———L [7.50]
p
NP
ay =Np p(xp) [7.51]

In comparing these expressions with those derived from the P(x) law, it
becomes:

1 _
——ae ™ [7.52]
NP
oy =Nyabe  * [7.53]

yielding
b = (xN
L e,
NP

The adjusted distribution function around x , is thus
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P(x)=1- 5— ex;{— oy (x - xp)] [7.54]

P

For large N, one obtains an approximate value of the distribution function of
the extreme values making use of the relationship

X

1-—| =~e

N

—X

which yields

Py(x) = exp{—exp{—aN (x —xp)]} [7.55]

7.11.2. Case: Rayleigh peak distribution

We have

Xp = Sy JZ_Ian

1 -

Sx

If we set X = u s, and if the reduced variable n = ay (x - xp) is considered, we

have

n= 20N, (u-FhN,) [7.56]

The distribution function is expressed as

PN( X) = exp[— exp(-—n)] [7.57]
while the probability density is written:

Ip(n) = expl-n - exp(-n)]| [7.58]
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Probabiiity density Distribution function
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Figure 7.17. Probability density of extreme Figure 7.18. Distribution function of
values for a Rayleigh peak distribution extreme values for a Rayleigh peak
distribution

7.11.3. Expressions for large values of N,

Average maximum

N €
pr =Xp+—— [7.59]
oN

where € = 0.57722 ... (Euler’s constant).

Standard deviation of maxima

L [7.60]
SNy == .
‘J—6- G.N
Probability of an extreme value less than X,
1
Pylxp )~ — =~ 036788 [7.61]
e
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7.12. Choice of type of analysis

The prime objective is to simplify the analysis by reducing the number and
duration of the signals studied. The starting datum is in general composed of one or
more records of an acceleration time history. If there are several records, the first
step is to carry out check of the stationarity of the process and, if it is the case, its
ergodicity. If one has only one record, one checks the autostationarity of the signal
and its ergodicity. These properties make it possible to reduce the analysis of the
whole of the process to that of only one signal sample of short duration (a few tens
of seconds for example).

This procedure is not always followed and one often prefers to plot the rms value
of the record with respect to time (sliding average on a few tens of points). In a
complementary way, one can add the time variations of skewness and kurtosis. This
work makes it possible to identify the various events characteristic of the
phenomenon, to isolate the shocks, the transitional phases and the time intervals
when, the rms value varying little, the signal can be analysed from a sample of short
duration. It also makes it possible to make sure that the signal is Gaussian.

The rms value ., of the signal gives an overall picture of the excitation

intensity. It can be useful to calculate the average E(#) = m. If it differs from zero,
one can either centre the signal, if it is estimated that the physical phenomenon has
really zero average and that the DC component is due to an imperfection of
measurement, or calculate the rms value of the total signal and the standard

deviation s = \/Z%ms -m?.

In order to have a precise idea of the frequential content of the vibration, it is
also important to calculate the power spectral density of the signal in a sufficiently
broad range not to truncate its frequency contents. If one has measurements carried
out at several points of a structure, the PSDs can be used to calculate the transfer
functions between these various points. The PSDs are in addition very often used as
source data for other more specific analyses.

The test facilities are controlled starting from the PSD and it is still from the PSD
that one can most easily evaluate the test feasibility on a given facility: calculation of
the rms value of acceleration (on all the whole frequency band or a given band), of
the velocity and displacement, average frequency etc.

The autocorrelation function is a little more specific mode of analysis . We saw
that this function is the inverse Fourier transform of the PSD. Strictly, there is no
more information in the autocorrelation than in the PSD. These two functions
however underline different properties of the signal. The autocorrelation makes it
possible in particular to identify more easily the periodic signals which can be
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superimposed on the random vibration (measurement of the periods of the periodic
components, measurement of coherence time etc) [VIN 72].

The identification of the nature of the probability density law of the

instantaneous values of the signal is seldom carried out, for two essential reasons
[BEN 61b]:

—this analysis is very long if one wants points representative of the density
around 3 to 4 times that of the rms value £, (a recording lasting 18.5 minutes is

necessary to estimate the probability density to 4 ¢,,. of a normal law with an error
of 30%);

— the tendency is generally, and sometimes wrongly, to consider a priori that the
signal studied is Gaussian. Skewness and kurtosis are however simple indicators to
use.

Peak value distribution

The distribution of the peak values is especially useful to know when one wishes
to make a study of the fatigue damage. The parameter as function of time to study
must be, in this case, not acceleration at the input or in a point of the specimen, but
rather the relative displacement between two given points (or better, directly strains
or stresses in the part). The maxima of this displacement are proportional to the
maximum stresses in the part on the assumption of linearity. We saw that if the
signal is Gaussian, the probability density of the distribution of the peak values
follows a lJaw made up of the sum of a Gaussian law and Rayleigh law.

Extreme values analyis

This type of analysis can also be interesting, either for studies of fatigue damage,
or for studies of damage due to crossing a threshold stress, while working under the
same conditions as above.

It can also be useful to determine these values directly on the acceleration signal
to anticipate possible disjunctions of the test facility as a result of going beyond its
possibilities.
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Table 7.4. Possibilities of analysis of random vibrations

RANDOM
VIBRATION
n \
RECORDS
ONLY ONE
T RECORD
STUDY OF ]
STATIONNARITY
STUDY OF THE
1 AUTOSTATIONNARITY
STUDY OF
ERGODICITY
R.M.S. VALUE
TIME HISTORY
| NORMALITY
| TEST
CHOICE
OF SAMPLES
STATIONARY | NON STATIONARY
|
CALCULATION
OF THE P.S.D.
/ \
PARAMETER r STUDY OF THE
CALCULATION STATISTICAL
(NORMALITY) PROPERTIES OF CALCULATION
THE RESPONSE ™| OF THEE.R.S.
CALCULATION CALCULATION
OF THE F.D.S. OF THEERSS. | [ caLcuamon
OF THE F.D.S.
EXTREME VALUES

STATISTICS

Threshold level crossings

The study of threshold crossings of a random signal can have some interest in
certain cases:
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— to reduce the test duration by preserving the shape of the PSD and that of the
threshold level crossings curve (by rotation of this last curve) [HOR 75] [LAL 81].
This method is little used;

~ to predict collisions between parts of a structure or to choose the dimension of
the clearance between parts (the signal being a relative displacement);

— to anticipate disjunctions of the test facility.

7.13. Study of envelope of narrow band process
7.13.1. Probability density of maxima of envelope

It was previously shown how one can estimate the maxima distribution of a
random vibration.

Another method of analysing the properties of the maxima can consist in
studying the smoothed curve connecting all the peaks of the signal [BEN 58]
[BEN 64] [CRA 63] [CRA 67] [RIC 44].

() 4

N

Figure 7.19. Narrow band vibration and its envelope

Given a random vibration #(t), one can use a diagram giving «(t) with respect to
£(t). For a smusoidal movement, one would have:

ft)=A sinogyt [7.62]

“t)=A gy €Os g t [7.63]

«t)
and the diagram —— according to #(t) would be a circle of radius A, since:
i



268 Random vibration

. 2 B
()
A0+ —(—2- =A? [7.64]
00

Figure 7.20. Study of the envelope of a sinusoidal signal and of a narrow band signal

The envelope of this sinusoid is made up of two straight lines: + A. In the case

of a narrow band random signal, envelope A is a time function and can be regarded
as the amplitude of a function of the form [DEE 71]:

u(t) = A(t) sinfwg t+6(t)] [7.65)

in which A(t) and the phase &(t) are random functions that are supposed to be
slowly variable with @,,. There are in reality two symmetrical curves with respect to

the time axis which are envelopes of the curve #(t).

By analogy with the case of a pure sinusoid, A(t) can be considered the radius
of the image point in the diagram #(t), A(t):

)

2
@9

A1) = 22D +

(A 2 0), where
2(t) = A(t) sin[&(t)]

ot) = A(t) oy cos[&(t)]
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The probability that the envelope lies between A and A +dA is equal to the
¢
joint probability that the curves ¢ and — are located in the hatched field ranging
O
between the two circles of radius A and A +dA (Figure 7.21).

4G

Figure 7.21. Probability that the envelope lies between A and A + dA

<N
£
Consider the corresponding two dimensional probability density p([, —J . We
have:

fehdeaefs

pl 2, <= |ard - | = p(A sin 6,A 0 cos 6) A dA o
0

®9 @9
¢ ?
;{e, ——) de ——] =q(A, 6)da do [7.66]
@9 0y /
where
q(A, 9) =A p(A sin 6, A o, cos 9) [7.67]

The probability density function q(A) of the envelope A(t) is obtained by
making the sum of all the angles 6:
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q(0) = f a(A0) do (7.68]

Let us suppose now that the random vibration ¢(t) and its derivative #(t) are

statistically independent, with zero averages and equal variances s% = s% (= E%ms )3

according to a two dimensional Gaussian law:

"2
. A4 —{2— 2
ool oot A [7.69]
®q 2ns§ 2s% 2TtS% 25%
2
A A
a(A, 8)=—; exp[— 2} [7.70]
2T Sl 2 Sy
and
2
A A
q(A) = ~ exp - —5 [7.71]
Se 2 Se

(A 2 0). The probability density of the envelope A(t) follows Rayleigh’s law.

s,
Figure 7.22. Probability density of envelope A(t)
NOTES.

1. The probability density q(A), caleulated at a given time t, is independent of t,
the process being supposed stationary.
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One could calculate this density from an arbitrary signal i «t). The result would
be independent of the sample chosen in Yo(t) ifthe process is ergodic [CRA 63].

2. The density q(A) has the same form as the probability density q(a) of
maxima [CRA 63]. It is a consequence of the assumption of a Gaussian law for (t)
and Ut). In the case of a narrow band noise for which this assumption would not be

observed, or if the system were nonlinear, the densities q(A) and q(a) would have
different forms [BEN 64] [CRA 61].

When the process has only one maximum per cycle, the maxima have the same
distribution as its envelope (this remark is strictly true whenr=1).

When the number of maxima per second increases and tends towards infinity, it
has been seen that the distribution of maxima becomes identical to that of the
instantaneous values of the signal (Gaussian law) {CRA 68].

P(Envelope > A,)
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Figure 7.23. Probability that the envelope exceeds a given threshold A

The probability that the envelope exceeds a certain given value A, is obtained
by integrating q(A) between A and infinity.

P(Envelope > Ao) = _[: q(A)dA

0

A2
P(Envelope > Ag)=exp -——02—
2 Sy
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Table 7.5. Examples of probabilities of threshold crossings

éﬁ P
S¢
0.5 0.8825
1 0.6065
0.1353
0.0111

7.13.2. Distributior of maxima of envelope

S.0. Rice [RIC 44] showed that the average number of maxima (per second) of
the envelope of a white noise between two frequencies f, and fy, is:

N =~ 0.64110 (f, - f,) (7.712]

A
Let us set v = —22% _[fv is large (superior to 2.5), the probability density q(v)
Se
can be approximated by:

\ﬁ -
_ N6 (2 [7.73]
JUR £ 2 e 2
) 0.64110(V )e

and the corresponding distribution function by:

v2

T
6
= QA <VSg)=1- ve 2 [7.74]
QA nax l) 064110

Q, is the probability that a maximum of the envelope chosen randomly is lower
than a given value A = v s,. The functions q(v) and Q, are respectively plotted in
the general case (arbitrary v) on Figures 7.24 and 7.25.
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Figure 7.24. Probability density of Figure 7.25. Distribution function of
envelope maxima envelope maxima
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Figure 7.26. Comparison of distribution functions

Figure 7.26 shows, by way of comparison, the distribution functions of:

—the instantaneous values of the signal (Gaussian law) (A):

et

— the maxima of the signal [6.64] (B),

— the instantaneous values of the envelope (Rayleigh’s law) (C): P=1-¢ <,



274 Random vibration

— the maxima of the envelope {curve given by S.0. Rice [RIC 44]) (D).

7.13.3. Average frequency of envelope of narrow band noise

It is shown that [BOL 84]:
- f(ﬂ -6f 6(@) da [7.75]
M =
grms
where

£.1ms = rms value of the noise #(t)

0 = average pulsation of the noise (2 n fo)
f, = average frequency of #(t)

For a signal #(t) whose PSD G(f) is constant between frequencies f; and f, and
centered on f;, this relationship leads to:

J-ffz (£-£)" at

q,2 N
2 =
-1

i.e. to:

/2]
f2+f f. +f2
ou | TR (f0t) o] 76
3
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Summary tables of the main results

Table 7.6 (a). Main results

Parameter Relation Expression
Number of crossings ,
of a threshold a with [5.47] 2
positive slope per unit n, =ng e 280,
time
1
.53
15531 [P ecmar |
+ 2
Average frequency [5.79] ng = =0 | |4
N >3]
fo G(f) df 2n\ M,
[5.77] n j © on
Moments M, =(2n) X £ G(f) df
__fms My R®0)

Irregularity factor {6.6] r= fxzms .é%ms - \/Mo M, = JR(O) R(4)(0)

Probability density of [6.19] Vi

u? 2 14
5 -— u
=17 i) 7 T Tu
) q(u) = e +—ue 2|1+Ef]—p——
the maxima fan 2 A{ "t ﬂz (1_r2)

1

Average number of [6.13] . j:m ffo)d P M,
maxima per second [6.31] np = m = z_n M_
A ¢9) 2
1
"_..
. 1 { Af ]Z 2
Average time 1+—|—
between two [6.40] _ i 3 21,

successive maxima m 2 4
f
(narrow band noise¢) 0 ie2 (___Af ) + 1 (___Af }
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Average correlation
between two
successive maxirna

[6.41]

p=

1 “_252 84
5

112

82

2108! 14—

L

Table 7.6 (b). Main results

Parameter

Relation

Expression

Distribution function
of the peaks

[6.64]

ool 4

Average number of
maxima greater than
a threshold a per unit

time

[6.74]

Average number of
positive maxima per
second

[6.104]

Average time interval
between the maxima

[6.80]

Average time interval
between the maxima
(narrow band noise)

[6.82]

Probability so that a
maximum is positive
or negative

[6.98]
[6.99]

Time during which
the signal is above a
given value

[6.93]

Average amplitude
jump between two
successive maxima

[6.107]
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r N, -1
Probability density of 27 v 2
the largest peaks [7.191 | pn(0) =N, [1 - ext{- - S exp -5

Table 7.6 (¢). Main results

Parameter Relation Expression

Probability density of

2 2
the largest maximum [7.26] pr(u) = nf Tuex E__+ ot T ex _
. N 0 p 0

over duration T 2 2

Average for the large — + g
values of the number [7.29] up ~ 42 ln(“o T) + S
of peaks 2 ln(no T)
(narrow band noise)
n 1
Standard deviation S, M e
7.31 u
(narrow band noise) [7.31] * Ve 2 ln(ng T)
Most probable value [7.35] m =2 ln{ng T)
(mode)
: 1
Maximum exceeded
by, = s
with a risk a [7.41] No. \/ [1-(1- a)]l/Np ¢
Average for the great . / &
values of the number | [7-43] Uo = y2 ln(r NP) * A ln( N )
of peaks (wide-band TN
noise)
. . n2 m2
Sta.‘ndard dewaflon [7.48] 2= —
(wide-band noise) 6 (m + 1)
Probability density of A 2
the envelope of a [7.71] q(A) = = exf-—5
narrow band Sy 28y

Gaussian process
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Distribution of
maxima of the
envelope of a narrow
band process

[7.73]

q(v) =

0.64110

PYFY

v2

(2-1)e 2

Average frequency of
the envelope of a
narrow band noise of

constant PSD

[7.76]

£+ £ +£2

3

~fy (f +6,) + 1o

/2




Appendices

Al, Laws of probability
Al.1. Gauss’s law

This law is also called the Laplace-Gauss or normal law.

1 ( x—m
1 B J m = mean
Probability p(x) = e ** S s = standard deviation
density sy2mn
The law is referred to as reduced centered normal if m = 0 and
s=1.
. . 1(x-mY
Distribution X T [—‘J
function F(X)=P(x<X)= e 2t 8/ dx
sJf2n %
X—-m
Reduced variable: t =
s
If E, is the error function
1| T X-m
K(T) = —[1 + B — where T =
2 \E ]
Mean M
Variance 2
(central moment s
of order 2)
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2 keven(k =2r1):
Central ck SR 2t
moments By = e 2 gt o, = — el
2n ™ 2" !
kodd (k=2r+1)
Bare =0
Moment of
order 3 and 0
skewness
. , 1)
KurtOSlS p, 4 = —4— = 3
s
Median and
mode 0
A1.2. Log-normal law
Probability , ! [‘“ X, }
i 2
density p(x) = . Sy )
X8y 1/2 )
m,= mean
Sy~ standard deviation of the normal random variable y = In x
\\Z
ifyom,
p(y) dy = ——- 2{ K J dy
Sy 1/2 7
The log-normal law is thus obtained from the normal law by the
change of variable x = ¢’ .
t|Inx-m, i
Distribution X 1 Y
function F(X)=P(x < X) = ! —_— y dx
0 x Sy ,/2 7
SZ
Mean m +—>
m=E(x)=¢ 2
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2 2 2 N o 2 2
2= 2m +s, (esy _ 1): m? (cs, _1J s = [E(x)]
Variance s
(central moment E v=Ye’ -1
of order 2) 5 ( § mﬁ;yT v = variation
s =le’ —ljle coefficient
) J
Expressions for I { &2 ] , §2
2 — — —
m. ands m, = In[E(x)] - I+ sS=In1+
e Y ’ 2 EX(x) | R A €Y
with respect to
2 1
E(x) and s my = ln[Ez(x)] - ln[s2 + Ez(x)] Sy = —-ln[Ez(x)l+ ln[s2 + Ez(x)]
2
It is noted that the transformation x = ¢” applies neither to E(x),
nor to 52.
.y 1 2
my=1n x=1nm——1n(]+v )
2 s
v=Ye’? -1
2 (1 2)
Variation Sy = {1+ v
coefficient
If v is the variation coefficient of x, we have also m = X \/1 + v2
If two log-normal distributions have the same variation
coefficient, they have equal values of s v (and conversely).
Moment jmj+—1- i
of order j 7&3 =e '
Central moment ) /2 —(2 m+ sz) 2 2
_| a5 2 LSy 3f,6 4
of order 3 M-(e —1)3 e (e +2j =m (v +3v)
k3 sz sz 2 3
Skewness 7L’3=—3=e’—1 e’ +2| =vi+3v
s
Central moment Ay = m? (v12 +6v 01158+ 16 v 43 v4)
of order 4
A
Kurtosis f:=v8+6v6+15v4+16v2+3
s
Median

=l
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m, s
M=e "~

Mod For this value, the probability density has a maximum equal to
[ 2

S
e
1 —m,+

sy 2n

[AIT 81] [CAL 69] [KOZ 64] [PAR 59] [WIR 81] [WIR 83].

NOTES.

1. Another definition can be: a random variable x follows a log-normal law if

and only if y = In x is normally distributed, with average m,, and variance s?,.

y

2. This law has several names: the Galton, Mc Alister, Kapteyn, Gibrat law or
the logarithmic-normal or logarithmo-normal law.

3. The definition of the log-normal law can be given starting from base 10
logarithms (y = log; X):
l(logm x—my)Z

b(x) = ! AN [AL1]
xs, Y27 In10

With this definition for base 10 logarithms, we have:

m, = log;o X [A1.2]
mw-llogm(5§/0-434)} [A13]
m=1 2
v = 1057094 _; [Al4]
1 2
m, = logjg x~— logio (1+v ) | [A1.5]
s?, = 0.434 logm(l + vz) [Al.6]

Hereafter, we will consider only the definition based on Napierian logarithms.
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4. Some authors make the variable change defined by y =20log x, y being
expressed in decibels. We then have:

v /es§/75.44 -1 [A1.7]

2
2
since 0 ~ 75.44 .
In10

5. Depending on the values of the parameters m, and Sy, it can sometimes be

difficult to imagine a priori which is the law which is best adjusted to an enseble of
experimental values. A method allowing for choosing between the normal law and
the lognormal law consists in calculating:

8
— the variation coefficient v = —,

m
A
— the skewness =5
s
Ay
— the kurtosis 3
s
knowing that
Z X
B(x)=m = i [A1.8]
n
2
Z(Xi - m)
$2 = [A1.9]
n
3
Z(Xi - m)
As = i [A1.10]
n
and

oy = [AL.11]
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If skewness is close to zero and kurtosis close to 3, the normal law is that which

r

is best adjusted. If v < 0.2 and 3. 3, the log-normal law is preferable.
v

Al.3. Exponential law

This law is often used with reliability where it expresses the time expired up to
failure (or the time mterval between two consecutive failures).

Probability density p(x) =1 e **
Distribution function F(X)=P(x<X)=1-¢" A X
1
Mean m; = B(x) =—
A
n! n
Moments my, = l_n = Z my_y
Variance (central inoment 2 _ i
of order 2) Y
n
Central moments My =1+—
A
Variation coefficient v=1
Moment of order 3 e 2343
(skewness) H3 = 3
Kurtosis wy =2 4423412

Al.4. Poisson’s law

It is said that a random variable X is a Poisson variable if its possible values are
countable to infinity xy, X, X5 ..., X ..., the probability that X = x; being given by:

k
3 A
pk=P(X:xk)=e rZ [A1.12]
k!

where A is an arbitrary positive number.
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One can also define it in a similar way as a variable able to take all on the integer
values, a countable infinity, 0, 1, 2, 3..,, k..., the value k having the probability:

Kk

_ A
p=P(X=K)=¢ * — [A1.13]
k!

The random variable is here a number of events (we saw that, with an
exponential law, the variable is the time interval between two events).

The set of possible values n and their probability p; constitutes the Poisson law
for parameter A. This law is a discrete law. It is shown that the Poisson law is the

limit of the binomial distribution when the probability p of this last law is equal to —
k

and when k tends towards infinity.

n )k
_a N
Distribution function F(X)=P(0<x<X)= Ze — (n<X<n+l)
k=0 k!
© )\’k
Mean m1=E(x)=Z ket —=2
k=0 k!
Moment of order 2 m, =i (A+1)
Variance (central $% =
moment of order 2)
K3 =
Central moments 2
Hg=A+3 X
1
Variation coefficient v =
i
1
Skewness Hy =—
A
. 1+3 2
Kurtosis Wy =
A

NOTES.
1. Skewness w3 being always positive, the Poisson distribution is dissymmetrical,

more spread out on the right.
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2.If \ tends towards infinity, 5 tends towards zero and |, tends towards 3.

There is convergence from Poisson’s law towards the Gaussian law. When ) is
large, the Poisson distribution is very close to a normal distribution.

Al.5. Chi-square law

Given v random variables u,, u,..., u,,, supposed independent reduced normal,
i.e. such that:

2
Y

| —
f(ui)=—-:e 2 du; [Al.14])
J2=n
one calls chi-square law with v degrees of freedom (v independent variables) the
probability law of the variable x\z, defined by:

A4
Z=u? vl =Y ol [A1.15]

i
=1

The variables u; being continuous, the variable xz is continuous in (0,).

NOTES.

1. The variable xz can also be defined starting from v independent non reduced
normal random variables x; whose averages are respectively equal to m; = E(xi)
and the standard deviations s;, while referring back to the preceding definition with

. Xi —my 2 N2
the reduced variables u; = and the sum ¥, = Zui .
S:

i i=l

2. The sum of the squares of independent non reduced normal random variables
does not follow a chi-square law.

s

p(x2) = m (xg};l e 2

v= number of degrees of freedom

Probability density

I'= Euler function-second kind (gamma function)
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Mean

E(x2) = 2 E(u?) = v

i=1

Moment of order 2

m, =v(2+v)

Standard deviation

Central moments

Hy=2V py=8v py=12v{v+4)

2
Variation coefficient V= |—
v
2
Skewness My =2 [~
v
. v+4
Kurtosis py =
v
Mode M=v-2

This law is comparable to a normal law when v is greater than 30 approximately.

Al.6. Rayleigh’s law

Probability density

2
X

X 2V
p(x)=—e "’
A%

v is a constant

Distribution function

X2
2v

F(X)=P(x<X)=1-¢

T
Mean m = J: v
2
Median X =v,f2 In2 =1.1774 v
Rms value \IE(XZ) =v2
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Variance = (2 - -_J - [_ - J
Ifk is odd =
(k =2r-1) m,, ;= (21): — it
Moment of order k 271 y2
Ifk is even , L v2r
(k=2rn)
o =1 u =0
Central moments ( ) 2 T 3
Hy =12-—1V = |—(r-3)v
20 2J 13 \/;
L , 4
Variation coefficient v=_[—-]
n
s -3
a= J; 7~ 0.6311
=
Skewness 2
2
3n
Hq =(3' 1"4
L 4 )
_ 2
Kurtosis b= M ~ 3.2451
=
Mode M=v

Reduced law

%2

< X 26
If we set u = -—, it becomes, knowing that p(x) = —e ,
S

u
2

L [A1.16]
s



p(u) du = p(u) d[*x-Jz s p(x) gi= p(x) dx
s s
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[A1.17]

Table Al.1. Particular vatues of the Rayleigh distribution

i b(x Xj
Probl — > —
v \v v
1 0.60653
1.5 0.32465
2 0.13534
2.5 43937 10
3 1.1109 107
3.5 2.1875 107
4 3.35510%
45 4.0110°
5 3.710°

Al.7. Weibull distribution

a (x-g) x—-g\*
Probability ( ) exp| — [ ) X>€
density P(X) =iv-a\v-¢ vV-—¢
0 X <€
o and v= positive constants
[ (x-eV]
Distribution F(X) _ I —exp| — J X>¢
function v-g/ |
0 X<eg
1
Mean m=s+(v—s)l‘[l+—)
a
Median X=g+{(v-¢) (ln 2)1/(I
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Variance 2 = (v—¢g)? {l‘(l + —2—J ~ I'z[l + l—):i
a a

/o
Mode M=s+(v—s){l-—lJ
a

[KOZ 64] [PAR 59].

NOTE.
One sometimes uses the constant = v — € in the above expressions.

Al1.8. Normal Laplace-Gauss law with n variables

Let us set X, X,..., X, 0 random variables with zero average. The normal law
with n variable x; is defined by its probability density:

n
p(xla POSRIIR xn) = (2 n)_n/Z |M|‘1/2 ex __1._ ZMU X; X; [A1.18]
2IM| |

where |[M| is the dsterminant of the square matrix:

Uiy B2 7 M
ﬂM“ _ P-.Zl ll.zz P?n [A1.19]
Mot Hn2 7 Hpp

My = E( X;, X ) =moments of second order of the random variables

i
M;; = cofactor of y;; in IM].

Examples

I.n=1

plxy) = (2.2) 7% M2 v( o J

2 M|
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with
vl = |
|M| = U
M, =1
Up = E(xlz) =5’
yielding
e
px) = —= ¢ 2* [4120]
S427

which is the probability density of a one dimensional normal law as defined
previously.

2n=2
plx;, %) = (27) " M2 ex ‘_I_{Mn X;
2|M|
+Mi; X; X + My Xy X+ My, xg)] [A1.21]
with
Hip Hi2
My = H IM| = 1y B2 =1z g
a1 H22
2y _ 2
H11=E{X1)=51 M) =up

Wyp = E(x] xz) = E(x2 xl) =H =P8 Sy My =My = —Hip =My,
Koy = E(x%) = s§ My =uy

p is the coefficient of linear correlation between the variables x; and x,, defined by:

- SP_V("_I"J_) [A1.22]
S(xl) S(xz)

where covix,,X, } is the covariance between the two vanables x, and x,:
1°°2 1 2
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cov(X1, X2)= [ [ [ ~ B0l ez ~ B, g, x0) dxy dy  [A123]

Covariance can be negative, zero or positive. Covariance is zero when x; and x,
are completely independent variables. Conversely, a zero covariance is not a
sufficient condition that x; and x, be independent.

It is shown that p is included in the interval [— 1, 1]. p =1 is a necessary and
sufficient condition of linear dependence between x; and x,.

Yielding
2 \2
( 1 [ (xl\ xl Xy (xz '
Pix;s x2)= = exp) - ——J L J
2718y s, \/l—p S| 8; $ s,
[A1.24]
NOTE.

If the averages were not zero, we would have

(1, %2) = _nslsﬂ[ e"p{' (11p2){[xw:(h)]2

21
X —E(x)) xp — E(x,) +("2 ‘E("zn ‘ [A1.25]
8y 8> N 8 /|

If p=0, we can write p(xl,x2)= p(xlb(xz) where p(xl) = . J2_1; e
1

X

[ ™)

2

2 . .
5 x; and X, are independent random variables.

and p(xz) = . ﬁ:_; e
2



o : : % —E(x)
It is easily shown, by using the reduced centered variables t; = and
51
Xy — B\ x
t, = —2—(—21 that
$2
+a0 ) +0
= [A1.26]
.LO .LOP(XI Xp) dx; dx; =1
Indeed, with these variables,
r 1
' ! 2 2
2nslsz\[ | 2(1—p) :
and
2 2 2
-2ptt,+t5=(t,-pt,) +(1—p2)t§ [A1.28]
-pt
Letussetu = 1__?72 and calculate
yl-p
+00 [+00 42
f I G g g [A1.29]
i.e.
1 +00 1 2
e qu el a, [A1.30]
\/—— ‘°° 2n % -
We thus have
+00 +00
I p(u) duJ‘ pty) dt, =1 [A1.31]
—0 —00
NOTE.
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It is shown that, if the terms uy; are zero when 1 # j, ie. if all the correlation

coefficients of the variables x; and X; are zero (i # j), we have:
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by 0 0

' 0 . - 0 AL3]
M = .
" 0 - .0

n
M| =H1~Lii
i=l

M
Mij=_“ if i =j
Ky

and

n 2\
Z_IJ [A1.33]

1
(1, x50+ xq) = (2 1) 2 M2 "L'
2 i=1 Mii

n

P(xl’ qu"’xn) = HP(Xi) [A1.34]

i=1

For normally distributed random variables, it is sufficient that the cross-
correlation functions are zero for these variables to be independent.

A1.9. Student law

The Student law with n degrees of freedom of the random variable x whose
probable value would be zero for probability density:

n+l1 n+l

1 TJ 12
p(x) = 72_—: W [1 + —J [A1.35]
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A2. 1/n"™ octave analysis

Some analysers make it possible to express the power spectral densities
calculated in dB from an analysis into 1/3 octave. We propose here to give the
relations which make it possible to go from such a representation to the traditional
representation. We will place ourselves in the more general case of a distribution of
the points in 1/n™ octave.

A2.1. Center frequencies
A2.1.1. Calculation of the limits in 1/n™ octave intervals

By definition, an octave is the interval between two frequencies f; and f, such

f, th
that == = 2. In 1/n" octave, we have
fy

£
2ol [A2.1]
fl
ie.
log2

log f, = logf; + {A2.2)

n
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Example
Analysis in 1/3 octave between f; =5 Hz and f, =10 Hz.

log 2
logf, = log 5+ i;%— - 0.7993

f, =63 Hz

log 2
log fy, = logf, + —°3g—— = 0.8997

f, = 7937 Hz
log2

log f, =logfb+—3—=l

f =f,=10Hz

A2.1.2. Width of the interval Af centered around f

The width of this interval is equal to

Af = upper limit — fower limit

lo.g f

log f - log log f + log &

Figure A2.1. Frequency interval

Let a be a constant characteristic of width Af (Figure A2.1) such that:

log2 [A23]

(log f + loga) - (log f — logax) =
n
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yielding
p2

One deduces

f

AMf = f~— [A2.5]
a

Af =( _l} f [A2.6]
a

This value of Af is particularly useful for the calculation of the rms value of a
vibration defined by a PSD expressed in dB.

Exampie

For n =3, it becomes a ~1.122462...and Af =~ 0.231563...f. At 5 Hz, we
that have Af =1.15 Hz.

A2.2. Ordinates

We propose here to convert the decibels into unit of amplitude [(m/s?)?/Hz]. We
have, if X, is the rms value of the signal filtered by the filter (f, Af) defined
above:

ms

N(dB) = 20 log

[A2.7]

Xref

Xrer 1is a reference value. If the parameter studied is an acceleration, the reference

value is by convention equal to 1 um/s2 =10* m/s® (one finds sometimes 107 m/s?
in certain publications).

Table A2.1 lists the reference values quoted by Standard 1ISO/DIS 1683.2.
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Table A2.1. Values of reference (Standard ISO 1683 {ISO 94])

Parameter Formulate (dB) Reference level
Sound  pressure 20 pPa in air
level 20|og(p/ po) 1 yPa in other media
Acceleration level 20]og(ii/ X 0 ) 1 ;,tm/s2
Velocity 2010g(v/ Vo ) 1 nm/s
Force level 20l0g(F/F, ) 1 uN
Power level 10 log(P/ PO) 1 pW
Intensity level 10 log(l/ Iy ) 1 pW/ m’
Energy density 3
o 10 log(W/W,) 1 p¥/m
Energy 10 log(E/E,) 1p}

Yielding

N

Xms = Xrer 1020

The amplitude of the corresponding PSD is equal to

N
o K 1010
Af Af
N
_ 2V 321000
Camy

or

[A2.8]

[A2.9]

- [A2.10]

[A2.11]
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Example

If %por = 107> m/s?
N
—-10
1010

Af

andif n =3

50
—-10
2

1010
Moy s

/6

G ~ 8.6369 107 (m/s?)¥/Hz

If, at 5 Hz, the spectrum gives N = 50 dB,

A3. Conversion of an aceustic spectrum into a power spectral density

A3.1. Need

When the real environment is an acoustic noise, it is possible to evaluate the
vibratory levels induced by this noise in a structure and the stresses which result

from it using finite element computation software.

At the stage of writing of specifications, one does not normally have such a
model of the structure. It is nevertheless very necessary to obtain an evaluation of

the vibratory levels for the dimensioning of the material.
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To carry out this estimate, F Spann and P. Patt [SPA 84] propose an approximate
method based once again on calculation of the response of a one-degree-of-freedom

system (Figure A3.1).
H / Structure

i 7 1

£444444040409

Acoustic pressure P

Figure A3.1. Model! for the evaluation of the effects of acoustic pressure

Let us set:

P = acoustic pressure

Gp = power spectral density of the pressure
A = area exposed to the pressure

B = effectiveness vibroacoustic factor

M = mass of the specimen and support unit.

The method consists of:

— transforming the spectrum of the pressure expressed into dB into a PSD Gp
expressed in (N/m’)*/Hz,

~ calculating, in each frequency interval (in general in the third octave), the
response of an equivalent one-degree-of-freedom system from the value of the PSD
pressure, the area A exposed to the pressure P and the effective mass M,

— smoothing the spectrum obtained.

A3.2. Calculation of the pressure spectral density

By definition, the number N of dB is given by

P
N=20 loglo_ [A3'1]
Py

P, = reference pressure = 2 107 N/m’®
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P = rms pressure = \/Gp Af

For a 1/n" octave filter centered on the frequency f_, we have

N\
1/2n
Af = [2 f2n _ WJ fc
2
yielding
(Po 1 0N/20)~
GP =
Af

In the particular case of an analysis in third octave, we would have

= ]/6‘~1—) ~ ~ fc
Af [2 T | fe X023 f =

Vi

and

(PO 10V 20)2

277 ——1f
[ 2'/6J ¢

A3.3. Response of an equivalent one-degree-of-freedom system

lF

Figure A3.2. One-degree-of-freedom system subjected to a force

[A3.2]

[A3.3]

[A3.4]

[A3.5]
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Let us consider the one-degree-of-freedom linear system in the Figure A3.2,
excited by a force F applied to mass m. The transfer function of this system is equal
to:

H(f) = z y = [A3.6]

y and z being respectively the absolute response and the relative response of the
mass m, and

Atresonance, h =1 and

_—1 [A3.7]
m
The power spectral density Gy of the transmitted force is given by:
2
Gp={(B A) Gp [A3.8]

(F =P A P) and the PSD of the response ¥ to the force F applied to the one-degree-
of-freedom system is equal, at resonance, to:

2
Gy =H? Gy [A3.9]
2
Q 2
Gy=—5(BA) Gp [A3.10]
m
) 2
(A} (PO loleo)
Gy=p"|—] Q [A3.11)
.m S 1 ).
2l/2n ¢
In the case of third octave analysis,
. N/20\2
(AT o (r10™)
Gy=B"|—| Q " [A3.12]
\m 21/6 o fc

NG
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F. Spann and P. Patt set Q = 4.5 and § = 2.5; yielding

AV
Gy =126.6 (——] Gp [A3.13]
y
m
A4. Mathematical functions
The object of this appendix is to provide tools facilitating the evaluation of some
mathematical expressions, primarily integrals, intervening very frequently in
calculations related to the analysis of random vibrations and their effect on a one-
degree-of-freedom mechanical system.

Ad4.1. Error function

This function, also named probability integral, is the subject of two definitions.

Ad.1.1. First definition

The error function is expressed:

E,(x) = 2 J‘Xe“‘zdt [A4.1]
J; 0

If x = o, E,(x) tends towards E, which is equal to

2 oo _tl
E . ,=—1] ¢ dt=1 [A4.2]
1o -J‘; -[)

u
andif x = 0, E,(0) = 0. If we set t = — it becomes
V2

o
X 2 fx 7 du
2) dn e V2

2
u

X 2 fx ~
i P ol 2 [A4.3]
El[ﬁ] J;IO e du
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-h

Ill'lllllllll IIITFT[TL

E, (x)

e 0 606 00 @ o0 0 0
N N & & & & B W O

1T ITF'IH"1IIFII]TTII—ITIIIHIIT
LLL!IILIIIIIIl‘lll‘lll‘llJ_LLll_LLlllll

.8 lll‘lll_llllllIlllllllHll!l
8.0 1.8 2.0 3.8

X

Figure A4.1, Error function E(x)

One can express a series development of El(x) by integrating the series

development of e ' between 0 and x:
2 [ 38 (2t ]
E;(x)= ——[x A UITA ) L L

- + [A4.4]
Je| o 13 215 n!(2n+1) |

This series converges for any x. For large X, one can obtain the asymptotic
development according to [ANG 61] [CRA 63]:

00 13 135 gy 135 =)

E(x)zl—-‘y 1- + - +er(=1)
1 xJTr!_ 2x2 224 23,8 yn-1, 22
{A4.5]
For sufficiently large x, we have
e_x:
[A4.6]

E((x)~1-

x

If x=16, EjL(x) =0.976, whilst the value approximated by the expression
above is

E,(x)~0973.
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For x = 1.8, E (x)~ 0.9877 instead of 0.890.

2n-1

2
X

The ratio of two successive terms, equal to , 15 close to 1 when n is close

to x2. This remark makes it possible to limit the calculation by minimizing the error
on E,(x).

NOTE.
E(x) is the ervor function and [1-E(x)], noted ERFC(x), is the
(‘complementary error function’),

2 fo _p
ERFC(x)=——-jx e dt [A4.7]

Vr

2 x _p
FunctionE\(x})=—=] e
n 0

i



306 Random vibration

Table A4.1. Error function E\(x) (continuation)

x | Efx) | AE X | Efx) | AR X E,(x) AE,

0.02820 0.2380 0.01458
0.025 0.02820 0.425} 0.45219 0.825 | 0.75668

0.02817 0.02329 0.01399
0.030 | 0.05637 0.450 | 0.47548 0.850 | 0.77067

0.02810 0.02278 0.01341
0.075 | 0.08447 0.475 ] 0.49826 0.875 | 0.78408

0.02799 0.02224 0.01283
0.100 | 0.11246 0.500 | 0.520500 0.900 | 0.79691

0.02786 0.02169 0.01227
0.125 | 0.14032 0.525] 0.54219 0.925 | 0.80918

0.02768 0.02113 0.01171
0.150 | 0.16800 0.550 | 0.56332 0.950 | 0.82089

0.02747 0.02056 0.01117
0.175 | 0.19547 0.575| 0.58388 0.975 | 0.83206

0.02723 0.01998 0.01064
0.200 | 0.22270 0.600 | 0.60386 1.000 | 0.84270

0.02697 0.01938 0.01012
0.225 | 0.24967 0.625| 0.62324 1.025 | 0.85282

0.02666 0.01879 0.00962
0.250 | 0.27633 0.650 | 0.64203 1.050 | 0.86244

0.02633 0.01819 0.00912
0.275 | 0.30266 0.675 ] 0.66022 1.075 | 0.87156

0.02597 0.01758 0.00865
0.300 | 0.32863 0.700 | 0.67780 1.100 | 0.88021

0.02558 0.01698 0.00818
0.325 | 0.35421 0.725 | 0.69478 1.125 | 0.88839

0.02517 0.01638 0.00773
0.350 | 0.37938 0.750 1 0.711156 1.150 | 0.89612

0.02474 0.01577 0.00731
0.375 | 0.40412 0.775 | 0.72693 1.175 | 0.90343

0.02427 0.01517 0.00688
0.400 } 0.42839 0.800 | 0.74210 1.200 | 0.91031




1.225
1.250
1.275
1.300
1.325
1.350
1.375
1.400
1.425
1.450
1.475
1.500
1.525
1.550
1.575
1.600
1.625

0.91680
0.92290
0.929863
0.93401
0.93%905
0.094376
0.94817
0.95229
0.95612
0.95970
0.96302
0.96611
0.96897
0.97162
0.97408
0.97635
0.97844

0.00649
0.00610
0.00573
0.00538
0.00504
0.00472
0.00441
0.00412
0.00383
0.00356
0.00332
0.00309
0.00286
0.00265
0.00246
0.00227
0.00209

1.650
1.675
1.700
1.725
1.750
1.775
1.800
1.825
1.850
1.875
1.900
1.925
1.950
1,975
2.000
2.025
2.050

0.98038
0.98215
0.98379
0.98529
0.98667
0.98793
0.989090
0.99015
0.99111
0.99199
0.99279
0.99352
0.95418
0.99478
0.99532
0.99781
0.99626

0.00194
0.00177
0.00164
0.00150
0.00138
0.00126

0.00116
0.00106

0.000%96
0.00088
0.00080
0.00073
0.00066
0.00060
0.00054
0.00049
0.00045

2.075
2.100
2125
2.150
2.175
2.200
2225
2.250
2.275
2.300
2325
2.350
2.375
2.400
2.425
2.450
2.475
2.500
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0.99666
0.99702
0.99735
0.99764
0.99790
0.99814
0.99835
0.99854
0.99871
0.99886
0.99899
0.99911
0.99922
0.99931
0.99940
0.99947
0.99954
0.99959

0.00040
0.00036
0.00033
0.00029
0.00026
0.00024
0.00021
0.00019
0.00017
0.00015
0.00013
0.00012
0.00011
0.0000%
0.00009
0.00007
0.00007
0.00005

Approximate calculation of E,

The error function can be estimated using the following approximate

relationships [ABR 70} [HAS 55}:

where

E(x)=1-(a; t+a, t2+a3 t3+a4 t4+a5 t°)e”

t=
1+ px

(0<x <w)

le(x)} <1.51077

X

i + e(x)

[A4.8]
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p=03275911 a;=1.421 413 741
a; = 0.254 829 592 a, =-1.453 152027
a, = -0.284 496 736 as = 1.061 495 429

E\(x)=1-(a; t+a, t% + a, t3) e X + e(x)

1

t=
1+px

le(x) 2.5 107

p=047047 a; = -0.095 879
a;=0.348 0242 a;=0.747 8556

[A4.9)

Other approximate relationships of this type have been proposed [HAS 55}
[SPA 87}, with developments of 3", 4™ and 5 order. C. Hastings also suggests the

expression
1
El(x) = 1 -
(I+a; x+a, x2+a3 x3+a4 x4+a5 x5+a6 x's)16
a; =0.070 523 078 4 a,=0.000 1520143
a, =0.042 2820123 as = 0.000 276 567 2
a; = 0.009 270 527 2 ag=0.000 043 063 8
(0£x< )
Derivatives

—X
—¢€

& Jn

d%E,(x) 4 2

—X
=—-—Xe

dx2 */;I_

dE;(x) 2 _p

[A4.10]

[A4.11]

[A4.12]
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Approximate formula

The approximate relationship [DEV 62]

[A4.13]

gives results of a sufficient precision for many applications (error lower than some
thousandths for whatever x).

A4.1.2. Second definition

The error function is often defined by [PAP 651 {PIE 70]:

5

¢

1 x T
E (x):———f e 2 dt [A4.14]
Sy
With this definition
=
E,(x) = V2 [A4.15]
yielding
E,(x) = 2 Ey(x¥/2) [A4.16]
Applications
(x=B)y’
1 L 9 al Xo — - .
fo. 2 dx:Ez[ 2 B]_Ez(xl B) [A4.17]
o 2r X o o

where a and B are two arbitrary constants [PIE 70] and

[2
["e 2 a=yam [A4.18]

—0
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Properties of E, (x)

E,(x) tends towards 0.5 when x — :

E, = fe 2 4t=05 [A4.19)
,[2
E,(0)=0
E,(—x) = ~E,(x)
tZ
1 X —;
Function Ey(x)=—— ] e dt
J21t 0
Table A4.2. Error function Ex(x)
X Ez(x) AEZ X Ez(x) AEZ X Ez(x) AEZ
0.01994 0.01420 0.00533
0.05 | 0.01994 0.85 |0.30234 1.65 |0.45053
0.01989 0.01360 0.00490
0.10 | 0.03983 0.90 [0.31594 1.70 }0.45543
0.01979 0.01300 0.00451
0.15 | 0.05962 0.95 |0.32894 1.75 | 0.45994
0.01964 0.01240 0.00413
0.20 | 0.07926 1.00 |0.34134 1.80 |0.46407
0.01945 0.01180 0.00377
0.25 | 0.09871 1.05 |0.35314 1.85 |0.46784
0.01920 0.01119 0.00344
030 | 0.11791 1.10 |0.36433 1.90 |0.47128
0.01892 0.01060 0.00313
0.35 0.13683 1.15 ]10.37493 1.95 |0.47441
0.01859 0.01000 0.00284
040 | 0.15542 120 |0.38493 2.00 |0.47725
0.01822 0.00942 0.00257
045 | 0.17364 1.25 1039435 2.05 |0.47982
0.01782 0.00885 0.00232
0.50 | 0.19146 1.30 |0.40320 2.10 |0.48214
0.01738 0.00829 0.00208
0.55 0.20884 1.35 10.41149 2.15 10.48422
0.01691 0.00775 0.00188
0.60 | 0.22575 1.40 |0.41924 220 |0.48610
0.01640 0.00723 0.00168
0.65 | 0.24215 1.45 |0.42647 2.25 |0.48778
0.01589 0.00672 0.00150
0.70 | 0.25804 1.50 }0.43319 230 |0.48928
0.01533 0.00624 0.00133
0.75 | 0.27337 1.55 10.43943 235 |0.49061
0.00577
080 | 028812 %1477} 160 |0.44520 240 |0.49180 |0-00119




Appendices 311

0.00106 0.00024 0.00004
2.45 0.49286 3.00 0.49865 3.55 10.49841
0.00093 0.00021 0.00003
2.50 0.49379 3.05 0.49886 3.60 }0.49984
0.00082 0.00017 0.00003
2.55 0.49461 3.10 0.49903 3.65 |0.49987
0.00072 0.00015 0.00002
2.60 0.49534 3.15 0.49918 3.70 | 0.49989
0.00064 0.00013 0.00002
2.65 0.49598 3.20 0.49931 3.75 |0.49991
0.00055 0.00011 0.00002
2.70 0.49653 3.25 0.49942 3.80 | 0.49993
0.00049 0.00010 0.00001
2.75 0.49702 3.30 0.49952 3.85 |0.49994
0.00042 0.00008 0.00001
2.80 0.49744 335 0.49960 3.90 | 0.49995
0.00037 0.00006 0.00001
2.85 0.49781 3.40 0.49966 3.95 | 0.049996 :
0.00032 0.00006 0.00001
2.90 0.49813 3.45 0.49972 4.00 | 0.49997
0.00028 0.00005
2.95 0.49981 3.50 0.49977
e'se— Illllllllllllllll 1 I:
8.45 z— =
0.40 =
0.35E 5
_ e.38 = 3
* - =
\-f~ 8.25 = =
g, 20F 3
8.15 E— —E
8.18 ;— 3
e.05F 3
e.00Bunlo bt d
6.0 1.8 2.8 5.8

Figure Ad4.2. Ervor function Ey(x)
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Approximate calculation of E5(x)

The function Ez(x) can be approximated, for x > 0, by the expression defined
as follows [LAM 76] [PAP 65]:

2

X

1 X
laz(x)z5 l1-@t+bt> +ct® +dt* +et)e 2 [A4.20]
where
1
t=—m——— a=0.254 829 592 b =-0.284 496 736
1+0.2316418 x
c=1.421413 741 d=-1.453 152 027 e =1.061 405 429

The approximation is very good (at least 5 decimal points).

NOTE.
With these notations, the function E2( X) is none other than the integral of the
Gauss function:

2

Pe

1
G(x)=—=¢ ?
v2n

® 0 &6 &0 T 3 &0 0 O 0 @
e e a2 e« 2 1 e & e s s
N
4]

Figure A4.3. Comparison of the error function Ey(x) and of G(x)
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Figure A4.3 shows the variations of G(x) and of E,(x) for 0 < x < 3. We thus

have
( ]

Calculation of x for EZ(X) =

The method below applies if x is positive and where 0 < Ey < 0.5 [LAM 80].
One calculates successively:

z=,-21n(1-2E,)

and
X=gyt+g 2t 22+"'+g10 2'° [(A4.22]

where

go = 6.55864 107 g6 =-1.17213 1072

g1 = —0.02069 g7 =2.10941 107

g, = 0.737563 gg =-2.18541107*

g3 = -0.207071 go =1.23163 107

g4 = -2.06851 1072 g10 = -2.93138 107

g5 =0.03444

For negative values, one will use the property
NOTE.

E X
To calculate x from given E, set E, = —1, calculate x, and then —.
2

7z
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A4.2. Calculation of the integral _’ e’ / x" dx

One has [DWI €6]:
e ax a’x? ax a" x"
f dx=hxjl+ —+——+——+ g —— 4. [A4.23]
X 1! 2 2 3 3 n n!

yielding, since

ax ax ax
e e a e
f dx = - 5+ I ] dx [A4.24]
x" (n-1 %" n-1"x"
eax eax a eax an—Z eéx an-l eax
-[_ndx:_ n1 2 * —dx
{(n-1)x (n-1(n-2)x (n-1Dt!x (n-1!° x
[A4.25]
A4.3. Euler’s constant
Definition
1 1
= lim {l+—+--+——Inn {A4.26]
n-»c0 2 n

€~ 0.577 215 664 90...

An approximate value is given by [ANG 61]:

Y-
ezz( 10 -1)

Le.
€~ 0.577 217 3...
Applications

It is shown that [DAV 64]:

°° —A
A Inie "di=-¢ [A4.27]
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and that

o _ T
_[0 (n2)? e dn=—+¢? [A4.28]
6

AS. Complements to the transfer functions
AS.1. Error related to digitalization of transfer function

The transfer function is defined by a certain number of points. According to this
number, the peak of this function can be more or less truncated and the measurement

of the resonance frequency and Q factor distorted [NEU 70].

Any complex system with separate modes is comparable in the vicinity of a
resonance frequency to a one-degree-of-freedom system of quality factor Q.

Figure AS.1. Transfer function of a one dof system close to resonance

Let us set y as the value of the quality factor read on the curve, Q being the true
value.

y f  read resonance frequenc
Letusset f=—and a =— = 4 Y
Q fo  true resonance frequency

. When a is different

from unity, one can set a = 1-98, if § is the relative deviation on the value of the
resonance frequency. For 8 =0, one has =1 and B = 1. For § # 0, f is less than
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one. The resolution error is equal to € =1~ . The amplitude of the transfer
function away from: resonance is given by y such that:

2
-2
Y 2 2
Q +a
y -1 Pyt [A5.1]
(-2 + & @ 1) v
Q
o’ (1-a)?
2 1+"Q—2 1+ Qz
2 Yy
Q Q (l~cx) +a Q8" +(1-8)
For large Q, we have
p’ :
~ 2 [A5.3]
Q2 (1~a2) +o
i.e., replacing a by 1 - 8 and supposing Q2 large compared to 1,
2 1
~ 53 [AS.4]
1-26+4Q° %
and
gg =1-P=1- [AS.5]

J1-26+4Q% &



Ii('f)+

v

Figure AS.2. Digitalization of n points of the
transfer function between the
half-power points

1
If4 Q% 8% >> 28, 1e if Q% >> —,
238

eg ~1-(1+4Q? 52)—1/2
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Figure AS.3. Effect of a too low a
sampling rate

[AS5.6]

[A5.7]

Let us suppose that there are n points in the interval Af, between the half-power

points, i.e. n — 1 intervals. We have:

f
d=l-a=1-—
fo

Af,

fy - f = ——
2(n-1)

yielding
Af, 1

§= =
2(n-1f, 2(n-DQ

, . 2 2
i.e.,since eg =2 a” &,

[A5.8]

{A5.9]

[A5.10]
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1

Ep & ————— [AS.11]
R 2 (n-1)?

Figure AS5.4 shows variations of the error g versus the number of points n in
Af,,. To measure the Q factor with an error less than 2%, it is necessary for n to be
0 y
greater than 6 points.

s T 1 117 T T T F T 17T
B 3
19!
= 3
£ = 3
2 — \ ]
& j18°c
™ E ~N
[ - 3
o - 3
=
TR E
1872
s y S . i 1 i 1 111
2 18’ 18%
n

Figure AS5.4. Error of resolution versus number of points in Af

NOTE.
In the case of random vibrations, the frequency increment Af is related to the
sampling frequency f; by the relationship

fS
Af = [AS.12]
2M

where M is the total number of points representing the spectrum. Ideally, the
increment Af should be a very small fraction of the bandwidth Afy around
resonance. The number of points M is limited by the memory size of the calculator
and the frequency f, should be at least twice as large as the highest frequency of the
analysed signal, to avoid aliasing errors (Shannon’s theorem). 4 too large Af leads
to a small value of n and therefore to an error to the Q factor measurement.
Decreasing £, to reduce Af (with M constant) can lead to poor representation of the
temporal signal and thus to an inaccuracy in the amplitude of the spectrum at high
frequencies. 1t is recommended to choose a sampling frequency greater than 6 times
the largest frequency to be analysed [TAY 75].
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AS.2. Use of a fast swept sine for the measurement of transfer functions

The measurement of a transfer function starting from a traditional swept sine test
leads to a test of relatively long duration and requires in addition material having a
great measurement dynamics.

Transfer functions can also be measured from random vibration tests or by using
shocks, the test duration being obviously in this latter case very short. On this
assumption, the choice of the form of shock to use is important, because the transfer
function being calculated from the ratio of the Fourier transforms of the response (in
a point of the structure) and excitation, it is necessary that this latter transform does
not present one zero or too small an amplitude in a certain range of frequency. In the
presence of noise, the low levels in the denominator lead to uncertainties in the
transfer function [WHI 69].

The interest of the fast linear swept sine resides in two points:

— the Fourier transform of a linear swept sine has a roughly constant amplitude in
the swept frequency range. W.H. Reed, A.-W. Hall, L.E. Barker [REE 60], then
R.G. White [WHI 72] and R.J. White and R.J. Pinnington [WHI 82] showed that the
average module of the Fourier transform of a linear swept sine is equal to:

[X(w)] = I "‘1 [AS.13]

where X, = amplitude of acceleration defining the swept sine

£, -1

b= = sweep rate

'y
and that, more generally,

i

%= 2:/“_! [AS5.14]

where f is the sweep rate for an arbitrary law.
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Example

Linear sweep: 10 Hz to 200 Hz
Durations: 1 s—0.5s-0.1 s and 10 ms
X,=10 ms™

Depending on the case, the relationship [AS5.14] gives 0.3627 — 0.256 — 0.1147
or 0.03627 (nmvs).

Linear swept sine 10 mis2 from 10 Hzto 200 Hzin01 s

T Ty T UL BRI UL | T TRT T T

P

J
_ B
-6 ! !
-8
-|0J_L|||x|l SI P aWt s 1 11 11
3 4 S -3

] 1
7 8

e

Acceleration {mis?)

-»
TV oy

1 i

53 1YY T Lol e

J
9

(-] 1 2 a
Time (s) e
Figure AS.5. Example of fast swept sine
Amplitude of the Fourier Transform
8.45 177 T T T T T T T TR T
= 3
e.40 A 3
0.55 ,‘ANN - "“‘—"'MMW‘J | {te= 1 E
8.30 | 3
0. 25 E ],/\w . rands ';\v,f\v)(\ 8.5 s ?
3= £/ \) E
Q.28 3 / E
o 3
8.15 | =
8.18 :v—/_f/\th/\) /\f—i}rs'l S§
N 18 ns N
- AN =
o.08 ; | T W | oo It ‘_LI-..l 11 ‘]53‘ 11 lzgo‘ Ll lz"ss
Frequency {Hz2)

Figure AS.6. Examples of fast swept sine Fourier transforms
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— sweeping being fast (a few seconds or a fraction of a second, depending on the
studied frequency band), the mechanical system responds as to a shock and does not
have time to reach the response which it would have in steady state operation or
with a slow sweep (Q time the excitation). Accordingly, the dynamics of the
necessary instrumentation is less constraining and measurement is taken in a domain
where the non linearities of the structure are less important.

The Fourier transform of the response must be calculated over the whole
duration of the response, including the residual signal after the end of sweep.

AS.3. Error of measurement of transfer function using a shock related to signal
truncation

With a transient excitation, of shock type or fast swept sine, the transfer function
is calculated from the ratio of the Fourier transforms of response and excitation:

H(i Q) = ¥ Q) [A5.15]
x(i Q)
where
X(iQ)= jmx(t) O at [A5.16]
Y(iQ)= j:y(t)'e‘i‘“ dt [A5.17]

If x(t) is an impulse unit applied to the time t =0, we have X(i Q) =1 for
whatever Q and (Volume 1, expression {3.115]):

H(i Q) = I:h(t) e dt [A5.18]

where h(t) is the impulse response. For a single-degree-of-freedom system of
natural frequency f, (Volume 1, relationship [3.114]),

[}
n(t) = \/f_og—; e O U siny1-82 0 t [AS.19]
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yielding the complex transfer function

1
H(i Q) = e m [A5.20]
(1 - —‘2—]+ 12 E_, —_—
®g @

The relationship [A5.18] could be used in theory to determine H(i Q) from the
response to an impulse, but, in practice, a truncation of the response is difficult to
avoid, either because the decreasing signal becomes non measurable, or because the
time of analysis is limited to a value T, [WHI 69]. The effects of truncation have

been analysed by B.L. Clarkson and A.C. Mercer [CLA 65] who showed:

— that the resonance frequency can still be identified from the diagram vector as

ds
the frequency to which the rate of variation in the length of arc with frequency, —,

1S maximum,

—but that the damping measured from such a diagram (established with a
truncated signal) is larger than the true value.

These authors established by theoretical analysis that the error (in %) introduced
by truncation is equal to:

( 1 )
1-e s T Ll+§m0 T+~ & o TfnJ
2 [A5.21]

e(%)=10091-

l

- (1+& 0g 1p)

TY[TTTIT [T T v Iy[rovy

45

_—
e et

40

335
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25

Error (%)
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I L1

-
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3
L}
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Figure AS.7. Error of measured value of & due to truncation of the signal
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It is seen that if £ ©y T, > 1, the error of the measured value of § is lower than
5%.

It is noted that one can obtain a very good precision without needing to analyse
extremely long records. For example, for f; = 100 Hz and & = 0.005, a duration of

2 s led to an error less than 5% (€ ©g 1., = 1).

AS5.4. Error made during measurement of transfer functions in random vibration

The function of coherence yz is a measurement of the precision of the calculated
value of the transfer function H(f) and is equal to [2.97]:

,_ loy®f

- [AS.22]
Gy (f) G,(1)
6 LESRARELREE RARSRAREN BAL RILAAI z" IR S LA BN AARSAEAEARS LI T
: T E
sf 1 E 1K = 20] JEE
p 1.6f 3
Wl | o v=0.2)
. .
@ 2 3 w |.zE /
5 shde ] 5 1.of
l.tl.:l E\\\/el.ss 3 Ej 0.8 ~ 8.4
‘ N_».98 °.6F = A
W e
'Z 56"‘4\\\% ] 8.2 A A7 F"‘"‘T/F,-ﬁi\ _3
.‘u?i..f..l_:?ﬁ it % 9.0 -:Tun—u_n‘n-':m wolontn g
8.1 6.3 8.5 0.7 0.9 8.6 8.2 8.4 8.6 0.8 1.0
¥ P

Figure A5.8. Error of measurement of the  Figure AS.9. Error of measurement of the
transfer function in random excitation transfer function in random excitation versus
versus v, for K=20 the probability, for K = 20
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Figure A5.10. Error of measurement of the Figure AS.11. Error of measurement of the
transfer function in random excitation transfer function in random excitation
versus ¥, for P=0.90 versus K, for P =0.90

If the system is linear and if there is no interference, 72 =1 and the calculated

value of H(f) is correct. If 72 <1, the error in the estimate of H(f) is provided
with a probability P by:

1
1 -
AIH(f)IS [(1—-P)_1/K—1] _1____1 2 [A5.23]
(o) Vay

where K is the number of spectra (blocks) used to calculate each PSD {WEL 70}.

6_ T LR M B i T T T Trrrr
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A L 8 ]
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, ]
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K

Figure AS.12. Error of measurement of the transfer
Junction in random excitation versus X, for y =0.5
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AS.S. Derivative of expression of transfer function of a one-degree-of-freedom

linear system

Let us consider the transfer function:

H(w) =
op [1 -h%+ 2i§hl
where
(¢}
h=—
@9

[A5.24]

through multiplication of the denominator’s conjugate quantity, we obtain

H@)=(1-h’)A-2igh A

if we set

yielding
H . 5\ dA dA
- 2ha-2itA+[i-h )——2ghi—~
dh | dh dh

with

an(1-2¢2-n?)

=co(2)[(1—h ) 2§h2:}2

& |5

) 2 J4dA
= Ah+ig) A+[1-h?-28hi]—
dh

& | &

[A5.25]

[A5.26]

[AS.27]
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Synopsis of five volume series:
Mechanical Vibration and Shock

This is the third volume in this five volume series.

Volume 1 is devoted to sinusoidal vibration. The responses, relative and
absolute, of a mechanical one-degree-of-freedom system to an arbitrary excitation
are considered, and its transfer function in various forms defined. By placing the
properties of sinusoidal vibrations in the contexts of the environment and of
laboratory tests, the transitory and steady state response of a single-degree-of-
freedom system with viscous and then with non-linear damping is evolved. The
various sinusoidal modes of sweeping with their properties are described, and then,
starting from the response of a one-degree-of-freedom system, the consequences of
an unsuitable choice of the sweep rate are shown and a rule for choice of this rate
deduced from it.

Volume 2 deals with mechanical shock. This volume presents the shock response
spectrum (SRS} with its different definitions, its properties and the precautions to be
taken in calculating it. The shock shapes most widely used with the usual test
facilities are presented with their characteristics, with indications how to establish
test specifications of the same severity as the real, measured environment. A
demonstration is then given on how these specifications can be made with classic
laboratory equipment: shock machines, electrodynamic exciters driven by a time
signal or by a response spectrum, indicating the limits, advantages and
disadvantages of each solution.

Volume 3 examines the analysis of random vibration, which encompass the vast
majority of the vibrations encountered in the real environment. This volume
describes the properties of the process enabling simplification of the analysis, before
presenting the analysis of the signal in the frequency domain. The definition of the
power spectral density is reviewed as well as the precautions to be taken in
calculating it, together with the processes used to improve results (windowing,
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overlapping). A complementary third approach consists of analyzing the statistical
properties of the time signal. In particular, this study makes it possible to determine
the distribution Jaw of the maxima of a random Gaussian signal and to simplify the
calculations of fatigue damage by avoiding direct counting of the peaks (Volumes 4
and 5).

Having established the relationships which provide the response of a linear
system with one degree of freedom to a random vibration, Volume 4 is devoted to
the calculation of damage fatigue. It presents the hypotheses adopted to describe the
behaviour of a material subjected to fatigue, the laws of damage accumulation,
together with the methods for counting the peaks of the response, used to establish a
histogram when it 1s impossible to use the probability density of the peaks obtained
with a Gaussian signal. The expressions of mean damage and of its standard
deviation are established. A few cases are then examined using other hypotheses
{mean not equal to zero, taking account of the fatigue limit, non linear accumulation
law, etc.).

Volume 5 is more especially dedicated to presenting the method of specification
development according to the principle of tailoring. The extreme response and
fatigue damage spectra are defined for each type of stress (sinusoidal vibrations,
swept sine, shocks, random vibrations, etc.). The process for establishing a
specification as from the life cycle profile of the equipment is then detailed, taking
account of an uncertainty factor, designed to cover the uncertainties related to the
dispersion of the real environment and of the mechanical strength, and of another
coefficient, the test factor, which takes into account the number of tests performed to
demonstrate the resistance of the equipment.

This work is intended first and foremost for engineers and technicians working
in design teams, which are responsible for sizing equipment, for project teams given
the task of writing the various sizing and testing specifications (validation,
qualification, certification, etc.) and for laboratories in charge of defining the tests
and their performance, following the choice of the most suitable simulation means.



