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Preface

Avionics is the cornerstone of modern aircraft. More and more, vital functions on both military and civil
aircraft involve electronic devices. After the cost of the airframe and the engines, avionics is the most
expensive item on the aircraft, but well worth every cent of the price.

Many technologies emerged in the last decade that will be utilized in the new millennium. After proof
of soundness in design through ground application, advanced microprocessors are finding their way onto
aircraft to provide new capabilities that were unheard of a decade ago. The Global Positioning System
has enabled satellite-based precise navigation and landing, and communication satellites are now capable
of supporting aviation services. Thus, the aviation world is changing to satellite-based communications,
navigation, and surveillance for air traffic management. Both the aircraft operator and the air traffic
services provider are realizing significant benefits.

Familiar technologies in this book include data buses, one type of which has been in use for over 20
years, head mounted displays, and fly-by-wire flight controls. New bus and display concepts are emerging
that may displace these veteran devices. An example is a retinal scanning display.

Other emerging technologies include speech interaction with the aircraft and synthetic vision. Speech
interaction may soon enter commercial service on business aircraft as another way to perform some
noncritical functions. Synthetic vision offers enormous potential for both military and civil aircraft for
operations under reduced visibility conditions or in cases where it is difficult to install sufficient windows
in an aircraft.

This book offers a comprehensive view of avionics, from the technology and elements of a system to
examples of modern systems flying on the latest military and civil aircraft. The chapters have been written
with the reader in mind by working practitioners in the field. This book was prepared for the working
engineer and his or her boss and others who need the latest information on some aspect of avionics. It
will not make one an expert in avionics, but it will provide the knowledge needed to approach a problem.
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The basic elements of the avionics suite on aircraft typically relate to the communications, navigation,
and surveillance (CNS) functions. The term CNS is used widely throughout the aviation industry to
address those functions addressed later in this handbook. The elements described in this section con-
stitute the most fundamental “backbones” of the overall avionics suite performing the CNS functions.
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Digital data buses provide the necessary onboard digital communications among the avionics elements
comprising the overall airborne system. The avionics use digital data buses with (mostly) standardized
physical and electrical interfaces to send their internal data to other avionics. The data may comprise
sensor information, the results of internal calculations, system commands, information from internal
storage, relayed data, or any information that may be generated by a computational device. The overall
avionics suite, through the use of these interconnected digital data buses, operates similarly to ground-
based networks. A primary difference is the amount of certification required to ensure that the very
high level of integrity and safety required for aviation is maintained. Three widely used buses are
examined: AS 15531/MIL-STD-1553B Digital Time Division Command/Response Multiplex Data Bus;
ARINC 429 Digital Information Transfer System — Mark 33; and the Commercial Standard Digital Bus.

Batteries are an essential element to provide engine starting power and back up, sustaining power for
avionics, especially flight critical avionics.

Avionics performing the basic CNS functions are not the only critical elements of aircraft. Crew inter-
faces play an important role in assuring that the crew can interact with these avionics and that the aircraft
can be flown effectively and safely. This section provides a description of some advanced and evolving
technologies that can provide the crew situational awareness of the aircraft and the environment in which
the aircraft flies. Included are various display technol-ogies and speech recognition along with retinal
scanning displays. Guidance is also given on proven techniques for flight deck design, a task often
approached in an ad hoc, undisciplined manner.
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AS 15531/MIL-STD-
1553B Digital

Time Division
Command/Response
Multiplex Data Bus

Chris deLong 1.1  Introduction
Honeywell, Defense Avionics Background ¢ History and Applications
Systems 1.2 The Standard
Hardware Elements
1.3 Protocol

Word Types *+ Message Formats, Validation,
and Timing « Mode Codes

1.4  Systems-Level Issues
Subaddress Utilization « Data Wraparound ¢ Data
Buffering « Variable Messsage Blocks ¢ Sample
Consistency « Data Validation « Major and Minor Frame
Timing « Error Processing

1.5 Testing
Further Information

1.1 Introduction

MIL-STD-1553 is a standard which defines the electrical and protocol characteristics for a data bus. SAE
AS-15531 is the commercial equivalent to the military standard. A data bus is similar to what the personal
computer and office automation industry have dubbed a “Local Area Network (LAN).” In avionics, a
data bus is used to provide a medium for the exchange of data and information between various systems
and subsystems.

1.1.1 Background

In the 1950s and 1960s, avionics were simple standalone systems. Navigation, communications, flight
controls, and displays consisted of analog systems. Often, these systems were composed of multiple boxes
interconnected to form a single system. The interconnections between the various boxes was accomplished
with point-to-point wiring. The signals mainly consisted of analog voltages, synchro-resolver signals,
and relay/switch contacts. The location of these boxes within the aircraft was a function of operator need,
available space, and the aircraft weight and balance constraints. As more and more systems were added,
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FIGURE 1.1 Systems configurations.

the cockpits became crowded due to the number of controls and displays, and the overall weight of the
aircraft increased.

By the late 1960s and early 1970s, it was necessary to share information between various systems to
reduce the number of black boxes required by each system. A single sensor providing heading and rate
information could provide those data to the navigation system, the weapons system, the flight control
system, and pilot’s display system (see Figure 1.1a). However, the avionics technology was still basically
analog, and while sharing sensors did produce a reduction in the overall number of black boxes, the
interconnecting signals became a “rat’s nest” of wires and connectors. Moreover, functions or systems
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that were added later became an integration nightmare as additional connections of a particular signal
could have potential system impacts, plus since the system used point-to-point wiring, the system that
was the source of the signal typically had to be modified to provide the additional hardware needed to
output to the newly added subsystem. As such, intersystem connections were kept to the bare minimums.

By the late 1970s, with the advent of digital technology, digital computers had made their way into
avionics systems and subsystems. They offered increased computational capability and easy growth,
compared to their analog predecessors. However, the data signals — the inputs and outputs from the
sending and receiving systems — were still mainly analog in nature, which led to the configuration of a
small number of centralized computers being interfaced to the other systems and subsystems via complex
and expensive analog-to-digital and digital-to-analog converters.

As time and technology progressed, the avionics systems became more digital. And with the advent
of the microprocessor, things really took off. A benefit of this digital application was the reduction in
the number of analog signals, and hence the need for their conversion. Greater sharing of information
could be provided by transferring data between users in digital form. An additional side benefit was that
digital data could be transferred bidirectionally, whereas analog data were transferred unidirectionally.
Serial rather than parallel transmission of the data was used to reduce the number of interconnections
within the aircraft and the receiver/driver circuitry required with the black boxes. But this alone was not
enough. A data transmission medium which would allow all systems and subsystems to share a single
and common set of wires was needed (see Figure 1.1b). By sharing the use of this interconnect, the
various subsystems could send data between themselves and to other systems and subsystems, one at a
time, and in a defined sequence. Enter the 1553 Data Bus.

1.1.2 History and Applications

MIL-STD-1553(USAF) was released in August of 1973. The first user of the standard was the F-16. Further
changes and improvements were made and a tri-service version, MIL-STD-1553A, was released in 1975.
The first user of the “A” version of the standard was again the Air Force’s F-16 and the Army’s new attack
helicopter, the AH-64A Apache. With some “real world” experience, it was soon realized that further
definitions and additional capabilities were needed. The latest version of the standard, 1553B, was released
in 1978.

Today the 1553 standard is still at the “B” level; however, changes have been made. In 1980, the Air
Force introduced Notice 1. Intended only for Air Force applications, Notice 1 restricted the use of many
of the options within the standard. While the Air Force felt this was needed to obtain a common set of
avionics systems, many in industry felt that Notice 1 was too restrictive and limited the capabilities in
the application of the standard. Released in 1986, the tri-service Notice 2 (which supersedes Notice 1)
places tighter definitions upon the options within the standard. And while not restricting an option’s
use, it tightly defines how an option will be used if implemented. Notice 2, in an effort to obtain a
common set of operational characteristics, also places a minimum set of requirements upon the design
of the black box. The military standard was converted to its commercial equivalent as SAE AS 15531, as
part of the government’s effort to increase the use of commercial products.

Since its inception, MIL-STD-1553 has found numerous applications. Notice 2 even removed all
references to “aircraft” or “airborne” so as not to limit its applications. The standard has also been accepted
and implemented by NATO and many foreign governments. The U.K. has issued Def Stan 00-18 (Part 2)
and NATO has published STANAG 3838 AVS, both of which are versions of MIL-STD-1553B.

1.2 The Standard

MIL-STD-1553B defines the term Time Division Multiplexing (TDM) as “the transmission of information
from several signal sources through one communications system with different signal samples staggered
in time to form a composite pulse train.” For our example in Figure 1.1b, this means that data can be
transferred between multiple avionics units over a single transmission media, with the communications
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between the different avionics boxes taking place at different moments in time, hence time division.
Table 1.1 is a summary of the 1553 Data Bus Characteristics. However, before defining how the data are
transferred, it is necessary to understand the data bus hardware.

1.2.1 Hardware Elements

The 1553 standard defines certain aspects regarding the design of the data bus system and the black boxes
to which the data bus is connected. The standard defines four hardware elements: transmission media,
remote terminals, bus controllers, and bus monitors; each of which is detailed as follows.

TABLE 1.1 Summary of the 1553 Data Bus Characteristics

Data Rate 1 MHz

Word Length 20 bits

Data Bits per Word 16 bits

Message Length Maximum of 32 data words
Transmission Technique Half-Duplex

Operation Asynchronous

Encoding Manchester Il Bi-phase
Protocol Command-Response

Bus Control Single or Multiple

Message Formats Controller-to-Terminal (BC-RT)
Terminal-to-Controller (RT-BC)
Terminal-to-Terminal (RT-RT)
Broadcast

System Control

Maximum of 31

Remote Terminal (RT)

Bus Controller (BC)

Bus Monitor (BM)

Twisted Shielded Pair Cable
Transformer or Direct

Number of Remote Terminals
Terminal Types

Transmission Media
Coupling

1.2.1.1 Transmission Media

The transmission media, or data bus, is defined as a twisted shielded pair transmission line consisting
of the main bus and a number of stubs. There is one stub for each terminal (system) connected to the
bus. The main data bus is terminated at each end with a resistance equal to the cable’s characteristic
impedance. This termination makes the data bus behave electrically like an infinite transmission line.
Stubs, which are added to the main bus in order to connect the terminals, provide “local” loads, and
produce an impedance mismatch where added. This mismatch, if not properly controlled, produces
electrical reflections and degrades the performance of the main bus. Therefore, the characteristics of both
the main bus and the stubs are specified within the standard. Table 1.2 is a summary of the transmission
media characteristics.

The standard specifies two stub methods: direct and transformer coupled. This refers to the method
in which a terminal is connected to the main bus. Figure 1.2 shows the two methods, the primary
difference between the two being that the transformer coupled method utilizes an isolation transformer
for connecting the stub cable to the main bus cable. In both methods, two isolation resistors are placed
in series with the bus. In the direct coupled method, the resistors are typically located within the terminal,
whereas in the transformer coupled method, the resistors are typically located with the coupling trans-
former in boxes called data bus couplers. A variety of couplers are available, providing single or multiple
stub connections.

Another difference between the two coupling methods is the length of the stub. For the direct coupled
method, the stub length is limited to a maximum of 1 ft. For the transformer coupled method, the stub
can be up to a maximum length of 20 ft. Therefore for direct coupled systems, the data bus must be
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FIGURE 1.2 Terminal connection methods.

routed in close proximity to each of the terminals, whereas for a transformer coupled system, the data
bus may be up to 20 ft away from each terminal.

TABLE 1.2 Summary of Transmission Media Characteristics

Cable Type Twisted Shielded Pair
Capacitance 30.0 pF/ft max — wire to wire
Characteristic Impedance 70.0 to 85.0 ohms at 1 MHz
Cable Attenuation 1.5 dbm/100 ft at 1 MHz
Cable Twists 4 twists per foot maximum
Shield Coverage 90% minimum

Cable Termination Cable impedance (+2%)
Direct Coupled Stub Length Maximum of 1 ft

Transformer Coupled Stub Length Maximum of 20 ft

1.2.1.2 Remote Terminal

A remote terminal is defined within the standard as “All terminals not operating as the bus controller or
as a bus monitor.” Therefore if it is not a controller, monitor, or the main bus or stub, it must be a remote
terminal — sort of a “catch all” clause. Basically, the remote terminal is the electronics necessary to transfer
data between the data bus and the subsystem. So what is a subsystem? For 1553 applications, the subsystem
is the sender or user of the data being transferred.

In the earlier days of 1553, remote terminals were used mainly to convert analog and discrete data
to/from a data format compatible with the data bus. The subsystems were still the sensor which provided
the data and computer which used the data. As more and more digital avionics became available, the
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trend has been to embed the remote terminal into the sensor and computer. Today it is common for the
subsystem to contain an embedded remote terminal. Figure 1.3 shows the different levels of remote
terminals possible.

A remote terminal typically consists of a transceiver, an encoder/decoder, a protocol controller, a buffer
or memory, and a subsystem interface. In a modern black box containing a computer or processor, the
subsystem interface may consist of the buffers and logic necessary to interface to the computer’s address,
data, and control buses. For dual redundant systems two transceivers and two encoders/decoders would
be required to meet the requirements of the standard.

Figure 1.4 is a block diagram of a remote terminal and its connection to a subsystem. In short, the
remote terminal consists of all the electronics necessary to transfer data between the data bus and the
user or originator of the data being transferred.
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But a remote terminal is more than just a data formatter. It must be capable of receiving and decoding
commands from the bus controller, and respond accordingly. It must also be capable of buffering a message-
worth of data, be capable of detecting transmission errors and performing validation tests upon the data,
and reporting the status of the message transfer. A remote terminal must be capable of performing a few
of the bus management commands (referred to as mode commands), and for dual redundant applications
it must be capable of listening to and decoding commands on both buses at the same time.

A remote terminal must strictly follow the protocol as defined by the standard. It can only respond
to commands received from the bus controller (i.e., it only speaks when spoken to). When it receives a
valid command, it must respond within a defined amount of time. If a message does not meet the validity
requirements defined, then the remote terminal must invalidate the message and discard the data (not
allow the data to be used by the subsystem). In addition to reporting status to the bus controller, most
remote terminals today are also capable of providing some level of status information to the subsystem
regarding the data received.

1.2.1.3 Bus Controller

The bus controller is responsible for directing the flow of data on the bus. While several terminals may
be capable of performing as the bus controller, only one bus controller is allowed to be active at any one
time. The bus controller is the only device allowed to issue commands onto the data bus. The commands
may be for the transfer of data, or the control and management of the bus (referred to as mode
commands).

Typically, the bus controller is a function that is contained within some other computer, such as a
mission computer, a display processor, or a fire control computer. The complexity of the electronics
associated with the bus controller is a function of the subsystem interface (the interface to the computer),
the amount of error management and processing to be performed, and the architecture of the bus
controller. There are three types of bus controllers architectures: a word controller, a message controller,
and a frame controller.

A word controller is the oldest and simplest type. Few word controllers are built today and they are
only mentioned herein for completeness. For a word controller, the terminal electronics transfers one
word at a time to the subsystem. Message buffering and validation must be performed by the subsystem.

Message controllers output a single message at a time, interfacing with the computer only at the end
of the message or perhaps when an error occurrs. Some message controllers are capable of performing
minor error processing, such as transmitting once on the alternate data bus, before interrupting the
computer. The computer will inform the interface electronics of where the message exists in memory
and provide a control word. For each message the control word typically informs the electronics of the
message type (e.g., an RT-BC or RT-RT command), which bus to use to transfer the message, where to
read or write the data words in memory, and what to do if an error occurs. The control words are a
function of the hardware design of the electronics and are not standardized among bus controllers.

A frame controller is the latest concept in bus controllers. A frame controller is capable of processing
multiple messages in a sequence defined by the computer. The frame controller is typically capable of
error processing as defined by the message control word. Frame controllers are used to “off-load” the
computer as much as possible, interrupting only at the end of a series of messages or when an error it
can not handle is detected.

There is no requirement within the standard as to the internal workings of a bus controller, only that
it issue commands onto the bus.

1.2.1.4 Bus Monitor

A bus monitor is just that. A terminal which listens to (monitors) the exchange of information on the
data bus. The standard strictly defines what bus monitors may be used for, stating that the information
obtained by a bus monitor be used “for off-line applications (e.g., flight test recording, maintenance
recording or mission analysis) or to provide a back-up bus controller sufficient information to take over
as the bus controller”” Monitors may collect all the data from the bus or may collect selected data.
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The reason for restricting its use is that while a monitor may collect data, it deviates from the command-
response protocol of the standard in that a monitor is a passive device that does not transmit a status
word, and therefore can not report on the status of the information transferred. Therefore, bus monitors
fall into two categories: a recorder for testing, or as a terminal functioning as a back-up bus controller.

In collecting data, a monitor must perform the same message validation functions as the remote
terminal and, if an error is detected, inform the subsystem of the error (the subsystem may still record
the data, but the error should be noted). For monitors which function as recorders for testing, the
subsystem is typically a recording device or a telemetry transmitter. For monitors which function as back-
up bus controllers, the subsystem is the computer.

Today it is common that bus monitors also contain a remote terminal. When the monitor receives a
command addressed to its terminal address, it responds as a remote terminal. For all other commands, it
functions as a monitor. The remote terminal portion could be used to provide feedback to the bus controller
of the monitor’s status, such as the amount of memory or time left, or to reprogram a selective monitor as
to what messages to capture.

1.2.1.5 Terminal Hardware

The electronic hardware between a remote terminal, bus controller, and bus monitor does not differ
much. Both the remote terminal and bus controller (and bus monitor if it is also a remote terminal)
must have the transmitters/receivers and encoders/decoders to format and transfer data. The requirements
upon the transceivers and the encoders/decoders do not vary between the hardware elements. Table 1.3
lists the electrical characteristics of the terminals.

All three elements have some level of subsystem interface and data buffering. The primary difference
lies in the protocol control logic and often this just a different series of micro-coded instructions. For
this reason, it is common to find 1553 hardware circuitry that is also capable of functioning as all three
devices.

TABLE 1.3  Terminal Electrical Characteristics

Requirement Transformer Coupled Direct Coupled Condition

Input Characteristics

Input Level 0.86-14.0 V 1.2-200V p-p, -

No Response 0.0-0.2V 0.0-0.28V p—p, H

Zero Crossing Stability +150.0 nsec +150.0 nsec

Rise/Fall Times 0 nsec 0 nsec Sine Wave

Noise Rejection 140.0 mV WGN*® 200.0 mV WGN BER 1° per 10’

Common Mode Rejection +10.0 V peak +10.0 V peak line-gnd, DC-2.0 MHz

Input Impedance 1000 ohms 2000 ohms 75 kHz-1 MHz
Output Characteristics

Output Level 18.0-27.0V 6.0-9.0 V p-p, -

Zero Crossing Stability 25.0 nsec 25.0 nsec

Rise/Fall Times 100-300 nsec 100-300 nsec 10%-90%

Maximum Distortion +900.0 mV +300.0 mV peak, -l

Maximum Output Noise 14.0 mV 5.0 mV rms, |-l

Maximum Residual Voltage +250.0 mV +90.0 mV peak, -l

aWGN = White Gaussian Noise.
b BER = Bit Error Rate.

There is an abundance of “off-the-shelf” components available today from which to design a terminal.
These vary from discrete transceivers, encoders/decoders, and protocol logic devices to a single dual
redundant hybrid containing everything but the transformers.
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1.3 Protocol

The rules under which the transfers occur is referred to as “protocol” The control, data flow, status
reporting, and management of the bus is provided by three word types.

1.3.1 Word Types

Three distinct word types are defined by the standard. These are command words, data words, and status
words. Each word type has a unique format yet all three maintain a common structure. Each word is
20 bits in length. The first three bits are used as a synchronization field, thereby allowing the decode clock
to re-sync at the beginning of each new word. The following 16 bits are the information field and differ
among the three word types. The last bit is the parity bit. Parity is based on odd parity for the single
word. The three word types are shown in Figure 1.5.

Bit encoding for all words is based on bi-phase Manchester Il format. The Manchester Il format
provides a self-clocking waveform in which the bit sequence is independent. The positive and negative
voltage levels of the Manchester waveform is DC balanced (same amount of positive signal as there is
negative signal) and as such is well suited for transformer coupling. A transition of the signal occurs at
the center of the bit time. A logic “0” is a signal that transitions from a negative level to a positive level.
A logic “1” is a signal that transitions from a positive level to a negative level.

The terminal’s hardware is responsible for the Manchester encoding and decoding of the word types.
The interface that the subsystem sees is the 16-bit information field of all words. The sync and parity
fields are not provided directly. However, for received messages, the decoder hardware provides a signal
to the protocol logic as to the sync type the word was and as to whether parity was valid or not. For
transmitted messages, there is an input to the encoder as to what sync type to place at the beginning of
the word, and parity is automatically calculated by the encoder.
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FIGURE 1.5 Word formats.
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1.3.1.1 Sync Fields

The first three bit times of all word types is called the sync field. The sync waveform is in itself an invalid
Manchester waveform as the transition only occurs at the middle of the second bit time. The use of this
distinct pattern allows the decoder to re-sync at the beginning of each word received and maintain the
overall stability of the transmissions.

Two distinct sync patterns are used: the command/status sync, and the data sync. The command/status
sync has a positive voltage level for the first one and a half bit times, then transitions to a negative voltage
level for the second one and a half bit times. The data sync is the opposite — a negative voltage level for
the first one and a half bit times, then transitions to a positive voltage level for the second one and a half
bit times. The sync patterns are shown in Figure 1.5.

1.3.1.2 Command Word

The Command Word (CW) specifies the function that a remote terminal(s) is to perform. This word is
only transmitted by the active bus controller. The word begins with a command sync in the first three
bit times. The following 16-bit information field is as defined in Figure 1.5.

The five-bit Terminal Address (TA) field (bit times 4-8) states to which unique remote terminal the
command is intended (no two terminals may have the same address). Note that an address of 00000 is
a valid address, and that an address of 11111 is reserved for use as the broadcast address. Also note that
there is no requirement that the bus controller be assigned an address, therefore the maximum number
of terminals the data bus can support is 31. Notice 2 to the standard requires that the terminal address
be wire programmable externally to the black box (i.e., an external connector) and that the remote
terminal electronics perform a parity test upon the wired terminal address. The Notice basically states
that an open circuit on an address line is detected as a logic “1,” that connecting an address line to ground
is detected as a logic “0,” and that odd parity will be used in testing the parity of the wired address field.

The next bit (bit time 9) is the Transmit/Receive (T/R) bit. This defines the direction of information
flow and is always from the point of view of the remote terminal. A transmit command (logic 1) indicates
that the remote terminal is to transmit data, while a receive command (logic 0) indicates that the remote
terminal is going to receive data. The only exceptions to this rule are associated with mode commands.

The following five bits (bit times 10-14) are the Subaddress (SA)/Mode Command (MC) bits. Logic
00000 or 11111 within this field shall be decoded to indicate that the command is a Mode Code Command.
All other logic combinations of this field are used to direct the data to different functions within the
subsystem. An example might be that 00001 is position and rate data, 00010 is frequency data, 10010 is
display information, and 10011 is self-test data. The use of the subaddresses is left to the designer, however,
Notice 2 suggests the use of subaddress 30 for data wraparound.

The next five bit positions (bit times 15-19) define the Word Count (WC) or Mode Code to be
performed. If the Subaddress/Mode Code field was 00000 or 11111, then this field defines the mode code
to be performed. If not a mode code, then this field defines the number of data words either to be received
or transmitted depending on the T/R bit. A word count field of 00000 is decoded as 32 data words.

The last bit (bit time 20) is the word parity bit. Only odd parity shall be used.

1.3.1.3 Data Word

The Data Word (DW) contains the actual information that is being transferred within a message. Data
words can be transmitted by either a remote terminal (transmit command) or a bus controller (receive
command). The first three bit times contain a data sync. This sync pattern is the opposite of that used
for command and status words and therefore is unique to the data word type.

The following 16 bits of information are left to the designer to define. The only standard requirement
is that the most significant bit (MSB) of the data be transmitted first. While the standard provides no
guidance as to their use, Section 80 of MIL-HDBK-1553A and SAE AS-15532 provides guidance and lists
the formats (i.e., bit patterns, resolutions, etc.) of the most commonly used data words.

The last bit (bit time 20), is the word parity bit. Only odd parity shall be used.
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1.3.1.4 Status Word

The Status Word (SW) is only transmitted by a remote terminal in response to a valid message. The status
word is used to convey to the bus controller whether a message was properly received or the state of the
remote terminal (i.e., service request, busy, etc.). The status word is defined in Figure 1.5. Since the status
word conveys information to the bus controller, there are two views as to the meaning of each bit — what
the setting of the bit means to a remote terminal, and what the setting of the bit means to a bus controller.
Each field of the status word, and its potential meanings, is examined below.

1.3.1.4.1 Resetting the Status Word

The Status Word, with the exception of the remote terminal address, is cleared after receipt of a valid
command word. The two exceptions to this rule are if the command word received is a Transmit Status
Word Mode Code or a Transmit Last Command Word Mode Code. Conditions which set the individual
bits of the word may occur at any time. If after clearing the status word, the conditions for setting the
bits still exists, then the bits shall be set again.

Upon detection of a error in the data being received, the Message Error bit is set and the transmission
of the status word is suppressed. The transmission of the status word is also suppressed upon receipt of
a broadcast message. For an illegal message (i.e., an illegal Command Word), the Message Error bit is
set and the status word is transmitted.

1.3.1.4.2 Status Word Bits

Terminal Address. The first five bits (bit times 4-8) of the information field are the Terminal Address
(TA). These five bits should match the corresponding field within the command word that the terminal
received. The remote terminal sets these bit to the address to which it has been programmed. The bus
controller should examine these bits to insure that the terminal responding with its status word was
indeed the terminal to which the command word was addressed. In the case of a remote terminal to
remote terminal message (RT-RT), the receiving terminal should compare the address of the second
command word with that of the received status word. While not required by the standard, it is good
design practice to insure that the data received are from a valid source.

Message Error. The next bit (bit time 9) is the Message Error (ME) bit. This bit is set to a logic “1” by
the remote terminal upon detection of a error in the message or upon detection of an invalid message
(i.e., lllegal Command) to the terminal. The error may occur in any of the data words within the message.
When the terminal detects an error and sets this bit, none of the data received within the message shall
be used. If an error is detected within a message and the ME bit is set, the remote terminal must suppress
the transmission of the status word (see Resetting of the Status Word). If the terminal detected an illegal
command, the ME bit is set and the status word is transmitted. All remote terminals must implement
the ME bit in the status word.

Instrumentation. The Instrumentation bit (bit time 10) is provided so as to differentiate between a
command word and a status word (remember, they both have the same sync pattern). The instrumen-
tation bit in the status word is always set to logic “0.” If used, the corresponding bit in the command
word is set to a logic “1.” This bit in the command word is the most significant bit of the subaddress
field, and therefore would limit the subaddresses used to 10000-11110, hence reducing the number of
subaddresses available from 30 to 15. The instrumentation bit is also the reason why there are two mode
code indentifiers (00000 and 11111), the latter required when the instrumentation bit is used.

Service Request. The Service Request bit (bit time 11) is such that the remote terminal can inform
the bus controller that it needs to be serviced. This bit is set to a logic “1” by the subsystem to indicate
that servicing is needed. This bit is typically used when the bus controller is “polling” terminals to
determine if they require processing. The bus controller upon receiving this bit set to a logic “1” typically
does one of the following. It can take a predetermined action such as issuing a series of messages, or it
can request further data from the remote terminal as to its needs. The later can be accomplished by
requesting the terminal to transmit data from a defined subaddress or by using the Transit Vector Word
Mode Code.
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Reserved. Bit times 12-14 are reserved for future growth of the standard and must be set to a logic
“0.” The bus controller should declare a message in error if the remote terminal responds with any of
these bits set in its status word.

Broadcast Command Received. The Broadcast Command Received bit (bit time 15) indicates that the
remote terminal received a valid broadcast command. Upon receipt of a valid broadcast command, the
remote terminal sets this bit to logic “1” and suppresses the transmission of its status words. The bus
controller may issue a Transmit Status Word or Transmit Last Command Word Mode Code to determine
if the terminal received the message properly.

Busy. The Busy bit (bit time 16) is provided as a feedback to the bus controller as to when the remote
terminal is unable to move data between the remote terminal electronics and the subsystem in compliance
to a command from the bus controller.

In the earlier days of 1553, the Busy bit was required because many of the subsystem interfaces (analogs,
synchros, etc.) were much slower compared to the speed of the multiplex data bus. Some terminals were
not able to move the data fast enough. So instead of potentially losing data, a terminal was able to set
the Busy bit, indicating to the bus controller is could not handle new data at that time, and for the bus
controller to try again later. As new systems have been developed, the need for the use of Busy has been
reduced. However, there are systems that still need and have a valid use for the Busy bit. Examples of
these are radios, where the bus controller issues a command to the radio to tune to a certain frequency.
It may take the radio several seconds to accomplish this, and while it is tuning it may set the Busy bit to
inform the bus controller that it is doing as it was told.

When a terminal is busy, it does not need to respond to commands in the “normal” way. For receive
commands the terminal collects the data, but does not have to pass the data to the subsystem. For
transmit commands, the terminal transmits its status word only. Therefore, while a terminal is busy
the data it supplies to the rest of the system are not available. This can have an overall effect upon the
flow of data within the system and may increase the data latency within time-critical systems (e.g., flight
controls).

Some terminals used the Busy bit to overcome design problems, setting the Busy bit whenever needed.
Notice 2 to the standard “strongly discourages” the use of the Busy bit. However, as shown in the
example above, there are valid needs for its use. Therefore, if used, Notice 2 now requires that the Busy
bit may only be set as the result of a particular command received from the bus controller and not due
to an internal periodic or processing function. By following this requirement, the bus controller, with
prior knowledge of the remote terminal’s characteristics, can determine what will cause a terminal to
go busy and minimize the effects on data latency throughout the system.

Subsystem Flag. The Subsystem Flag bit (bit time 17) is used to provide “health” data regarding the
subsystems to which the remote terminal is connected. Multiple subsystems may logically “OR” their bits
together to form a composite health indicator. This single bit is only to serve as an indicator to the bus
controller and user of the data that a fault or failure exists. Further information regarding the nature of
the failure must be obtained in some other fashion. Typically, a subaddress is reserved for built-in-test
(BIT) information, with one or two words devoted to subsystem status data.

Dynamic Bus Control Acceptance. The Dynamic Bus Control Acceptance bit (bit time 18) is used to
inform the bus controller that the remote terminal has received the Dynamic Bus Control Mode Code
and has accepted control of the bus. For the remote terminal, the setting of this bit is controlled by the
subsystem and is based upon passing some level of built-in-test (i.e., a processor passing its power-up
and continuous background tests).

The remote terminal upon transmitting its status word becomes the bus controller. The bus controller,
upon receipt of the status word from the remote terminal with this bit set, ceases to function as the bus
controller and may become a remote terminal or bus monitor.

Terminal Flag. The Terminal Flag bit (bit time 19) is used to inform the bus controller of a fault or
failure within the remote terminal circuitry (only the remote terminal). A logic “1” shall indicate a fault
condition. This bit is used solely to inform the bus controller of a fault or failure. Further information
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regarding the nature of the failure must be obtained in some other fashion. Typically, a subaddress is
reserved for BIT information, or the bus controller may issue a Transmit BIT Word Mode Code.
Parity. The last bit (bit time 20), is the word parity bit. Only odd parity shall be used.

1.3.2 Message Formats, Validation, and Timing

The primary purpose of the data bus is to provide a common medium for the exchange of data between
systems. The exchange of data is based upon message transmissions. The standard defines 10 types of
message transmission formats. All of these formats are based upon the three word types just defined.
The 10 message formats are shown in Figures 1.6 and 1.7. The message formats have been divided into
two groups. These are referred to within the standard as the “information transfer formats” (Figure 1.6)
and the “broadcast information transfer formats” (Figure 1.7).

The information transfer formats are based upon the command/response philosophy that all error-
free transmissions received by a remote terminal be followed by the transmission of a status word from
the terminal to the bus controller. This handshaking principle validates the receipt of the message by the
remote terminal.
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FIGURE 1.6 Information transfer formats.
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FIGURE 1.7 Broadcast information transfer formats.
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Broadcast messages are transmitted to multiple remote terminals at the same time. As such, the
terminals suppress the transmission of their status words (not doing so would have multiple boxes trying
to talk at the same time and thereby “jam” the bus). In order for the bus controller to determine if a
terminal received the message, a polling sequence to each terminal must be initiated to collect the status
words.

Each of the message formats is summarized in the following subsections.

1.3.2.1 Bus Controller to Remote Terminal

The bus controller to remote terminal (BC-RT) message is referred to as the receive command since the
remote terminal is going to receive data. The bus controller outputs a command word to the terminal
defining the subaddress of the data and the number of data words it is sending. Immediately (without
any gap in the transmission), the number of data words specified in the command word are sent.

The remote terminal upon validating the command word and all of the data words will issue its status
word within the response time requirements (maximum of 12 usec).

The remote terminal must be capable of processing the next command that the bus controller issues.
Therefore the remote terminal has approximately 56 usec (status word response time 12 usec, plus status
word transmit time 20 usec, plus intermessage gap minimum 4 usec, plus command word transmit time
20 usec, to either pass the data to the subsystem or buffer the data.

1.3.2.2 Remote Terminal to Bus Controller

The remote terminal to bus controller (RT-BC) message is referred to as a transmit command. The bus
controller issues only a transmit command word to the remote terminal. The terminal, upon validation
of the command word, will first transmit its status word followed by the number of data words requested
by the command word.

Since the remote terminal does not know the sequence of commands to be sent and does not normally
operate upon a command until the command word has been validated, it must be capable of fetching from
the subsystem the data required within approximately 28 usec (the status word response time 12 usec,
plus the status word transmission time 20 wsec, minus some amount of time for message validation and
transmission delays through the encoder and transceiver).

1.3.2.3 Remote Terminal to Remote Terminal

The remote terminal to remote terminal (RT-RT) command is provided to allow a terminal (the data
source) to transfer data directly to another terminal (the data sink) without going through the bus
controller. The bus controller may, however, collect and use the data.

The bus controller first issues a command word to the receiving terminal immediately followed by a
command word to the transmitting terminal. The receiving terminal is expecting data, but instead of
data after the command word it sees a command sync (the second command word). The receiving
terminal ignores this word and waits for a word with a data sync.

The transmitting terminal ignored the first command word (it did not contain its terminal address).
The second word was addressed to it, so it will process the command as an RT-BC command as described
above by transmitting its status word and the required data words.

The receiving terminal, having ignored the second command word, again sees a command (status)
sync on the next word and waits further. The next word (the first data word sent) now has a data sync
and the receiving remote terminal starts collecting data. After receipt of all of the data words (and
validating), the terminal transmits its status word.

1.3.2.3.1 RT-RT Validation

There are several things that the receiving remote terminal of an RT-RT message should do. First, Notice
2 requires that the terminal time out in 54 to 60 usec after receipt of the command word. This is required
since if the transmitting remote terminal did not validate its command word (and no transmission
occurred) then the receiving terminal will not collect data from some new message. This could occur if
the next message is either a transmit or receive message, where the terminal ignores all words with a
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command/status sync and would start collecting data words beginning with the first data sync. If the
same number of data words were being transferred in the follow-on message and the terminal did not
test the command/status word contents, then the potential exists for the terminal to collect erroneous data.

The other function that the receiving terminal should do, but is not required by the standard, is to
capture the second command word and the first transmitted data word. The terminal could compare the
terminal address fields of both words to insure that the terminal doing the transmitting was the one
commanded to transmit. This would allow the terminal to provide a level of protection for its data and
subsystem.

1.3.2.4 Mode Command Formats

Three mode command formats are provided for. This allows for mode commands with no data words
and for the mode commands with one data word (either transmitted or received). The status/data
sequencing is as described for the BC-RT or RT-BC messages except that the data word count is either
one or zero. Mode codes and their use are described later.

1.3.2.5 Broadcast Information Transfer Formats

The broadcast information transfer formats, as shown in Figure 1.8, are identical to the nonbroadcast
formats described above with the following two exceptions. First, the bus controller issues commands to
terminal address 31 (11111) which is reserved for this function. And secondly, the remote terminals
receiving the messages (those which implement the broadcast option) suppress the transmission of their
status word.

The broadcast option can be used with the message formats in which the remote terminal receives
data. Obviously, multiple terminals cannot transmit data at the same time, so the RT-BC transfer format
and the transmit mode code with data format cannot be used. The broadcast RT-RT allows the bus
controller to instruct all remote terminals to receive and then instructs one terminal to transmit, thereby
allowing a single subsystem to transfer its data directly to multiple users.

Notice 2 allows the bus controller to only use broadcast commands with mode codes (see Broadcast
Mode Codes). Remote terminals are allowed to implement this option for all broadcast message formats.
The Notice further states that the terminal must differentiate the subaddresses between broadcast and
nonbroadcast messages (see Subaddress Utilization).

1.3.2.6 Command and Message Validation

The remote terminal must validate the command word and all data words received as part of the message.
The criteria for a valid command word are that the: word begins with a valid command sync, valid
terminal address (matches the assigned address of the terminal or the broadcast address if implemented),
all bits are in a valid Manchester code, there are 16 information field bits, and there is a valid parity bit
(odd). The criteria for a data word are the same except a valid data sync is required and the terminal
address field is not tested. If a command word fails to meet the criteria, the command is ignored. After
the command has been validated, and a data word fails to meet the criteria, then the terminal shall set
the Message Error bit in the status word and suppress the transmission of the status word. Any single
error within a message shall invalidate the entire message and the data shall not be used.

1.3.2.7 TIllegal Commands

The standard allows remote terminals the option of monitoring for Illegal Commands. An lllegal Com-
mand is one that meets the valid criteria for a command word, but is a command (message) that is not
implemented by the terminal. An example is if a terminal only outputs 04 data words to subaddress 01
and a command word was received by the terminal that requested it to transmit 06 data words from
subaddress 03, then this command, while still a valid command, could be considered by the terminal as
illegal. The standard only states that the bus controller shall not issue illegal or invalid commands.

The standard provides the terminal designer with two options. First, the terminal can respond to all
commands as usual (this is referred to as “responding in form”). The data received is typically placed
in a series of memory locations which are not accessible by the subsystem or applications programs.
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This is typically referred to as the “bit bucket.” All invalid commands are placed into the same bit bucket.
For invalid transmit commands, the data transmitted is read from the bit bucket. Remember, the bus
controller is not supposed to send these invalid commands.

The second option is for the terminal to monitor for Illegal Commands. For most terminal designs,
this is as simple as a look-up table with the T/R bit, subaddress, and word count fields supplying the
address and the output being a single bit that indicates if the command is valid or not. If a terminal
implements lllegal Command detection and an illegal command is received, the terminal sets the Message
Error bit in the status word and responds with the status word.

1.3.2.8 Terminal Response Time

The standard states that a remote terminal, upon validation of a transmit command word or a receive
message (command word and all data words) shall transmit its status word to the bus controller. The
response time is the amount of time the terminal has to transmit its status word. To allow for accurate
measurements, the time frame is measured from the mid-crossing of the parity bit of the command word
to the mid-crossing of the sync field of the status word. The minimum time is 4.0 usec, the maximum
time is 12.0 usec. However, the actual amount of “dead time” on the bus is 2 to 10 usec since half of the
parity and sync waveforms are being transmitted during the measured time frame.

The standard also specifies that the bus controller must wait a minimum of 14.0 usec for a status
word response before determining that a terminal has failed to respond. In applications where long
data buses are used or where other special conditions exist, it may be necessary to extend this time to
20.0 usec or greater.

1.3.2.9 Intermessage Gap

The bus controller must provide for a minimum of 4.0 usec between messages. Again, this time frame
is measured from the mid-crossing of the parity bit of the last data word or the status word and the mid-
crossing of the sync field of the next command word. The actual amount of “dead time” on the bus is
2 usec since half of the parity and sync waveforms are being transmitted during the measured time frame.

The amount of time required by the bus controller to issue the next command is a function of the
controller type (e.g., word, message, or frame). The gap typically associated with word controllers is
between 40 and 100 usec. Message controllers typically can issue commands with a gap of 10 to 30 usec.
But frame controllers are capable of issuing commands at the 4-usec rate and often must require a time
delay to slow them down.

1.3.2.10 Superseding Commands

A remote terminal must always be capable of receiving a new command. This may occur while operating
on a command on bus A and after the minimum intermessage gap, a new command appears, or if
operating on bus A and a new command appears on bus B. This is referred to as a Superseding Command.
A second valid command (the new command) shall cause the terminal to stop operating on the first
command and start on the second. For dual redundant applications, this requirement implies that all
terminals must, as a minimum, have two receivers, two decoders, and two sets of command word
validation logic.

1.3.3 Mode Codes

Mode codes are defined by the standard to provide the bus controller with data bus management and
error handling/recovery capability. The mode codes are divided into two groups: with and without data
words. The data words that are associated with the mode codes, and only one word per mode code is
allowed, contains information pertinent to the control of the bus and do not generally contain informa-
tion required by the subsystem (the exception may be the Synchronize with Data Word Mode Code).
The mode codes are defined by bit times 15-19 of the command word. The most significant bit (bit 15)
can be used to differentiate between the two mode code groups. When a data word is associated with
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the mode code, the T/R bit determines if the data word is transmitted or received by the remote terminal.
The mode codes are listed in Table 1.4.

TABLE 1.4 Mode Code

T/R Mode Code Function Data Word Broadcast
1 00000 Dynamic Bus Control No No
1 00001 Synchronize No Yes
1 00010 Transmit Status Word No No
1 00011 Initiate Self-Test No Yes
1 00100 Transmitter Shutdown No Yes
1 00101 Override Transmitter Shutdown No Yes
1 00110 Inhibit Terminal Flag Bit No Yes
1 00111 Override Inhibit Terminal Flag Bit No Yes
1 01000 Reset No Yes
1 01001 RESERVED No TBD
1 . . No .

1 . . No .
1 01111 RESERVED No TBD
1 10000 Transmit Vector Word Yes No
0 10001 Synchronize Yes Yes
1 10010 Transmit Last Command Word Yes No
1 10011 Transmit BIT Word Yes No
0 10100 Selected Transmitter Shutdown Yes Yes
0 10101 Override Selected Transmitter Shutdown Yes Yes
1/0 10110 RESERVED Yes TBD

. 0 Yes .

. . Yes .
1/0 11111 RESERVED Yes TBD

1.3.3.1 Mode Code Identifier

The mode code identifier is contained in bits 10-14 of the command word. When this field is either
00000 or 11111 then the contents of bits 15-19 of the command word are to be decoded as a mode code.
Two mode code identifiers are provided such that the system can utilize the Instrumentation bit if desired.
The two mode code identifiers shall not convey different information.

1.3.3.2 Mode Code Functions

The following defines the functionality of each of the mode codes.

Dynamic Bus Control. The Dynamic Bus Control Mode Code is used to provide for the passing of the
control of the data bus between terminals, thus providing a “round robin” type of control. Using this
methodology, each terminal is responsible for collecting the data it needs from all the other terminals.
When it is done collecting, it passes control to the next terminal in line (based on some predefined
sequence). This allows the applications program (the end user of the data) to collect the data when it
needs it, always insuring that the data collected is from the latest source sample and has not been sitting
around in a buffer waiting to be used.

Notices 1 and 2 to the standard forbid the use of Dynamic Bus Control for Air Force applications.
This is due to the problems and concerns of what may occur when a terminal, that has passed the control,
is unable to perform or does not properly forward the control to the next terminal, thereby forcing the
condition of no terminal being in control and having to reestablish control by some terminal. The
potential amount of time required to reestablish control could have disastrous effects upon the system
(i.e., especially a flight control system).

A remote terminal that is capable of performing as the bus control should be capable of setting the
Dynamic Bus Control Acceptance Bit in the terminal’s Status Word to logic “1” when it receives the mode
code command. Typically, the logic associated with the setting of this bit is based on the subsystem’s
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(computer’s) ability to pass some level of confidence test. If the confidence test passes, then the bit is set
and the status word is transmitted when the terminal receives the mode command, thereby saying that
it will assume the role of bus controller.

The bus controller can only issue the Dynamic Bus Control mode command to one remote terminal
at a time. The command obviously is only issued to terminals that are capable of performing as a bus
controller. Upon transmitting the command, the bus controller must check the terminal’s status word
to determine if the Dynamic Bus Control Acceptance Bit is set. If set, the bus controller ceases to function
as the controller and becomes either a remote terminal or a bus monitor. If the bit in the status word is
not set, the remote terminal which was issued the command is not capable of becoming the bus controller;
the current controller must either remain the bus controller or attempt to pass the control to some other
terminal.

Synchronize. The synchronize mode code is used to establish some form of timing between two or
more terminals. This mode code does not use a data word, therefore the receipt of this command by a
terminal must cause some predefined event to occur. Some examples of this event may be the clearing,
incrementing, or presetting of a counter; the toggling of an output signal; or the calling of some software
routine. Typically, this command is used to time correlate a function such as the sampling of navigation
data (i.e., present position, rates, etc.) for flight controls or targeting/fire control systems. Other uses
have been for the bus controller to “sync” the back-up controllers (or monitors) to the beginning of a
major/minor frame processing.

When a remote terminal receives the Synchronize Mode Command, it should perform its predefined
function. For a bus controller, the issuance of the command is all that is needed. The terminals status
word only indicates that the message was received, not that the “sync” function was performed.

Transmit Status Word. This is one of the two commands that does not cause the remote terminal
to reset or clear its status word. Upon receipt of this command, the remote terminal transmits the
status word that was associated with the previous message, not the status word of the mode code
message.

The bus controller uses this command for control and error management of the data bus. If the remote
terminal had detected an error in the message and suppressed its status word, then the bus controller
can issue this command to the remote terminal to determine if indeed the nonresponse was due to an
error. As this command does not clear the status word from the previous message, a detected error by
the remote terminal in a previous message would be indicated by having the Message Error bit set in the
status word.

The bus controller also uses this command when “polling.” If a terminal does not have periodic
messages, the RT can indicate when it needs communications by setting the Service Request bit in the
status word. The bus controller, by requesting the terminal to transmit only its status word, can determine
if the terminal is in need of servicing and can subsequently issue the necessary commands. This “polling”
methodology has the potential of reducing the amount of bus traffic by eliminating the transmission of
unnecessary words.

Another use of this command is when broadcast message formats are used. As all of the remote
terminals will suppress their status words, “polling” each terminal for its status word would reveal whether
the terminal received the message by having its Broadcast Command Received bit set.

Initiate Self-Test. This command, when received by the remote terminal, shall cause the remote terminal
to enter into its self-test. This command is normally used as a ground-based maintenance function, as
part of the system power-on tests, or in flight as part of a fault recovery routine. Note that this test is
only for the remote terminal, not the subsystem.

In earlier applications, some remote terminals, upon receipt of this command, would enter self-test
and go “offline” for long periods of time. Notice 2, in an effort to control the amount of time that a
terminal could be “offline,” limited the test time to 100.0 usec following the transmission of the status
word by the remote terminal.

While a terminal is performing its self-test, it may respond to a valid command in the following ways:
(a) no response on either bus (“off-line”); (b) transmit only the status word with the Busy bit set; or
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(c) normal response. The remote terminal may, upon receipt of a valid command received after this mode
code, terminate its self-test. As a subsequent command could abort the self-test, the bus controller, after
issuing this command, should suspend transmissions to the terminal for the specified amount of time
(either a time specified for the remote terminal or the maximum time of 100.0 usec).

Transmitter Shutdown. This command is used by the bus controller in the management of the bus. In
the event that a terminal’s transmitter continuously transmits, this command provides for a mechanism
to turn the transmitter off. This command is for dual redundant standby applications only.

Upon receipt of this command, the remote terminal shuts down (i.e., turns off) the transmitter
associated with the opposite data bus. That is to say if a terminals transmitter is babbling on the A bus,
the bus controller would send this command to the terminal on the B bus (a command on the A bus
would not be received by the terminal).

Override Transmitter Shutdown. This command is the complement of the previous one in that it
provides a mechanism to turn on a transmitter that had previously been turned off. When the remote
terminal receives this command, it shall set its control logic such that the transmitter associated with the
opposite bus be allowed to transmit when a valid command is received on the opposite bus. The only
other command that can enable the transmitter is the Reset Remote Terminal Mode Command.

Inhibit Terminal Flag. This command provides for the control of the Terminal Flag bit in a terminal’s
status word. The Terminal Flag bit indicates that there is a error within the remote terminal hardware and
that the data being transmitted or the data received may be in error. However, the fault within the terminal
may not have any effect upon the quality of the data, and the bus controller may elect to continue with
the transmissions knowing a fault exists.

The remote terminal receiving this command shall set its Terminal Flag bit to logic “0” regardless of
the true state of this signal. The standard does not state that the built-in-test that controls this bit be
halted, but only the results be negated to “0.”

Override Inhibit Terminal Flag. This command is the complement of the previous one in that it provides
a mechanism to turn on the reporting of the Terminal Flag bit. When the remote terminal receives this
command, it shall set its control logic such that the Terminal Flag bit is properly reported based upon
the results of the terminal’s built-in-test functions. The only other command that can enable the response
of the Terminal Flag bit is the Reset Remote Terminal Mode Command.

Reset Remote Terminal. This command, when received by the remote terminal, shall cause the terminal
electronics to reset to its power-up state. This means that if a transmitter had been disabled or the
Terminal Flag bit inhibited, these functions would be reset as if the terminal had just powered up. Again,
remember that the reset applies only to the remote terminal electronics and not to the entire box.

Notice 2 restricts the amount of time that a remote terminal can take to reset its electronics. After
transmission of its status word, the remote terminal shall reset within 5.0 usec. While a terminal is
resetting, it may respond to a valid command in the following ways: (a) no response on either bus
(“offline”); (b) transmit only the status word with the Busy bit set; or (c) normal response. The remote
terminal may, upon receipt of a valid command received after this mode code, terminate its reset function.
As a subsequent command could abort the reset, the bus controller, after issuing this command, should
suspend transmissions to the terminal for the specified amount of time (either a time specified for the
remote terminal or the maximum time of 5.0 usec).

Transmit Vector Word. This command shall cause the remote terminal to transmit a data word referred
to as the vector word. The vector word shall identify to the bus controller service request information
relating to the message needs of the remote terminal. While not required, this mode code is often tied
to the Service Request bit in the Status Word. As indicated, the contents of the data word inform the bus
controller of messages that need to be sent.

The bus controller also uses this command when “polling.” Though typically used in conjunction with
the Service Request bit in the status word, wherein the bus controller requests only the status word
(Transmit Status Word Mode Code) and upon seeing the Service Request bit set would then issue the
Transmit Vector Word Mode Code, the bus controller can always ask for the Vector Word (always getting
the status word anyway) and reduce the amount of time required to respond to the terminal’s request.
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Synchronize with Data Word. The purpose of this synchronize command is the same as the synchronize
without data word, except this mode code provides a data word to provide additional information to
the remote terminal. The contents of the data word are left to the imagination of the user. Examples
from “real world” applications have used this word to provide the remote terminal with a counter or
clock value; to provide a backup controller with a frame identification number (minor frame or cycle
number); and to provide a terminal with a new base address pointer used in extending the subaddress
capability.

Transmit Last Command Word. This is one of the two commands that does not cause the remote
terminal to reset or clear its status word. Upon receipt of this command, the remote terminal transmits
the status word that was associated with the previous message and the Last Command Word (valid) that
it received.

The bus controller uses this command for control and error management of the data bus. When a
remote terminal is not responding properly, then the bus controller can determine the last valid command
the terminal received and can re-issue subsequent messages as required.

Transmit BIT Word. This mode command is used to provide detail with regards to the Built-in-Test
(BIT) status of the remote terminal. Its contents shall provide information regarding the remote terminal
only (remember the definition) and not the subsystem.

While most applications associate this command with the Initiate Self Test Mode Code, the standard
requires no such association. Typical use is to issue the Initiate Self Test Mode Code, allow the required
amount of time for the terminal to complete its tests, and then issue the Transmit BIT Word Mode Code
to collect the results of the test. Other applications have updated the BIT word on a periodic rate based
on the results of a continuous background test (e.g., as a data wraparound test performed with every
data transmission). This word can then be transmitted to the bus controller, upon request, without having
to initiate the test and then wait for the test to be completed. The contents of the data word are left to
the terminal designer.

Selected Transmitter Shutdown. Like the Transmitter Shutdown Mode Code, this mode code is used to
turn off a babbling transmitter. The difference between the two mode codes is that this mode code has
a data word associated with it. The contents of the data word specifies which data bus (transmitter) to
shutdown. This command is used in systems which provide more than dual redundancy.

Override Selected Transmitter Shutdown. This command is the complement of the previous one in that
it provides a mechanism to turn on a transmitter that had previously been turned off. When the remote
terminal receives this command, the data word specifies which data bus (transmitter) shall set its control
logic such that the transmitter associated with that bus be allowed to transmit when a valid command
is received on that bus. The only other command that can enable the selected transmitter is the Reset
Remote Terminal Mode Command.

Reserved Mode Codes. As can be seen from Table 1.4, there are several bit combinations that are set
aside as reserved. It was the intent of the standard that these be reserved for future growth. It should
also be noticed from the table that certain bit combinations are not listed. The standard allows the remote
terminal to respond to these reserved and “undefined” mode codes in the following manner: set the
message error bit and respond (see lllegal Commands); or respond in form. The designer of terminal
hardware or a multiplex system is forbidden to use the reserved mode codes for any purpose.

1.3.3.3 Required Mode Codes

Notice 2 to the standard requires that all remote terminals implement the following four mode codes:
Transmit Status Word, Transmitter Shutdown, Override Transmitter Shutdown, and Reset Remote
Terminal. This requirement was levied so as to provide the multiplex system designer and the bus
controller with a minimum set of commands for managing the multiplex system. Note that the above
requirement was placed on the remote terminal. Notice 2 also requires that a bus controller be capable
of implementing all of the mode codes, however, for Air Force applications, the Dynamic Bus Control
Mode Code shall never be used.
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1.3.3.4 Broadcast Mode Codes

Notice 2 to the standard allows the broadcast of mode codes (see Table 1.4). The use of the broadcast
option can be of great assistance in the areas of terminal synchronization. Ground maintenance and
troubleshooting can take advantage of broadcast Reset Remote Terminal or Initiate Self, but these two
commands can have disastrous effects if used while in flight. The designer must provide checks to insure
that commands such as these are not issued by the bus controller or operated upon by a remote terminal
when certain conditions exists (e.g., in flight).

1.4 Systems-Level Issues

The standard provides very little guidance in how it is applied. Lessons learned from “real world”
applications have led to design guides, application notes, and handbooks that provide guidance. This
section will attempt to answer some of the systems-level questions and identify implied requirements
that, while not specifically called out in the standard, are required nonetheless.

1.4.1 Subaddress Utilization

The standard provides no guidance on how to use the subaddresses. The assignment of subaddresses and
their functions (the data content) is left to the user. Most designers automatically start assigning subad-
dresses with 01 and count upwards. If the Instrumentation bit is going to be used, then the subaddresses
must start at 16.

The standard also requires that normal subaddresses be separated from broadcast subaddresses. If the
broadcast option is implemented, then an additional memory block is required to receive broadcast
commands.

1.4.1.1 Extended Subaddressing

The number of subaddresses that a terminal has is limited to 60 (30 transmit and 30 receive). Therefore,
the number of unique data words available to a terminal is 1920 (60 X 32). For earlier applications,
where data being transferred were analog sensor data and switch settings, this was more than sufficient.
However, in some of today’s applications, in which digital computers exchanging data, or for a video
sensor passing digitized video data, the number of words is too limited.

Most terminal designs establish a block of memory for use by the 1553 interface circuitry. This block
contains a address start pointer and then the memory is offset by the subaddress number and the word
count number to arrive at a particular memory address.

A methodology of extending the range of the subaddresses has been successfully utilized. This method
uses either a dedicated subaddress and data word, or makes use of the synchronize with data word mode
code. The data word associated with either of these contains an address pointer which is used to reestablish
the starting address of the memory block. The changing of the blocks is controlled by the bus controller
and can be done based on numerous functions. Examples are operational modes, wherein one block is
used for startup messages, a different block for take-off and landing, a different block for navigation and
cruise, a different block for mission functions (i.e., attack or evade modes), and a different block for
maintenance functions.

Another example is that the changing of the start address could also be associated with minor frame
cycles. Eight minor frames could have a separate memory block for each frame. The bus controller could
synchronize frames and change memory pointers at the beginning of each new minor frame.

For computers exchanging large amounts of data (e.g., GPS Almanac Tables) or for computers that
receive program loads via the data bus at power-up, the bus controller could set the pointers at the
beginning of a message block, send 30, 32-word messages, move the memory pointer to the last location
in the remote terminals memory that received data, then send the next block of 30, 32-word messages,
continuing this cycle until the memory is loaded. The use is left to the designer.

© 2001 by CRC Press LLC



1.4.2 Data Wraparound

Notice 2 to the standard does require that the terminal is able to perform a data wraparound and
subaddress 30 is suggested for this function. Data wraparound provides the bus controller with a
methodology of testing the data bus from its internal circuitry, through the bus media, to the terminal’s
internal circuitry. This is done by the bus controller sending the remote terminal a message block and
then commanding the terminal to send it back. The bus controller can then compare the sent data
with that received to determine the state of the data link. There are no special requirements upon the
bit patterns of the data being transferred.

The only design requirements are placed upon the remote terminal. These are that the terminal,
for the data wraparound function, be capable of sending the number of data words equal to the largest
number of data words sent for any transmit command. This means that if a terminal maximum data
transmission is only four data words, it need only provide for four data words in its data wraparound
function.

The other requirement is that the remote terminal need only hold the data until the next message.
The normal sequence is for the bus controller to send the data, then in the next message it asks for
it back. If another message is received by the remote terminal before the bus controller requests the
data, the terminal can discard the data from the wraparound message and operate on the new
command.

1.4.3 Data Buffering

The standard specifies that the any error within a message shall invalidate the entire message. This implies
that the remote terminal must store the data within a message buffer until the last data word has been
received and validated before allowing the subsystem access to the data. To insure that the subsystem
always has the last message of valid data received to work with would require the remote terminal to, as
a minimum, double buffer the received data.

There are several methods to accomplish this in hardware. One method is for the terminal elec-
tronics to contain a First-In First-Out (FIFO) memory that stores the data as it is received. Upon
validation of the last data word, the terminal’s subsystem interface logic will move the contents of
the FIFO into memory accessible by the subsystem. If an error occurred during the message, the
FIFO is reset.

A second method establishes two memory blocks for each message in common memory. The subsystem
is directed to read from one block (block A) while the terminal electronics writes to the other (Block B).
Upon receipt of a valid message, the terminal will switch pointers, indicating that the subsystem is to
read from the new memory block (block B) while the terminal will now write to block B. If an error
occurs within the message, the memory blocks are not switched.

Some of the “off-the-shelf” components available provide for data buffering. Most provide for double
buffering, while some provided for multilevels of buffering.

1.4.4 Variable Message Blocks

Remote terminals should be able to transmit any subset of any message. This means that if a terminal
has a transmit message at subaddress 04 of 30 data words, it should be capable of transmitting any
number of those data words (01-30) if so commanded by the bus controller. The order in which the
subset is transmitted should be the same as if the entire message is being transmitted, that being the
contents of data word 01 is the same regardless of the word count.

Terminals which implement Illegal Command detection should not consider subsets of a message
as illegal. That is to say, if in our example above a command is received for 10 data words, this should
not be illegal. But, if a command is received for 32 data words, this would be considered as an illegal
command.
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1.4.5 Sample Consistency

When transmitting data, the remote terminal needs to ensure that each message transmitted is of the
same sample set and contains mutually consistent data. Multiple words used to transfer multiple precision
parameters or functionally related data must of the same sampling.

If a terminal is transmitting pitch, roll, and yaw rates, and while transmitting the subsystem updates
these data in memory, but this occurs after pitch and roll had been read by the terminal’s electronics,
then the yaw rate transmitted would be of a different sample set. Having data from different sample rates
could have undesirable effects on the user of the data.

This implies that the terminal must provide some level of buffering (the reverse of what was described
above) or some level of control logic to block the subsystem from updating data while being read by the
remote terminal.

1.4.6 Data Validation

The standard tightly defines the criteria for the validation of a message. All words must meet certain
checks (i.e., valid sync, Manchester encoding, number of bits, odd parity, etc.) in order for each word
and each message to be valid. But what about the contents of the data word? MIL-STD-1553 provides
the checks to insure the quality of the data transmission from terminal to terminal, sort of a “data in
equals data out,” but is not responsible for the validation tests of the data itself. This is not the
responsibility of the 1553 terminal electronics, but of the subsystem. If bad data are sent, then “garbage
in equals garbage out.” But the standard does not prevent the user from providing additional levels of
protection. The same techniques used in digital computer interfaces (i.e., disk drives, serial interfaces, etc.)
can be applied to 1553. These techniques include checksums, CRC words, and error detection/correction
codes. Section 80 of MIL-HDBK-1553A which covers data word formats even offers some examples
of these techniques.

But what about using the simple indicators embedded within the standard. Each remote terminal
provides a status word — indicating not only the health of the remote terminal’s electronics, but also
that of the subsystem. However, in most designs, the status word is kept within the terminal electronics
and not passed to the subsystems. In some “off-the-shelf” components, the status word is not even available
to be sent to the subsystem. But two bits from the status word should be made available to the subsystem
and the user of the data for further determination as to the validity of the data. These are the Subsystem Flag
and the Terminal Flag bits.

1.4.7 Major and Minor Frame Timing

The standard specifies the composition of the words (command, data, and status) and the messages (infor-
mation formats and broadcast formats). It provides a series of management messages (mode codes), but it
does not provide any guidance on how to apply these within a system. This is left to the imagination of the user.

Remote terminals, based upon the contents of their data, will typically state how often data are collected
and the fastest rate they should be outputted. For input data, the terminal will often state how often it
needs certain data to either perform its job or maintain a certain level of accuracy. The rates are referred
to as the transmission and update rates. It is the system designer’s job to examine the data needs of all
of the systems and determine when data are transferred from whom to whom. These data are subdivided
into periodic messages — those which must be transferred at some fixed rate, and aperiodic messages,
those which are typically either event driven (i.e., the operator pushes a button) or data driven (i.e., a
value is now within range).

A major frame is defined such that all periodic messages are transferred at least once. This is therefore
defined by the message with the slowest transmission rate. Typical major frame rates used in today’s appli-
cations vary from 40 to 640 usec. There are some systems that have major frame rates in the 1- to 5-sec range,
but these are the exceptions, not the norm. Minor frames are then established to meet the requirements
of the higher update rate messages.
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The sequence of messages within a minor frame is again left undefined. There are two methodologies
that are predominately used. In the first method, the bus controller starts the frame with the transmission
of all of the periodic messages (transmit and receive) to be transferred in that minor frame. At the end of
the periodic messages, the bus controller is either finished (resulting in dead bus time — no transmissions)
until the beginning of the next frame, or the bus controller can use this time to transfer aperiodic
messages, error handling messages, or transfer data to the back-up bus controller(s).

In the second method (typically used in a centralized processing architecture), the bus controller issues
all periodic and aperiodic transmit messages (collects the data), then processes the data (possibly using
dead time during this processing), and then issues all the receive messages (outputting the results of the
processing). Both methods have been used successfully.

1.4.8 Error Processing

The amount and level of error processing is typically left to the systems designer but may be driven by
the performance requirements of the system. Error processing is typically only afforded to critical
messages, wherein the noncritical messages just await the next normal transmission cycle. If a data bus
is 60% loaded and each message received an error, the error processing would exceed 100% of available
time and thereby cause problems within the system.

Error processing is again a function of the level of sophistication of the bus controller. Some controllers
(typically message or frame controllers) can automatically perform some degree of error processing. This
usually is limited to a retransmission of the message either once on the same bus or once on the opposite
bus. Should the retried message also fail, the bus controller software is informed of the problem. The
message may then be retried at the end of the normal message list for the minor frame.

If the error still persists, then it may be necessary to stop communicating with the terminal, especially
if the bus controller is spending a large amount of time performing error processing. Some systems will
try to communicate with a terminal for a predefined number of times on each bus. After this, all messages
to the terminal are removed from the minor frame lists, and substituted with a single transmit status
word mode code.

An analysis should be performed on the critical messages to determine the effects upon the system if
they are not transmitted or the effects of data latency if they are delayed to the end of the frame.

1.5 Testing

The testing of a MIL-STD-1553 terminal or system is not a trivial task. There are a large number of
options available to the designer including message formats, mode commands, status word bits, and
coupling methodology. In addition, history has shown that different component manufacturers and
designers have made different interpretations regarding the standard, thereby introducing products that
implement the same function quite differently.

For years, the Air Force provided for the testing of MIL- STD-1553 terminals and components. Today
this testing is the responsibility of industry. The Society of Automotive Engineers (SAE), in conjunction
with the government, has developed a series of Test Plans for all 1553 elements. These Test Plans are
listed in Table 1.6.

TABLE 1.6 SAE 1553 Test Plans

AS-4111 Remote Terminal Validation Test Plan
AS-4112 Remote Terminal Production Test Plan
AS-4113 Bus Controller Validation Test Plan
AS-4114 Bus Controller Production Test Plan
AS-4115 Data Bus System Test Plan

AS-4116 Bus Monitor Test Plan

AS-4117 Bus Components Test Plan
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Further Information

In addition to the SAE Test Plans listed in Table 1.6, there are other documents that can provide a great
deal of insight and assistance in designing with MIL-STD-1553:

MIL-STD-1553B Digital Time Division Command/Response Multiplex Data Bus
MIL-HDBK-1553A Multiplex Applications Handbook

SAE AS-15531 Digital Time Division Command/Response Multiplex Data Bus
SAE AS-15532 Standard Data Word Formats

SAE AS-12 Multiplex Systems Integration Handbook

SAE AS-19 MIL-STD-1553 Protocol Reorganized

DDC 1553 Designers Guide

UTMC 1553 Handbook

And lastly, there is the SAE 1553 Users Group. This is a collection of industry and military experts in
1553 who provide an open forum for information exchange, and provide guidance and interpreta-
tions/clarifications with regard to the standard. This group meets twice a year as part of the SAE Avionics
Systems Division conferences.
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2.8 ARINC 453

2.1 Introduction

ARINC Specifications 419, 429, and 629 and Project Paper 453 are documents prepared by the Airlines
Electronic Engineering Committee (AEEC) and published by Aeronautical Radio, Inc. These are among
over 300 air transport industry avionics standards published since 1949. These documents, commonly
referred to as ARINC 419, ARINC 429, ARINC 453, and ARINC 629, describe data communication systems
used primarily on commercial transport airplanes. A limited number of general aviation and military
airplanes also use these data systems. The differences between the systems are described in detail in the
subsequent sections.

2.2 ARINC 419

ARINC Specification 419, “Digital Data Compendium,” provides detailed descriptions of the various
interfaces used in the ARINC 500 series of avionics standards prior to 1980. ARINC Specification 419
is often incorrectly assumed to be a standalone bus standard. ARINC Specification 419 provides a
summary of electrical interfaces, protocols, and data standards for avionics built prior to the airlines’
selection of a single standard, i.e., ARINC 429, for the distribution of digital information aboard
aircraft.
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2.3 ARINC 429

2.3.1 General

ARINC Specification 429, “Digital Information Transfer System (DITS),” was first published in 1977 and
has since become the ARINC standard most widely used by the airlines. The title of this airline standard
was chosen so as not to describe it as a “data bus.” Although ARINC 429 is a vehicle for data transfer, it
does not fit the normal definition of a data bus. A typical data bus provides multidirectional transfer of
data between multiple points over a single set of wires. ARINC 429’s simplistic one-way flow of data
significantly limits this capability, but the associated low cost and the integrity of the installations have
provided the airlines with a system exhibiting excellent service for more than two decades. Additional
information regarding avionics standards may be found at URL http://www.arinc.com/aeec.

2.3.2 History

In the early 1970s the airlines recognized the potential advantage of implementation of digital equipment.
Some digital equipment had already been implemented to a certain degree on airplanes existing at that
time. However, there were three new transport airplanes on the horizon. These were the Airbus A-310
and the Boeing B-757 and B-767. The airlines, along with the airframe and equipment manufacturers,
established a goal to create an all-new suite of avionics using digital technology.

Obviously, with digital avionics came the need for an effective means of data communications among
the avionics units. The airlines recognized that the military was also in the early stages of development
of a data bus that could perform the data transfer functions among military avionics. The potential for
a joint program to produce a data bus common to the air transport industry and the military exhibited
a potential for significant economical benefits.

The early work to develop the military’s data bus was taken on by the Society of Automotive Engineers
(SAE). Participants in the SAE program emanated from many parts of the military and private sectors
of aviation. A considerable effort went into defining all aspects of the data bus with the goal of meeting
the needs of both the military and air transport users. That work culminated in the development of the
early version of the data bus identified by Mil-Std 1553 (see Chapter 1).

Early in the process of the Mil-Std 1553 development, representatives from the air transport industry
realized that the stringent and wide range of military requirements would cause the Mil-Std 1553 to be
overly complex for the commercial user and would not exhibit the flexibility to accommodate the varying
applications of transport airplanes. Difficulty in certification also was considered a potential problem.
The decision was made to abandon a cooperative data bus development program with the military and
pursue work on a data bus to more closely reflect commercial airplane requirements.

Numerous single transmitter/multiple receiver data transfer systems were being used on airplanes built
in the early 1970s. These proved to be reliable and efficient compared to the more complex data buses
of the time. These transfer systems, described in ARINC Specification 419, were considered as candidates
for the new digital aircraft.

While none of the systems addressed in the ARINC Specification could adequately perform the task, each
exhibited desirable characteristics that could be applied to a new design. The result was the release of a new
data transfer system exhibiting a high level of efficiency, extremely good reliability, and ease of certification.
ARINC 429 became the industry standard. Subsequent to release of the standard, numerous low-cost
integrated circuits were produced by solid-state component manufacturers. ARINC 429 was used widely
by the air transport industry and even found applications in non-aviation commercial and military
applications. ARINC 429 has been used as the standard for virtually all ARINC 700-series standards for
“digital avionics” used by the air transport industry.

Aeronautical Radio Inc. has maintained and provided the necessary routine updates for new data
word assignments and formats. There were no significant changes in the basic design until 1980 when
operational experience showed that certain shorted wire conditions would allow the bus to operate in
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a faulty condition. The bus would operate in this condition with much reduced noise immunity. This
condition also proved to be very difficult to locate during routine maintenance. In response, the airlines
suggested that the design be changed in order to ensure that the bus would not continue to operate
when this condition occurred. A change to the receiver voltage thresholds and impedances solved this
problem.

No basic changes to the design have been made since that time. ARINC 429 has remained a reliable
system and even today is used extensively in the most modern commercial airplanes.

2.3.3 Design Fundamentals
2.3.3.1 Equipment Interconnection

A single transmitter is connected with up to 20 data receivers via a single twisted and shielded pair of
wires. The shields of the wires are grounded at both ends and at any breaks along the length of the cable.
The shields are kept as short as possible.

2.3.3.2 Modulation

Return-To-Zero (RZ) modulation is used. The voltage levels are used for this modulation scheme.

; 1 12 ; 3 |4 ; N § BIT NUMBER

HI : :
Null — ' . : BI-POLAR RZ

1 0 i1 1 | 0  DATA

2.3.3.3 Voltage Levels

The differential output voltages across the transmitter output terminal with no load is described in the
following table:

HI(V) NULL(V) LO(V)
Line A to +10 £ 1.0 0=*0.5 —10 £ 1.0
Line B
Line A to 5*0.5 0 £ 0.25 —5*0.5
Ground
Line B to =5 * 0.5 0 *0.25 +5 * 0.5
Ground

The differential voltage seen by the receiver will depend on wire length, loads, stubs, etc. With no
noise present on the signal lines the nominal voltages at the receiver terminals (A and B) would be

HI +7.25V to +11V
NULL +0.5V to —0.5V
LO —7.25V to —11V
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In practical installations impacted by noise, etc. The following voltages ranges will be typical across the
receiver input (A and B):

HI +6.5V to +13V
NULL +2.5V to —2.5V
LO —6.5V to —13V

Line (A or B) to ground voltages are not defined.
Receivers are expected to withstand without damage steady-state voltages of 30 VAC RMS applied
across terminals A and B, or £29 VDC applied between terminal A or B and the ground.

2.3.3.4 Impedance Levels

2.3.3.4.1 Transmitter Output Impedance
The transmitter output impedance is 70 to 80 (nominal 75) ohms and is divided equally between lines
A and B for all logic states and transitions between those states.

2.3.3.4.2 Receiver Input Impedance
The typical receiver input characteristics are as follows:

Differential Input Resistance R; = 12,000 ohms minimum
Differential Input Capacitance C; = 50 pF maximum
Resistance to Ground Ry and R; = 12,000 ohms
Capacitance to Ground C, and C; = 50 pF

The total receiver input resistance including the effects of R;, R;; and R in parallel is 8000 ohms
minimum (400 ohms minimum for 20 receivers). A maximum of 20 receivers is specified for any one
transmitter. See below for the circuit standards.

+ /2 R, /2 IH F—N

e D{“‘Hﬂ,
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_:U
TR
|
o

O HEAAS

=

2.3.3.4.3 Cable Impedance

The wire gauges used in the interconnecting cable will typically vary between 20 and 26 depending on desired
physical integrity of the cable and weight limitations. Typical characteristic impedances will be in the range
of 60 to 80 ohms. The transmitter output impedance was chosen at 75 ohms nominal to match this range.

2.3.3.5 Fault Tolerance

The electrical power on an airplane is provided by a generator on each engine. The airplane electrical system
is designed to take into account any variation in engine speeds, phase differentials, power bus switching,
etc. However, it is virtually impossible to ensure that the power source will be perfect at all times. Failures
within a system can also cause erratic power levels. The design of the ARINC 429 components take power
variation into account and are not generally susceptible to either damage or erratic operation when those
variations occur. The ranges of those variations are provided in the following sections.

2.3.3.5.1 Transmitter External Fault Voltage
Transmitter failures caused by external fault voltages will not typically cause other transmitters or other
circuitry in the unit to function outside of their specification limits or to fail.
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2.3.3.5.2 Transmitter External Fault Load Tolerance
Transmitters should indefinitely withstand without sustaining damage a short circuit applied:

a. across terminals A and B, or

b. from terminal A to ground, or
¢. from terminal B to ground, or
d. b and c above, simultaneously.

2.3.3.6 Fault Isolation

2.3.3.6.1 Receiver Fault Isolation

Each receiver incorporates isolation provisions to ensure that the occurrence of any reasonably probable
internal LRU or bus receiver failure does not cause any input bus to operate outside its specification
limits (both undervoltage or overvoltage).

2.3.3.6.2 Transmitter Fault Isolation
Each transmitter incorporates isolation provisions to ensure that it does not under any reasonably
probable equipment fault condition provide an output voltage in excess of:

a. a voltage greater than 30 VAC RMS between terminal A and B, or
b. greater than +29VDC between A and ground, or
c. greater than 29 VDC between B and ground.

2.3.3.7 Logic-Related Elements

This section describes the digital transfer system elements considered to be principally related to the logic
aspects of the signal circuit.

2.3.3.7.1 Digital Language

Numeric Data — The ARINC 429 accommodates numeric data encoded in two digital languages, (a) BNR
expressed in two’s complement fractional notation, and (b) BCD per the numerical subset of ISO Alphabet
No. 5. An information item encoded in both languages is assigned a unique address for each (see Section 2.4.3).

Discrete Data — In addition to handling numeric data as specified above, ARINC 429 is also capable
of accommodating discrete items of information either in the unused (pad) bits of data words or, when
necessary, in dedicated words.

The rule in the assignment of bits in discrete numeric data words is to start with the least significant
bit of the word and to continue towards the most significant bit available in the word. There are two
types of discrete words. These are general purpose discrete words, and dedicated discrete words. Seven
labels (270 XX-276 XX) are assigned to the general purpose discrete words. These words are assigned in
ascending label order (starting with 270 XX), where XX is the equipment identifier.

32(31 30(29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11{10 9 87654321

P | SSM DATA_> <_PAD 4_ DISCRETES| SDI LABEL
MSB LSB
Generalized BCD Word Format

P[SSM |[BCD CH #1 [BCD CH #2 |BCD CH #3 |[BCD CH #4 [BCD CH #5 SDI|8 7 6 5 4 3 2 1
4 2 118 4 2 118 4 2 118 4 2 118 4 2 1
ofo ofO 1 o000 1 0 1101 1 111 0 0 010 1 1 000/ 00 0 0 0 0 1
Example| 2 5 7 8 6 DME DISTANCE

BCD Word Format Example (No Discretes)

32(31 30 29 (28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11|]109|8 7 6 5 4 3 2 1

P SSM DATA_> <_PAD <_DISCRETES SDI LABEL
MSB LSB
Generalized BCD Word Format
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Maintenance Data (General Purpose)—The general purpose Maintenance words are assigned labels in
sequential order as are the labels for the general purpose Discrete words. The lowest octal value label assigned
to the Maintenance words is used when only one Maintenance word is transmitted. When more than one
word is transmitted the lowest octal value label is used first and the other labels used sequentially until the
message has been completed. The General Purpose Maintenance words may contain Discrete, BCD, or BNR
Numeric data. They do not contain ISO Alphabet No. 5 messages. The General Purpose Maintenance words
are formatted according to the layouts of the corresponding BCD/BNR/Discrete data words shown above.

2.4 Message and Word Formatting

2.4.1 Direction of Information Flow

The information output of a system element is transmitted from a designated port (or ports) to which
the receiving ports of other system elements in need of that information are connected. In no case does
information flow into a port designated for transmission. A separate data bus (twisted and shielded pair
of wires) is used for each direction when data are required to flow both ways between two system elements.

2.4.2 Information Element

The basic information element is a digital word containing 32 bits. There are five application groups for
such words, BNR data, BCD data, Discrete data, Maintenance data (general) and Acknowledgment, ISO
Alphabet No. 5 and Maintenance (ISO Alphabet No. 5) data (AIM). The relevant data handling rules are
set forth in Section 2.4.6. When less than the full data field is needed to accommodate the information
conveyed in a word in the desired manner, the unused bit positions are filled with binary zeros or, in the
case of BNR/BCD numeric data, valid data bits. If valid data bits are used, the resolution may exceed the
accepted standard for an application.

2.4.3 Information Identifier

The type of information contained in a word is identified by a six-character label. The first three characters
are octal characters coded in binary in the first eight bits of the word. The eight bits will identify the
information contained within BNR and BCD numeric data words (e.g., DME distance, static air tem-
perature, etc.) and identify the word application for Discrete, Maintenance, and AIM data.

The last three characters of the six-character label are hexadecimal characters used to provide for
identification of ARINC 429 bus sources. Each triplet of hexadecimal characters identifies a system
element with one or more DITS ports. Each three character code (and black box) may have up to 255
eight-bit labels assigned to it. The code is used administratively to retain distinction between unlike
parameters having like labels assignments.

Octal label 377 has been assigned for the purpose of electrically identifying the system element. The
code appears in the three least significant digits of the 377 word in a BCD Word format. The transmission
of the equipment identifier word on a bus will permit receivers attached to the bus to recognize the
source of the DITS information. Since the transmission of the equipment identifier word is optional,
receivers should not depend on that word for correct operation.

2.4.4 Source/Destination Identifier

Bit numbers 9 and 10 of numeric data words are used for a data source/destination identification
function. They are not available for this function in alpha/numeric (ISO Alphabet No. 5) data words
of this document or when the resolution needed for numeric (BNR/BCD) data necessitates their use
for valid data. The source/destination identifier function may find application when specific words need
to be directed to a specific system of a multisystem installation or when the source system of a
multisystem installation needs to be recognizable from the word content. When it is used, a source
equipment encodes its aircraft installation number in bits 9 and 10 as shown in the following table. A
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sink equipment will recognize words containing its own installation number code and words containing
code “00,” the “all-call” code.

Equipment will fall into the categories of source only, sink only, or both source and sink. Use of the
SDI bits by equipment functioning only as a source or only as a sink is described above. Both the source
and sink texts above are applicable to equipment functioning as both a source and a sink. Such equipment
will recognize the SDI bits on the inputs and also encode the SDI bits, as applicable, on the outputs.
DME, VOR, ILS, and other sensors, are examples of source and sink equipment generally considered to
be only source equipment. These are actually sinks for their own control panels. Many other types of
equipment are also misconstrued as source only or sink only. If a unit has a 429 input port and a 429
output port, it is a source and sink! With the increase of equipment consolidation, e.g., centralized control
panels, the correct use of the SDI bits cannot be overstressed.

Bit No. Installation No.
10 9 See text
0 0
0 1 1
1 0 2
1 1 3

Note: In certain specialized applications of the SDI function the all-call capability may be forfeited so
that code “00” is available as an “installation no. 4” identifier.
When the SDI function is not used, binary zeros or valid data should be transmitted in bits 9 and 10.

2.4.5 Sign/Status Matrix

This section describes the coding of the Sign/Status Matrix (SSM) field. In all cases the SSM field uses
bits 30 and 31. For BNR data words, the SSM field also includes bit 29.

The SSM field is used to report hardware equipment condition (fault/normal), operational mode (func-
tional test), or validity of data word content (verified/no computed data). The following definitions apply:

Invalid Data—TIs defined as any data generated by a source system whose fundamental characteristic
is the inability to convey reliable information for the proper performance of a user system. There
are two categories of invalid data, namely, “No Computed Data” and “Failure Warning.”

No Computed Data—TIs a particular case of data invalidity where the source system is unable to compute
reliable data for reasons other than system failure. This inability to compute reliable data is caused
exclusively by a definite set of events or conditions whose boundaries are uniquely defined in the
system characteristic.

Failure Warning—Is a particular case of data invalidity where the system monitors have detected one
or more failures. These failures are uniquely characterized by boundaries defined in the system
characteristic.

Displays are normally “flagged invalid” during a “Failure Warning” condition. When a “No Computed
Data” condition exists, the source system indicates that its outputs are invalid by setting the sign/status
matrix of the affected words to the “No Computed Data” code, as defined in the subsections which follow.
The system indicators may or may not be flagged depending on system requirements.

While the unit is in the functional test mode, all output data words generated within the unit (i.e.,
pass-through words are excluded) are coded with “Functional Test.” Passthrough data words are those
words received by the unit and retransmitted without alteration.

When the SSM code is used to transmit status and more than one reportable condition exists, the
condition with the highest priority is encoded in bits number 30 and 31. The order of condition priorities
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is shown in the table below.

Failure Warning Priority 1
No Computed Data Priority 2
Functional Test Priority 3
Normal Operation Priority 4

Each data word type has its own unique utilization of the SSM field. These various formats are described
in the following sections.

2.4.5.1 BCD Numetic

When a failure is detected within a system which would cause one or more of the words normally output
by that system to be unreliable, the system stops transmitting the affected word or words on the data bus.

Some avionic systems are capable of detecting a fault condition which results in less than normal
accuracy. In these systems, when a fault of this nature (for instance, partial sensor loss which results in
degraded accuracy) is detected, each unreliable BCD digit is encoded “1111” when transmitted on the
data bus. For equipment having a display, the “1111” code should, when received, be recognized as
representing an inaccurate digit and a “dash” or equivalent symbol is normally displayed in place of the
inaccurate digit.

The sign (plus/minus, north/south, etc.) of BCD Numeric Data is encoded in bits 30 and 31 of the word
as shown in the table below. Bits 30 and 31 of BCD Numeric Data words are “zero” where no sign is needed.

The “No Computed Data” code is annunciated in the affected BCD Numeric Data word(s) when a
source system is unable to compute reliable data for reasons other than system failure. When the
“Functional Test” code appears in bits 30 and 31 of an instruction input data word, it is interpreted as
a command to perform a functional test.

BCD Numeric Sign/Status Matrix

Bit No
31 30 Function
0 0 Plus, North, East, Right, To, Above
0 1 No Computed Data
1 0 Functional Test
1 1 Minus, South, West, Left, From, Below

2.4.5.2 BNR Numeric Data Words

The status of the transmitter hardware is encoded in the Status Matrix field (bit numbers 30 and 31) of
BNR Numeric Data words as shown in the table below.

A source system annunciates any detected failure that causes one or more of the words normally output
by that system to be unreliable by setting bit numbers 30 and 31 in the affected word(s) to the “Failure
Warning” code defined in the table below. Words containing this code continue to be supplied to the
data bus during the failure condition.

The “No Computed Data” code is annunciated in the affected BNR Numeric Data word(s) when a
source system is unable to compute reliable data for reasons other than system failure.

When the “Functional Test” code appears as a system output, it is interpreted as advice that the data
in the word result from the execution of a functional test. A functional test produces indications of 1/8
of positive full-scale values unless indicated otherwise in an ARINC equipment Characteristic.
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If, during the execution of a functional test, a source system detects a failure which causes one or more
of the words normally output by that system to be unreliable, it changes the states of bits 30 and 31 in
the affected words such that the “Functional Test” annunciation is replaced with a “Failure Warning”
annunciation.

Status Matrix

Bit No
31 30 Function
0 0 Failure Warning
0 1 No Computed Data
1 0 Functional Test
1 1 Normal Operation

The sign (plus, minus, north, south, etc.) of BNR Numeric Data words are encoded in the Sign Matrix
field (bit 29) as shown in the table below. Bit 29 is “zero” when no sign is needed.

Status Matrix

Bit No.
29 Function
0 Plus, North, East, Right, To, Above
1 Minus, South, West, Left, From, Below

Some avionic systems are capable of detecting a fault condition which results in less than normal
accuracy. In these systems, when a fault of this nature (for instance, partial sensor loss which results in
degraded accuracy) is detected, the equipment will continue to report “Normal” for the sign status matrix
while indicating the degraded performance by coding bit 11 as follows:

Accuracy Status

Bit No.
11 Function
0 Nominal Accuracy
1 Degraded Accuracy

This implies that degraded accuracy can be coded only in BNR words not exceeding 17 bits of data.

2.4.5.3 Discrete Data Words

A source system annunciates any detected failure that could cause one or more of the words normally
output by that system to be unreliable. Three methods are defined. The first method is to set bits 30 and
31 in the affected word(s) to the “Failure Warning” code defined in the table below. Words containing
the “Failure Warning” code continue to be supplied to the data bus during the failure condition. When
using the second method, the equipment may stop transmitting the affected word or words on the data
bus. This method is used when the display or utilization of the discrete data by a system is undesirable.
The third method applies to data words which are defined such that they contain failure information
within the data field. For these applications, the associated ARINC equipment Characteristic specifies
the proper SSM reporting. Designers are urged not to mix operational and BITE data in the same word.

The “No Computed Data” code is annunciated in the affected Discrete Data word(s) when a source
system is unable to compute reliable data for reasons other than system failure. When the “Functional
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Test” code appears as a system output, it is interpreted as advice that the data in the Discrete Data word
contents are the result of the execution of a functional test.

Discrete Data Words

Bit No.
31 30 Function
0 0 Verified Data, Normal Operation
0 1 No Computed Data
1 0 Functional Test
1 1 Failure Warning

2.4.6 Data Standards

The units, ranges, resolutions, refresh rates, number of significant bits, pad bits, etc. for the items of
information to be transferred by the Mark 33 DITS are administered by the AEEC and tabulated in
ARINC Characteristic 429.

ARINC Characteristic 429 calls for numeric data to be encoded in BCD and binary, the latter using
two’s complement fractional notation. In this notation, the most significant bit of the data field represents
one half of the maximum value chosen for the parameter being defined. Successive bits represent the
increments of a binary fraction series. Negative numbers are encoded as the two’s complements of positive
value and the negative sign is annunciated in the sign/status matrix.

In establishing a given parameter’s binary data standards, the unit’s maximum value and resolution
are first determined in that order. The least significant bit of the word is then given a value equal to the
resolution increment, and the number of significant bits is chosen such that the maximum value of the
fractional binary series just exceeds the maximum value of the parameter, i.e., equals the next whole binary
number greater than the maximum parameter value less one least significant bit value. For example, to
transfer altitude in units of feet over a range of zero to 100,000 ft with a resolution of 1 ft, the number of
significant bits is 17 and the maximum value of the fractional binary series is 131,071 (i.e., 131,072 — 1).

Note that because accuracy is a quality of the measurement process and not the data transfer process,
it plays no part in the selection of word characteristics. Obviously, the resolution provided in the data
word should equal or exceed the accuracy in order not to degrade it.

For the binary representation of angular data, the ARINC 429 employs “degrees divided by 180°” as
the unit of data transfer and +1 (semicircle) as the range for two’s complement fractional notation
encoding (ignoring, for the moment, the subtraction of the least significant bit value). Thus the angular
range 0 through 359.XXX degrees is encoded as 0 through £179.XXX degrees, the value of the most
significant bit is one half semicircle and there are no discontinuities in the code.

This may be illustrated as follows. Consider encoding the angular range 0° to 360° in 1° increments.
Per the general encoding rules above, the positive semicircle will cover the range 0° to 179° (one least
significant bit less than full range). All the bits of the code will be “zeros” for 0° and “ones” for 179°, and
the sign/status matrix will indicate the positive sign. The negative semicircle will cover the range 180° to
359°. All the bits will be “zeros” for 180°. The codes for angles between 181° to 359° will be determined
by taking the two’s complements of the fractional binary series for the result of subtracting each value
from 360. Thus, the code for 181° is the two’s complement of the code for 179°. Throughout the negative
semicircle, which includes 180°, the sign/status matrix contains the negative sign.

2.5 Timing-Related Elements

This section describes the digital data transfer system elements considered to be principally related to
the timing aspects of the signal circuit.
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2.5.1 Bit Rate

2.5.1.1 High-Speed Operation
The bit rate for high-speed operation of the system is 100 kilobits per second (kbps) £1%.

2.5.1.2 Low-Speed Operation

The bit rate for low-speed operation of the system is within the range 12.0 to 14.5 kbps. The selected
rate is maintained within 1%.

2.5.2 Information Rates

The minimum and maximum transmit intervals for each item of information are specific by ARINC
Specification 429. Words with like labels but with different SDI codes are treated as unique items of
information. Each and every unique item of information is transmitted once during an interval bounded
in length by the specified minimum and maximum values. Stated another way, a data word having the
same label and four different SDI codes will appear on the bus four times (once for each SDI code)
during that time interval.

Discrete bits contained within data words are transferred at the bit rate and repeated at the update
rate of the primary data. Words dedicated to discretes should be repeated continuously at specified rates.

2.5.3 Clocking Method

Clocking is inherent in the data transmission. The identification of the bit interval is related to the
initiation of either a HI or LO state from a previous NULL state in a bipolar RZ code.

2.5.4 Word Synchronization

The digital word should be synchronized by reference to a gap of four bit times (minimum) between the
periods of word transmissions. The beginning of the first transmitted bit following this gap signifies the
beginning of the new word.

2.5.5 Timing Tolerances

The waveform timing tolerances are shown below:

LO
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Parameter High-Speed Operation Low-Speed Operation

Bit Rate 100 kbps * 1% 12-14.5 kbps
Time Y 10 psec * 2.5% Z" pusec * 2.5%
Time X 5 usec = 5% Y/2 = 5%
Pulse Rise Time 1.5 £ 0.5 usec 10 = 5usec
Pulse Fall Time 1.5 = 0.5 usec 10 = 5usec

Note: Pulse rise and fall times are measured between the 10% and 90% voltage
amplitude points on the leading and trailing edges of the pulse and include time
skew between the transmitter output voltages A-to-ground and B-to-ground.

“Z = 1/R where R = bit rate selected from 12-14.5 kbps range.

2.6 Communications Protocols

2.6.1 Development of File Data Transfer

ARINC Specification 429 was adopted by AEEC in July 1977. Specification 429 defined a broadcast data
bus. General provisions were made for file data transfer. In October 1989, AEEC updated a file data
transfer procedure with a more comprehensive process that will support the transfer of both bit- and
character-oriented data. The new protocol became known popularly as the “Williamsburg Protocol.”

2.6.1.1 File Data Transfer Techniques

This “File Data Transfer Techniques” specification describes a system in which an LRU may generate
binary extended length messages “on demand.” Data is sent in the form of Link Data Units (LDU)
organized in 8-bit octets. System Address Labels (SAL) are used to identify the recipient. Two data bus
speeds are supported.

2.6.1.2 Data Transfer

The same principles of the physical layer implementation apply to file data transfer. Any avionics system
element having information to transmit does so from a designated output port over a single twisted and
shielded pair of wires to all other system elements having need of that information. Unlike the simple
broadcast protocol that can deliver data to multiple recipients in a single transmission, the file transfer
technique can be used only for point-to-point message delivery.

2.6.1.3 Broadcast Data

The broadcast transmission technique described above can be supported concurrently with file data
transfer.

2.6.1.4 Transmission Order

The most significant octet of the file and least significant bit (LSB) of each octet should be transmitted
first. The label is transmitted ahead of the data in each case. It may be noted that the Label field is encoded
in reverse order, i.e., the least significant bit of the word is the most significant bit of the label. This
“reversed label” characteristic is a legacy from past systems in which the octal coding of the label field
was, apparently, of no significance.

2.6.1.5 Data Bit Encoding Logic

A HI state after the beginning of the bit interval returning to a NULL state before the end of the same
bit interval signifies a logic “one.” A LO state after the beginning of the bit interval returning to a NULL
state before the end of the same bit interval signifies a logic “zero.”

2.6.1.6 Bit-Oriented Protocol Determination

An LRU will require logic to determine which protocol (character- or bit-oriented) and which version
to use when prior knowledge is not available.
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2.6.2 Bit-Oriented Communications Protocol

This subsection describes Version 1 of the bit-oriented (Williamsburg) protocol and message exchange
procedures for file data transfer between units desiring to exchange bit-oriented data assembled in data
files. The bit-oriented protocol is designed to accommodate data transfer between sending and receiving
units in a form compatible with the Open Systems Interconnect (OSI) model developed by the Interna-
tional Standards Organization (ISO). This document directs itself to an implementation of the Link layer,
however, an overview of the first four layers (Physical, Link, Network, and Transport) is provided.

Communications will permit the intermixing of bit-oriented file transfer data words (which contain
System Address Labels [SALs]) with conventional data words (which contain label codes). If the sink
should receive a conventional data word during the process of accepting a bit-oriented file transfer
message, the sink should accept the conventional data word and resume processing of the incoming file
transfer message.

The data file and associated protocol control information are encoded into 32-bit words and trans-
mitted over the physical interface. At the Link layer, data are transferred using a transparent bit-oriented
data file transfer protocol designed to permit the units involved to send and receive information in
multiple word frames. It is structured to allow the transmission of any binary data organized into a data
file composed of octets.

1. Physical Medium. The physical interface is described above.

2. Physical Layer. The Physical layer provides the functions necessary to activate, maintain, and
release the physical link which will carry the bit stream of the communication. The electrical
interface, voltage, and timing, described above, is used by the interfacing units. Data words will
contain 32 bits; bits 1 through 8 will contain the System Address Label (SAL) and bit 32 will be
the parity (odd) bit.

3. Link Layer. The Link layer is responsible for transferring information from one logical network
entity to another and for enunciating any errors encountered during transmission. The Link layer
provides a highly reliable virtual channel and some flow control mechanisms.

4. Network Layer. It is the responsibility of the Network layer to ensure that data packets are properly
routed between any two terminals. The Network layer performs a number of functions. The
Network layer expects the Link layer to supply data from correctly received frames. The Network
layer provides for the decoding of information up to the packet level to determine which node
(unit) the message should be transferred to. To obtain interoperability, this process, though simple
in this application, must be reproduced using the same set of rules throughout all the communi-
cations networks (and their subnetworks) on-board the aircraft and on the ground. The bit-
oriented data link protocol was designed to operate in a bit-oriented Network layer environment.
Specifically, ISO 8208 would typically be selected for the Subnetwork layer protocol for air/ground
subnetworks. There are, however, some applications where the bit-oriented file transfer protocol
will be used under other Network layer protocols.

5. Transport Layer. The Transport layer controls the transportation of data between a source end-system
to a destination end-system. It provides “network independent” data delivery between these process-
ing end-systems. It is the highest order of function involved in moving data between systems. It
relieves higher layers from any concern with the pure transportation of information between them.

2.6.2.1 Link Data Units (LDU)

A Link Data Unit (LDU) contains binary encoded octets. The octets may be set to any possible binary
value. The LDU may represent raw data, character data, bit-oriented messages, character-oriented mes-
sages, or any string of bits desired. The only restriction is that the bits be organized into full 8-bit octets.
The interpretation of those bits is not a part of this Link layer protocol. The LDUs are assembled to make
up a data file.

LDUs consist of a set of contiguous ARINC 429 32-bit data words, each containing the System Address
Label (see Section 2.6.2.3) of the sink. The initial data word of each LDU is a Start of Transmission
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(SOT). The data described above are contained within the data words which follow. The LDU is concluded
with an End of Transmission (EOT) data word. No data file should exceed 255 LDUs.
Within the context of this document, LDUs correspond to frames and files correspond to packets.

2.6.2.2 Link Data Unit (LDU) Size and Word Count

The Link Data Unit (LDU) may vary in size from 3 to 255 ARINC 429 words including the SOT and
EOT words. When a LDU is organized for transmission, the total number of ARINC 429 words to be
sent (word count) is calculated. The word count is the sum of the SOT word, the data words in the LDU,
and the EOT word.

In order to obtain maximum system efficiency, the data is typically encoded into the minimum number
of LDUs.

The word count field is 8 bits in length. Thus the maximum number of ARINC 429 words that can
be counted in this field is 255. The word count field appears in the RTS and CTS data words. The number
of LDUs needed to transfer a specific data file will depend upon the method used to encode the data words.

2.6.2.3 System Address Labels (SALs)

LDUs are sent point-to-point, even though other systems may be connected and listening to the output of
a transmitting system. In order to identify the intended recipient of a transmission, the Label field (bits 1-8)
is used to carry a System Address Label (SAL). Each on-board system is assigned a SAL. When a system sends
an LDU to another system, the sending system (the “source”) addresses each ARINC 429 word to the receiving
system (the “sink”) by setting the Label field to the SAL of the sink. When a system receives any data containing
its SAL that is not sent through the established conventions of this protocol, the data received are ignored.
In the data transparent protocol, data files are identified by content rather than by ARINC 429 label.
Thus, the label field loses the function of parameter identification available in broadcast communications.

2.6.2.4 Bit Rate and Word Timing

Data transfer may operate at either high speed or low speed. The source introduces a gap between the
end of each ARINC 429 word transmitted and the beginning of the next. The gap should be 4 bit times
(minimum). The sink should be capable of receiving the LDU with the minimum word gap of 4 bit
times between words. The source should not exceed a maximum average of 64 bit times between data
words of an LDU.

The maximum average word gap is intended to compel the source to transmit successive data words
of an LDU without excessive delay. This provision prevents a source that is transmitting a short message
from using the full available LDU transfer time. The primary value of this provision is realized when
assessing a maximum LDU transfer time for short fixed-length LDUs, such as for Automatic Dependence
Surveillance (ADS).

If a Williamsburg source device were to synchronously transmit long length or full LDUs over a
single ARINC 429 data bus to several sink devices, the source may not be able to transmit the data
words for a given LDU at a rate fast enough to satisfy this requirement because of other bus activity.
In aircraft operation, given the asynchronous burst mode nature of Williamsburg LDU transmissions,
it is extremely unlikely that a Williamsburg source would synchronously begin sending a long length
or full LDU to more than two Williamsburg sink devices. A failure to meet this requirement will either
result in a successful (but slower) LDU transfer, or an LDU retransmission due to an LDU transfer
time-out.

2.6.2.5 Word Type

The Word Type field occupies bit 31-29 in all bit-oriented LDU words. The Word Type field is used to
identify the function of each ARINC 429 data word used by the bit-oriented communication protocol.

2.6.2.6 Protocol Words

The protocol words are identified with a Word Type field of “100” and are used to control the file transfer
process.
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2.6.2.6.1 Protocol Identifier
The protocol identifier field occupies bits 28-25 of the protocol word and identifies the type of protocol
word being transmitted. Protocol words with an invalid protocol identifier field are ignored.

2.6.2.6.2 Destination Code
Some protocol words contain a Destination Code. The Destination Code field (bits 24-17) indicates the
final destination of the LDU. If the LDU is intended for the use of the system receiving the message, the
destination code may be set to null (hex 00). However, if the LDU is a message intended to be passed
on to another on-board system, the Destination Code will indicate the system to which the message is
to be passed. The Destination Codes are assigned according to the applications involved. The codes are
used in the Destination Code field to indicate the address of the final destination of the LDU.

In an OSI environment, the Link layer protocol is not responsible for validating the destination code.
It is the responsibility of the higher-level entities to detect invalid destination codes and to initiate error
logging and recovery.

Within the pre-OSI environment, the Destination Code provides Network layer information. In the
OSI environment, this field may contain the same information for routing purposes between OSI and
non-OSI systems.

2.6.2.6.3 Word Count

Some protocol words contain a Word Count field. The Word Count field (bits 16-9) reflects the number
of ARINC 429 words to be transmitted in the subsequent LDU. The maximum word count value is 255
ARINC 429 words and the minimum word count value is 3 ARINC 429 words. A LDU with the minimum
word count value of 3 ARINC 429 words would contain a SOT word, one data word, and an EOT word.
A LDU with the maximum word count value of 255 ARINC 429 words would contain a SOT word, 253
data words, and an EOT word.

2.7 Applications

2.7.1 Initial Implementation

ARINC 429 was first used in the early 1980s on the Airbus A-310 and Boeing B-757 and B-767 airplanes.
Virtually all data transfer on these airplanes was accommodated by approximately 150 separate buses
interconnecting computers, radios, displays, controls, and sensors. Most of these buses operate at the
lower speed. The few that operate at the higher speed of 100 kbps are typically connected to critical
navigation computers.

2.7.2 Evolution of Controls

The first applications of ARINC 429 for controlling devices were based on the federated avionics approach
used on airplanes which comprised mostly analog interfaces. Controllers for tuning communications
equipment used an approach defined as two-out-of-five tuning. Each digit of the desired radio frequency
was encoded on each set of five wires. Multiple digits dictated the need for multiple sets of wires for each
radio receiver.

The introduction of ARINC 429 proved to be a major step toward reduction of wires. A tuning unit
needed only one ARINC 429 bus to tune multiple radios of the same type. An entire set of radios and
navigation receivers could be tuned with a few control panels, using approximately the same number of
wires previously required to tune a single radio.

As cockpit space became more critical, the need to reduce the number of control panels became critical.
The industry recognized that a single control panel, properly configured, could replace most of the
existing control panels. The Multi-Purpose Control/Display Unit (MCDU) emanated from the industry
effort. The MCDU was derived essentially from the control and display approach used by the rather
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sophisticated controller for the Flight Management System. For all intents and purposes, the MCDU
became the cockpit controller.

A special protocol had to be developed for ARINC 429 to accommodate the capability of addressing
different units connected to a single ARINC 429 bus from the MCDU. The protocol employed two-way
communications using two pairs of wires between the controlling unit and the controlled device. An
addressing scheme provided for selective communications between the controlling unit and any one of
the controlled units. Only one output bus from the controller is required to communicate addresses and
commands to the receiving units. With the basic ARINC 429 design, up to 20 controlled units could be
connected to the output of the controller. Each of the controlled units is addressed by an assigned SAL.

2.7.3 Longevity of ARINC 429

New airplane designs in the 215 century continue to employ the ARINC 429 bus for data transmission.
The relative simplicity and integrity of the bus, as well as the ease of certification are characteristics that
contribute to the continued selection of the ARINC 429 bus when the required data bandwidth is not
critical. The ARINC 629 data bus developed as the replacement for ARINC 429 is used in applications
where a large amount of data must be transferred or where many sources and sinks are required on a
single bus.

2.8 ARINC 453

ARINC Project Paper 453 was developed by the Airlines Electronic Engineering Committee (AEEC) in
response to an anticipated requirement for data transfer rates higher than achievable with ARINC 429.
The original drafts of Project Paper 453 were based on techniques already employed at that time. The
electrical characteristics, including the physical medium, voltage thresholds, and modulation techniques
were based on Mil-Std 1553. The data protocols and formats were based on those used in ARINC
Specification 429.

During the preparation of the drafts of Project Paper 453, the Boeing Company petitioned AEEC to
consider the use of the Digital Autonomous Terminal Access Communications (DATAC) Bus developed
by the Boeing Company to accommodate higher data throughput. AEEC accepted Boeing’s recommen-
dation for the alternative. ARINC 629 was based on the original version of the Boeing DATAC Bus. The
work on Project 453 was then curtailed. The latest draft of Project Paper 453 is maintained by ARINC
for reference purposes only.
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3.1 Introduction

The Commercial Standard Digital Bus (CSDB) is one of three digital serial integration data buses that
currently predominate in civilian aircraft. The CSBD finds its primary implementations in the smaller
business and private General Aviation (GA) aircraft, but has also been used in retrofits of some com-
mercial transport aircraft.

CSDB, a unidirectional data bus, was developed by the Collins General Aviation Division of Rockwell
International. The bus used in a particular aircraft is determined by which company the airframe manufac-
turer chooses to supply the avionics. Collins is one of only a handful of major contributors to avionics today.

CSDB is an asynchronous linear broadcast bus, specifying the use of a twisted, shielded pair cable for
device interconnection. Two bus speeds are defined in the CSDB specification. A low-speed bus operates
at 12,500 bits per second (bps) and a high-speed bus operates at 50,000 bps. The bus uses twisted,
unterminated, shielded pair cable and has been tested to lengths of 50 m.

The CSDB standard also defines other physical characteristics such as modulation technique, voltage
levels, load capacitance, and signal rise and fall times. Fault protection for short-circuits of the bus
conductors to both 28 VDC and 115 VAC is defined by the standard.

3.2 Bus Architecture

Only one transmitter can be attached to the bus, while it can accommodate up to ten receivers. Figure 3.1
illustrates the unidirectional bus architecture.
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FIGURE 3.1 Unidirectional CSDB communication.
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FIGURE 3.2  Bidirectional CSDB communication.

Bidirectional transmission can take place between two bus users. If a receiving bus user is required to
send data to any other bus user, a separate bus must be used. Figure 3.2 shows how CSDB may implement
bidirectional transmissions between bus users. It can be seen that if each bus user is required to com-
municate with every other bus user, a significantly greater amount of cabling would be required. In
general, total interconnectivity has not been a requirement for CSDB-linked bus users.

It is possible to interface CSDB to other data buses. When this is done, a device known as a gateway
interfaces to CSDB and the other bus. If the other bus is ARINC 429 compliant, then messages directed
through the gateway from CSDB are converted to the ARINC 429 protocol (see Chapter 2), and vice
versa. The gateway would handle bus timing, error checking, testing, and other necessary functions. The
system designers would ensure that data latency introduced by the gateway would not cause a “stale data”
problem, resulting in a degradation of system performance. Data are stale when they do not arrive at the
destination line replaceable unit (LRU) when required, as specified in the design.

3.3 Basic Bus Operation

In Section 2.1.4 of the CSDB standard, three types of transmission are defined:

+ Continuous repetition,
+ Noncontinuous repetition, and

+ “Burst” transmissions

Continuous repetition transmission refers to the periodic updates of certain bus messages. Some
messages on CSDB are transmitted at a greater repetition rate than others. The CSDB standard lists these
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FIGURE 3.3 CSDB data frame structure.

update rates, along with the message address and message block description. Noncontinuous repetition
is used for parameters that are not always valid, or available, such as mode or test data. When noncon-
tinuous repetition transmission is in use, it operates the same as continuous repetition. Burst transmission
initiates an action (such as radio tuning), or may be used to announce a specific event. Operation in this
mode initiates 16 repetitions of the action in each of 16 successive frames, using an update rate of 20
per second.

For CSDB, bytes consist of 11 bits: a start bit, 8 data bits, a parity bit, and a stop bit. The least significant
bit (bit 0) follows the start bit. The CSDB standard defines the message block as “a single serial message
consisting of a fixed number of bytes transmitted in a fixed sequence.” Essentially, a message block consists
of a number of bytes concatenated together, with the first byte always being an address byte. A status byte
may or may not be included in the message block. When it is, it immediately follows the address byte. The
number of data bytes in a message block vary.

Data are sent as frames consisting of a synchronization block followed by a number of message blocks.
A particular frame is defined from the start of one synchronization block to the start of the next
synchronization block. A “sync” block consists of N bytes of the sync character, which is defined as the
hexadecimal character “A5.” The sync character is never used as an address. While the data may contain
a sync character, it may occur in the data a maximum of N — 1 times. Frames consist of message blocks,
preceded by a sync block. The start of one sync block to the start of the next sync block is one frame
time. Figure 3.3 shows what transpires during a typical frame time.

3.4 CSDB Bus Capacity

The CSDB is similar to the ARINC 429 data bus in that it is an asynchronous broadcast bus and operates using
character-oriented protocol. Data are sent as frames consisting of a synchronization block followed by a number
of message blocks. A particular frame is defined from the start of one synchronization block to the start of the
next synchronization block. A message block contains an address byte, a status byte, and a variable number
of data bytes. The typical byte consists of one start bit, eight data bits, a parity bit, and a stop bit.

The theoretical bus data rate for a data bus operating at 50,000 bps with an 11-bit data byte, is 4545
bytes per second. For CSDB, the update rate is reduced by the address byte and synchronization block
overhead required by the standard.

The CSDB Interblock and Interbyte times also reduce bus throughput. According to the specification,
there are no restrictions on these idle times for the data bus. These values, however, are restrained by the
defined update rate chosen by the designer. If the update rate needs to be faster, the Interblock time and
the Interbyte time can be reduced as required, until bus utilization reaches a maximum.
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3.5 CSDB Error Detection and Correction

Two methods of error detection are referenced in the standard. They are the use of parity and checksums.
A parity bit is appended after each byte of data in a CSDB transmission. The “burst” transmission makes
use of the checksum for error detection. As the General Aviation Manufacturers Association (GAMA)
specification states:

It is expected that the receiving unit will accept as a valid message the first message block which
contains a verifiable checksum. (GAMA CSDB 1986.)

3.6 Bus User Monitoring

Although many parameters are defined in the CSDB specification, there is no suggestion that they be
monitored by receivers. The bus frame, consisting of the synchronization block and message block, may
be checked for proper format and content. A typical byte, consisting of start, stop, data, and parity bits,
may be checked for proper format.

The bus hardware should include the functional capability to monitor these parameters. Parity, frame errors,
and buffer overrun errors are typically monitored in the byte format of character-oriented protocols. The
message format can be checked and verified by the processor if the hardware does not perform these checks.

3.7 Integration Considerations

The obvious use of a data bus is for integrating various LRUs that need to share data or other resources.
In the following sections, integration considerations for CSDB are examined at various levels. These
include physical, logical, software, and functional considerations.

3.7.1 Physical Integration

The physical integration of LRUs connected to the CSDB is addressed by the standardization of the bus
medium and connectors. These must conform to the Electronic Industries Association (EIA) Recom-
mended Standard (RS)-422-A (1978), “Electrical Characteristics of Balanced Voltage Digital Interface
Circuits.” The CSDB standard provides for the integration of up to 10 receivers on a single bus, which
can be up to 50 m in length. No further constraints or guidelines on the physical layout of the bus are given.

Each LRU connected to a CSDB must satisfy the electrical signals and bit timing that are specified in
the EIA RS-422-A. Physical characteristics of the CSDB are given in Table 3.1. The non-return to zero
(NRZ) data format used by CSDB LRUs is shown in Figure 3.4. NRZ codes remain constant throughout
a bit interval and either use absolute values of the signal elements or differential encoding where the
polarity of adjacent elements is compared to determine the bit value.

TABLE 3.1 CSDB Physical Characteristics

Modulation Technique Non-Return to Zero (NRZ)
Logic Sense for Logic “0” Line B Positive with Respect to Line A
Logic Sense for Logic “1” Line A Positive with Respect to Line B
Bus Receiver High Impedance, Differential Input
Bus Transmitter Differential Line Driver
Bus Signal Rates Low Speed: 12,500 bps

High Speed: 50,000 bps
Signal Rise-Time and Fall-Time Low Speed: 8 s

High-Speed: 0.8-1.0 s
Receiver Capacitance Loading Typical: 600 pF

Maximum: 1,200 pF
Transmitter Driver Capability Maximum: 12,000 pF

Source: Commercial Standard Digital Bus, 8th ed., Collins General Aviation Division,
Rockwell International Corporation, Cedar Rapids, IA, January 30, 1991.
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FIGURE 3.4 Non-Return to Zero data example.

Typical circuit designs for transmitter and receiver interfaces are given in the CSDB standard. Protec-
tion against short-circuits is also specified for receivers and transmitters. Receiver designs should include
protection against bus conductor shorts to 28 VDC and to 115 VAC. Transmitter designs should afford
protection against faults propagating to other circuits of the LRU in which the transmitter is located.

To ensure successful integration of CSDB LRUs, and avoid potential future integration problems, the
electrical load specification must be applied to a fully integrated system, even if the initial design does
not include a full complement of receivers. As a result, additional receivers can be integrated at a later
time without violating the electrical characteristics of the bus.

3.7.2 Logical Integration

The logical integration of the hardware is controlled by the CSDB standard, which establishes the bit
patterns that initiate a message block, and the start bit, data bits, parity bit, and stop bit pattern that
comprises each byte of the message. The system designer, however, must control the number of bytes in
each message and ensure that all the messages on a particular bus are of the same length.

3.7.3 Software Integration

Many software integration tasks are left to the system designer for implementation. Hence, CSDB does
not fully specify software integration. The standard is very thorough in defining the authorized messages
and in constraining their signaling rate and update rate. The synchronization message that begins a new
frame of messages is also specified. However, the determination of which messages are sent within a
frame for a particular bus is unspecified. Also, there are no guidelines given for choosing the message
sequence or frame loading. The frame design is left to the system designer.

In general, the sequencing of the messages does not present an integration problem since receivers
recognize messages by the message address, not by the sequence. However, this standard does not disallow
an LRU from depending on the message sequence for some other purpose. The system designer must
be aware of whether any LRU is depending on the sequence for something other than message recognition
since once the sequence is chosen, it is fixed for every frame.

The bus frame loading is more crucial. There are three types of messages that can occur within a
frame: continuous repetition, noncontinuous repetition, and burst transmissions. The system designer
must specify which type of transmission to use for each message and ensure that the worst maximum
coincidence of the three types within one frame does not exhaust the frame time. The tables of data
needed to support this system design are provided, but the system designer must ensure that no parts
of the CSDB standard are violated.
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3.7.4 Functional Integration

The CSDB standard provides much of the data needed for functional integration. The detailed message
block definitions give the interpretation of the address, status byte, and data words for each available
message. Given that a particular message is broadcast, the standard completely defines the proper inter-
pretation of the message. The standard even provides a system definition, consisting of a suite of
predefined buses which satisfy the integration needs of a typical avionics system.

If this predefined system is applicable, most of the system integration questions are already answered.
But if there is any variation from the standard, the designer of a subsystem in a CSDB integrated system
must inquire to find out which LRUs are generating the messages that the subsystem needs, on which
bus each message is transmitted, at what bus speed the messages are transmitted, and the type of
transmission. The designer must also ensure that the subsystem provides the messages required by other
LRUs. The system designer needs to coordinate this information accurately and comprehensively. The
system design must ensure that all the messages on a particular bus are of the same length. It must also
control the data latencies that may result as data are passed from bus to bus by various LRUs. All testing
is left to the system designer.

There are no additional guidelines published for the CSDB. Whatever problems are unaddressed by
the standard are addressed by Collins during system integration. Furthermore, Collins has not found the
need to formalize their integration and testing in internal documents since this work is done by CSDB-
experienced engineers.

3.8 Bus Integration Guidelines

The CSDB, like the ARINC 429 bus, has only one LRU that is capable of transmitting with (usually)
multiple LRUs receiving the transmission. Thus, the CSDB has few inherent subsystem integration prob-
lems. However, the standard does not address them. The preface to the CSDB standard clearly states its
position concerning systems integration:

This specification pertains only to the implementation of CSDB as used in an integrated system.
Opverall systems design, integration, and certification remain the responsibility of the systems integra-
tor. (GAMA CSDB 1986.)

Although this appears to be a problem for the reliability of CSDB-integrated systems, the GA scenario
is quite different from the air transport market. The ARINC standards are written to allow any manu-
facturer to independently produce a compatible LRU. In contrast, the General Aviation Manufacturers
Association standard states the following in the preface:

This specification ... is intended to provide the reader with a basic understanding of the data bus and
its usage. (CSDB 1986.)

The systems integrator for all CSDB installations is the Collins General Aviation Division of Rockwell
International. That which is not published in the standard is still standardized and controlled because
the CSDB is a sole source item.

Deviations from the standard are allowed, however, for cases where there will be no further interfaces
to other subsystem elements. When variations are made, the change must first be approved in a formal
design review and the product specification is then updated accordingly. Integration standards and guide-
lines for CSDB include the CSDB standard and EIA RS-422-A by the Electronic Industries Association.

3.9 Bus Testing

The CSDB connects avionic LRUs point-to-point to provide an asynchronous broadcast method of
transmission. Before the bus was used in the avionic environment, it was put through validation tests
similar to those used on other commercial data buses. These included the environmental tests presented
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in RTCA DO-160 and failure analyses. Most environmental tests were done transparently on the bus
after it was installed in an aircraft.

As with other avionic data buses, Rockwell’s Collins Division had to develop external tests to show
that the bus satisfied specifications in the standard. Test procedures of this nature are not included in
the CSDB standard.

Internal bus tests that the CSDB standard describes include a checksum test and a parity check. Both
of these are used to ensure the integrity of the bus’s data. Care should be taken when using these tests
because their characteristics do not allow them to be used in systems of all criticality levels.

Simulation is used for development and testing of LRUs with a CSDB interface. Manufacturers make
black box testers that are used to simulate an LRU connection to the bus. They are made to generate and
evaluate messages according to the electrical and logical standards for the bus. They consist of a general
purpose computer connected to bus interface cards. The simplest ones may simulate a single LRU
transmitting or receiving. The more complex ones may be able to simulate multiple LRUs simultaneously.

These are not the only external and internal tests that the CSDB manufacturer can perform. Many
more characteristics which may require testing are presented in the CSDB specification. Again, it remains
the manufacturer’s responsibility to prove that exhaustive validation testing of the bus and its related
equipment has met all the requirements of the Federal Aviation Regulations.

3.10 Aircraft Implementations

This section gives a sampling of the aircraft in which the CSDB is installed. Table 3.2 lists some of the
commercial transport aircraft and regional airliners using CSDB. CSDB is used both in retrofit installa-
tions and as the main integration bus. Additionally, a number of rotorcraft use the CSDB to communicate
between the Collins-supplied LRUs.

TABLE 3.2  Aircraft and Their Use of the CSDB

Boeing 727 Retrofit
Boeing 737 Retrofit
McDonnell-Douglas DC-8 Retrofit
Saab 340, Saab 2000 Primary Integration Bus
Embraer Primary Integration Bus
Short Brothers SD330 and SD360  Primary Integration Bus
ATR42 and ATR72 Primary Integration Bus
De Haviland Dash 8 Primary Integration Bus
Canadair Regional Primary Integration Bus

Source: Collins Division of Rockwell International, Cedar Rapids, IA.

Defining Terms

Asynchronous: Operating at a speed determined by the circuit functions rather than by timing signals.

Checksum: An error detection code produced by performing a binary addition, without carry, of all the
words in a message.

Frame: A formatted block of data words or bits used to construct messages.

Gateway: A bus user that is connected to more than one bus for the purpose of transferring bus messages
from one bus to another, where the buses do not follow the same protocol.

Linear Bus: A bus where users are connected to the bus medium, one on each end, with the rest connected
in-between.

Parity: An error detection method that adds a bit to a data word based on whether the number of “one”
bits is even or odd.

Synchronization Block: A special bus pattern, consisting of a certain number of concatenated “sync
byte” data words, used to signal the start of a new frame.
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4.1 Introduction

During early military Head-Up Display (HUD) development, it was found that pilots using HUDs could
operate their aircraft with greater precision and accuracy than they could with conventional flight
instrument systems."? This realization eventually led to the development of the first HUD systems
intended specifically to aid the pilot during commercial landing operations. This was first accomplished
by Sextant Avionique for the Dassault Mercure aircraft in 1975, and then by Sundstrand and Douglas
Aircraft Company for the MD80 series aircraft in the late 1970s (see Figure 4.1).

In the early 1980s, Flight Dynamics developed a holographic optical system to display an inertially derived
aircraft flight path along with precision guidance, thus providing the first wide field-of-view (FOV) head-
up guidance system. Subsequently, Alaska Airlines became the first airline to adopt this technology and
perform routine fleet-wide manually flown CAT IIla operations on B-727-100/200 aircraft using the Flight
Dynamics system (see Figure 4.2). Once low-visibility operations were successfully demonstrated using a
HUD in lieu of a fail passive autoland system, regional airlines opted for this technology to help maintain
their schedules when the weather fell below CAT II minimums, and to help improve situational awareness.

By the end of the century, many airlines had installed head-up guidance systems, and thousands of
pilots were fully trained in their use. HUD-equipped aircraft had logged more than 6,000,000 flight hours
and completed over 30,000 low-visibility operations. HUDs are now well-established additions to aircraft
cockpits, providing both additional operational capabilities and enhanced situational awareness, resulting
in improved aircraft safety.

4.2 HUD Fundamentals

All head-up displays require an image source, generally a high-brightness cathode-ray tube, and an optical
system to project the image source information at optical infinity. The HUD image is viewed by the
pilot after reflecting from a semitransparent element referred to as the HUD combiner. The combiner is
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FIGURE 4.1 Early commercial HUD.?

FIGURE 4.2 Commercial manually flown CAT Illa HUD installed in a B-737-800.

located between the pilot’s eyes and the aircraft windshield and is angled to reflect image-source light
rays to the pilot for viewing. Special coatings on the combiner simultaneously reflect the HUD informa-
tion, and transmit the real-world scene, enabling the pilot to view both the outside world and the
collimated display.
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Head-up display systems are comprised of two major subsystems: the pilot display unit (PDU), and the
HUD processor or HUD computer. The PDU interfaces electrically and mechanically with the aircraft struc-
ture and provides the optical interface to the pilot. The HUD processor interfaces electronically with aircraft
sensors and systems, runs a variety of algorithms related to data verification and formatting, and generates
the characters and symbols making up the display. Modern HUD processors are capable of generating high-
integrity guidance commands and cues for precision low-visibility take-off, approach, landing (flare), and
rollout. The interface between the HUD processor and the PDU can be either a serial digital display list or
analog X and Y deflection and Z-axis video bright-up signals for controlling the display luminance.

The PDU is located within the cockpit to allow a pilot positioned at the cockpit Design Eye Position
(DEP) to view HUD information which is precisely positioned with respect to the outside world. This
allows, for example, the computer-generated and displayed horizon line to overlay the real-world horizon
in all phases of flight.

The cockpit DEP is defined as the optimum cockpit location that meets the requirements of FAR 25.773*
and 25.777.5 From this location the pilot can easily view all relevant head-down instruments and the
outside world scene through the aircraft windshield, while being able to access all required cockpit controls.
The HUD “eyebox,” is always positioned with respect to the cockpit DEP, allowing pilots to fly the aircraft
using the HUD from the same physical location as a non-HUD-equipped aircraft would be flown.

4.2.1 Optical Configurations

The optics in head-up display systems are used to “collimate” the HUD image so that essential flight

parameters, navigational information, and guidance are superimposed on the outside world scene.
The four distinct FOV characteristics used to fully describe the characteristics of the angular region over

which the HUD image is visible to the pilot are illustrated in Figure 4.3, and summarized as follows:

Total FOV (TFOV) — The maximum angular extent over which symbology from the image source
can be viewed by the pilot with either eye allowing vertical and horizontal head movement within
the HUD eyebox.

Instantaneous FOV (IFOV) — The union of the two solid angles subtended at each eye by the clear
apertures of the HUD optics from a fixed head position within the HUD eyebox. Thus, the
instantaneous FOV is comprised of what the left eye sees plus what the right eye sees from a fixed
head position within the HUD eyebox.

Binocular overlapping FOV — The binocular overlapping FOV is the intersection of the two
solid angles subtended at each eye by the clear apertures of the HUD optics from a fixed head
position within the HUD eyebox. The binocular overlapping FOV thus defines the maximum
angular extent of the HUD display that is visible to both eyes simultaneously.

Monocular FOV Total FOV

Instantaneous FOV Overlapping Binocular FOV

FIGURE 4.3 HUD fields-of-view defined.
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Monocular FOV — The solid angle subtended at the eye by the clear apertures of the HUD optics
from a fixed eye position. Note that the monocular FOV size and shape may change as a function
of eye position within the HUD eyebox.

The FOV characteristics are designed and optimized for a specific cockpit geometric configuration
based on the intended function of the HUD. In some cases, the cockpit geometry may impact the
maximum available FOV.

One of the most significant advances in HUD optical design in the last 20 years is the change from
optical systems that collimate by refraction to systems that collimate by reflection or, in some cases,
by diffraction. The move towards more complex (and expensive) reflective collimation systems has
resulted in larger display fields-of-view which expand the usefulness of HUDs as full-time primary
flight references.

4.2.1.1 Refractive Optical Systems

Figure 4.4 illustrates the optical configuration of a refractive HUD system. This configuration is similar
to the basic HUD optical systems in use since the 1950s.° In this optical configuration, the CRT image
is collimated by a combination of refractive lens elements designed to provide a highly accurate display
over a moderate display field of view. Note that an internal mirror is used to fold the optical system to
reduce the physical size of the packaging envelope of the HUD. Also shown in Figure 4.4 is the HUD
combiner glass, a flat semitransparent plate designed to reflect approximately 25% of the collimated light
from the CRT, and transmit approximately 70% of the real-world luminance.

Note that the vertical instantaneous FOV can be increased by adding a second flat combiner glass,
displaced vertically above and parallel with the first.

4.2.1.2 Reflective Optical Systems

In the late 1970s, HUD optical designers looked at ways to significantly increase the display total and
instantaneous FOVs.”® Figure 4.5 illustrates the first overhead-mounted reflective HUD optical system
(using a holographically manufactured combiner) designed specifically for a commercial transport cockpit.’
As in the classical refractive optical system, the displayed image is generated on a small CRT, about 3 in. in
diameter. The reflective optics can be thought of as two distinct optical subsystems. The first is a relay lens
assembly designed to re-image and pre-aberrate the CRT image source to an intermediate aerial image,
located at one focal length from the optically powered combiner/collimator element.

Combiner

Field of View cone angle formed Instantaneous FOV

from collimator aperture

\J T

»

pa

1
1
1
1
||
1
i Head Motion Required
Collimator Optics / £2| to See TFOV

Image Source - CRT /

FIGURE 4.4 Refractive optical systems.
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FIGURE 4.6 Reflective optical system raytrace.

The second optical subsystem is the combiner/collimator element that re-images and collimates the

intermediate aerial image for viewing by the pilot. As in the refractive systems, the pilot’s eyes focus at

optical infinity, looking through the combiner to see the virtual image. To prevent the pilot’s head from

blocking rays from the relay lens to the combiner, the combiner is tilted off-axis with respect to the axial

chief ray from the relay lens assembly. The combiner off-axis angle, although required for image viewing

reasons, significantly increases the optical aberrations within the system, which must be compensated in

the relay lens to have a well-correlated, accurate virtual display.

Figure 4.6 illustrates the optical raytrace of a typical reflective HUD system showing the complexity
of the relay lens assembly. (This is the optical system used on the first manually flown CAT IIla HUD

system ever certified.)
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The complexity of the relay lens, shown in Figure 4.6, provides a large instantaneous FOV over a fairly
large eyebox, while simultaneously providing low display parallax and high display accuracy.

The reflective optical system can provide an instantaneous and binocular overlapping FOV that is
equal to the total FOV, allowing the pilot to view all of the information displayed on the CRT with each
eye with no head movement. Table 4.1 summarizes typical field-of-view performance characteristics for
HUD systems.

TABLE 4.1 Typical HUD Fields-of-View

Reflective HUD

Refractive HUD FOV Characteristics® Optics FOV

Single Combiner Dual Combiners Characteristics
Total Field Of View 20°-25° Diameter 25°-30° Diameter 22-28°V X 28-34°H
Instantaneous FOV 12°V X 17.8° H 16°V X 17.8° H 22-28°V X 28-34°H
Overlapping 11°V X 6°H 16°V X 6°H 22-26°V X 25-30° H
Monocular FOV 12° Diameter 16°V X 12° H 22-28°V X 30°H

2 Calculations assume a collimator exit aperture diameter of 5.0”, and a distance of 24" between
the pilot and the HUD collimator exit aperture.

All commerecially certified HUD systems in airline operation today use reflective optical systems because
of the improved display FOV characteristics compared with refractive systems.

4.2.2 Significant Optical Performance Characteristics

This section summarizes other important optical characteristics associated with conformal HUD systems.
It is clear that the HUD FOV, luminance, and display line width characteristics must meet basic perfor-
mance requirements.!® However, optical system complexity and cost are driven by HUD eyebox size,
combiner off-axis angle, display accuracy requirements, and optical parallax errors. Without a well-
corrected optical system, conformal symbology will not properly overlay the outside world view and
symbology will not remain fixed with respect to the real-world view as the head is moved around within
the HUD eyebox.

4.2.2.1 Display Luminance and Contrast Ratio

The HUD should be capable of providing a usable display under all foreseeable ambient lighting
conditions, including a sun-lit cloud with a luminance of 10,000 foot-Lamberts (ft-L)(or 34,000 cd/m?),
and a night approach to a sparsely lit runway. HUD contrast ratio is a measure of the relative luminance
of the display with respect to the real-world background and is defined as follows:

Display Luminance + Real World Luminance

HUD Contrast Ratio = Real World Luminance

The display luminance is the photopically weighted CRT light output that reaches the pilot’s eyes. Real-
world luminance is the luminance of the real world as seen through the HUD combiner. (By convention,
the transmission of the aircraft windshield is left out of the real-world luminance calculation.)

It is generally agreed that a contrast ratio (CR) of 1.2 is adequate for display viewing, but that a CR
of 1.3 is preferable. A HUD contrast ratio of 1.3 against a 10,000-ft-L cloud seen through a combiner
with an 80% photopic transmission requires a display luminance at the pilot’s eye of 2400 ft-L, a
luminance about 10 times higher than most head-down displays. (This luminance translates to a CRT
faceplate brightness of about 9000 ft-L, a luminance easily met with high-brightness monochrome CRTs.)
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4.2.2.2 Head Motion Box

The HUD head motion box, or “eyebox,” is a three-dimensional region in space surrounding the cockpit
DEP in which the HUD can be viewed with at least one eye. The center of the eyebox can be displayed
forward or aft, or upward or downward, with respect to the cockpit DEP to better accommodate the
actual sitting position of the pilot. The positioning of the cockpit eye reference point!! or DEP is dependent
on a number of ergonomically related cockpit issues such as head-down display visibility, the over-the-
nose down-look angle, and the physical location of various controls such as the control yoke and the
landing gear handle.

The HUD eyebox should be as large as possible to allow maximum head motion without losing display
information. The relay lens exit aperture, the spacing between the relay lens and combiner and the
combiner to DEP, and the combiner focal length all impact the eyebox size. Modern HUD eyebox
dimensions are typically 5.2 in lateral, 3.0 in vertical, and 6.0 in longitudinal.

In all HUDs, the monocular instantaneous FOV is reduced (or vignettes) with lateral or vertical eye
displacement, particularly near the edge of the eyebox. Establishing a minimum monocular FOV from
the edge of the eyebox thus ensures that even when the pilot’s head is de-centered so that one eye is at
the edge of the eyebox, useful display FOV is still available. A 10° horizontal by 10° vertical monocular
FOV generally can be used to define the eyebox limits. In reflective HUDs, relatively small head move-
ments (>1.5 in laterally) will cause one eye to be outside of the eyebox and see no display. Under these
conditions, the other eye will see the total FOV, so no information is lost to the pilot.

4.2.2.3 HUD Display Accuracy

Display accuracy is a measure of how precisely the projected HUD image overlays the real-world view
seen through the combiner and windshield from any eye position within the eyebox. Display accuracy is
a monocular measurement and, for a fixed display location, is numerically equal to the angular difference
between a HUD-projected symbol element and the corresponding real-world feature as seen through the
combiner and windshield. The total HUD system display accuracy error budget includes optical errors,
electronic gain and offset errors, errors associated with the CRT and yoke, Overhead to Combiner mis-
alignment errors, windshield variations, environmental conditions (including temperature), assembly
tolerances, and installation errors. Optical errors are both head-position and field-angle dependent.

The following display accuracy values are achievable in commercial HUDs when all the error sources
are accounted for:

Boresight +/— 3.0 milliradians (mrad)

Total Display Accuracy +/— 7.0 milliradians (mrad)

The boresight direction is used as the calibration direction for zeroing all electronic errors. Boresight
errors include the mechanical installation of the HUD hardpoints to the airframe, electronic drift due
to thermal variations, and manufacturing tolerances for positioning the combiner element. Refractive
HUDs with integrated combiners (i.e., F-16) are capable of achieving display accuracies of about half of
the errors above.

4.2.2.4 HUD Parallax Errors

Within the binocular overlapping portion of the FOV, the left and right eyes view the same location on
the CRT faceplate. These slight angular errors between what the two eyes see are binocular parallax errors
or collimation errors. The binocular parallax error for a fixed field point within the total FOV is the
angular difference in rays entering two eyes separated horizontally by the interpupillary distance, assumed
to be 2.5 in. If the projected virtual display image were perfectly collimated at infinity from all eyebox
positions, the two ray directions would be identical, and the parallax errors would be zero. Parallax errors
consist of both horizontal and vertical components.
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TABLE 4.2 HUD Optical System Summary (Typical Reflective HUD)

1.

Combiner Design

Wide Field-of-view Wavelength Selective
Stowable
Inertial Break-away (HIC*—Complaint)

2. DEP to Combiner Distance 9.5 to 13.5 in. (Cockpit geometry dependent)
3. Display Fields-of-View
Total Display FOV 24-28° Vertical X 30-34° Horizontal
Instantaneous FOV 24-28° Vertical X 30-34° Horizontal
Overlapping Binocular FOV 22-24° Vertical X 24-32° Horizontal
4. Head Motion Box or Eyebox Typical Dimensions (Configuration
dependent)
Horizontal 4.7 to 5.4 in.
Vertical 2.5 to 3.0 in.
Depth (fore/aft) 4.0 to 7.0 in.
5. Head Motion Needed to View TFOV ~ None
6. Display Parallax Errors (Typical)
Convergence 95% of data points <2.5 mrad
Divergence 95% of data points <1.0 mrad
Dipvergence 93% of data points <1.5 mrad
7. Display Accuracy (2 sigma)
Boresight <2.5-4.0 mrad
Total Field-of-view <5.0-9.0 mrad
8. Combiner Transmission and 78-82% photopic (day-adapted eye)
Coloration 84% Scotopic (night-adapted eye)
<0.03 Color shift u'v’ coordinates
9. Display Luminance and Contrast

Ratio
Stroke Only

1,600-2,400 foot-Lambert (ft-L)

Raster 600-1,000 ft-L
Display Contrast Ratio 1.2 to 1.3:1 (10,000 ft-L ambient background)
10. Display Line Width 0.7-1.2 mrads

11. Secondary Display Image Intensity <0.5% of the primary image from eyebox

“Head Injury Criteria

Parallax errors in refractive HUDs are generally less than about 1.0 mrad due to the rotational
symmetry of the optics, and because of the relatively small overlapping binocular FOV.

4.2.2.5 Display Line Width

The HUD line width is the angular dimension of displayed symbology elements. Acceptable HUD line
widths are between 0.7 and 1.2 mrad when measured at the 50% intensity points. The displayed line
width is dependent on the effective focal length of the optical system and the physical line width on
the CRT faceplate. A typical wide FOV reflective HUD optical system with a focal length of 5 in. will
provide a display line width of about 1 mrad given a CRT line width of 0.005 in. The display line width
should be met over the full luminance range of the HUD, often requiring a high-voltage power supply
with dynamic focus over the total useful screen area of the CRT.

HUD optical system aberrations will adversely affect apparent display line width. These aberrations
include uncorrected chromatic aberrations (lateral color) and residual uncompensated coma and astig-
matism. Minimizing these optical errors during the optimization of the HUD relay lens design will also
help meet the parallax error requirements. Table 4.2 summarizes the optical performance characteristics
of a commercial wide-angle reflective HUD optical system.

4.2.3 HUD Mechanical Installation

The intent of the HUD is to display symbolic information which overlays the real world as seen by the
pilot. To accomplish this, the HUD pilot display unit must be very accurately aligned with respect to the
pitch, roll, and heading axis of the aircraft. For this reason, the angular relationship of the HUD PDU
with respect to the cockpit coordinates is crucial. The process of installing and aligning the HUD
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FIGURE 4.7 Boresighting the HUD hardpoints.

attachment bushings or hardpoints into the aircraft is referred to as “boresighting” and occurs when the
aircraft is first built. (Although the alignment of the HUD hardpoints may be checked occasionally, once
installed, the hardpoints are permanent and rarely need adjustment.)

Some reflective HUDs utilize mating bushings for the PDU hardware which are installed directly to
the aircraft structure. Once the bushings are aligned and boresighted to the aircraft axis, they are
permanently fixed in place using a structural epoxy. Figure 4.7 illustrates this installation method for
HUD boresighting. In this case, the longitudinal axis of the aircraft is used as the boresight reference
direction. Using special tooling, the Overhead Unit and Combiner bushings are aligned with a precisely
positioned target board located near the aft end of the fuselage. This boresighting method does not
require the aircraft to be jacked and leveled.

Other HUD designs utilize a tray that attaches to the aircraft structure and provides an interface to
the HUD LRUs. The PDU tray must still be installed and boresighted to the aircraft axis.

4.2.4 HUD System Hardware Components

A typical commercial HUD system includes four principal line replaceable units (LRUs). (HUD LRUs
can be interchanged on the flight deck without requiring any alignment or recalibration.) The cockpit-
mounted LRUs include the Overhead Unit and Combiner (the Pilot Display Unit) and the HUD Control
Panel. The HUD computer is located in the electronics bay or other convenient location. A HUD
interconnect diagram is shown in Figure 4.8.

4.2.4.1 HUD Overhead Unit

The Overhead Unit (OHU), positioned directly above the pilot’s head, interfaces with the HUD computer
receiving either analog X and Y deflection and Z-video data or a serial digital display list, as well as
control data via a serial interface. The OHU electronics converts the deflection and video data to an
image on a high-brightness cathode ray tube (CRT). The CRT is optically coupled to the relay lens
assembly which re-images the CRT object to an intermediate aerial image one focal length away from
the combiner LRU, as illustrated in the optical schematic in Figure 4.5. The combiner re-images the
intermediate image at optical infinity for viewing by the pilot. The OHU includes all of the electronics
necessary to drive the CRT and monitor the built-in-test (BIT) status of the LRU. The OHU also provides
the electronic interfaces to the Combiner LRU.
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FIGURE 4.8 HUD interconnect diagram (RCFD HGS-4000).

A typical Overhead Unit is illustrated in Figure 4.9. This LRU contains all electronic circuitry required to
drive the high-brightness CRT, and all BIT-related functions. The following are the major OHU subsystems:
+ Relay Lens Assembly
+ Desiccant Assembly (prevents condensation within the relay lens)
+ Cathode Ray Tube Assembly
High-voltage power supplies

+ Low-voltage power supplies and energy storage
+ Deflection amplifiers (X and Y)

+ Video amplifier

+ Built-In-Test (BIT) and monitoring circuits

+ Motherboard Assembly

+ OHU Chassis

In some HUD systems, the PDU may provide deflection data back to the HUD computer as part of
the “wraparound” critical symbol monitor feature.!? Real-time monitoring of certain critical symbol
elements (i.e., horizon line) provides the high integrity levels required for certifying a HUD as a primary
flight display. Other monitored critical data on the HUD may include ILS data, airspeed, flight path
vector, and low-visibility guidance symbology.

4.2.4.2 HUD Combiner

The combiner is an optical-mechanical LRU consisting of a precision support structure for the wave-
length-selective combiner element, and a mechanism allowing the combiner to be stowed and to break-
away. The combiner LRU interfaces with a precision pre-aligned mating interface permanently mounted
to the aircraft structure. The combiner glass support structure positions the combiner with respect to
the cockpit DEP and the Overhead Unit. The combiner mechanism allows the glass to be stowed upward
when not in use, and to break away during a rapid aircraft deceleration, thus meeting the newly defined
cockpit “head injury criteria” or HIC.?* The combiner locks into both the stowed and breakaway positions
and requires positive actions by the pilot to return it to the deployed position. Many HUD combiner
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FIGURE 4.9 HUD overhead unit chassis (WFOV reflective optics).

assemblies include a built-in alignment detector that monitors the glass position in real time. Figure 4.10
shows a commercial HUD PDU and a wavelength-selective combiner. The combiner usually includes the
HUD optical controls (brightness and contrast).

4.2.4.3 HUD Computer

The HUD computer interfaces with the aircraft sensors and systems, performs data conversions,
validates data, computes command guidance (if applicable), positions and formats symbols, generates
the display list, and converts the display list into X, Y, and Z waveforms for display by the PDU. In
some commercial HUD systems, the HUD computer performs all computations associated with low-
visibility take-off, approach, landing, and rollout guidance, and all safety-related performance and
failure monitoring. Because of the critical functions performed by these systems, the displayed data
must meet the highest integrity requirements. The HUD computer architecture is designed specifically
to meet these requirements.

One of the key safety requirements for a full flight regime HUD is that the display of unannunciated,
hazardously misleading attitude on the HUD must be improbable, and that the display of unannunciated
hazardously misleading low-visibility guidance must be extremely improbable. An analysis of these
requirements leads to the system architecture shown in Figure 4.11.

In this architecture, primary data are brought into the HUD computer via dual independent input/
output (I/O) subsystems from the primary sensors and systems on the aircraft. (The avionics interface
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FIGURE 4.10 HUD PDU.
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FIGURE 4.11 High integrity HUD computer architecture.

for a specific HUD computer depends on the avionics suite, and can include a combination of any of
the following interfaces: ARINC 429, ARINC 629, ASCB-A, B, C, or D, or MIL STD 1553B.) Older aircraft
will often include analog inputs as well as some synchro data. The I/O subsystem also includes the
interfaces required for the Overhead Unit and Combiner and will often include outputs to the flight data
recorder and central maintenance computer.
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FIGURE 4.12 Commercial HUD symbology.

Figure 4.12 is a photograph of a typical commercial HUD symbology set. The aircraft sensor data
needed to generate this display are in Table 4.3. In general two sources of the critical data are required
to meet the safety and integrity requirements.

The Display Processor converts all input into engineering units, verifies the validity of the data,
compares like data from the dual sensors, runs the control law algorithms, computes the display element
locations, and generates a display list. The Video Display Processor (VDP) converts the display list into
X, Y, and Z signals that are output to the OHU.

The System Monitor processor (SM) verifies the display path by monitoring the displayed position of
critical symbols using an inverse function algorithm,'? independently computes the guidance algorithms
using off-side data for comparison to the guidance solution from the Display Processor, and monitors
the approach parameters to ensure a safe touchdown. The critical symbol monitor is a wraparound
monitor that computes the state of the aircraft based on the actual display information on the CRT. The
displayed state is compared to the actual aircraft state based on the latest I/O data. A difference between
the actual state and the computed state causes the System Monitor to blank the display through two
independent channels, since any difference in states could indicate a display processor fault. All software
in the HUD computer is generally developed to DO-178B Level A requirements due to the critical
functions performed.

Also shown in Figure 4.11 is the Raster Processor subassembly, used in HUD Systems that interface
with Enhanced Vision sensors. This subsystem converts standard raster sensor video formats (RS-170 or
RS-343) into a display format that is optimized for display on the HUD. In most raster-capable HUDs
there is a trade-off between how much time is available for writing stroke information, and how much
time is available for writing the raster image (the frame rate is fixed at 60 Hz, corresponding to 16.67
msec per frame). Some HUD systems “borrow” video lines from the raster image to provide adequate
time to draw the stroke display (a technique called “line stealing”). The alternative is to limit the amount
of stroke information that can be written on top of the raster image. Neither approach is optimal for a
primary flight reference HUD required to display both stroke and raster images.

One solution is to convert the standard raster image format to a display format that is more optimized
for HUD display. Specifically, the video input is digitized and scan-converted into a bi-directional display
format, thus saving time from each horizontal line (line overscan, and flyback). This technique increases
the time available for writing stroke information in the stroke-raster mode from about 1.6 msec to about
4.5 msec, adequate enough to write the entire worst-case stroke display. The bi-directional raster scan
technique is illustrated in Figure 4.13, along with a photograph of a full-field raster image.

Figure 4.14 is a photograph of a HUD computer capable of computing take-off guidance, manual CAT
IIIa landing guidance, rollout guidance, and raster image processing.
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TABLE 4.3 Sensor Data Required for Full Flight Regime Operation

Input Data Data Source
Attitude Pitch and Roll Angles — 2 independent sources
Airspeed Calibrated Airspeed

Low Speed Awareness Speed(s) (e.g., Vstall)
High Speed Awareness Speed(s) (e.g., Vmo)

Altitude Barometric Altitude (pressure altitude corrected with altimeter setting)
Radio Altitude

Vertical Speed Vertical Speed (inertial if available, otherwise raw air data)

Slip/Skid Lateral Acceleration

Heading Magnetic Heading

True Heading or other heading (if selectable)
Heading Source Selection (if other than Magnetic selectable)
Navigation Selected Course
VOR Bearing/Deviation
DME Distance
Localizer Deviation
Glideslope Deviation
Marker Beacons
Bearings/Deviations/Distances for any other desired nav signals
(e.g., ADF, TACAN, RNAV/EMS)
Reference Selected Airspeed
Information Selected Altitude
Selected Heading
Other Reference Speed Information (e.g., V,, Vy, Vapch)
Other Reference Altitude Information (e.g., landing minimums
[DH/MDA], altimeter setting)
Flight Path Pitch Angle
Roll Angle
Heading (Magnetic or True, same as Track)
Ground Speed (inertial or equivalent)
Track Angle (Magnetic or True, same as Heading)
Vertical Speed (inertial or equivalent)
Pitch Rate, Yaw Rate

Flight Path Longitudinal Acceleration
Acceleration Lateral Acceleration
Normal Acceleration
Pitch Angle
Roll Angle

Heading (Magnetic or True, same as Track)
Ground Speed (inertial or equivalent)
Track Angle (Magnetic or True, same as Heading)
Vertical Speed (inertial or equivalent)

Automatic Flight Flight Director Guidance Commands

Control System Autopilot/Flight Director Modes

Autothrottle Modes

Miscellaneous Wind Speed
Wind Direction (and appropriate heading reference)
Mach
Windshear Warning(s)
Ground Proximity Warning(s)
TCAS Resolution Advisory Information

4.2.4.4 HUD Control Panel

Commercial HUD systems used for low-visibility operations often require some pilot-selectable data not
available on any aircraft system bus as well as a means for the pilot to control the display mode. Some
HUD operators prefer to use an existing flight deck control panel, e.g., an MCDU, for HUD data entry
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FIGURE 4.14 High integrity HUD computer.

and control. Other operators prefer a standalone control panel, dedicated to the HUD function. Figure 4.15
illustrates a standalone HUD control panel certified for use in CAT IIIa HUD systems.

4.2.5 Aspects of HUD Certification

Certification requirements for a HUD system depend on the functions performed. As the role of HUDs
have expanded from CAT Illa landing devices to full flight regime primary flight references including
take-off and rollout guidance, the certification requirements have become more complex. It is beyond
the scope of this chapter to describe all the certification issues and requirements for a primary flight
display HUD, however, the basic requirements are not significantly different from PFD head-down display
certification requirements.

The FAA has documented the requirements for systems providing guidance in low-visibility conditions
in Advisory Circular AC 120-28, “Criteria for Approval of Category III Weather Minima for Takeoff,
Landing, and Rollout.” The certification of the landing guidance aspects of the HUD are fundamentally
different from automatic landing systems because the human pilot is in the active control loop during
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FIGURE 4.15 HUD control and data entry panel.

the beam tracking and flare. The following summarizes the unique aspects of the certification process
for a manual Category III system.

1. Control Law Development — The guidance control laws are developed and optimized based on the
pilot’s ability to react and respond. The control laws must be “pilot centered” and tailored for a
pilot of average ability. The monitors must be designed and tuned to detect approaches that will
be outside the footprint requirement, yet they cannot cause a go-around rate greater than about 4%.

2. Motion-Based Simulator Campaign — Historically, approximately 1400 manned approaches in an
approved motion-based simulator, with at least 12 certification authority pilots, are required for
performance verification for a FAA/JAA certification. The Monte Carlo test case ensemble is designed
to verify the system performance throughout the envelope expected in field operation. Specifically,
the full environment must be sampled (head winds, cross winds, tail winds, turbulence, etc.) along
with variations in the airfield conditions (sloping runways, ILS beam offsets, beam bends, etc.).
Finally, the sensor data used by the HUD must be varied according to the manufacturer’s specified
performance tolerances. Failure cases must also be simulated. Time history data for each approach,
landing, and rollout is required to perform the required data reduction analysis. A detailed statistical
analysis is required to demonstrate, among other characteristics, the longitudinal, lateral, and vertical
touchdown footprint. Finally, the analysis must project out the landing footprint to a one-in-a-
million (107°) probability.

3. Aircraft Flight Test — Following a successful simulator performance verification campaign, the
HUD must be demonstrated in actual flight trials on a fully equipped aircraft. As in the simulator
case, representative head winds, cross winds, and tail winds must be sampled for certification.
Failure conditions are also run to demonstrate system performance and functionality.

This methodology has been used to certify head up display systems providing manual guidance for
take-off, landing, and rollout on a variety of different aircraft types.

4.3 Applications and Examples

This section describes how the HUD is used on a typical aircraft. This includes the typical symbology sets that
are displayed to a pilot in specific phases of flight. The symbology examples used in this section are taken from
a Rockwell Collins Flight Dynamics Head-Up Guidance System (HGS®) installed on an in-service aircraft.
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In addition to symbology, this section also discusses the pilot-in-the-loop optimized guidance
algorithms that are provided as part of a HGS. Another feature of some HUDs is the display of video
images on the HUD and the uses of this feature—where the HUD is only a display device—are
discussed.

4.3.1 Symbology Sets and Modes

To optimize the presentation of information, the HUD has different symbology sets that present only
the information needed by the pilot in that phase of flight. For example, the aircraft pitch information
is not important when the aircraft is on the ground. These symbology sets are either selected as modes
by the pilot or are displayed automatically when a certain condition is detected.

4.3.1.1 Primary Mode

The HGS Primary (PRI) mode can be used during all phases of flight from take-off to landing. This
mode supports low-visibility take-off operations, all en route operations, and approaches to CAT I or II
minimums using FGS Flight Director guidance.

The HGS Primary mode display is very similar to the Primary Flight Display (PFD) to enhance the
pilot’s transition from head down instruments to headup symbology. Figure 4.16 shows a typical in-
flight Primary mode display that includes the following symbolic information:

+ Aircraft Reference (boresight) symbol

+ Pitch — scale and horizon relative to boresight
+ Roll — scale and horizon relative to boresight

+ Heading — horizon, HIS, and digital readouts

250 CRS
FMS2

82.4 NM

HDG
235

NFLT E145
18-FEB-2000

FIGURE 4.16 HGS primary mode symbology: in-flight.
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+ Speeds — CAS (tape), vertical speed, ground speed, speed error tape

Altitudes — barometric altitude (tape), digital radio altitude
Flight Path (inertial)

Flight Path acceleration

Slip/Skid Indicators

FGS Flight Director (F/D) guidance cue and modes

+ Flight Director armed and capture modes

Navigation data — ILS, VOR, DME, FMS, marker beacons

+ Wind — speed and direction

+ Selected parameters — course, heading, airspeed, and altitude
+ Attitude

+ Altitude

+ Airspeed

+ Navigation Data

+ Warning and Advisory

When the aircraft is on the ground, several symbols are removed or replaced as described in the
following sections. After take-off rotation, the full, in-flight set of symbols is restored.

The Primary mode is selectable at the HCP or by pressing the throttle go-around switch during any
mode of operation.

4.3.1.1.1 Primary Mode: Low-Visibility Take-off (HGS Guidance)
The Primary mode includes special symbology used for a low-visibility take-off as shown in Figure 4.17.
The HGS guidance information supplements visual runway centerline tracking and enhances situational
awareness.

For take-off operation, the HSI scale is removed from the Primary display until the aircraft is airborne.
Additional symbols presented during low-visibility take-off operation are

+ Ground Roll Reference Symbol (fixed position)

+ Ground Localizer Scale and Index

+ Ground Roll Guidance Cue (HGS-derived steering command)
+ TOGA Reference Line

The Ground Localizer Scale and Index provide raw localizer information any time the aircraft is on the
ground. For a low-visibility take-off, the general operating procedure is to taxi the aircraft into take-off
position over the runway centerline. The selected course is adjusted as necessary to overlay the Selected
Course symbol on the actual runway centerline at the furthest point of visibility. Take-off roll is started
and the captain uses rudder control to center the Ground Roll Guidance Cue in the Ground Roll
Reference symbol (concentric circles). If the cue is to the right of the Ground Roll Reference symbol
then the pilot would need to apply right rudder to again center the two symbols. (At rotation, the
Ground Roll Reference and Guidance Cue symbols are replaced by the Flight Path symbol and the
Flight Director Guidance Cue.)

4.3.1.1.2 Primary Mode: Climb

At rotation, a number of changes take place on the display (see Figure 4.16). Flight Path Acceleration,
now positioned relative to Flight Path controlling the aircraft, is particularly useful in determining a
positive climb gradient and in optimizing climb performance. With the appropriate airspeed achieved,
to null Flight Path Acceleration will maintain airspeed. Alternately, the Flight Director commands can
be followed.

© 2001 by CRC Press LLC



OEO

65 GS
280 CRS
ILS1

2.1 NM

HDG
330

18-FEB-2000

TGR_E145
REVC

FIGURE 4.17 HGS primary mode: low-visibility take-off.

4.3.1.1.3 Primary Mode: Cruise
Figure 4.16 shows a typical HGS display for an aircraft in straight and level flight at 22,000 ft, 295 kn,
and Mach .792. Ground Speed is reduced to 275 kn as a result of a 21-kn, right-quartering headwind
indicated by the wind arrow.

The aircraft is being flown by the autopilot with LNAV and VS modes selected. Holding the center of
the Flight Path symbol level on the horizon, and the Flight Path Acceleration symbol (>) on the Flight
Path wing will maintain level flight.

4.3.2 AIII Approach Mode

The HGS AIIl mode is designed for precision, manual ILS approach, and landing operations to CAT III
minimums. Additionally, the AIIl mode can be used for CAT II approaches at Type I airfields if operational
authorization has been obtained (see Figure 4.18). The display has been de-cluttered to maximize visibility by
removing the altitude and airspeed tape displays and replacing them with digital values. The HSI is also removed,
with ILS raw data (localizer and glideslope deviation) now being displayed near the center of the display. (In
the AIIl mode, guidance information is shown as a circular cue whose position is calculated by the HGS.)

Tracking the HGS Guidance Cue, and ultimately the ILS, is achieved by centering and maintaining
the Flight Path symbol over the cue. Monitoring localizer and glideslope lines relative to their null
positions helps to minimize deviations and to anticipate corrections. Airspeed control is accomplished
by nulling the Speed Error Tape (left wing of Flight Path symbol) using the Flight Path Acceleration caret
to lead the airspeed correction. Any deviations in ILS tracking or airspeed error are easily identified by
these symbolic relationships.

Following touchdown, the display changes to remove unnecessary symbology to assist with the landing
rollout. The centerline is tracked while the aircraft is decelerated to exit the runway.
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FIGURE 4.18 HGS AIII approach display.

4.3.2.1 AIIIl Mode System Monitoring

The HGS computer contains an independent processor, the system monitor, which verifies that HGS
symbology is positioned accurately and that the approach is flown within defined limits. If the System
Monitor detects a failure within the HGS or in any required input, it disables the AIII status, and an
Approach Warning is annunciated to both crew members.

4.3.2.2 Unusual Attitude

The HGS Unusual Attitude (UA) display is designed to aid the pilot in recognition of and recovery from
unusual attitude situations. When activated, the UA display replaces the currently selected operational
mode symbology, and the HCP continues to display the currently selected operational mode that will be
reactivated once the aircraft achieves a normal attitude.

The UA symbology is automatically activated whenever the aircraft exceeds operational roll or pitch
limits, and deactivated once the aircraft is restored to controlled flight, or if either pitch or roll data
becomes invalid. When the UA symbology is deactivated, the HGS returns to displaying the symbology
for the currently selected operational mode.

The UA symbology includes a large circle (UA Attitude Display Outline) centered on the combiner
(see Figure 4.19). The circle is intended to display the UA attitude symbology in a manner similar to an
Attitude Direction Indicator (ADI). The UA Horizon Line represents zero degrees pitch attitude and is
parallel to the actual horizon. The UA Horizon Line always remains within the outline to provide a
sufficient sky/ground indication, and always shows the closest direction to and the roll orientation of the
actual horizon. The Aircraft Reference symbol is displayed on top of a portion of the UA Horizon Line
and UA Ground Lines whenever the symbols coincide.

The three UA Ground Lines show the ground side of the UA Horizon Line corresponding to the brown
side on an ADI ball or EFIS attitude display. The Ground Lines move with the Horizon Line and are
angled to simulate a perspective view.
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FIGURE 4.19 Unusual Attitude display.

The UA Pitch Scale range is from —90° through +90° with a zenith symbol displayed at the +90°
point, and a nadir symbol displayed at the —90° point.

The UA Roll Scale is positioned along the UA Attitude Display Outline, with enhanced tic marks at
+90°. The UA Roll Scale Pointer rotates about the UA Aircraft Reference symbol to always point straight
up in the Earth frame.

4.3.3 Mode Selection and Data Entry

The data entry needs of the HUD are limited to mode selection and runway information for the guidance
algorithms to work effectively. Data entry can be via a dedicated control panel or a Multipurpose Control
Display Unit (MCDU), such as that defined by ARINC 739.

4.3.3.1 Mode Selection

On most aircraft the pilot has a number of ways to configure the HUD for an approach and landing
based on the visibility conditions expected at the airport. In good weather, where the cloud “ceiling” is
high and the runway visual range (RVR) is long, the pilot may leave the HUD in the Primary mode or
select a landing mode such as VMC, which removes some symbol groups, but has no guidance informa-
tion. As the ceiling and/or RVR decreases the pilot may select the IMC mode to display FGS guidance
(usually from the Flight Management System). If the visibility is at or near the Category III limit the
pilot will select AIII mode, which requires an Instrument Landing System and special approach guidance.
To reduce workload, the HUD can be configured to automatically select the appropriate landing mode
when certain conditions are met, such as the landing system deviations become active.

Another mode that is available for selection, but only on the ground, is the test mode where the pilot, or more
usually a maintenance person, can verify the health of the HUD and the sensors that are connected to the system.
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4.3.3.2 Data Entry

To make use of the HUD-based guidance the pilot must enter the following information:

+ Runway Elevation — the altitude of the runway threshold
+ Runway Length — official length of the runway in feet or meters
+ Reference Glideslope — the published descent angle to the runway, e.g., 3°

On some aircraft, these data may be sent from the FMS and confirmed by the pilot.

4.3.4 HUD Guidance

On some aircraft the HUD can provide a pilot-in-the-loop low-visibility landing capability that is more
cost-effective than that provided by an autoland system.

Huds that compute guidance to touchdown use deviations from the ILS to direct the pilot back to the
center of the optimum landing path. The method for guiding the pilot is the display of a guidance cue
that is driven horizontally and vertically by the guidance algorithms. The goal of the pilot is to control
the aircraft so that the Flight Path symbol overlays the guidance cue. The movement of the guidance cue
is optimized for pilot-in-the-loop flying. This optimization includes:

+ Limiting the movement of the cue to rates that are achievable by a normal pilot
+ Anticipating the natural delay between the movement of the cue and reaction of the pilot/aircraft

+ Filtering out short-term cue movements that may be seen in turbulent air

In addition to approach guidance where the goal is to keep the aircraft in the center of the ILS beam,
guidance is also provided for other phases of the approach. During the flare phase — a pitch-up maneuver
prior to touchdown — the guidance cue must emulate the normal rate and magnitude of pull-back that
the pilot would use during a visual approach. During the rollout phase — where the goal is to guide the
aircraft down the centerline of the runway — the pilot is given smooth horizontal commands that are
easy to follow.

All these algorithms have to work for all normal wind and turbulence conditions. As following the
guidance is critical to the safety of the aircraft, the algorithms include monitors to ensure that the infor-
mation is not misleading and monitors to ensure that the pilot is following the commands. If the system
detects the pilot is significantly deviating from the path or speed target the system will display an Approach
Warning message that requires the pilot to abort the landing.

4.3.4.1 Annunciations

An important element of any system is the annunciations that inform or alert the pilots to problems
that require their action. In a well-managed flight deck the role of each of the pilots is designed to
be complementary. The pilot flying (PF) is responsible for control of the aircraft. The pilot not flying
(PNF) is responsible for navigation and communication as well as monitoring the performance of
the PE.
All the status information needed to safely fly the aircraft is displayed on the HUD for the pilot
including:
+ Mode Status — modes of the HGS guidance or the guidance source.
+ Cautions — approaching operating limitations or loss of a sensor.
+ Warnings — loss of a critical sensor requiring immediate action.
+ System Failure — HUD has failed and the pilot should not use the system.
Because of the technology used in the HUD, the PNF can not directly monitor these annunciations.

To support PNF monitoring the HUD outputs some or all of these annunciations to either a flight deck
central warning system or to a dedicated annunciator panel in front of the other pilot.
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FIGURE 4.20 Effects of background color on perceived display color.

4.3.5 Recent Developments
4.3.5.1 Color HUD

Due to the complexity of wide field-of-view reflective HUD optical systems, the optical designer must
use all means available to meet display accuracy and parallax error requirements. All certified reflective
HUD:s today are monochromatic, generally using a narrow-band green emitting phosphor. The addition
of a second color to the HUD is a desirable natural progression in HUD technology, however, one of the
technical challenges associated with adding a second (or third) display color is maintaining the perfor-
mance standards available in monochrome displays. One method for solving this problem uses a colli-
mator with two independent embedded curvatures, one optimized for green symbology, the other
optimized for red symbology, each with a wavelength-selective coating.!*

One fundamental issue associated with color symbology on HUDs is the effects of the real-world
background color “adding” to the display color (green), resulting in an unintended perceived display
color. Figure 4.20 illustrates the effects of additive color. Clearly, warnings and annunciations on the
color HUD must be carefully designed to preclude a misinterpretation due to ambient background color.

4.3.5.2 Display of Enhanced Vision Sensor Images

Many modern HUD systems are capable of simultaneously displaying a real-time external video image
and stroke symbology and guidance overlay. Given a sensor technology capable of imaging the real
world through darkness, haze, or fog, the Enhanced Vision System (EVS) provides an image of the real
world to the pilot while continuing to provide standard HUD symbology. This capability could provide
benefit to the operator during taxi operations, low-visibility take-off, rollout, and perhaps during low-
visibility approaches.

The interface between the EVS sensor and the HUD can be a standard video format (i.e., RS-170 or
RS-343) or can be customized (i.e., serial digital). Sensor technologies that are candidates for EVS include:

+ Forward-looking infrared, either cooled (InSb) or uncooled (InGaAs or microbolometer)

* MMW radar (mechanical or electronic scan)
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+ MMW radiometers (passive camera)

» UV sensors

Although the concept of interfacing a sensor with a HUD to achieve additional operational credit is
straightforward, there are a number of technical and certification issues which must be overcome includ-
ing pilot workload, combiner see-through with a raster image, sensor boresighting, integrity of the sensor,
and potential failure modes. In addition, the location of the sensor on the aircraft can affect both parallax
between the sensor image and the real world, and the aircraft aerodynamic characteristics.

Synthetic vision is an alternative approach to improving the pilot’s situational awareness. In this
concept, an onboard system generates a “real-world-like view” of the outside scene based on a terrain
database using GPS position, track, and altitude. Some HUD systems today generate “artificial runway
outlines” to improve the pilot’s awareness of ground closure during low-visibility approach modes, a
simple application of synthetic vision.

Defining Terms

Boresight: The aircraft longitudinal axis, used to position the HGS during installation and as a reference
for symbol positioning. The process of aligning the HUD precisely with respect to the aircraft
reference frame.

Collimation: The optical process of producing parallel rays of light, providing an image at infinity.

Eyebox: The HUD eyebox is a three-dimensional area around the flight deck eye reference point (ERP)
where all of the data shown on the combiner can be seen.
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5.1 Introduction

Head-Mounted Displays (HMD)* are personal information-viewing devices that can provide information
in a way that no other display can. While they can be used as hands-off information sources, the displayed
video can also be made reactive to head and body movements, replicating the way we view, navigate
through, and explore the world. This unique capability lends itself to applications such as Virtual Reality
for creating artificial environments,' to medical visualization as an aid in surgical procedures, >3 to military
vehicles for viewing sensor imagery,* to airborne workstation applications reducing size, weight, and
power over conventional displays,” to aircraft simulation and training,*® and (central to this chapter) for
fixed and rotary wing avionics display applications.>!

In some applications, such as the medical and soldier’s displays in Figure 5.1, the HMD is used solely
as a hands-off information source. To truly reap the benefits of the HMD as part of an avionics application,
however, it must be part of a Visually Coupled System (or VCS) that includes the HMD, a head position
tracker, and a graphics engine or video source.!!? As the pilot turns his/her head, the tracker relays the
orientation data to the mission computer, which updates the displayed information accordingly. This
gives the pilot a myriad of real-time data that is linked to head orientation. In a fixed-wing fighter, a
missile’s sensor can be slaved to the pilot’s head line-of-sight, allowing the pilot to designate targets away
from the forward line-of-sight of the aircraft. In a helicopter, the pilot can point sensors such as forward-
looking infrared (FLIR)** and fly at night.

The U.S. military introduced HMDs into fixed-wing aircraft in the early 1970s for targeting air-to-air
missiles. Several hundred of the Visual Targeting Acquisition Systems (VTAS) were fielded on F-4 Phantom
fighter jets between 1973 and 1979.!%13 This program was eventually abandoned because the HMD

*The term Head-Mounted Display is used in this chapter as a more generic term than Helmet-Mounted Display
which more often refers to military-oriented hardware. Helmet-Mounted Sight (HMS) is another term often used
referring to an HMD that provides only a simple targeting reticle.

**Forward-Looking Infrared (FLIR) is a sensor technology that creates shades-of-grey imagery of objects from
slight differences in black-body thermal emissions.
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FIGURE 5.1 Three different applications for HMDs: the CardioView” for minimally invasive cardiac surgery (photo
courtesy of Vista Medical Technologies, Inc.), a prototype of the U.S. Army Land Warrior HMD (photo courtesy of
Program Manager, Soldier, U.S. Army), and the SIM EYE XL100 for aviation training (photo courtesy of Kaiser
Electro-Optics).

capabilities were not matched by missile technology of the day.* HMDs were given new life when a Soviet
MiG-29 was photographed in 1985 showing a simple helmet-mounted sight for off-axis targeting of the
Vympel R-73 missile — also called the AA-11 Archer. With this revelation, the Israelis initiated a fast-
paced program that deployed the Elbit DASH HMD for off-axis targeting of the Rafael Python 4 missile
in 1993-94.14

Two doestic studies — Vista Sabre'> and Vista Sabre II'® — demonstrated the clear advantages for a
pilot equipped with an HMD for missile targeting over one using only his HUD. Encouraged by these
and by a post-Berlin Wall examination of the close-combat capabilities of the HMD-equipped MiG-29,"
the U.S. military initiated their own off-boresight missile targeting program. The result is the Joint Helmet
Mounted Cueing System (JHMCS, built by Vision Systems International) scheduled to deploy on the
U.S. Navy F/A-18, the U.S. Air Force F-15 and F-22, and on both domestic and international versions of
the F-16 early in the 21% century. The JHMCS will give pilots off-axis targeting symbology for the AIM-
9X missile, aircraft status,'® and provide them with improved situational awareness of the airspace
surrounding the aircraft.

The U.S. Army has taken a more aggressive approach with HMD technology, putting it on rotary wing
aircraft starting with the AH-1S Cobra helicopter gunship in the 1970s. A turreted machine gun is slaved
to the pilot’s head orientation via a mechanical linkage attached to his helmet. The pilot aims the weapon
by superimposing a small helmet-mounted reticle on the target.!”

In the 1980s, the Army adopted the Integrated Helmet and Sighting System (IHADSS) for the AH-64
Apache helicopter. This monocular helmet-mounted display gives the pilot the ability — similar to the
Cobra gunship — to target head-slaved weapons. The IHADSS has the added ability to display head-
tracked FLIR imagery for nighttime flying. Over 5000 of these CRT-based, monochrome systems have
been delivered by Honeywell on this very successful program for the Army.'°

Using an HMD as a key interface to the aircraft has proven so effective that the Army’s newest helicopter,
the RAH-66 Comanche will field the binocular Helmet Integrated Display Sighting System (HIDSS) when
it is deployed early in the 21 century.

In addition to these domestic applications, HMD-based pilotage systems are being adopted throughout
the international aviation community on platforms such as Eurocopter’s Tiger helicopter scheduled for
deployment early in the 21t century. The U.S. Army also has extensive experience using helmet-mounted
Night Vision Goggles (NVGs) in aviation environments. These devices have their own unique set of
performance, interface, and visual issues 223 and are discussed in more detail elsewhere in this book.

*There was also a Memorandum of Understanding signed in 1980 that relegated the development of short-range
missile technology (and therefore HMDs) to the Europeans.
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FIGURE 5.2 The U.S. Air Force and Navy’s Joint Hel-
met Mounted Cueing System helmet-mounted display
that will go into service early in the 21* century. (Photo
courtesy of Vision Systems International, used with per-
mission.)

Head tracker sensors |
See-through combiner
Collimating optics
CRT

Helmet mount

FIGURE 5.3 The Honeywell IHADSS is a monocular, monochrome, CRT-based, head-tracked, see-through
helmet-mounted display used on the U.S. Army AH-64 Apache helicopter. (Photo courtesy of Honeywell Elec-
tronics, used with permission.)

5.2 What Is an HMD?

In its simplest incarnation, an HMD consists of one or more image sources, collimating optics, and a
means to mount the assembly on the head. In the IHADSS HMD shown in Figure 5.3, the image source
is a single, high-brightness cathode ray tube (CRT). The monocular optics create and relay a virtual
image of the CRT surface, projecting the imagery onto the see-through combiner to the pilot’s eye. This
display module is attached to the right side of the aviator’s protective helmet with adjustments that let
the pilot position the display to see the entire image.

The early VTAS and Cobra helicopter HMDs used a simple targeting reticle to point weapons similar
to the one shown on the left in Figure 5.5. The JHMCS HMD has a more sophisticated targeting capability
including “look-to” and shoot cues (similar to the one shown on the right side of the same figure), as
well as altitude, airspeed, compass heading, and artificial horizon data. With the IHADSS, the AH-64
Apache helicopter pilot sees a similar symbology set augmented with head-tracked FLIR data.
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FIGURE 5.4 A prototype of the Kaiser Electronics’ HIDSS for the RAH-66 Comanche helicopter. (Photo courtesy
of Kaiser Electronics, used with permission.)
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FIGURE 5.5 Comparison of early HMD reticle imagery (left) with a more capable symbology set (right) to be used
with the HMDs such as the JHMCS.

This collection of components, though deceptively simple, has at its core a complex interaction of
system and hardware issues as well as visual, anthropometric, physical, and display issues. These in turn
are viewed by an equally complex human perceptual system.?* The design task is complicated further in
the aircraft environment, because the HMD — now a helmet-mounted display — provides both display
and life support for the pilot. Issues of luminance, contrast, alignment, and focus must be addressed while
not impacting pilotage or crash safety. For all these reasons, HMD design requires a careful balancing —
a suboptimization — of both display and physical requirements.

The next sections will examine the important components or features in an HMD.
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5.2.1 Image Sources for HMDs

As of the year 2000, almost all of the HMDs deployed use CRTs as image sources, primarily because the
technology is the most mature. It can provide the required high luminance and the HMDs can be
ruggedized to withstand the harsh military environment.?> Over the last decade, however, small, flat-
panel image sources have improved to where they are being considered as alternatives to CRTs because
of their reduced size, weight, and power requirements. 227

There are two major categories of image sources, emissive and nonemissive (see Table 5.1). The non-
emissive image sources modulate a separate illumination on a pixel-by-pixel basis to create the desired
imagery. Examples are

+ Transmissive Liquid Crystal Displays (LCD) — The pixel matrix is illuminated from the rear. A
modulated electric field controls the transmission of the backlight through the individual liquid
crystal-filled cells. Quality transmissive LCDs are manufactured in large quantity in Japan, though
in limited quantity domestically.

Reflective Liquid Crystal on Silicon Displays (LCOS) — This is the same as the transmissive device
except that the image source is illuminated from the front. The light transmits through the cell
and reflects off a mirror-like surface when the pixel is transmitting and is scattered when the pixel
is turned off. This is a fast-growing area of development in the U.S. because the manufacturing
technology is similar to silicon wafer fabrication.

Scanning Display — A point source (such as a laser) or line of point sources (such as LEDs) is
modulated in one or more directions using resonance scanners or opto-acoustic modulators to
produce imagery. One example is the Retinal Scanning Display (RSD).2%?°

Emissive devices represent a large category of image sources in which the image plane of the device
emits light without the need for supplemental illumination. Such devices include:

« Active Matrix Electroluminescent (AMEL) — A thin-film layer of luminescent phosphor is sand-
wiched between two electrodes, one transparent, in a pixilated array. The pixels are digitally
addressed using high-frequency pulses to achieve grayscale. Recent improvements use a quasi-
analog addressing to achieve greater grayscale range and improved luminance. These are
compact and very rugged devices.*

Cathode Ray Tube (CRT) — This is a vacuum tube with an electron gun at one end and a phosphor
screen at the other. A beam from the electron gun is modulated by deflection grids and directed
onto the screen. The incident electrons excite the phosphor, emitting visible light.?> CRTs can be
very bright and very rugged for the aviation environment, though they are larger than flat-panel
displays and require high voltage.

+ Vacuum Fluorescent Display (VFD) — Most commonly seen in alphanumeric displays, the VFD
uses a vacuum package containing phosphors that are excited by a series of filaments. These
capabilities are being expanded as imaging devices. Though currently available only in low-
resolution devices, VFDs may in time become more prevalent.’!

Organic Light Emitting Diodes (OLED) — A low-voltage drive across a thin layer of organic material
causes it to emit visible light when the charge carriers recombine within the material. A very
promising technology, though as of this writing it is still in the developmental stages.

The choice of an image source for an HMD is not easy. Depending on the application, it may be
preferable to have a backlit (i.e., transmissive) LCD over a reflective one for size, power, or packaging
reasons. Or, it may be preferable to have a self-emissive device such as an AMEL with its minimum
package size. Another consideration is that liquid crystal-based image sources have a finite area over
which the image is observable. Collimating optics with a very short focal length may lose part of the
image. When considering which image source to use, designers must be concerned with numerous
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TABLE 5.1 Categories of Miniature Image Sources Suitable for HMDs
Reflective
T e Self-emissive
ransmissive .
Scanning
A\ 4
>
Technology
Description Light source illuminates the Light source illuminates the front ~ Individual pixels are turned Image source (LED or laser) scans across
display from the rear. of the display with a reflective on/off or partially on for gray the image plane.
Pixels are turned on/off or surface under each pixel. scale. Drive electronics are remote from image
partially on for gray scale. Pixels are turned on off or Transistors underneath the pixels source surface.
Transistors along the sides of the partially on for gray scale, (AMELs, OLEDs).
pixels. blanking out the incident light. Drive electronics are remote from
Transistors underneath the pixels. the image source (CRTs).
Examples Active Matrix Liquid Crystal Reflective Liquid Crystal on Active Matrix Electroluminescent ~ Retinal Scanning Display (RSD)
Display (AMLCD) Silicon (LCOS) (AMEL) Scanning Light-Emitting Diode
Digital Micromirror Display Cathode Ray Tube (CRT)
(DMD) Vacuum Fluorescent Display
(VED)
Organic Light Emitting Diode
(OLED)
Advantages Very simple illumination design High luminous efficiency Smallest package High luminance
High quality imagery High fill factor (transistors under ~ Lightest weight Saturated colors
Available commercially in the pixel) High fill factor (transistors under ~ Potential for image plane distortion
quantity the pixel) (RSD)
Wide temperature range (AMEL)
Disadvantages Less efficient fill factor Front illumination is more Limited luminance Limited availability (RSD)

Transmission loss through LCD
Requires spatial or temporal
integration for color (Post)
Limited temperature range (LCD)
Slower response time (LCD)

difficult to package

Scattered light management is
very important

Temporal integration for color

Color by temporal integration

Limited resolution (LED)
Packaging limitations




issues such as:

+ Size— What is the size of the image source itself? If a supplemental illumination source is required,
how large is it? How large is the active area of the display? What is the size of the required drive
electronics?

+ Weight — What is the weight of the image source and any required supplemental illumination?
If electronic components must be within close proximity to the image source (i.e., head-mounted),
how much do they weigh? Can they be taken off the head or moved to a more favorable location
on the head? (See Section 5.2.3).

* Power — Some image source technologies such as CRTs and AMELs require a high voltage drive.
Image sources such as some LCDs have low transmission, requiring a brighter backlight to meet
the display luminance requirements.

Resolution— How many pixels can be displayed? Is the image generator or sensor video compatible
with this resolution? Is the response time of the image source fast enough to meet pilotage
performance requirements?*? If not, can measures be taken to improve the response time? 33

Addressability— CRTs are considered infinitely addressable because the imagery is drawn in calligraphic
fashion. Pixilated devices such as LCDs, AMELs, and OLEDs are considered finite addressable displays
because the pixel location is fixed. This limits their ability to compensate for image plane distortion.

Aspect ratio — Most miniature CRTs have a circular format, while most of the solid-state pixilated
devices such as LCDs and AMELs have a rectangular format. Flat-panel devices with VGA, SVGA,
or XGA resolution have a 4:3 horizontal-to-vertical aspect ratio. SXGA resolution devices have a
5:4 aspect ratio.* This is an important consideration when choosing an image source because it
determines the field of view of the display.

* Luminance and contrast — It is important that the image source be capable of providing a display
luminance that is compatible with viewing against bright ambient backgrounds typically found
in aviation environment. (See Section 5.4.3)

+ Color — Is the image source capable of producing color imagery?* Because of the advantage that

data color-coding provides to the pilot,* color is becoming more prevalent in head-down displays.

Though not in widespread use in head-up and head-mounted displays, it may become more

important because there are some preliminary indications that high g-forces can alter color

perception in the cockpit.?”

As of this writing, most cockpit displays — head-up, head-down, and helmet-mounted — are still
CRT-based, though there is movement towards backlit LCDs and some new projection approaches. The
Microvision RSD is showing promise because of its potential for a very high luminance output, though
still a bit bulky and with limited availability for some HMD applications. It is likely that the first deployed
use of a flat-panel image source in an HMD will be for the Comanche HIDSS, using a small, high
resolution AMLCD from Kopin.*

5.2.2 Optical Design
The purpose of the optics in an HMD is threefold:

+ Collimate the image source — creating a virtual image, which appears to be farther away than just
a few inches from the face.

+ Magnify the image source — making the imagery appear larger than the actual size of the image source.

+ Relay the image source — creating the virtual image away from the image source, away from the
front of the face.

* VGA is 640 horizontal pixels by 480 vertical rows. SVGA is 800 horizontal pixels by 600 vertical rows. XGA is
1024 horizontal pixels by 768 vertical rows. SXGA is 1280 horizontal pixels by 1024 vertical rows.
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There are two optical design approaches common in HMDs. The first is the non-pupil-forming design —
a simple magnifying lens — hence the term simple magnifier.3®% It is the easiest to design, the least
expensive to fabricate, the lightest and the smallest, though it does suffer from a short throw distance
between the image source and the virtual image, putting the whole assembly on the front of the head,
close to the eyes. This approach is typically used for simple viewing applications such as the medical
HMD (Figure 5.1a) and the Land Warrior display (Figure 5.1b).

 — = Image
source

Eye located at  Sjmple

the Vil'tllal lnagniﬁer
image lens

FIGURE 5.6 Diagram of a simple magnifier, or non-pupil-forming lens.

The second optical approach is a bit more complex, the pupil-forming design. This is more like the
compound microscope, or a submarine periscope in which a first set of lenses creates an intermediate
image of the image source. This intermediate image is relayed by another set of lenses to where it creates
a pupil, or a hard image of the intermediate image.

Fold mirror(s)

Second First
relay relay
lens lens

Image
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FIGURE 5.7 A pupil-forming optical design is similar to a compound microscope, binoculars, or a periscope.

The advantage is that the pupil-forming design provides more path length from the image plane to
the eye. This gives the designer more freedom to insert mirrors as required to fold the optical train away
from the face to a more advantageous weight and center of gravity location. The disadvantages are that
the additional lenses increase the weight and cost of the HMD and that outside the exit pupil—the image
of the stop — there is no imagery. This approach is typically used when the image source is large (such
as a CRT) or where it is desirable to move the weight away from the front of the face such as in Figure
5.1c and Figure 5.3.

In each case, the optical design must be capable of collimating, magnifying, and relaying the image
with sufficiently small amounts of residual aberrations,* with manual focus (if required), and with proper
alignment (if a binocular system). In addition, the optical design must provide a sufficiently large exit
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TABLE 5.2 Some of the Advantages and Disadvantages of Pupil-Forming and Non-Pupil-Forming Optical
Designs for HMDs

Non-pupil-forming (simple magnifier) Pupil-forming (relayed lens design)
Advantages Simplest optical design Longer path length means more packaging freedom.
Fewer lenses and lighter weight Can move away from front of face.
Doesn’t “wipe” imagery outside of eye box More lenses provide better optical correction

Less eyebox fit problems
Mechanically the simplest and least expensive

Disadvantages  Short path-length puts the entire displaynear ~ More complicated optical design

the eyes/face More lenses mean heavier design
Short path-length means less packaging Loss of imagery outside of pupil
design freedom Needs precision fitting, more and finer adjustments

pupil* so the user doesn’t lose the image if the HMD shifts on the head, as well as providing at least 25
mm of eye relief*™* to allow the user to wear eyeglasses

5.2.3 Head Mounting

It is difficult to put a precise metric on the fit or comfort of an HMD, though it is always immediately
evident to the wearer. Even if the HMD image quality is excellent, the user will reject it if it doesn’t fit
well. Fitting and sizing are especially critical in the case of a helmet-mounted display where, in addition
to being comfortable, it must provide a precision fit for the display relative to the pilot’s eyes.

We can list the most important issues for achieving a good fit with an HMD:

+ The user must be able to adjust the display to see the imagery.

+ The HMD must be comfortable for long duration wear without causing “hot spots.”
+ The HMD must not slip with sweating or under g-loading, vibration, or buffeting.

+ The HMD must be retained during crash or ejection.

+ The weight of the head-borne equipment must be minimized.

+ The mass-moment-of-inertia must be minimized.

+ The mass of the head-borne components should be distributed to keep the center of gravity close
to that of the head alone.

The human head weighs approximately 9 to 10 Ib and sits atop the spinal column. The Occipital Condyles
on the base of the skull mate to the Superior Articular Facets of the first cervical vertebra, the Atlas.*® These
two small, oblong mating surfaces on either side of the spinal column are the pivot points for the head.

The center of gravity (CG) of the head is located at or about the tragion notch, the small cartilaginous
flap in front of the ear. Because this is up and forward of the head/vertebra pivot point, there is a tendency
for the head to tip downwards, were it not for the strong counter force exerted by the muscles running
down the back of the neck — hence, when people fall asleep they “nod off.” Adding mass to the head in the
form of an HMD can move the CG (now HMD + head) away from this ideal location. High vibration or
buffeting, ejection, parachute opening, or crash will greatly exacerbate the effect of this extra weight and

*The exit pupil is found only in pupil-forming designs such as the SIM EYE (Figure 5.1c), the IHADSS (Figure 5.3),
and the HIDSS (Figure 5.4). In non-pupil-forming designs of Figures 5.1a and 5.1b, it is more nearly correct to refer
to a viewing eyebox, because there is a finite unvignetted viewing area.

**There are some differences in terminology usually relating to the writing of specifications. In the classical optical
design, the eye relief is the distance along the optical axis from the last optical surface to the exit pupil. In an HMD
with angled combiners, eye relief should be measured from the eye to the closest point of the combiner, whether it
is on the optical axis or not.

© 2001 by CRC Press LLC



Head downward

Neck muscle
counter-force

FIGURE 5.8 The human head and neck with the center of gravity located near the tragion notch and the pivot
point located at the Occipital Condyles.

displaced CG, with effects that can range from fatigue and neck strain to serious or mortal injury.*! Designers
can mitigate the impact of the added head-borne hardware by first minimizing the mass of the HMD, followed
by an optimization of the location of the mass to restore the head + HMD CG location to that of the head alone.

This is supported by the extensive biomechanics research at the U.S. Army’s Aeromedical Research Labs.
Figure 5.9 gives a weight vs. CG curve in the vertical direction, where the area under the curve is considered
crash safe for a helicopter environment. The second graph (Figure 5.10) defines the weight/CG combina-
tion that will minimize fatigue.'? Similar work in fixed-wing biomechanics at the Air Force’s Wright-
Patterson Labs has concluded that the weight of the HMD and oxygen mask cannot exceed 4 b, and that
the resulting center of gravity must also be within a specified region centered about tragion notch.*

Anthropometry — “the measure of Man” — is a compilation of data that define such things as the
range of height for males and females, the size of our heads, and how far our eyes are apart. Used
judiciously, these data can help the HMD designer achieve a proper fit, though an overreliance can be
equally problematical. One of the most common mistakes made by designers is to assume a correlation
between various anthropometric measurements, because almost all sizing data are univariate— that is, they
are completely uncorrelated with other data. For example, a person who has a 95% percentile head circum-
ference will not necessarily have a 95" percentile interpupillary distance.? One bivariate study did correlate
head length and head breadth for male and female aviators, resulting in a rather large spread of data.**

There are examples where helmet and HMD developments have been less than successful as a result
of an overemphasis on anthropometric data and an underemphasis on fitting, resulting in HMDs that
don’t fit properly (INIGHTS) or in extraneous helmet sizes (the HGU-53/P).#?

5.3 The HMD as Part of the Visually Coupled System

In an avionics application, the HMD — be it a Helmet-Mounted Display or Helmet-Mounted Sight — is
part of a Visually Coupled System (VCS) consisting of the HMD, a head tracker, and mission computer.
As the pilot turns his head, the new orientation is communicated to the mission computer that updates
the imagery as required. The information is always with the pilot, always ready for viewing.
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FIGURE 5.9 The USAARL weight and vertical center of gravity curve. The area under the curve is considered
crash safe in helicopter environments. (Data curve courtesy of U.S. Army Aeromedical Research Labs, used with
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TABLE 5.3 The Univariate (Uncorrelated) Anthropometric Data for Key
Head Features. Note the Range of Sizes for the 5% Percentile Female up to
the 95t Percentile Male.*

Critical Head Dimensions (cm) 5% Female 95% Male
Interpupillary distance (IPD) 5.66 7.10
Head length @ 17.63 20.85
Head width 13.66 16.08
Head circumference 52.25 59.35
Head height (ectocanthus to top of head)? 10.21 12.77

2 These data are head orientation-dependent.

Early cockpit-mounted displays — Head-Down Displays — gave the pilot information on aircraft
status, but required him to return his attention continuously to the interior of the cockpit. This reduced
the time he could spend looking outside the aircraft. As jets got faster and the allowable reaction time
for pilots got shorter, Head-Up Displays (HUD) provided the next improvement by creating a collimated,
virtual image that is projected onto a combining glass located on top of the cockpit panel, in the pilot’s forward
line of sight.* This means the pilot does not have to redirect his attention away from the critical forward
airspace or refocus his eyes to see the image. Because the imagery is collimated — it appears as though from
some distant point — it can be superimposed on a distant object. This gives the pilot access to real-time geo-
or aircraft-stabilized information such as compass headings, artificial horizons, or sensor imagery.

The HMD expands on this capability by placing the information in front of the pilot’s eyes at all
times and by linking the information to the pilot’s line of sight. While the HUD provides information
about only the relatively small forward-looking area of the aircraft, the HMD with head tracker can
provide information over the pilot’s entire field of regard, all around the aircraft with eyes- and head-
out viewing. This ability to link the displayed information with the pilot’s line of sight increases the
area of regard over which the critical aircraft information is available. This new capability can:

+ Cue the pilot’s attention by providing a pointing reticle to where a sensor has located an object
of interest.

Allow the pilot to slew sensors such as FLIR for flying at night or in adverse conditions.

+ Allow the pilot to aim weapons at targets that are off-boresight from the line of sight of the aircraft.

Allow the pilot to hand-off or receive target information (or location) from a remote platform,
wingman, or other crew member.

+ Provide the pilot with aircraft- or geo-stabilized information.

And, in general, provide situational awareness to the pilot by giving him information about the entire
space surrounding the aircraft.

One excellent example is the U.S. Army AH-64 Apache helicopter equipped with Honeywell’s Inte-
grated Helmet And Display Sighting System (IHADSS) HMD and head tracker. As the pilot moves his
head in azimuth or elevation, the tracker communicates the head orientation to the servo system con-
trolling the Pilot Night Vision System (PNVS) FLIR. The sensor follows his head movements, providing
the pilot with a viewpoint as though his head were located on the nose of the aircraft. This gives the pilot
the ability to “see” at night or in low light in a very intuitive and hands-off manner, similar to the way
he would fly during daytime with the overlay of key flight data such as heading, altitude, and airspeed.

Studies are being conducted to find ways to squeeze even more out of the HMD in high-performance
aircraft. A recent simulator study at the Naval Weapons Center used the HMD to provide “pathway in
the sky” imagery to help pilots avoid threats and adverse weather.*> Another experimental feature com-
pensated for the loss of color and peripheral vision that accompanies g-induced loss of consciousness

*Head-Up Displays are discussed in Chapter 4.
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FIGURE 5.11 The linkage between the IHADSS helmet-mounted display and the Pilot’s Night Vision System in
the AH-64 Apache helicopter. The PNVS is slaved to the pilot’s head line of sight. As he turns his head, the PNVS
turns to point in the same direction.

(g-loc). As the pilot began to “gray-out” the symbol set was reduced down to just a few critical items,
positioned closer to the pilot’s central area of vision. Another study provided helicopter pilots with earth-
referenced navigation waypoints overlayed on terrain and battlefield engagement areas. The results
showed significant improvements in navigation, landing, the ability to maintain fire sectors, and an
overall reduction in pilot workload.

5.4 HMD System Considerations and Trade-Offs

As mentioned in the Introduction, good HMD design relies on a suboptimization of requirements,
trading off various performance parameters and requirements. The following sections will address some
of these issues.

5.4.1 Ocularity
One of the first issues to consider in an HMD is whether it should be monocular, biocular, or binocular,:

Monocular — a single video channel viewed by a single eye. This is the lightest, least expensive, and
simplest of all three approaches. Because of these advantages, most of the current HMD systems
are monocular, such as the Elbit DASH, the Vision Systems International JHMCS (Figure 5.2), and
the Honeywell IHADSS (Figure 5.3). Some of the drawbacks are the potential for a laterally
asymmetric center of gravity and issues associated with focus, eye dominance, binocular
rivalry, and ocular-motor instability.”48

Biocular — a single video channel viewed by both eyes. The biocular approach is more complex than
the monocular design, though it stimulates both eyes, eliminating the ocular-motor instability
issues associated with monocular displays. Viewing imagery with two eyes vs one has been shown
to yield improvements in detection as well as providing a more comfortable viewing experi-
ence.*»** However, since it is now a two-eyed viewing system, the designer is subject to a much
more stringent set of alignment, focus, and adjustment requirements. > The primary disadvantage
of the biocular design is that the image source is usually located in the forehead region, making
it more difficult to package. In addition, since the luminance from the single image source is split
to both eyes, the brightness is cut in half.

Binocular — each eye views an independent video channel. This is the most complex, most expensive,
and heaviest of all three options, but one which has all the advantages of a two-eyed system with
the added benefit of providing partial binocular overlap (to enlarge the horizontal field of view),
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stereoscopic imagery, and more packaging design freedom. Examples are the Kaiser Electronics
HIDSS (Figure 5.4) and the Kaiser Electro-Optics SIM EYE (Figure 5.1c). A binocular HMD is
subject to the same alignment, focus, and adjustment requirements as the biocular design, but
the designer can move both the optics and the image sources symmetrically away from the face.

TABLE 5.4 Advantages and Disadvantages of Monocular, Biocular, and Binocular HMDs

eye)

Configuration Advantages Disadvantages
Monocular (1 image Lightest weight Potential for asymmetric center
source viewed by 1 ‘<0:& Simplest to align of gravity

Potential for ocular-motor

@ Least expensive
Kﬁ@@
®
[Sem.2

k=S

instability, eye dominance, and
focus issues

More complex alignment than
monocular

Difficult to package

Difficult for see-through

Most difficult to align
Heaviest

Most expensive

Biocular (1 image
source viewed by both
eyes)

Simple electrical interface
Lightweight
Inexpensive

Binocular (2 image
sources viewed by
both eyes)

Stereo imagery

Partial binocular overlap
Symmetrical center of
gravity

5.4.2 Field of View and Resolution

When asked about HMD requirements, users will typically want more of both field-of-view (FOV) and
resolution. This is not surprising since the human visual system has a total field of view of 200° horizontal
by 130° vertical® with a grating acuity of 2 min of arc® in the central foveal region, something that HMD
designers have yet to replicate. For daytime air-to-air applications in a fixed-wing aircraft, a large FOV
is probably not necessary to display the symbology shown in Figure 5.5. If it is a simple sighting reticle,
the FOV can be approximately 6°. For an HMD such as the JHMCS system where the pilot will receive
aircraft and weapons status information, a 20° FOV is more effective. If the HMD is intended to display
sensor imagery for nighttime pilotage such as with the IHADSS (a rectangular 30° by 40° FOV), the pilot
will “paint” the sky with the HMD, creating a mental map of his surroundings. The larger FOV is
advantageous, because it provides peripheral cues that contribute to the pilot’s sense of self-stabilization,
and it lowers pilot workload by reducing the range of head movements needed to fill in the mental
map.>*->¢ Most night vision goggles such as the ANVIS-6 have a field of view of 40° circular, though most
pilots would prefer more. The Comanche HIDSS will have a rectangular field of view of 35° by 52°.

While display resolution contributes to overall image quality, there is also a direct relationship with
performance. If we examine the Johnson criteria for image recognition, we can see that the amount of
resolution required is (like most HMD-related issues) task-dependent. For an object such as a tank,
increased resolution will allow the pilot to Detect (“something is there”), Recognize (“it’s a tank”), or
Identify (“it’s a T-72 tank”)*” at a particular distance.

While more of each is desirable, FOV and resolution in an HMD are linked by the relationship:

H = F+* Tan ©

where F is the focal length of the collimating lens. If :

+ H is the size of the image source, then O is the field of view, or the apparent size of the virtual
image in space.

+ H is the pixel size, then O is the resolution or apparent size of the pixel in image space.

Thus, the focal length of the collimating lens simultaneously governs the field of view (which you want
large) and the resolution (which you want small). For a display with a single image source, the result is
either wide field of view, or high resolution, but not both at the same time.
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FIGURE 5.12  The focal length of the collimating lens determines the relationship between H, the size of the image
source (or pixel size) and O, the field of view (or the resolution).

Given this F * Tan® invariant, there are at least four ways to increase the field of view of a display
and still maintain resolution. These are (1) high-resolution area of interest, (2) partial binocular overlap,
(3) optical tiling, and (4) dichoptic area of interest.’®>® Of these, partial binocular overlap is preferable
for binocular flight applications, though optical tiling is under investigation to expand the field of view
of night vision goggles.®

FIGURE 5.13 Proview™ 100 HMD mounted on SPH-4B helicopter helmet for a simulator application. This is an
example of an optically tiled see-through HMD with 100° by 30° field of view. (Photo courtesy of Kaiser Electro-
Optics, used with permission.)

Partial binocular overlap results when the two HMD optical channels are canted either inward (con-
vergent overlap) or outward (divergent overlap). This enlarges the horizontal field of view, while main-
taining the same resolution as the individual monocular channels. Partial overlap requires that two image
sources and two video channels are available and that the optics and imagery are properly configured to
compensate for any residual optical aberrations. Concerns have been voiced about the required minimum
binocular overlap as well as the possibility that perceptual artifacts such as binocular rivalry — referred
to as “luning” — may have an adverse impact on pilot performance. Although the studies found image
fragmentation did place some workload on the pilot/test subjects,®¢? all were conducted using static
imagery. Several techniques have been effective in reducing the rivalry effects and their associated per-
ceptual artifacts.®®

It should be kept in mind that the resolution of the VCS is a product of the resolution of the HMD
and of the imaging sensor. While an HMD with very high resolution may provide a high-quality
image, pilotage performance may still be limited by the resolution of the imaging sensor such as the
FLIR or camera. In most cases, it is preferable to match the field of view of the HMD with that of
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Oculars oriented parallel: Oculars canted outward:

Full Binocular Overlap Divergent Binocular Overlap

FIGURE 5.14 Comparison of a full binocular overlap and divergent partial binocular overlap. Note the increase in
viewable imagery in the horizontal direction with the divergent overlap.

the sensor to achieve a 1:1 correspondence between sensor and display to ensure an optimum flying
configuration.

5.4.3 Luminance and Contrast in High Ambient
Luminance Environments

In the high ambient luminance environment of an aircraft cockpit, daylight readability of displays is a
critical issue. The combining element in an HMD is similar to the combiner of a HUD, reflecting the
projected imagery into the pilot’s eyes. The pilot looks through the combining glass and sees the imagery
superimposed on the outside world, so it cannot be 100% reflective — pilots always prefer to have as
much see-through as possible. To view the HMD imagery against a bright background such as sun-lit
clouds or snow, this less-than-perfect reflection efficiency means that the image source must be that
much brighter. The challenge is to provide a combiner with good see-through transmission and still
provide a high-luminance image. There are limitations, though, because all image sources have a
luminance maximum governed by the physics of the device as well as size, weight, and power of any
ancillary illumination. In addition, other factors such as the transmission of the aircraft canopy and
pilot’s visor must be considered when determining the required image source luminance, as shown in
Figure 5.15.

The image source luminance (B,) is attenuated before entering the eye by the transmission of the
collimating optics (T,) and the reflectance of the combiner (R.). The pilot views the distant object
through the combiner (T or 1 — R), the protective visor (Ty), and the aircraft transparency (T,) against
the bright background (B,). We can calculate the image source luminance for a desired contrast ratio
(CR) of 1.3 using the expression:!!
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Aircraft -~ /- ... Image source (By)
canopy, Collimating optics (To)

FIGURE 5.15 Contributions for determining image source luminance requirements for an HMD in an aircraft
cockpit.

CR = BA + BDisplay
B,

where we know that the display luminance to the eye is given by:

B = B, * Ty * Rg

Display
and, as observed by the pilot, the background is given by:
By = T¢ * Ty * Ty * B,

Rewriting, we can see that:

1+ By* To* R

CR = TexTy* Ty*B,

We can substitute some nominal values for the various contributions as given in the following table:

TABLE 5.5 Contributions for the Display Luminance Calculations for Four Different HMD Configurations

Case 1 — Clear Case 2 — dark Case 3 — Clear Case 4— Dark

Visor, 50% Visor, 50% Visor, 80% Visor, 80%
Combiner Combiner Combiner Combiner
Transmission Transmission Transmission Transmission

Optics transmission To 85% 85% 85% 85%
Combiner reflectance R¢ 50% 50% 20% 20%
Combiner transmission T 50% 50% 80% 80%
Visor transmission Ty 87% 12% 87% 12%
Aircraft canopy transmission  T¢ 80% 80% 80% 80%

Ambient background Bc 10,000 fL 10,000 fL 10,000 fL 10,000 fL

luminance
Required image source B, 2,456 fL 339 fL 9,826 fL 1,355 fL
luminance
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The first two cases compare the difference when the pilot is wearing a Class 1 (clear) vs. a Class 2
(dark) visor.®* The dark visor reduces the ambient background luminance, improving HMD image
contrast against the bright clouds or snow. These first two cases are relatively simple because they
assume a combiner with 50% transmission and 50% reflectance (ignoring other losses). Since pilots
need more see-through, this means a reduced reflectance. Cases 3 and 4 assume this more realistic
combiner configuration with both clear and dark visors, resulting in a requirement for a much brighter
image source.

One of the ways to improve both see-through transmission and reflectance is to take advantage of
high-reflectance holographic notch filters and V-coats. The problem is that while these special coatings
reflect more of a specific display color, they transmit less of that same color, which can alter perceptions
of cockpit display color as well as external coloration.

5.5 Summary

Head-mounted displays can provide a distinctly unique and personal viewing experience no other display
technology can match. By providing the pilot with display information that is linked to head orientation,
the pilot is freed from having to return his attention to the cockpit interior and is able to navigate and
fly the aircraft in a more intuitive and natural manner. This is an effective means of providing a pilot
with aircraft status as well as information about the surrounding airspace.

But these capabilities are not without a price. HMDs require careful attention to the complex inter-
actions between hardware and human perceptual issues, made only more complex by the need for the
HMD to provide life support in an aviation environment. Only when all factors are considered and the
requirements successfully suboptimized with an understanding of the aviator’s tasks and environment,
will this be accomplished.
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6.1 Introduction

This chapter relates performance, safety, and utility attributes of the Retinal Scanning Display as employed
in a Helmet-Mounted Pilot-Vehicle Interface, and by association, in panel-mounted HUD and HDD
applications. Because RSD component technologies are advancing so rapidly, quantitative analyses and
design aspects are referenced to permit a more complete description here of the first high-performance
RSD System developed for helicopters.

Visual displays differ markedly in how they package light to form an image. The Retinal Scanning
Display, or RSD depicted in Figure 6.1, is a relatively new optomechatronic device based initially on red,
green, and blue diffraction-limited laser light sources. The laser beams are intensity modulated with
video information, optically combined into a single, full-color pixel beam, then scanned into a raster
pattern by a ROSE comprised of miniature oscillating mirrors, much as the deflection yoke of a cathode-
ray tube (CRT) writes an electron beam onto a phosphor screen. RSDs are unlike CRTs in that conversion
of electrons to photons occurs prior to beam scanning, thus eliminating the phosphor screen altogether
along with its re-radiation, halation, saturation, and other brightness- and contrast-limiting factors. This
means that the RSD is fundamentally different from other existing display technologies in that there is
no planar emission or reflection surface — the ROSE creates an optical pupil directly. Like the CRT, an
RSD may scan out spatially continuous (nonmatrix-addressed) information along each horizontal scan
line, while the scan lines form discrete information samples in the vertical image dimension.
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FIGURE 6.1 Functional component diagram of the RSD HMD.

6.2 An Example Avionic HMD Challenge

Consider the display engineering problem posed by Figure 6.1. An aircraft flying the contour of the earth
will transit valleys as well as man-made artifacts: towers, power lines, buildings, and other aircraft. On
this flight the pilot is faced with a serious visual obscurant in the form of ground fog, rendered highly
opaque by glare from the sun.

The pilot’s situational awareness and navigation performance are best when flying “eyes-out” the wind-
shield, in turn requiring “eyes-out” electronic display of his own aircraft attitude and status information.
Particularly under degraded visual conditions, additional imagery of obstacles (towers, the Earth, etc.)
synthesized from terrain data bases and mapped into the pilot’s ever-changing direction of gaze via Global
Positioning System data, reduce the hazards of flight. The question has been, which technology can
provide a display of adequate brightness, color, and resolution to adequately support pilotage as viewed
against the harsh real-world conditions described.

For over 30 years, researchers and designers have improved the safety and effectiveness of HMDs so
that mission-critical information would always be available “eyes-out” where the action is, unlike “eyes-
in” traditional HDDs.! U.S. Army AH-64 Apache Helicopter pilots are equipped with such an HMD,
enabling nap-of-the-earth navigation and combat at night with video from a visually coupled infrared
imager and data computer. This particular pilot-vehicle interface has proven its reliability and effective-
ness in over 1 million hours of flight and was employed with great success in the Desert Storm Campaign.
Still, it lacks the luminance required for optimal grayscale display during typical daylight missions, much
less the degraded conditions illustrated above.

The low luminance and contrast required for nighttime readability is relatively easy to achieve, but it
is far more difficult to develop an HMD bright enough and of sufficient contrast for daylight use. The
information must be displayed as a dynamic luminous transparency overlaying the real-world’s complex
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features, colors, and motion. In order to display an image against a typical real-world daytime scene
luminance of 3000 fL, the virtual display peak luminance must be about 1500 fL at the pilot’s eye. And
depending on the efficiency of the specific optics employed, the luminance at the display light source
may need to be many times greater. The display technology that provides the best HMD solution might
also provide the optimal HUD and HDD approaches.

6.3 CRTs and MFPs

Army Aviation is the U.S. military leader in deployed operational HMD systems. The Apache helicopter’s
monochrome green CRT Helmet Display Unit (HDU) presents pilotage FLIR (forward-looking infrared)
imagery overlaid with flight symbology in a 40°(H) X 30°(V) monocular field of view (FOV). The Apache
HDU was developed in the late 1970s and early 1980s using the most advanced display technology then
available. The new RAH-66 Comanche Helicopter Program has expanded the display’s performance
requirements to include night and day operability of a monochrome green display with a binocular
52° H X 30°V FOV and at least 30° of left/right image overlap.

The Comanche’s Early Operational Capability Helmet Integrated Display Sighting System (EOC
HIDSS) prototype employed dual miniature CRTs. The addition of a second CRT pushed the total head-
supported weight for the system above the Army’s recommended safety limit. Weight could not be
removed from the helmet itself without compromising safety, so even though the image quality of the
dual-CRT system was good, the resulting reduction in safety margins was unacceptable.

The U.S. Army Aircrew Integrated Systems (ACIS) office initiated a program to explore alternate display
technologies for use with the proven Aircrew Integrated Helmet System Program (AIHS, also known as
the HGU-56/P helmet) that would meet both the Comanche’s display requirements and the Army’s safety
requirements.

Active-matrix liquid-crystal displays (AMLCD), active-matrix electroluminescent (AMEL) displays,
field-emission displays (FEDs), and organic light-emitting diodes (OLEDs) are some of the alternative
technologies that have shown progress. These postage-stamp size miniature flat-panel (MFP) displays
weigh only a fraction as much as the miniature CRTs they seek to replace.

AMLCD is the heir apparent to the CRT, given its improved luminance performance. Future luminance
requirements will likely be even higher, and there are growing needs for greater displayable pixel counts
to increase effective range resolution or FOV, and for color to improve legibility and enhance information
encoding. It is not clear that AMLCD technology can keep pace with these demands.

6.4 Laser Advantages, Eye Safety

The RSD offers distinct advantages over other display technologies because image quality and color gamut
are maintained at high luminances limited only by eye-safety considerations.>* The light-concentrating
aspect of the diffraction-limited laser beam can routinely produce source luminances that exceed that of
the solar disc. Strict engineering controls, reliable safeguards, and careful certification are mandatory to
minimize the risk of damage to the operator’s vision.* Of course, these safety concerns are not limited
to laser displays; any system capable of displaying extremely high luminances should be controlled,
safeguarded, and certified.

Microvision’s products are routinely tested and classified according to the recognized eye safety
standard — the maximum permissible exposure (MPE) — for the specific display in the country of
delivery. In the U.S. the applicable agency is the Center for Devices and Radiological Health (CDRH)
Division of the Food and Drug Administration (FDA). The American National Standards Institute’s
7136.1 reference, “The Safe Use of Lasers,” provides MPE standards and the required computational
procedures to assess compliance. In most of Europe the IEC 60825-1 provides the standards.

Compliance is assessed across a range of retinal exposures to the display, including single-pixel, single
scan line, single video frame, 10-second, and extended-duration continuous retinal exposures. For most
scanned laser displays, the worst-case exposure leading to the most conservative operational usage is found
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to be the extended-duration continuous display MPE. Thus, the MPE helps define laser power and scan-
mirror operation-monitoring techniques implemented to ensure safe operation. Examples include shutting
down the laser(s) if the active feedback signal from either scanner is interrupted and automatically atten-
uating the premodulated laser beam for luminance control independent of displayed contrast or grayscale.

6.5 Light Source Availability and Power Requirements

Another challenge to manufacturers of laser HMD products centers on access to efficient, low-cost lasers
or diodes of appropriate collectible power (1-100 mW), suitable wavelengths (430-470, 532-580, and
607-660 nm), low video-frequency noise content (<3%), and long operating life (10,000 hr). Diodes
present the most cost-effective means because they may be directly modulated up from black, while lasers
are externally modulated down from maximum beam power.

Except for red, diodes still face significant development hurdles, as do blue lasers. Operational military-
aviation HMDs presently require only a monochrome green, G, display which can be obtained by using a
532-nm diode-pumped solid-state (DPSS) laser with an acoustic-optic modulator (AOM). Given available
AOM and optical fiber coupling efficiencies, the 1500-fL G RSD requires about 50 mW of laser beam power.
Future requirements will likely include red + green, RG, and full color, RGB, display capability.

6.6 Microvision’s Laser Scanning Concept

Microvision has developed a flexible component architecture for display systems (Figure 6.1). RGB video
drives AOMs to impress information on Gaussian laser beams, which are combined to form full-color pixels
with luminance and chromaticity determined by traditional color-management techniques. The aircraft-
mounted photonics module is connected by single-mode optical fiber to the helmet, where the beam is air
propagated to a lens, deflected by a pair of oscillating scanning mirrors (one horizontal and one vertical),
and brought to focus as a raster format intermediate image. Finally, the image is optically collimated and
combined with the viewer’s visual field to achieve a spatially stabilized virtual image presentation.

The ATHS Program requires a production display system to be installed and maintained as a helicopter
subsystem — designated Aircraft Retained Unit (ARU) — plus each pilot’s individually fitted protective
helmet, or Pilot Retained Unit (PRU). Microvision’s initial concept-demonstration HMD components
meet these requirements (Figure 6.2).

Microvision’s displays currently employ one horizontal line-rate scanner — the Mechanical Resonant
Scanner (MRS) — and a vertical refresh galvanometer. Approaches using a bi-axial microelectro-mechan-
ical system (MEMS) scanner are under development. Also, as miniature green laser diodes become
available, Microvision expects to further reduce ARU size, weight, and power consumption by transi-
tioning to a small diode module (Figure 6.1, lower-right) embedded in the head-worn scanning engine,
which would also eliminate the cost and inefficiency of the fiber optic link.

For the ACIS project, a four-beam concurrent writing architecture was incorporated to multiply by 4
the effective line rate achievable with the 16-kHz MRS employed in unidirectional horizontal writing
mode. The vertical refresh scanner was of the 60-Hz saw-tooth-driven servo type for progressive line
scanning. The /40 writing beams, forming a narrow optical exit pupil (Figure 6.3), are diffraction-
multiplied to form a 15-mm circular matrix of exit pupils.

The displayed resolution of a scanned-light-beam display® is limited by three parameters: (1) spot size
and distribution as determined by cascaded scan-mirror apertures (D), (2) total scan-mirror deflection
angles in the horizontal or vertical raster domains (Theta), and (3) dynamic scan-mirror flatness under
normal operating conditions. Microvision typically designs to the full-width/half-maximum Gaussian
spot overlap criterion, thus determining the spot count per raster line. Horizontal and vertical displayable
spatial resolutions, limited by (D)*( Theta), must be supported by adequate scan-mirror dynamic flatness
for the projection engine to perform at its diffraction limit. Beyond these parameters, image quality is
affected by all the components common to any video projection display. Electronics, photonics, optics,
and packaging tolerances are the most significant.
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6.6.1 Government Testing of the RSD HMD Concept

Under the ACIS program, the concept version of the Microvision RSD HMD was delivered to the U.S.
Army Aeromedical Research Laboratory (USAARL) for testing and evaluation in February 1999.6

As expected, the performance of the concept-phase system had some deficiencies when compared to
the RAH-66 Comanche requirements. However, these deficiencies were few in number and the overall
performance was surprisingly good for this initial development phase. Measured performance for exit
pupil, eye relief, alignment, aberrations, luminance transmittance, and field-of-view met the requirements
completely. The luminance output of the left and right channels — although high, with peak values of
808 and 1111 fL, respectively — did not provide the contrast values required by Comanche in all
combinations of ambient luminance and protective visor. Of greatest concern was the modulation transfer
function (MTF) — and the analogous Contrast Transfer Function (CTF) — exhibiting excessive rolloff
at high spatial frequencies, and indicating a “soft” displayed image.

6.6.2 Improving RSD Image Quality

At the time of this writing, the second ATHS program phase is concentrating on imprving image quality.
Microvision identified the sources of the luminance, contrast, and MTF/CTF deficiencies found by
USAARL. A few relatively straightforward fixes such as better fiber coupling, stray light baffling, and
scan-mirror edge treatment are expected to provide the luminance and low-spatial-frequency contrast
improvements required to meet specification, but MTF/CTF performance at high spatial frequencies
have presented a more complex set of issues.

Each image-signal-handling component in the system contributes to the overall system MTE. Although
the video electronics and AOM-controller frequency responses were inadequate, they were easily remedied
through redesign and component selection. Inappropriate mounting of fixed fold mirrors in the projection
path led to the accumulation of several wavelengths of wave-front error and resultant image blurring. This
problem, too, is readily solved.

The second class of problems pertains to the figure of the scan mirrors. Interferometer analyses of the flying
spot under dynamic horizontal scanning conditions indicated excessive mirror surface deformation (~2 peak-
to-peak mechanical), resulting in irregular spot growth and reduced MTF/CTF performance (Figure 6.4).

Static Dynamic Left Side

FIGURE 6.4 The effect of improved mirror design is visible in these spot (pixel) images, normalized for size but
not for intensity, for scanned spots at ~A/4 P-P mechanical mirror deformation (left image), and ~2A P-P mechanical
mirror deformation (right image).
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Three fast-prototyping iterations brought the mirror surface under control (~A/4) to achieve accept-
able spot profiles at the raster edge. Thus, the component improvements described above are expected
to result in MTF/CTF performance meeting U.S. Army specification.

6.7 Next Step

The next step in the evolution of the helicopter pilot’s laser HMD is the introduction of daylight-readable
color. Microvision first demonstrated a color VGA format RSD HMD in 1996, followed by SVGA in
1998. Development of a 1280 X 1024-color-pixel (SXGA) binocular HMD project is being made possible
by ACIS’s Virtual Cockpit Optimization Program (VCOP), which begins with software-reconfigurable
virtual flight simulations in 2000 and proceeds to in-flight virtual cockpit demonstrations in 2001. For
these demonstrations, the aircraft’s traditional control-panel instrumentation is expected to serve only
an emergency backup function. Figure 6.1, with which this chapter began, represents the VCOP RGB
application concept.

One configuration of the VCOP simulation/operation HMD acknowledges the limited ability of the
blue component to generate effective contrast against white clouds or blue sky. Because the helmet tracker
used in any visually-coupled system will “know” when the pilot is “eyes out” or “head down”, the HMD
may employ graphics and imaging sensor formats in daylight readable greenscale, combined with red,
for “eyes out” information display across established green/yellow/red caution advisory color codes,
switching to full color formats at lower luminances for “head down” displays of maps, etc.

The fundamental capabilities of the human visual system, along with ever increasing imaging sensor
and digital image generation bandwidths, require HMD spatial resolutions greater than SXGA. For this
reason, the US Air Force Research Laboratory has contracted Microvision Inc. to build the first known
HDTV HMD (1920 X 1080 pixels in a noninterlaced 60 Hz frame refresh digital video format). The
initial system will be a monocular 100-fL monochrome green fighter pilot training HMD with growth-
to-daylight readable binocular color operation.

An effort of 30 years has only scratched the surface of the HMD?’s pilot vehicle interfacing potential.
It is expected that the RSD will open new avenues of pilot-in-the-loop research and enable safer, more
effective air and ground operations.

Defining Terms

Optomechatronic: Application of integrated optical, mechanical, and electronic elements for imaging
and display.

Helmet-Mounted Display (HMD): Head-Up Display (HUD); Head-Down Display (HDD).

ROSE: Raster Optical Scanning Engine.

Virtual Image Projection (VIP): An optical display image comprised of parallel or convergent light
bundles.

Image Viewing Zone (IVZ): The range of locations from which an entire virtual image is visible while
fixating any of the image’s boundaries.

Optical Exit Pupil (OEP): The aerial image formed by all compound magnifiers, which defines the IVZ.

Retinal Scanning Display (RSD): A virtual image projection display which scans a beam of light to form
a visible pattern on the retina. The typical 15-mm OEP of a helmet-mounted RSD OEP permits
normal helmet shifting in operational helicopter environments without loss of image. Higher-g
environments may require larger OEPs.

Virtual Retinal Display (VRD): A subcategory of RSD specifically characterized by an optical exit pupil
less than 2 mm, for Low Vision Aiding (LVA), vision testing, narrow field of view, or “agile” eye-
following OEP display systems. This is the most light-efficient form of RSD.
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7.1 Introduction

7.1.1 NVG as Part of the Avionics Suite

Visual reference to the aviator’s outside world is essential for safe and effective flight. During the daylight
hours and in visual meteorological conditions (VMC), the pilot relies heavily on the out-the-windshield
view of the airspace and terrain for situational awareness. In addition, the pilot’s visual system is aug-
mented by the avionics which provide communication, navigation, flight control, mission, and aircraft
systems information. During nighttime VMC, the pilot can improve the out-the-windshield view with
the use of night vision goggles (NVG). NVG lets the pilot see in the dark during VMC conditions!

This chapter deals with NVG for aviation applications. There are many various nonaviation applica-
tions of NVG that are not addressed herein: NVG for personnel on the ground or underwater, and for
ground vehicles and sea vehicles.

7.1.2 What Are NVG?

NVG are light image intensification (I’) devices that amplify the night-ambient-illuminated scenes by a
factor of 10*. For this application “light” includes visual light and near infrared. The development of the
microchannel plate (MCP) allowed miniature packaging of image intensifiers into a small, lightweight,
helmet-mounted pair of goggles. With the NVG, the pilot views the outside scene as a green phosphor
image displayed in the eyepieces.
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Various terms are associated with NVG type equipment:

NVG — general term of any I’ device, usually head-worn and binocular

I° — Image Intensifier type of sensor device used in NVG

ANVIS — Aviator’s Night Vision Imaging System; a type of NVG designed for aviators

NVIS — Night Vision Imaging System; a general class of NVG including ANVIS

Gen II—Second-generation intensifier technology utilizing MCP and multi-alkali photocathode which
enabled construction of AN/PVS-5 NVG

Gen III—Third-generation intensifier technology utilizing improved MCP and galium arsenide pho-
tocathode which enabled construction of AN/AVS-6 ANVIS

NVG HUD — Night Vision Goggle with a Head-Up Display attached

HMD — Helmet-Mounted Display; in this chapter it includes NVG HUD

PNVG — Panoramic Night Vision Goggle; usually about 100° FOV

LPNVG — Low-Profile Night Vision Goggle; usually conforms to face

AGC — Automatic gain control

7.1.3 History of NVG in Aviation
7.1.3.1 1950s

In the 1950s there was considerable and diverse research on night image intensification as reported at
the Image Intensifier Symposium.* The applications included devices for military sensing and for astron-
omy and scientific research, but were not directed specifically to head-mounted pilotage devices. The
U.S. Army first experimented with T-6A infrared driving binocular in helicopters in the late 1950s,
according to Jenkins and Efkeman.” The binocular device was a near infrared (IR) converter which
required an IR filtered landing light for the radiant energy, and was not satisfactory for aviation. In the
late 1950s, the first continuous-channel electron multiplier research was being conducted at the Bendix
Research Laboratories by George Goodrich, James Ignatowski, and William Wiley. The invention of the
continuous-channel multiplier was the key step in the development of the microchannel plate (Lampton'").

7.1.3.2 1960s

In the early 1960s first-generation I’ tubes were developed. The tubes allowed operation as a passive system,
but the size of the three-stage I” tubes was too large for head-mounted applications. Passive refers to needing
no active projected illumination; the system can operate using the ambient starlight illumination, thus the
name “starlight scope” from the Vietnam era foot soldier’s sniper scope. In the late 1960s, the production of
the microchannel plates, used in the second-generation wafer technology I’ tubes, allowed night vision devices
to be packaged small enough and light enough for head-mounted applications. Thus, in the late 1960s and
early 1970s the U.S. Army Night Vision and Electro-Optics Laboratory (NV&EOL) used Gen II I” tubes to
develop NVGs for foot soldiers, and some of these NVGs were tried by aviators for night flight operations.

7.1.3.3 1970s

In 1971 the USAF began limited use of the SU-50 Electronic Binoculars. In 1973 the Army adopted the
Gen II AN/PVS-5 as an “interim” NVG solution for aviators, although there were known deficiencies in
low-light-level performance, weight, visual facemask obstruction, and refocusing (due to incompatibility
with cockpit lighting systems). The aviator’s night vision imaging system (ANVIS) was the first NVG
developed specifically to meet the visual needs of the aviator. The NV&EOL started ANVIS development
in 1976 utilizing third-generation image intensifier technology and requiring high-performance, light-
weight, and improved reliability and maintainability.

7.1.3.4 1980s
Two versions of the ANVIS were introduced into military aviation:

+ AN/AVS-6(V)1 for most helicopters; fits onto the helmet with a centerline mount.
+ AN/AVS-6(V)2 for AH-1 Cobra only; fits onto the helmet with an offset mount.
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ANVIS operation would not have been feasible or safe in the aircraft if the cockpit lighting had remained
the traditional red-lighted or white-lighted incandescent illumination. In 1981 the U.S. Army released an
Aeronautical Design Standard, ADS-23,” to establish baseline requirements for development of cockpit lighting
to be compatible with ANVIS. In 1986 the Joint Aeronautical Commanders Group (JACG) released a Tri-Service
specification, MIL-L-85762,” which defined standards for designing and measuring ANVIS-compatible lighting.
GEC-Marconi introduced a Gen III projected view NVG, called the “Cat’s Eye” for use in the AV-8 Harrier.

An updated MIL-L-85762A° was released in 1988 in which it defined NVIS as a general term (replacing
the specific ANVIS term) and expanded the lighting requirements to accommodate various type NVIS.
The controversial utilization of the AN/PVS-5 continued in aviation pending full fielding of ANVIS. Based
upon a series of nighttime accidents often involving NVGs, a Congressional Hearing was convened (1989)
to review the safety and appropriateness of NVGs in military helicopters. ANVIS was deemed necessary.

7.1.3.5 1990s

Head-up flight information symbology was desired, along with the out-the-window view, within the
NVG. Integrating the symbology and imagery resulted in a new type of helmet-mounted display (HMD)
referred to as the “NVG HUD”. Two types of NVG HUDs were placed in service:

+ AN/AVS-7 NVG HUD was installed on CH-47D and HH-60 aircraft.
+ Optical Display Assembly (ODA) NVG HUD was installed on OH-58D.

NVG-compatible cockpit lighting was incorporated in high-speed fixed-wing aircraft, but an additional
requirement evolved for NVG to be safe during pilot ejection. The AN/AVS-9 (model F4949) was developed
for the USAF for ejection capability. In an effort to provide a greater field of view (FOV) than the normal 40°
for NVG, the USAF developed a Panoramic Night Vision Goggle (PNVG) to provide about 100° FOV. Several
other development programs attempted to reduce the size of the large protrusive goggle optics. Versions of
the Low Profile Night Vision Goggle (LPNVG) folded the optics to fit conformally around face. Several
integrated helmet development programs incorporated integral I’ devices and electronic projected display
systems. In the early 1990s, several civilian helicopter operators expressed interest in utilizing NVG. Ongoing
investigations into the use of NVG in civil aviation delved into applications, safety, and FAA certification.

7.2 Fundamentals

7.2.1 Theory of Operation

An image intensifier is an electronic device that amplifies light energy. Light energy, photons, enter into
the I’ device through the objective lens and are focused onto a photocathode detector that is receptive
to both visible and near-infrared radiation. Generation III devices use gallium arsenide as the detector.
Due to the photoelectric effect, the photons striking the photocathode emit a current of electrons. Because
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FIGURE 7.1 Electron amplification in a microchannel.'
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the emitted electrons scatter in random directions, a myriad of parallel tubes (channels) is required to
provide separation and direction of the electron current to assure that the final image will have sharp
resolution. Each channel amplifier is microscopic — about 15 um in diameter. A million or so micro-
channels are bundled in a wafer-shaped array about the diameter of a quarter. The wafer is called a
microchannel plate (MCP). The thickness of the MCP, which is the length of the channels, is about 0.25
in. Each channel is an electric amplifier. A bias potential of about 1000 V is established along the tube,
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FIGURE 7.2 Double glass draw for MCP manufacture'.
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and each electron produced by the photoelectric effect accelerates through the tube toward the anode.
When an electron strikes other electrons in the coated channel, they are knocked free and continue down
the tube hitting other electrons in a cascade effect. The result of this multiplication of electrons is a greatly
amplified signal. The amplified stream of electrons finally hits a phosphor-type fluorescent screen which,
in turn, emits a large number of photons creating an image.

The microchannel plate is a solid-state light amplifier. The intensity of the image is a product of the
original signal strength (i.e., the number of photons in the night scene) and the amplification gain within
the channel. The fine resolution of the total image is a product of the pixel size from the MCP array and
the focusing optics.

The manufacture of MCPs requires complex processes which are dependent on a two-draw glass
reduction technique. A concentric tube of an outer feed glass and an inner core glass is drawn into a
fine fiber about 1 mm in diameter. Then a bundle of thousands of the fibers is draw to form a multiple
fiber about 50 mm in diameter. The core glass is etched out leaving a matrix of hollow glass tubes.
Wafer sections are sliced, and the wafers are plated with the metallic coatings necessary for the signal
amplification.

The finished product is an NVG which contains an MCP packaged inside an optical housing. The
housing will contain objective lens and eyepieces appropriate for the NVG’s utilization. For aviators using
the NVG for pilotage, a one-to-one magnification is required. The pilot’s perceived NVG image of the
outside world must be equal to the actual size of the unaided-eye image of the outside real world to
provide natural motion and depth perception. The image is displayed to the observer on an energized
viewing screen at about 1 footLambert (fL). Screens may be the P20 or P25 phosphors. The light
amplification may be 2000 or more, and to prevent phosphor damage, an automatic gain control (AGC)
circuit limits the gain in high ambient conditions.
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FIGURE 7.3 Typical NVIS image intensifier tube and optics.

7.2.2 1° Amplification of the Night Scene

Second-generation image intensifiers utilize multi-alkali photocathodes that are sensitive in the visible
and near-IR bandwidth of 400-900 nm. Gen II utilization is generally limited to a minimum of quarter-
moon or clear sky illumination (1073 to 107* fc).

Third-generation image intensifiers utilize galium arsenide (GaAs) photocathodes which are more
sensitive than Gen II and have a bandwidth of 600-900 nm. Gen III NVIS can be used in starlight and
overcast conditions (1074 to 1073 fc).
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FIGURE 7.4 Photocathode sensitivity.
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FIGURE 7.5 Illumination from the night sky.

7.2.3 NVG Does Not Work without Compatible Lighting!

NVG lighting compatibility is required for effective NVG use by pilots. If the cockpit lighting is not
compatible and it emits energy with spectral wavelengths within the sensitivity range of the night vision
goggles, the lighting will be amplified by the NVG and will overpower the amplification of the lower
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illumination in the outside visual scene.

Compatibility can be defined as a lighting system that does not render the NVG useless or hamper the
crew’s visual tasks (with or without NVG).

NVIS compatibility permits a crew member to observe outside scenes through vision goggles while
maintaining necessary lighted information in the crew station. The Gen III NVIS are insensitive to blue/green
light, so the cockpit lighting can be modified with blue cutoff filtering to reduce emitted energy in the red
and near-IR regions to achieve compatibility. The complementary minus-blue coatings on the NVIS objec-
tive lens provide a sharp cutoff filter to block any red or near-IR light. Blue-green lighting allows external
viewing through the ANVIS and internal viewing of the instruments by using the “look-around” technique.
The ANVIS look-around design allows the pilot visual access (with unaided eyes) into the blue-green lighted
cockpit without head movement. NVIS compatibility requirements are defined by MIL-L-85762.

MIL-L-85762 lighting requirements, and by default the various NVIS, have been categorized into Types
and Classes to match the appropriate cockpit lighting system depending on the type of NVIS being used
in the aircraft. The original issue of MIL-L-85762 was based on recommendations for ANVIS compatibility
(Schmickley’) and addressed lighting only for ANVIS (Type I, Class A). MIL-L-86762A added Type IT and
Class B NVIS. The USAF is in the process of defining a Class C NVIS. A rationale was published to aid
manufacturers and evaluators on interpreting the requirements (Reetz’).

Type I: Type I lighting components are those lighting components that are compatible with Direct
View Image NVIS. Direct View Image NVIS is defined as any NVIS using Generation III
image intensifier tubes which displays the intensified image on a phosphor screen in the
user’s direct line of sight — such as the ANVIS.

[—-’

LOOK=-AROUND

FIGURE 7.6 Type I (direct view). ANVIS with “look-around” vision into the cockpit.

Type II:  Type II lighting components are those lighting components that are compatible with Pro-
jected Image NVIS. Projected Image NVIS is defined as any NVIS using Generation III
image intensifier tubes which projects the intensified image on a see-through medium that
reflects the image into the user’s direct line of sight — such as the Cat’s Eyes.

Class A:  Class A lighting components are those lighting components that are compatible with NVIS
using a 625-nm minus-blue objective lens filter which results in an NVIS sensitivity lens as
shown in the figure below. (The standard AN/AVS-6 ANVIS are equipped with 625-nm
minus-blue filters.)

Class B:  Class B lighting components are those lighting components that are compatible with NVIS
using a 665-nm minus-blue objective lens as shown in the figure below. Class B lighting
allows red and yellow colors in cockpit displays, but the consequence is a reduced Gen III
NVIS sensitivity to the outside visual scene. The 665-nm minus-blue filter reduces the NVIS
sensitivity by 8 to 10% of the Class A NVIS in moonless conditions.
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FIGURE 7.7 Type II (projected image). Cat’s Eye with “look-through” outside viewing and “look-around” vision
into the cockpit.
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FIGURE 7.9 Typical Class B lighting allows blue-green, yellow, and red with 665-nm minus-blue coating on NVIS.
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7.2.4 T’ Integration into Aircraft

The integration of NVIS into an aircraft crew station usually requires very little modification with respect
to the crew compartment space (volume). The primary aircraft requirements are

1. Adequate helmet and NVIS motion envelope;

2. Acceptable visual fields of view (FOV) and windshield transparency in the NVIS range;
3. Compatible cockpit lighting and displays;

. Compatible interior (cabin) and exterior lighting.

~

The alerting quality of warning/caution/advisory color coding can be diminished with NVIS compatible
(Class A) cockpit lighting. Audio or voice warning messages may be considered to augment the alerting
characteristics.

The NVIS is normally a self-contained standalone sensor that is powered by small batteries. The cost of
a typical NVIS unit is $10,000, whereas the cost of an aircraft-mounted IR sensor system is 10 to 20 times
that amount. The integration of an NVG HUD requires more modification to the aircraft than the NVIS.

Incorporation of NVIS produces some advantages and some disadvantages for the aircraft and mis-
sions. NVIS advantages usually outweigh disadvantages. The advantages are

+ NVIS allows 24-hour VFR operations (pilots say: “I'd rather fly with them.”)

+ Enhanced situation awareness; pilots can see the terrain.
The disadvantages are

+ Limited instantaneous FOV which requires deliberate head movement;

+ Neck strain and fatigue (due to increased helmet weight & increased head movement);
+ Cost of equipment (NVIS + compatible lighting);

+ Pilot training; currency; proficiency;

+ Not useful in IMC weather or fog;

+ Safety — if there is inadequate training or overexpectations of system capability.

There are known limitations of the NVIS imposed by the limited FOV. Training is required to emphasize
the required head motion scanning to compensate for the FOV. Depth perception is sometimes reported
as a major deficiency, although it is most likely that inadequate motion perception cues due to limited
peripheral vision are a contributor to this perception.

Military training programs have been implemented to exploit the capabilities of the NVIS sensor for
various types of covert missions, and to improve safety and situation awareness. Curricula have been
developed “...to assure that there is an appropriate balance of training realism and flight safety” Training
programs include visual aids, laboratory, and simulation to cover:

+ Theory of I operation;
+ FOV, FOR, adjustment;
* Moon, weather, ambient conditions;

- Different visual scans, head motion.

7.3 Applications and Examples

7.3.1 Gen III and AN/AVS-6 ANVIS

To aid night flying, in the 1980s the Army developed the Aviator’s Night Vision Imaging System (ANVIS)
which is a third-generation (Gen III) NVG. The ANVIS is designated as AN/AVS-6. ANVIS is lightweight
(alittle over 1 1b) and mounts on the pilot’s helmet. The 25-mm eye relief allows the pilot to see around
the eyepieces for viewing the instruments in the cockpit. The Gen III response characteristics are more
sensitive than Gen II and the spectral range covers 600 to 900 nm. This spectral range takes advantage
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of the night sky illumination in the red and IR. Luminance gain is 2000 or greater. The FOV is 40° circular
and the resolution is about 1 cy/mr. The total weight is 1.2 to 1.3 Ib.

VERTICAL
ADAPTER
HORIZONTAL
ADAPTER
7/
FOCUS
DIOPTER
SETTING

FIGURE 7.10 ANVIS adjustments."”

There are several adjustment features on the ANVIS to accommodate each pilot’s needs:

+ Inter-ocular adjustment

+ Tilt adjustment

+ Vertical adjustment

+ Eye relief (horizontal) adjustment
+ Focus adjustment

+ Diopter adjustment

The pilot can also flip up the ANVIS to a “helmet stow” position. The mount has a break-away feature
in case of a high g load or crash.

Early production models of ANVIS units produced system luminance gains of 2000 fL/fL. With
improvements in manufacturing techniques and yields, and with increased photocathode sensitivities,
newer units have system gains of over 5000. The Army procured large lot quantities of AN/AVS-6
through “omnibus” purchase orders. Omni IV and Omni V AN/AVS-6 have system luminance gains of
5500. The luminance gains of the intensifiers may be 10,000 to 70,000, depending on the ambient
illumination being amplified, but with optics and system throughput losses, the overall system gains
are 5000+. Presently, the two major suppliers in the U.S. for AN/AVS-6 are ITT and Litton, and the
Army splits the procurement of the Omni lots. Adaptations and improved versions of the AN/AVS-6
include the AN/AVS-8 with a 45° FOV, and the AN/AVS-9 which has a front-mounted battery to allow
use in ejection seats. The AN/AVS-9 also has a “leaky green” sensitivity to allow viewing of the HUD
symbology.

7.3.2 Gen II and AN/PVS-5 NVG

The generation II AN/PVS-5 is outdated and is not now recommended for aviators. The AN/PVS-5 is
discussed here because it was the most common device allowing night flying with NVG aided vision. The
AN/PVS-5A provided Army ground forces with enhanced night vision capability. Later, pilots used the
NVG to fly helicopters. Tests indicated that pilots using NVG could fly lower and faster than pilots without
NVG, and concluded that NVG provided considerable improvement over unaided, night-adapted vision.
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The AN/PVS-5A weighs 2 1bs and has a full face mask. Wearing these NVG requires the pilot to make
all visual observations via the NVG, including cockpit instrument scanning. The pilot must move his
head and refocus the lens to read the instruments. Annoyance, discomfort, and fatigue result from these
restrictions.

FIGURE 7.11 AN/PVS-5A NVG with full face mask.

The spectral range of the Gen II NVG is from 350 to 900 nm which includes the entire visual spectrum
(380-760) plus some near-IR coverage. Most 1970s cockpits had red incandescent lamp lighting which
had large red and IR emissions. The NVG’s automatic gain control (AGC) shuts down the NVG in the
presence of large amounts of radiant energy in the goggles’ range. Therefore, the use of Gen II NVG
requires that all visible lighting must be reduced below the pilot’s visual threshold in order that the
lighting does not degrade the NVG operation. Commonly, this is accomplished by extinguishing the
lights or using a “superdim” setting. Under these conditions, crew members without NVG cannot read
the cockpit instruments. Crew members with NVG must refocus from outside viewing to read the
instruments. Research in the U.S. and U.K. on shared-aperatures and shared-lens attempted to provide
viewing of the cockpit instruments with the NVG. Modifications to the face mask to provide peripheral
and in-cockpit vision produced the “cut-away” mask.

The utilization of AN/PVS-5 NVG in aviation was controversial. The incorporation of NVG into
aviation somewhat repeated the development of aviation itself, with a period of trial and error incor-
poration, sometimes with inadequate or inappropriate equipment, producing some pioneering break-
throughs and some accidents. In the 1980s there were nighttime accidents often involving NVGs. The
Orange County Register published a lengthy investigative article because several of the helicopter crashes
took place within the county."* A congressional hearing was convened to review the safety and appro-
priateness of NVGs in military helicopters.”” The necessity of NVGs for night flight operations was
confirmed along with an emphasis on better equipment and training. A review of AN/PVS-5 and
AN/AVS-6 testing concluded both were acceptable.'® Since that time, AN/AVS-6 ANVIS has become the
preferred device for aviators.

7.3.3 Cat’s Eyes

The “Cat’s Eye” is a Type II (projected image) Gen III NVIS made by GEC-Marconi, and is standard
in the AV-8 series of Harrier aircraft. The weight is slightly over 1 Ib. The two optical combiner lenses
have the I’ image displayed for out-of-the-cockpit viewing. The combiner has see-through capability
to view the aircraft’s HUD. When the pilot is looking at the HUD, the I” imagery is automatically
turned off to allow visibility of the HUD symbology. The combiner glass see-through transmission is
<30%. The Cat’s Eye has a 25-mm eye relief to allow look-under for cockpit instrument viewing.
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7.3.4 NVG HUD

Systems termed “NVG HUD” have been produced that add head-up display (HUD) symbology onto the
displayed night vision imagery provided by the NVG. Usually the HUD portion is a CRT image projected
onto a combiner glass mounted in front of one of the NVG objective lens. The symbology displayed is
aircraft information (attitude, altitude, airspeed, navigation data, etc.) that is generated in a processor
box integrated to the aircraft systems.

AIRCRAFT SYMBOLOGY

FIGURE 7.12  Aircraft symbologgy.

7.3.5 ANVIS HUD

Honeywell produces the Optical Display Assembly (ODA). The OH-58D that integrates the ODAS also
is one of the few aircraft that provides aircraft power for the NVG (instead of self-contained battery
power). Elbit produces the AN/AVS-7 NVG HUD. Note: The AN/AVS-7 (NVG HUD) should not be
confused with AN/PVS-7 single-tube NVG for ground troops.

Weight on NVG I’ FOV Application
AN/AVS-7 0.251b 33°H X 24°V ~ CH-47, HH-60
ODA 21b 40° OH-58D

7.3.6 Panoramic NVG

Panoramic NVG (PNVG) have been developed for the USAF to provide an increased instantaneous FOV
of the image. Night Vision Corporation developed the PNVG using four AN/PVS-7 image tubes. The
four tubes produce a combined overlapping FOV of 100°.

Weight I’ FOV Type

PNVG 1.251b 100° H X 40°V Direct view optics

7.3.7 Low Profile NVG

Low Profile NVG (LPNVG) have been developed for several reasons: to improve the head-borne c.g., to
allow visors, and to reduce possible injury caused by the protrusion of the longer I’ tubes. The depth
is 2 to 3 in. compared to 5 to 6 in. for other NVIS. ITT developed the Modular, Ejection-Rated, Low
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profile, Imaging for Night (MERLIN) Aviator Goggle for use by pilots in high-performance fixed-wing
aircraft. Litton produces the AN/AVS-502 LPNVG for multi-role missions (parachute operations, weap-
ons firing). Canadian Air Forces approved the AN/AVS-502 for flight engineers in the cabin where head
clearance and winds are issues. Systems Research Laboratories (SRL) developed the Eagle Eye™ for fixed-
wing and multi-role.

Weight I’ FOV Type
MERLIN 1.8 1b 35° See-through optics
AN/AVS-502 1.51b 40° See-through optics
Eagle Eye™ 1.21b 40° See-through optics

7.3.8 Integrated I’ Systems

I’ sensors can be incorporated in avionics suites in several ways besides standalone NVG on a crew
member’s helmet. One method is to incorporate an I’ sensor on-board an IR sensor pod to provide
video imagery of either I or IR to the crew.

Several integrated helmet designs and future helmet concepts are integrating I’ devices along with
CRT, LCD, and LED helmet-mounted displays.

1 cmenlp

LOOK-THRU

LOOK~-AROUND

FIGURE 7.13 Integrated helmet.

7.3.9 Testing and Maintaining the NVG

NVIS manufacturers also supply testing and servicing equipment. Examples are the ANV-126 NVG Test
Set, TS-6 Night Vision Device Test Set Kit, TS-4348/UV Night Vision Device Assessor, and the TS-10
Night Vision Leak Test and Purge Kit.

7.3.10 Lighting Design Considerations

NVIS-compatible aircraft interior lighting is essential to allow night flying with NVIS. Interior lighting
consists of primary lighting (instrument and control panels), secondary lighting (task lights, area lights,
floodlights), signals (warning, caution, advisory), and electronic displays.

The key specification that defines NVIS-compatible lighting is MIL-L-85762A. This specification is
unique in that it specifies two independent characteristics for the lighting system:

1. Luminance and chromaticity requirements for visual (unaided eye) viewing in a dark cockpit, and
2. Radiance requirements for limiting any NVIS interference.
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The luminance levels remain approximately the same as traditional red and white lighting systems in
all previous aircraft. The chromaticity requirements generally produce a blue-green lighted cockpit. Four
lighting colors for aviation have been defined in MIL-L-85762A (where #' and v’ are 1976 UCS chro-
maticity coordinates of the defined color):

NVIS Green A — The color for primary, secondary, and advisory lighting. The chromaticity limits
are within a circle of radius .037 with the center at ¥’ = .131,v' = .623.

NVIS Green B — The color for special lighting components needing saturated color (monochromatic)
for contrast. The chromaticity limits are within a circle of radius .057 with the center at u’ =

131, v" = .623.
NVIS Yellow — The color for master caution and warning signals in Class A cockpits. The chromaticity
limits are within a circle of radius .083 with the center at u'= .274, v' = .622.

NVIS Red — The color for warning signals in Class B cockpits. The chromaticity limits are within a
circle of radius .060 with the center at u’ = .450, v’ = .550.

Chromaticity and luminance requirements for various types of cockpit lighting and displays and cabin
lighting are listed in Table VIII of MIL-L-85762A.

NVG compatibility is not assured with proper chromaticity coordinates alone. Lights with different
spectral compositions can appear visually as the same color. Similar visual colors are called metamers.
But all colored lights used in the NVG cockpit must have filtering to block almost all the energy in the
600- to 900-nm range. The “NVIS-visible” portion of the lighting emission is to be limited per the NVIS
radiance definition: NVIS radiance (NR) is the integral of the curve generated by multiplying the spectral
radiance of the light source by the relative spectral response of the NVIS.

"Formula 14a” of MIL-L-85762A is used to calculate the NVIS radiance of Class A lighting equipment,
and “Formula 14b” is for the NVIS radiance of Class B equipment.

930

NVIS radiance (NR,) = G()\)maxf GAo(A)SN(A)dA (Formula 14a)
450
930
NVIS radiance (NRy) = G()\)maxj Gp(A)SN(A)dA (Formula 14b)
450
where:
G,(A) = relative NVIS response of Class A equipment
Gg(A) = relative NVIS response of Class B equipment
G(A) e = 1 ma/w
N(A) = spectral radiance of lighting component (w/cm’ sr nm)
S = scaling factor
dl = 5nm

For example, to be compatible, a Class A lighting system requirement is to have the blue-green primary
lighting not exceed 1.7 X 107'° NR, when the lighting produces 0.1 fL luminance. If the lighting
component is actually greater than 0.1 fL when it is measured, the scaling factor S scales the NR to 0.1 fL.

For cockpits where red or multicolor displays are desired, a similar equation for NR; applies to assure
Class B compatibility. Note that “Class B” NVIS must be utilized with a Class B cockpit.

NR requirements for various types of cockpit lighting and displays and cabin lighting are listed in
Table IX of MIL-L-85762A.

All other aircraft lighting, not just the cockpit lighting, must be made compatible with NVG. This
includes stray light from the aircraft’s interior cabin, the aircraft’s exterior lighting system, and any

© 2001 by CRC Press LLC



D11 ss21d DUD 49 100T ©

Chromaticity Requirements (from Table VIII, MIL-L-85762A)

TYPE 1 TYPE II
Class A Class B Class A Class B
Lighting Cdim”  NVIS Cdim’  NVIS Cdim”  NVIS Cd/m°  NVIS
Component(s) u/ v/ r (fL) Color u/ v/ r (fL) Color u/ v/ r (fL) Color u/ v/ r (fL) Color
Primary .088 543 .037 0.343 Green A .088 543 .037 0.343 Green A
(0.1) (0.1)
Secondary .088 543 .037 0.343 Green A .088 543 .037 0.343 Green A
(0.1) (0.1)
Illuminated Controls .088 543 .037  0.343 Green A .088 543  .037  0.343 Green A
0.1) (0.1)
Compartment lighting 088  .543 037 0343  GreenA Same 088 543 037 0343  GreenA Same
(0.1) (0.1)
Utility, work, .088 543 .037 0.343 Green A as .088 543 .037 0.343 Green A as
and inspection (0.1) (0.1)
Caution and advisory 088 543 037  0.343 Green A 088 543 037  0.343 Green A Class A
signals (0.1) Class A (0.1)
Jump lights .088 543  .037 17.2 Green A .088 543  .037 17.2 Green A
(5.0) (5.0)
274 622 083 515 Yellow 274 622 083 515 Yellow
(15.0) (15.0)
Special lighting 131 623 .057  0.343 Green B 131 623 .057 0.1 Green B
components where (0.1)
increased display
empbhasis by highly
saturared (mono-
chromatic) color is
necessary, or
adequate display
light readability
cannot be achieved
with “GREEN A”
Warning signal 274 622 .083 51.5 Yellow 274 622 .083 51.5 Yellow 274 622 .083 51.5 Yellow 274 622 .083 51.5 Yellow
(15.0) (15.0) (15.0) (15.0)
450 .550 .060 51.5 Red 450 .550 .060 51.5 Red
(15.0) (15.)
Master Caution signal 274 622 083 515 Yellow Same as Class A 274 622 .083 515 Yellow Same as Class A
(15.0) (15.0)

Note: u{ and v/ = 1976 UCS chromaticity coordinates of the center point of the specified color area; r = radius of the allowable circular area on the 1976 UCS chromaticity diagram for the

specified color; fL = footLamberts; Cd/m” = candela/ (meter)®.
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NVIS Radiance Requirements (from Table IX, MIL-L-85762-A)

TYPE 1 TYPE I
Class A Class B Class A Class B
Not Less Not Greater Not less Not Greater Not Less Not Greater Not Less Not Greater

Lighting Components than (NR,)  than: (NR,) fL than: (NRy) than: (NRy) fL than: (NR,) than: (NR,) fL than: (NRy) than: (NRy) fL
Primary — 17107 o1 Same as — 1.7 x 107" 0.1 Same as
Second 0 Class A 0 Class A

econdary —_ 1.7 X 10 0.1 (see Note) — 1.7 X 10 0.1 (see Note)
Iuminated Controls — 1.7x 107" 0.1 — 1.7x 107" 0.1
Compartment — 1.7 x 107" 0.1 — 1.7 x 107" 0.1
Utility, work and inspection — 1.7X107° 01 — 1.7 -107" 0.1

lights
Caution and advisory — 1.7 X 107" 0.1 — 1.7-107" 0.1

lights
Jump lights 1.7x107°  50x10° 50 1.6 X107° 47x10°° 50 — 50X 10° 5.0 — 47x10°° 50
Warning signal 50X 107° 15X 107 150 47 x107° 14X 107 150 — 15107 150 — 14X 107 150
Master Caution Signal 50X 107°  1.5x 107 150 47X 107° 14 X107 150 — 15X 107 150 — 14 X107 150
Emergency Exit Lighting 50X 10°°  1.5%X107 150  47x107° 14%x107 150 — 1.5X107 150 — 14%x107 150
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Electronic and — 1.7 x 107"
electro-optical
displays
(monochromatic)

Electronic and White — 23x10°
electro-optical
displays
multicolor

MAX — 1.2x10°°

HUD systems 1.7x107°  51x107°

0.5

0.5

0.5

5.0

1.6 X 107°

1.6 X 107"

22x107°

1.1x10°°

47 X 107°

0.5

0.5

0.5

0.5

1.7 X 107"

23x10°

1.2 x10°°

1.7 X 107°

0.5

0.5

0.5

5.0

1.6 X 107"

22x107°

1.1x10°°

1.6 X 107°

0.5

0.5

0.5

5.0

NR, = NVIS radiance requirements for Class A equipment.
NR; = NVIS radiance requirements for Class B equipment.

fL = footLamberts.

Note: For these lighting components, Class B equipment shall meet all Class A requirements of this
specification. The relative NVIS response data for Class A equipment, G,(A), shall be substituted for

Gg(A) to calculate NVIS radiance.



external lights such as runway or shipboard lights. Often, exterior lights on military aircraft are extin-
guished to provide covertness. If exterior lights are required during NVG operations, they usually are in
one of two categories:

+ Visible and NVG compatible — such as electroluminescent formation lights which are green
visible strips and are not degrading to pilots who are using NVG.

+ Invisible and NVG usable — covert IR lights that provide illumination for the pilot using NVG
or allow signaling or alerting to the pilot operating with NVG.

The cabin and cargo compartment interior lighting must be made NVG compatible if the aft crew uses
NVG or if the cabin lighting is seen from the crew station. The cabin compartment in the HH-60Q
“Medevac” helicopter requires white lighting for the medical personnel to attend to patients. The cabin
has blackout curtains to protect the NVG compatibility of the crew station and to block any visual signature
to the outside world.

7.3.11 Types of Filters/Lighting Sources

Aircraft lighting systems use various types of illuminating sources and lamps: incandescent, electrolumi-
nescent, fluorescent, light-emitting diode (LED), liquid crystal display (LCD), and cathode ray tube (CRT).
Cockpit lighting can usually be modified by adding blue or blue-green glass filters. Glass filter companies
and suppliers such as Schott, Corning, Wamco, Hoffman Engineering, and Kopp have produced usable
filters. Usually, plastic filtering has not worked with incandescent sources since IR is transmitted freely,
but Korry has developed a moldable plastic composition for NVG-compatible products. Manufacturers
of filters, measurement equipment, exterior lighting (Grimes, Oxley, Luminescent Systems Inc., et al.) and
interior lighting (Control Products Corp., Korry, Oppenheimer, IDD, Eaton, et al.) can be found through
organizations involved in aircraft lighting such as ALI and SAE.

7.3.12 Evaluating Aircraft Lighting

A qualitative method of evaluating the NVG compatibility of the overall cockpit is available. The method is
a field evaluation that should be conducted on a clear, moonless night with the aircraft parked in a secluded
area away from disturbing light sources. A standard tri-bar resolution target board (e.g., USAF 1951), with
patterns consisting of three horizontal and three vertical bar pairs arranged in decreasing size, is mounted
in front of the aircraft. The resolution pattern is illuminated by the ambient starlight environment. The pilot
(or observer) wears the NVG and views the resolution pattern while looking through the windshield. With
all the aircraft/cockpit lighting extinguished, the pilot first determines the smallest resolvable line pair that
is observed. Then, as each lighting zone or display is turned on, the pilot continues to report the smallest
resolvable line pair. Lighting zones and displays are activated individually and then simultaneously. If the
lighting and displays have no effect on the minimum resolvable pattern observed, then the cockpit is con-
sidered to be compatible with the NVG because there is no impact on goggle performance. Visually observed
reflections from the lighting in the canopy or windshield can also be evaluated for NVG compatibility.
Compatibility usually is demonstrated if the reflections are not apparent when viewed through the NVG.

7.3.13 Measurement Equipment

Laboratory measurements of the aircraft lighting components are obtained to quantify the following
photometric and radiometric characteristics of the light output:

Luminance
Chromaticity
NVIS Radiance

Laboratory measurements use the guidelines of MIL-L-85762A to provide quantitative data to verify
that the lighting components are NVG compatible. Units of radiometric measures are consistent with
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FIGURE 7.14 USAF 1951 Resolution Target.

terms in other electromagnetic radiant energy applications. The measurements based upon the visual
eye response of the average human observer are termed photometric measurements. Luminance of lighted
cockpit control panel and display presentation is frequently called “brightness.” The color of the light is
also necessary in defining the visual characteristic of the lighted presentations, and spectroradiometric
measurements determine the chromaticity to quantitatively define the color. The typical chromaticity
coordinates used are from the 1976 CIE UCS system.

Radiometric Term Unit Photometric Term SI Unit English Unit
Radiant flux Watt Luminous flux Lumen Lumen
Radiant Watt/steradian Luminous Candela Candela
Intensity Watt/steradian/m”  Intensity Cd/m’ FootLambert
Radiance Watt/m’ Luminance Lux Footcandle
Irradiance Tlluminance

Radiant energy for the NVIS-weighted response is measured by a radiometer with very low energy
sensitivity. The data is used to calculate the “NVIS Radiance” (as defined in MIL-L-85762) to determine
the compatibility with the pilot’s NVIS device. Some companies that manufacture photometric, radiometric,
and spectroradiometric measurement equipment that can determine visual and NVIS characteristics are:

+ Optronic Laboratories, Orlando, FL (http://www.olinet.com/)
+ Photo Research, Chatsworth, CA (http://www.photoresearch.com/)
+ Instrument Systems, Ottawa, Ontario  (http://www.instrumentsystems.com/)

+ Gamma Scientific, San Diego, CA (http://www.gamma-sci.com/)

7.3.14 Nighttime Illumination — Moon Phases

Flight planning requires knowledge of current weather conditions and the geography and topography
along the route of the flight plan. For night flights when using NVG, night sky illumination, including
the moon’s phase and position at various times, is very important in planning the NVG flight. Astro-
nomical data is available to determine times of sunrise, sunset, moonrise, moonset, and twilights. Data
is also found for positions of the sun and moon, and on moon phase and illumination. The US Naval
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Observatory offers a web version of the Multi-year Interactive Computer Almanac (MICA) on the
Observatory’s Astronomical Applications web site, http://aa.usno.navy.mil/AA/. A DOS or Mac version
of the MICA Interactive Astronomical Almanac can also be ordered: NTIS Order No. PB93-500163, 5285
Port Royal Rd., Springfield, VA 22161.

7.3.15 NVG in Civil Aviation

NVG have application to civil aviation. The NVG enhances night VFR situation awareness and obstacle
avoidance by allowing direct vision of the horizon, terrain, shadows, and other aircraft. The use of NVG
does not require the operation to be covert. While NVG were primarily developed for military applica-
tions, NVG are being used in a variety of civilian situations requiring increased night viewing and safe
night flying conditions. The forestry service uses NVG, not only to increase the safety in night fire-fighting
operations, but also to find hot spots not readily seen by the unaided eye. Emergency Medical Services
(EMS) helicopters utilize NVG for navigating into remote rescue sites. Civilian and commercial use of
NVG in aircraft, land vehicles, and ships is growing.

The SAE G-10 Aerospace Behavioral Engineering Technology Committee, Vertical Flight Subcommit-
tee, has been assessing human factors issues associated with NVG for application to civil aviation.

The SAE A-20 Aircraft Lighting Committee has prepared the following Aerospace Recommended
Practices (ARP) documents to allow general aviation design guidance similar to military specifications
and standards which defined NVG-compatible lighting:

ARP4168 — This SAE ARP recommends considerations for light sources for designing NVG-com-
patible lighting.

ARP4169 — This SAE ARP describes the functions and characteristics of NVG filters used in NVG
compatible lighting.

ARP4967 — This SAE ARP covers design considerations for NVIS-compatible panels (also known as
“integrally illuminated information panels” or “lightplates”). Panels may utilize incan-
descent, electroluminescent (EL), or light-emitting diode (LED) sources that are filtered
to meet requirements specified in MIL-L-85762.

ARP4392 — This SAE ARP describes the recommended performance levels for NVIS-compatible
aircraft exterior lighting equipment. Category I lights are compatible to be viewed by
NVIS. Category 1II lights are illuminators to allow NVIS viewing of the surroundings.
The “lights” may not be in the visible spectrum.

The FAA has conducted several studies and requested recommendations for civil application of NVG
(Green"). The primary emerging philosophy for the incorporation of NVG into civil aviation is that
“NVG do not enable flight”. The use of NVG will not enable any mode of flight which cannot be flown
visually within the framework of the existing regulatory authority.

Because civil aviation does not have the regimented control of pilots and aircraft as in the military,
there is a danger to the public if untrained operators fly in ill-equipped, unregulated, and noncompatible
aircraft. Therefore, minimum civil regulations and standards must be imposed. The future integration
of NVG use in civil aviation will depend on the following key issues:

Limiting the I” device to Gen III;
Modification of cockpit lighting;
Modification of interior lighting;
Modification of exterior lighting;
Establishing training programs;
Updating FARs 61, 91, 135, et al.

AR e

Civil aviation should limit the Night Vision Device to Generation III ANVIS. The military experience
has demonstrated that an NVG made for aviators is necessary. The third-generation sensor is preferred
for starlight sensitivity. Gen II NVG with 625-nm minus-blue filters will work with MIL-L-85762A
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compatible lighting, but the filters reduce Gen II effectiveness. Without MIL-L-85762A lighting, the NVG
Automatic Gain Control (AGC) can give a false sense of compatibility.

Cockpit lighting for civil aviation will have to be NVG compatible. All nighttime lighting requires
NVG-compatible filtering. That normally includes control panel lightplates, numeric display read-outs,
Warning/Caution/Advisory (W/C/A) legends, floodlights, flashlights, and electronic displays (CRTs,
LCDs, LEDs). The MIL-L-85762A approach yields best compatibility results. An integral approach yields
better lighting, although existing equipment can be modified with add-on bezels or filters. These add-
ons can block viewing or reduce daylight readability.

Color coding of W/C/A legends (if red warning lights are utilized) and use of multicolor electronic
displays (e.g., weather radar) must be limited to the use of Class B NVG with a 665-nm minus-blue filter.

Cabin and interior lighting for civil aviation will have to be NVG compatible. The cabin and cargo
compartment interior lighting must be made NVG compatible, or else the compartment and lighting
must be shielded from the cockpit. If the compartment is not isolated from the cockpit, then the
passengers and crew must not operate carry-on lighting sources that are not NVG compatible. The carry-
on equipment may include radios, television, computers, recorders, CD players, cellular phones, and
flashlights. Also, smoking should be prohibited because smoking produces a noncompatible glow.

Exterior lighting for civil aviation will have to be NVG compatible. At present, NVG exterior lighting,
including the ARP4392 exterior lighting, is not compliant with the Federal Aviation Regulations (FAR)
for “see and be seen” navigation and anticollision lights necessary for civil aviation VFR flight. Invisible
(covert) lighting will not be allowed as the only lighting for civil aviation. It will be necessary to develop
and approve standards for exterior lighting which will be

+ Visible (blue-green) to other aircraft VFR pilots not using NVG;
+ Visibleand NVG compatible (not degrading) to other aircraft VFR pilots who are using NVG; and
+ NVG compatible (not degrading) to allow the pilot of the aircraft to operate with NVG.

New training systems will have to be established to support NVG use in civil aviation. Civilian pilots
utilizing NVG will have to have minimum ground and flight training similar to that developed within
the military. The basic ground training will include the theory of I’ device, NVG limitations, NVG
adjustments, nighttime moon and starlight illumination, FOV, and different visual scan and head motion
techniques.

The FAA will have to establish certification and standards of NVG use in civil aviation. In order to
allow NVG utilization in civil aviation, the FAA will have to modify regulations for pilot certification and
ratings (FAR 61), equipment and flight rules (FAR 91), operating limitations (FAR 135), and airworthiness
standards for various aircraft types (FAR 27, 29, etc.). Authority to operate with NVG may be documented
through FAR, Special Federal Aviation Regulation (SFAR), Advisory Circular (AC), Type Certificate (TC),
Supplemental Type Certificate (STC), Technical Standards Orders (TSO), Kinds of Operations List (KOL),
and Proposed Master Minimum Equipment List (PMMEL).
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8.1 Introduction

The application of speech recognition (SR) in aviation is rapidly evolving and moving toward more
common use on future flightdecks. The concept of using SR in aviation is not new. The use of speech
recognition and voice control (VC) has been researched for more than 20 years, and many of the proposed
benefits have been demonstrated in varied applications. Continuing advances in computer hardware and
software are making the use of voice control applications on the flightdeck more practical, flexible, and
reliable. There is little argument that the easiest and most natural and ideal way for a human to interact
with a computer is by direct voice input (DVI).

While speech recognition has improved over the past several years, speech recognition has not reached
the level of capability and reliability of one person talking to another. Using SR and DVI in a flightdeck
atmosphere likely brings to mind thoughts of the computer on board the starship Enterprise from the
science fiction classic Star Trek, or possibly of the HAL9000 computer from the movie 2001: A Space
Odyssey. The expectation of a voice control system like the computer on the Enterprise and the HAL9000
computer, is that it be highly reliable, work in adverse and stressful conditions, be transparent to the
user, and understand its users accurately without having to tailor their individual speech and vocabulary
to suit the system. Current speech recognition and voice control systems are not able to achieve this level
of performance expectations, although the ability and flexibility of speech recognition and its application
to voice control has increased over the past few years. Whether or not a speech recognition system will
ever be able to function to the level of one person speaking to another remains to be seen.

© 2001 by CRC Press LLC



The current accuracy rate of speech recognition is in the lower to mid 90% range. Some speaker-
dependent systems, and generally those with small vocabularies, have shown accuracy rates into the upper
90% range. While at first glance that might sound good, consider that with a 90% accuracy rate, 1 in 10
words will be incorrectly recognized. Also consider that this 90% and greater accuracy may be under
ideal conditions; many times this high accuracy rate is achieved in a controlled and sterile lab environment.
Under actual operating conditions, including cockpit noise, random noises, bumps and thumps, multiple
people talking at once, etc. the accuracy rate of speech recognition systems can erode significantly.

Currently, several military applications are planning on using SR to provide additional methods to
support the Man-Machine Interface (MMI) to reduce the workload on the pilot in advanced aircraft.
Boeing is incorporating SR into the new Joint Strike Fighter, and the Eurofighter Typhoon is also adding
SR capabilities to its aircraft. Numerous aviation companies worldwide are conducting research and studies
into how the available SR technology can be incorporated into current equipment designs and designs of
the future for both the civilian and military marketplace. Speech recognition technology will likely be first
used in military applications, with the technology working its way into civil aviation by the year 2005.

8.2 How Speech Recognition Works: A Simplistic View

Speech recognition is based on statistical pattern matching. One of the more common methods of speech
recognition based on pattern matching uses Hidden Markov Modeling (HMM) comprising two types of
pattern models, the acoustical model and the language model. Which of the two models will be used,
and in some cases both will be required, depends on the complexity of the application. Complex speech
recognition applications, such as those supporting continuous or connected speech recognition, will use
a combination of the acoustical and language models.

In a simple application using only the acoustical model, the application will process the uttered word
into phonemes, which are the fundamental part of speech. These phonemes are converted to a digital
format. This digital format, or pattern, is then matched against stored patterns by the speech processor
in search of a match from a stored database of word patterns. From the match, the phoneme, and word
can be identified.

In a more complex method, the speech processor will convert the utterance to a digital signal by
sampling the voice input at some rate, commonly 16 kHz. The required acoustical signal processing can
be accomplished using several techniques. Some commonly used techniques are Linear Predictive Coding
(LPC) cochlea modeling, Mel Frequency Cepstral Coefficients (MFCC), and others. For this example,
the sampled data is converted to the frequency domain using a fast-Fourier transformation. The trans-
formation will analyze the stored data at 1/30™ to 1/100™ of a second (3.3 ms to 100 ms) intervals, and
convert the value into the frequency domain. The resulting graph from the converted digital input will
be compared against a database of known sounds. From these comparisons, a value known as a feature
number will be determined.

The feature numbers will be used to reference a phoneme found using that feature number. This,
ideally, would be all that is required to identify a particular phoneme, however, this will not work for a
number of reasons. Background noises, the user not pronouncing a word the same way every time, and
the sound of a phoneme will vary, depending on the surrounding phonemes that may add variance to
the sound being processed. To overcome problems of variability of the different phonemes, the phonemes
are assigned to more than one feature number. Since the speech input was analyzed at an interval of
1/30% to 1/100% of a second and a phoneme or sound may last from 500 ms to 2 s, many feature numbers
may be assigned to a particular sound. By using statistical analysis of these feature numbers and the
probability that any one sound may contain those feature numbers, the probability of that sound being
a particular phoneme can be determined.

To be able to recognize words and complete utterances, the speech recognizer must also be able to determine
the beginning and the end of a phoneme. The most common method to determine the beginning and
endpoint is by using the Hidden Markov Models (HMM) technique. The HMM is a state transition
model and will use probabilities of feature numbers to determine the likelihood of transitioning from
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one state to another. Each phoneme is represented by a HMM. The English language is made up of 45 to
50 phonemes. A sequence of HMM will represent a word. This would be repeated for each word in the
vocabulary. While the system can now recognize phonemes, phonemes do not always sound the same,
depending on the phoneme preceding and following it. To address this problem, phonemes are placed in
groups of three, called tri-phones, and as an aid in searching, similar sounding tri-phones are grouped together.

From the information obtained from the HMM state transitions, the recognizer is able to hypothesize
and determine which phoneme likely was spoken, and then by referring this to a lexicon, the recognizer
is able to determine the word that likely was spoken.

This is an overly simplified definition of the speech recognition process. There are numerous adapta-
tions of the HMM technique and other modeling techniques. Some of these techniques are neural
networks (NNs), dynamic time warping (DTW), and combinations of techniques.

8.2.1 Types of Speech Recognizers

There are two types of speech recognizers, speaker-dependent and speaker-independent.

8.2.1.1 Speaker-Dependent Systems

Speaker-dependent recognition is exactly that, speaker dependent. The system is designed to be used by
one person. To operate accurately, the system will need to be “trained” to the user’s individual speech
patterns. This is sometimes referred to as “enrollment” of the speaker with the system. The speech patterns
for the user will be recorded and patterned from which a template will be created for use by the speech
recognizer. Because of the required training and storage of specific speech templates, the performance
and accuracy of the speaker-dependent speech recognition engine will be tied to the voice patterns of a
specific registered user. Speaker-dependent recognition, while being the most restrictive, is the most
accurate, with accuracy rates in the mid to upper 90% range. For this reason, past research and applica-
tions for cockpit applications have opted to use speaker-dependent recognition.

The major drawback of this system is that it is dedicated to a single user, and that it must be trained
prior to its use. Many applications will allow the speech template to be created elsewhere prior to use on
the hosting system. This can be done at separate training stations prior to using the target system by
transferring the created user voice template to the target system. If more than one user is anticipated, or
if the training of the system is not desirable, a speaker-independent system might be an option.

8.2.1.2 Speaker-Independent Recognizers

Speaker-independent recognition systems are independent of the user. This type of system is intended
to allow multiple users to access a system using voice input. Examples of speaker-independent systems
are directory assist programs and an airline reservation system with a voice input driven menu system.
Major drawbacks with a speaker-independent system, in addition to increased complexity and difficult
implementation, are its lower overall accuracy rate, higher system overhead, and slower response time.
The impact of these drawbacks continues to lessen with increased processor speeds, faster hardware, and
increased data storage capabilities.

A variation of the speaker-independent system is the speaker-adaptive system. The speaker-adaptive
system will adapt to the speech pattern, vocabulary, and style of the user. Over time, as the system adapts
to the users’ speech characteristics, the error rate of the system will improve, exceeding that of the
independent recognizer.

8.2.2 Vocabularies

A vocabulary is a list of words that are valid for the recognizer. The size of a vocabulary for a given speech
recognition system affects the complexity, processing requirements, and the accuracy of that system. There
are no established definitions for how large a vocabulary should be, but systems using smaller vocabularies
can result in better recognizer accuracy. As a general rule, a small vocabulary may contain up to 100 words,
a medium vocabulary may contain up to 1000 words, a large vocabulary may contain up to 10,000 words,
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and a very large vocabulary may contain up to 64,000 words, and above that the vocabulary is considered
unlimited. Again, this is a general rule and may not be true in all cases.

The size of a vocabulary will be dependent upon the purpose and intended function of the application.
A very specific application may require only a few words and make use of a small vocabulary, while an
application that would allow dictation or setting up airline reservations would require a very large vocabulary.

How can the size and contents of a vocabulary be determined? The words used by pilots are generally
specific enough to require a small to medium vocabulary. Words that can or should be in the vocabulary
could be determined in a number of ways. Drawing from the knowledge of how pilots would engage a
desired function or task is one way. This could be done using a questionnaire or some similar survey method.

Another way to gather words for the vocabulary is to set up a lab situation and use the “Wizard of
0Oz technique. This technique would have a test evaluator behind the scenes acting upon the commands
given by a test subject. The test subject would have various tasks and scenarios to complete. While the
test subject runs through the tasks, the words and phrases used by the subject are collected for evaluation.
After running this process numerous times, the recorded spoken words and phrases will be used to
construct a vocabulary list and command syntax, commonly referred to as a grammar. The vocabulary
could be refined in further tests by only allowing those contained words and phrases to be valid, and
have test subjects again run through a suite of tasks. Observations would be made as to how well the test
subjects were able to complete the tasks using the defined vocabulary and syntax. Based on these tests,
and the evaluation results, the vocabulary is modified as required.

A paper version of the evaluation process could be administered by giving the pilot a list of tasks, and
then asking them to write out what commands they would use to perform the task. Following this data
collection step, a second test could be generated having the pilot choose from a selected list of words and
commands what he would likely say to complete the task. As a rule, pilots will tend to operate in a
predictable manner, and this lends itself to a reduced vocabulary size and structured grammar.

8.2.3 Modes of Operation for Speech Recognizers

There are two modes of operation for a speech recognizer: continuous recognition, and discrete or isolated
word recognition.

8.2.3.1 Continuous Recognition

Continuous speech recognition systems are able to operate on a continuous spoken stream of input in
which the words are connected together. This type of recognition is more difficult to implement due to
several inherent problems such as determining start and stop points in the stream and the rate of the
spoken input.

The system must be able to determine the start and endpoint of a spoken stream of continuous speech.
Words will have varied starting and ending phonemes depending on the surrounding phonemes. This
is called “co-articulation.” The rate of the spoken speech has a significant impact on the accuracy of the
recognition system. The accuracy will degrade with rapid speech.

8.2.3.2 Discrete Word Recognition

Discrete or isolated word recognition systems operate on single words at a time. The system requires a
pause between saying each word. The pause length will vary, and on some systems the pause length can
be set to determined lengths. This type of recognition system is the simplest to perform because the
endpoints are easier for the system to locate, and the pronunciation of a word is less likely to affect the
pronunciation of other words (co-articulation effects are reduced). A user of this type of system will speak
in a broken fashion. This system is the type most people think of in terms of a voice recognition system.

8.2.4 Methods of Error Reduction

There are no real standards by which error rates of various speech recognizers are measured and defined.
Many systems claim accuracy rates in the high 90% range, but under actual usage with surrounding noise
conditions, the real accuracy level may be much less. Many factors can impact the accuracy of SR systems.
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Some of these factors include the individual speech characteristics of the user, the operating environment,
and the design of the SR system itself.

There are four general error types impacting the performance of a SR system; these are substitution
errors, insertion errors, rejection errors, and operator errors,

+ Substitution errors occur when the SR system incorrectly identifies a word from the vocabulary.
An example might be the pilot calling out “Tune COM one to one two four point seven” and the
SR system incorrectly recognizes that the pilot spoke “Tune NAV one to one two four point seven.”
The SR system substituted NAV in place of COM. Both words may be defined and valid in the
vocabulary, but the system selected the wrong word.

Insertion errors may occur when some source of sound other than a spoken word is interpreted
by the system as valid speech. Random cockpit noise might at some time be identified as a valid
word to the SR system. The use of noise-canceling microphones and PTT can help to reduce this
type of error.

+ Rejection errors occur when the SR system fails to respond to the user’s speech, even if the word
or phrase was valid.

+ Operator errors occur when the user is attempting to use words or phrases that are not identifiable
to the SR system. A simple example might be calling out “change the radio frequency to one one
eight point six” instead of “Tune COM one to one one point eight six,” which is recognized by
the vocabulary.

When designing a speech recognition application, several design goals and objective should be kept in mind:

+ Limitations of the hardware and the software — Keep in mind the limitations of the hardware
and the software being used for the application. Will the system need to have continuous recog-
nition and discrete word recognition? Will the system need to be speaker independent, or will the
reduced accuracy in using a speaker-independent recognizer be acceptable. Will the system be able
to handle the required processing in an acceptable period of time? Will the system operate accept-
ably in the target environment?

+ Safety — Will using SR to interface with a piece of equipment compromise safety? Will an error
in recognition have a serious impact on the safety of flight? If the SR system should fail, is there
an alternate method of control for that application?

+ Train the system in the environment in which it is intended to be used — As discussed earlier,
a SR system that has a 99% accuracy in the lab, may be frustrating and unusable in actual cockpit
conditions. The speech templates or the training of the SR system needs to be done in the actual
environment, or in as similar an environment as possible.

Don’t try to use SR for tasks that don’t really fit — The problem with a new tool, like a new
hammer, is that everything becomes a nail to try out that new hammer. Some tasks are natural
candidates for using SR, many are not. Do not force SR onto a task if it is not appropriate for use
of SR. Doing so will add significant risk and liability. Good target applications for SR include radio
tuning functions, navigation functions, FMS functions, and display mode changes. Bad target appli-
cations for SR would be things that can affect the safety of flight, in short, anything that will kill you.
+ Incorporate error correction mechanisms — Have the system repeat, using either voice synthesis
or through a visual display, what it interprets, and allow the pilot to accept or reject this recognition.
Allow the system to be able to recognize invalid recognition. If the recognizer interprets that it
heard the pilot call out an invalid frequency, it should recognize it as invalid and possibly query
the pilot to repeat, or prompt the pilot by saying or displaying that the frequency is invalid.

Provide feedback of the SR system’s activities — Allow the user to interact with the SR system.
Have the system speak, using voice synthesis, or display what it is doing. This will allow the user
to either accept or reject the recognizer interpretation. This may also serve as a way to prompt a
user for more data that may have been left out of the utterance. “Tune COM 1 to....” After a delay,
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the system might query the user for a frequency: “Please select frequency for COM1.” If the user
selects some repeated command, the system may repeat back the command as it is executed:
“Tuning COM 1to ....”

8.2.4.1 Reduced Vocabulary

One way to dramatically increase the accuracy of a SR system is to reduce the number of words in a
vocabulary. In addition to the reduction in words, the words should be carefully chosen to weed out
words that sound similar.

Use a trigger phrase to gain the attention of the recognizer. The trigger phrase might be as simple as
“computer ... ” followed by some command. In this example, “computer” is the trigger phrase and alerts
the recognizer that a command is likely to follow. This can be used with a system that is always on-line
and listening.

Speech recognition errors can be reduced using a noise-canceling microphone. The flightdeck is not the
quiet, sterile place a lab or a desktop might be. There are any number of noises and chatter that could interfere
with the operation of speech recognition. Like humans, a recognizer can have increased difficulty in under-
standing commands in a noisy environment. In addition to the use of noise-canceling microphones, the use
of high-quality omnidirectional microphones will offer further reduction in recognition errors. Using push-
to-talk (PTT) microphones will help to reduce the occurrence of insertion errors as well as recognition errors.

8.2.4.2 Grammar

Grammar definition plays an important role in how accurate a SR application may be. It is used to not only
define which words are valid to the system, but what the command syntax will be. A grammar notation
frequently used in speech recognition is Context Free Grammar (CFG). A sample of a valid command in CFG is

(starty = tune(COM |NAV) radio

This definition would allow valid commands of “tune COM radio,” and “tune NAV radio.” Word order
is required, and words cannot be omitted. However, the grammar can be defined to allow for word order
and omitted words.

8.3 Recent Applications

Though speech recognition has been applied to various flightdeck applications over the past 20 years,
limitations in both hardware and software capability have kept the use of speech recognition from serious
contention as a flightdeck tool. Even though there have been several notable applications of speech
recognition in the recent past, and there are several current applications of speech recognition in the
cockpit of military aircraft, it will likely be several more years before the civilian market will see such
applications reach the level of reliability and pilot acceptance to see them commonly available.

In the mid 1990s, NASA performed experiments using speech recognition and voice control on
an OV-10A aircraft. The experiment involved 12 pilots. The speech recognizer used for this study
was an ITT VRS-1290 speaker-dependent system. The vocabulary used in this study was small,
containing 54 words. The SR system was tested using the 12 pilots under three separate conditions:
on the ground, 1g conditions, and 3g conditions. There was no significant difference in SR system
performance found between the three conditions. The accuracy rates for the SR system under these
three test conditions was 97.27% in hangar conditions, 97.72 under 1¢ conditions, and 97.11% under
3g conditions.?

A recent installation that is now in production is a military fighter, the Eurofighter, Typhoon. This
aircraft will be the first production aircraft with voice interaction as a standard OEM configuration with
speech recognition modules (SRMs). The speech recognizer is speaker dependent, and sophisticated
enough to recognize continuous speech. The supplier of the voice recognition system for this aircraft is
Smiths Industries. In addition, the system has received general pilot acceptance. Since the system is speaker
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dependent, the pilot must train the speech recognizer to his unique voice patterns prior to its use. This is
done at ground-based, personal computer (PC) support stations. The PC is used to create a voice template
for a specific pilot. The created voice template is then transferred to the aircraft prior to flight, via a data
loader. Specifications for the recognizer include a 250-word vocabulary, a 200-ms response time, contin-
uous speech recognition, and an accuracy rate of 95-98%.?

Another recent application of speech recognition technology is in the Joint Strike Fighter (JSF) being
developed by Boeing and BAe Systems. Continuous speech recognition is being integrated into the
cockpit. The speech recognition system will provide selected cockpit controls sole operation by using
voice commands. The JSF speech recognition system will be used to allow the pilot to avoid the distraction
of selected manual tasks while remaining focused on more critical aspects of the mission. The supplier
of the speech recognition system for this aircraft is ITT Industries’ Voxware (formerly VERBEX) voice
recognition system. The Voxware system was chosen for this application due its recognized and previously
proven ability to perform in a noisy cockpit environment.!

8.4 Flightdeck Applications

The use of speech recognition, the enabling technology for voice control, should not be relied on as the
sole means of control or entering data and commands. Speech recognition is more correctly defined as
an assisted method of control; and should have reversionary controls in place if the operation and
performance of the SR system is no longer acceptable. It is not a question of whether voice control will
find its way into mainstream aviation cockpits, but a question of when and to what degree. As the
technology of SR continues to evolve, care must be exercised so that SR does not become a solution
looking for a problem to solve. Not all situations will be good choices for the application of SR. In a high
workload atmosphere, such as the flightdeck, the use of SR could be a logical choice for use in many
operations, leading to a reduction in workload and heads-down time.

Current speech recognition systems are best assigned to tasks that are not in themselves critical to the
safety of flight. In time, this will change as the technology evolves. The thought of allowing the speech
recognition system to gain the ability to directly impact flight safety brings to mind an example that
occurred at a speech recognition conference several years ago. While a speech recognition interface on a
PC was being discussed and demonstrated before an audience, a member of the audience spoke out
“format C: return,” or something to that effect. The result was the main drive on the computer was
formatted, erasing its contents. Normally an event such as this impacts no one’s safety, however, if such
unrestricted control were allowed on an aircraft, there would be serious results.

Some likely applications for voice control on the flightdeck are navigation functions; communications
functions such as frequency selection, toggling of display modes, checklist functions, etc.

8.4.1 Navigation Functions

For navigation functions, SR could be used as a method of entering waypoints and inputting FMS data.
Generally, most tasks requiring the keyboard to be used to enter data into the FMS would make good
use of a SR system. This would allow time and labor savings in what is a repetitive and time consuming
task. Another advantage of using SR is that the system is able to reduce confusion and guide the user by
requesting required data. The use of SR with FMS systems is being evaluated and studied by both military
and civilian aviation.

8.4.2 Communication Functions

For communication functions, voice control could be used to tune radio frequencies by calling out that
frequency. For example, “Tune COM1 to one one eight point seven.” The SR system would interpret this
utterance, and would place the frequency into stand-by. The system may be designed to have the SR
system repeat the recognized frequency back through a voice synthesizer to the pilot for confirmation
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prior to the frequency being placed into standby. The pilot would then accept the frequency and make
it active or reject it. This would be done with a button press to activate the frequency. Another possible
method of making a frequency active would be to do this by voice alone. This does bring about some
added risk, as the pilot will no longer be physically making the selection. This could be done by a simple,
“COM one Accept” to accept the frequency, but leave it in pre-select. Reject the frequency by saying,
“COM one Reject,” and to activate the frequency by saying, “COM one activate.”

The use of SR would also allow a pilot to query systems, such as by requesting a current frequency
setting; “What is COM one?” The ASR system could then respond with the current active frequency and
possible the pre-select. This response could be by voice or by display. Other possible options would be
to have the SR respond to ATC commands by moving the command frequency change to the pre-select
automatically. Having done this, the pilot would only have to command “Accept,” “Activate,” or “Reject.”
The radio would never on its own, place a frequency from standby to active mode.

With the use of a GPS position-referenced database, a pilot might only have to call out “Tune COM
one Phoenix Sky Harbor Approach.” By referencing the current aircraft location to a database, the SR
systems could look up the appropriate frequency and place it into pre-select. The system might respond
back with, “COM one Phoenix Sky Harbor Approach at one two oh point seven.” The pilot would then
be able to accept and activate the frequency without having to know the correct frequency numbers or
having to dial the frequency into the radio. Clearly a time-saving operation. Possible drawbacks are out-
of -date radio frequencies in the database or no frequency listing. This can be overcome by being able
to call out specific frequencies if required. “Tune COM one to one two oh point seven.”

8.4.3 Checklist

The use of speech recognition is almost a natural for checklist operations. The pilot may be able to
command the system with “configure for take-off.” This could lead to the system bringing up an appro-
priate checklist for take-off configuration. The speech system could call out the checklist items as they
occur and the pilot, having completed and verified the task, could press a button to accept and move on
to the next task. It may be possible to allow a pilot to verbally check-off a task, vs. a button selection;
however, that does bring about an opportunity for a recognition error.

Defining Terms

Accuracy: Generally, accuracy refers to the percentage of times that a speech recognizer will correctly
recognize a word. This accuracy value is determined by dividing the number of times that the
recognizer correctly identifies a word by the number of words input into the SR system.

Continuous speech recognition: The ability of the speech recognition system to accept a continuous,
unbroken stream of words and recognize it as a valid phrase.

Discrete word recognition: This refers to the ability of a speech recognizer to recognize a discrete word.
The words must be separated by a gap or pause between the previous word and successive words.
The pause will typically be 150 ms or longer. The use of such a system is characterized by “choppy”
speech to ensure the required break between words.

Grammar: This is a set of syntax rules determining valid commands and vocabulary for the SR system.
The grammar will define how words may be ordered and what commands are valid. The grammar
definition structure most commonly used is known as “context free grammar” or CFG.

Isolated word recognition: The ability of the SR system to recognize a specific word in a stream of words.
Isolated word recognition can be used as a “trigger” to place the SR system into an active standby
mode, ready to accept input.

Phonemes: Phonemes are the fundamental parts of speech. The English language is made up from 45
to 50 individual phonemes.

Speaker Dependent: This type of system is dependent upon the speaker for operation. The system will
be trained to recognize one person’s speech patterns and acoustical properties. This type of system
will have a higher accuracy rate than a speaker-independent system, but is limited to one user.
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Speaker Independent: A speaker-independent system will operate regardless of the speaker. This type of
system is the most desirable for a general use application, however the accuracy rate and response
rate will be lower than the speaker-dependent system.

Speech Synthesis: The use of an artificial means to create speech-like sounds.

Text to Speech: A mechanism or process in which text is transformed into digital audio form and output
as “spoken” text. Speech synthesis can be used to allow a system to respond to a user verbally.

Tri-Phones: These are groupings of three phonemes. The sound a phoneme makes can vary depending
on the phoneme ahead of it and after it. Speech recognizers use tri-phones to better determine
which phoneme has been spoken based upon the sounds preceding and following it.

Verbal Artifacts: These are words or phrases, spoken with the intended command that have no value
content to the command. This is sometimes referred to simply as garbage when defining a specific
grammar. Grammars may be written to allow for this by disregarding and ignoring these utterances,
for example, the pilot utterance, “ahhhhhmmmmmmm, select north up mode.” The “uhhhh-
hmmmmmmm” would be ignored as garbage.

Vocabulary: The vocabulary a speech recognition system is made up of the words or phrases that the
system is to recognize. Vocabulary size is generally broken into four sizes; small, with tens of words,
medium with a few hundred words, large with a few thousand words, very large with up to 64,000
words, and unlimited. When a vocabulary is defined, it will contain words that are relative, and
specific to the application.
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Further Information

There are numerous sources for additional information on speech recognition. A search of the Internet on
“speech recognition” will yield many links and information sources. The list will likely contain companies

and corporations that deal primarily in speech recognition products. Some of these companies include:

Analog Devices

(800) 262-5643

AT&T Adv Speech Products Group (800) 592-8766

Brooktrout Technology
Dialogic

Dragon Systems

Entropic Cambridge Research Labs
IBM Speech Products
Kurzweil Applied Intelligence
Lernout & Hauspie

Nuance Communications
Oki Semiconductor

Philips Speech Processing
PureSpeech

Sensory

Smith Industries

Speech Solutions

Texas Instruments
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(617) 449-4100
(201) 993-3000
(800) 825-5897
(202) 547-1420
(800) 825-5263
(617) 883-5151
(617) 238-0960
(415) 462-8200
(408) 720-1900
(516) 921-9310
(617) 441-0000
(408) 744-1299
(610) 296-5000
(800) 773-3247

(800) 477-8924 x 4500

www.analog.com
www.att.com/aspg
www.techspk.com
www.dialogic.com
www.dragonsys.com
www.entropic.com
www.software.ibm.com/is/voicetype
www.kurzweil.com
www.lhs.com

www.nuance.com
www.oki.com
www.speech.be.philips.com
www.speech.com
www.Sensorylnc.com
www.smithsind-aerospace.com/
www.speechsolutions.com
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9.1 Introduction

This chapter briefly describes Human Factors Engineering and considerations for civil aircraft flight deck
design. The motivation for providing the emphasis on the Human Factor is that the operation of future
aviation systems will continue to rely on humans in the system for effective, efficient, and safe operation.
Pilots, mechanics, air traffic service personnel, designers, dispatchers, and many others are the basis for
successful operations now and for the foreseeable future. There is ample evidence that failing to adequately
consider humans in the design and operations of these systems is at best inefficient and at worst unsafe.

This becomes especially important with the continuing advance of technology. Technology advances
have provided a basis for past improvements in operations and safety and will continue to do so in the
future. New alerting systems for terrain and traffic avoidance, data link communication systems to
augment voice-based radiotelephony, and new navigation systems based on Required Navigation Perfor-
mance are just a few of the new technologies being introduced into flight decks.

Often, such new technology is developed and introduced to address known problems or to provide
some operational benefit. While introduction of new technology may solve some problems, it often
introduces others. This has been true, for example, with the introduction of advanced automation."?
Thus, while new technology can be part of a solution, it is important to remember that it will bring
issues that may not have been anticipated and must be considered in the larger context (equipment
design, training, integration into existing flight deck systems, procedures, operations, etc.). These issues
are especially important to address with respect to the human operator.

The chapter is intended to help avoid vulnerabilities in the introduction of new technology and
concepts through the appropriate application of Human Factors Engineering in the design of flight decks.
The chapter first introduces the fundamentals of Human Factors Engineering, then discusses the flight
deck design process. Different aspects of the design process are presented, with an emphasis on the
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incorporation of Human Factors in flight deck design and evaluation. To conclude the chapter, some
additional considerations are raised.

9.2 Fundamentals

This section provides an overview of several topics that are fundamental to the application of Human
Factors Engineering (HFE) in the design of flight decks. It begins with a brief overview of Human Factors,
then discusses the design process. Following that discussion, several topics that are important to the
application of HFE are presented: the design philosophy, the interfaces and interaction between pilots
and flight decks, and the evaluation of the pilot/machine system.

9.2.1 Human Factors Engineering

It is not the purpose of this section to provide a complete tutorial on Human Factors. The area is quite
broad and the scientific and engineering knowledge about human behavior and human performance, and
the application of that knowledge to equipment design (among other areas), is much more extensive than
could possibly be cited here.>® Nonetheless, a brief discussion of certain aspects of Human Factors is
desirable to provide the context for this chapter.

For the purposes of this chapter, Human Factors and its engineering aspects involve the application
of knowledge about human capabilities and limitations to the design of technological systems.” Human
Factors Engineering also applies to training, personnel selection, procedures, and other topics, but those
topics will not be expanded here.

Human capabilities and limitations can be categorized in many ways, with one example being the
SHEL model.® This conceptual model describes the components Software, Hardware, Environment, and
Liveware. The SHEL model, as described in Reference 6, is summarized below.

The center of the model is the human, or Liveware. This is the hub of Human Factors. It is the most
valuable and most flexible component of the system. However, the human is subject to many limitations,
which are now predictable in general terms. The “edges” of this component are not simple or straight,
and it may be said that the other components must be carefully matched to them to avoid stress in the
system and suboptimal performance. To achieve this matching, it is important to understand the char-
acteristics of this component:

+ Physical size and shape — In the design of most equipment, body measurements and movement
are important to consider at an early stage. There are significant differences among individuals,
and the population to be considered must be defined. Data to make design decisions in this area
can be found in anthropometry and biomechanics.

+ Fuel requirements — The human needs fuel (e.g., food, water, and oxygen) to function properly.
Deficiencies can affect performance and well-being. This type of data is available from physiology
and biology.

+ Input characteristics — The human has a variety of means for gathering input about the world
around him or her. Light, sound, smell, taste, heat, movement, and touch are different forms of
information perceived by the human operator; for effective communication between a system and
the human operator, this information must be understood to be adequately considered in design.
This knowledge is available from biology and physiology.

+ Information processing — Understanding how the human operator processes the information
received is another key aspect of successful design. Poor human-machine interface or system design
that does not adequately consider the capabilities and limitations of the human information
processing system can strongly affect the effectiveness of the system. Short- and long-term memory
limitations are factors, as are the cognitive processing and decision-making processes used. Many
human errors can be traced to this area. Psychology, especially cognitive psychology, is a major
source of data for this area.
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+ Output characteristics — Once information is sensed and processed, messages are sent to the
muscles and a feedback system helps to control their actions. Information about the kinds of forces
that can be applied and the acceptable direction of controls are important in design decisions. As
another example, speech characteristics are important in the design of voice communication
systems. Biomechanics and physiology provide this type of information.

+ Environmental tolerances — People, like equipment, are designed to function effectively only
within a narrow range of environmental conditions such as temperature, pressure, noise, humidity,
time of day, light, and darkness. Variations in these conditions can all be reflected in performance.
A boring or stressful working environment can also affect performance. Physiology, biology, and
psychology all provide relevant information on these environmental effects.

It must be remembered that humans can vary significantly in these characteristics. Once the effects
of these differences are identified, some of them can be controlled in practice through selection, training,
and standardized procedures. Others may be beyond practical control and the overall system must be
designed to accommodate them safely. This Liveware is the hub of the conceptual model. For successful
and effective design, the remaining components must be adapted and matched to this central component.

The first of the components that requires matching to the characteristics of the human is Hardware.
This interface is the one most generally thought of when considering human-machine systems. An
example is designing seats to fit the sitting characteristics of the human. More complex is the design of
displays to match the human’s information processing characteristics. Controls, too, must be designed
to match the human’s characteristics, or problems can arise from, for example, inappropriate movement
or poor location. The user is often unaware of mismatches in this liveware-hardware interface. The natural
human characteristic of adapting to such mismatches masks but does not remove their existence. Thus
this mismatch represents a potential hazard to which designers should be alerted.

The second interface with which Human Factors Engineering is concerned is that between Liveware
and Software. This encompasses the nonphysical aspects of the systems such as procedures, manual and
checklist layout, symbology, and computer programs. The problems are often less tangible than in the
Liveware-Hardware interface and more difficult to resolve.

One of the earliest interfaces recognized in flying was between the human and the environment. Pilots
were fitted with helmets against the noise, goggles against the airstream, and oxygen masks against the
altitude. As aviation matured, the environment became more adapted to the human (e.g., through pres-
surized aircraft). Other aspects that have become more of an issue are disturbed biological rhythms and
related sleep disturbances because of the increased economic need to keep aircraft, and the humans that
operate them, flying 24 hours a day. The growth in air traffic and the resulting complexities in operations
are other aspects of the environment that are becoming increasingly significant now and in the future.

The last major interface described by the SHEL model is the human-human interface. Traditionally,
questions of performance in flight have focused on individual performance. Increasingly, attention is
being paid to the performance of the team or group. Pilots fly as a crew; flight attendants work as a team;
maintainers, dispatchers, and others operate as groups; therefore, group dynamics and influences are
important to consider in design.

The SHEL model is a useful conceptual model, but other perspectives are important in design as well.
The reader is referred to the references cited for in-depth discussion of basic human behavioral consid-
erations, but a few other topics are especially relevant to this chapter and are discussed here: usability,
workload, and situation awareness.

9.2.1.1 Usability

The usability of a system is very pertinent to its acceptability by users; therefore, it is a key element to
the success of a design. Nielsen!® defines usability as having multiple components:

+ Learnability — the system should be easy to learn
+ Efficiency — the system should be efficient to use

+ Memorability — the system should be easy to remember
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+ Error — the system should be designed so that users make few errors during use of the system,
and can easily recover from those they do make

+ Satisfaction — the system should be pleasant to use, so users are subjectively satisfied when using it.

This last component is indicated by subjective opinion and preference by the user. This is important
for acceptability, but it is critical to understand that there is a difference between subjective preference
and performance of the human-machine system. In some cases, the design that was preferred by the user
was not the design that resulted in the best performance. This illustrates the importance of both subjective
input from representative end users and objective performance evaluation.

9.2.1.2 Workload

In the context of the commercial flight deck, workload is a multidimensional concept consisting of: (1)
the duties, amount of work, or number of tasks that a flight crew member must accomplish; (2) the
duties of the flight crew member with respect to a particular time interval during which those duties
must be accomplished; and/or (3) the subjective experience of the flight crew member while performing
those duties in a particular mission context. Workload may be either physical or mental.!!

Both overload (high workload, potentially resulting in actions being skipped or executed incorrectly
or incompletely) and underload (low workload, leading to inattention and complacency) are worthy of
attention when considering the effect of design on human-machine performance.

9.2.1.3 Situation Awareness

This can be viewed as the perception on the part of a flight crew member of all the relevant pieces of
information in both the flight deck and the external environment, the comprehension of their effects on
the current mission status, and the projection of the values of these pieces of information (and their
effect on the mission) into the near future.!!

Situation awareness has been cited as an issue in many incidents and accidents, and can be considered
as important as workload. As part of the design process, the pilot’s information requirements must be
identified, and the information display must be designed to ensure adequate situation awareness.
Although the information is available in the flight deck, it may not be in a form that is directly usable
by the pilot, and therefore of little value.

Another area that is being increasingly recognized as important is the topic of organizational processes,
policies and practices.!? It has become apparent that the influence of these organizational aspects is a
significant, if latent, contributor to potential vulnerabilities in design and operations.

9.2.2 Flight Deck Design

The process by which commercial flight decks are designed is complex, largely unwritten, variable, and
nonstandard.!! That said, Figure 9.1 is an attempt to describe this process in a generic manner. It
represents a composite flight deck design process based on various design process materials. The figure
is not intended to exactly represent the accepted design process within any particular organization or
program; however, it is meant to be descriptive of generally accepted design practice. (For more detailed
discussion of design processes for pilot-system integration and integration of new systems into existing
flight decks, see References 13 and 14.)

The figure is purposely oversimplified. For example, the box labeled “Final Integrated Design” encompasses
an enormous number of design and evaluation tasks, and can take years to accomplish. It could be expanded
into a figure of its own that includes not only the conceptual and actual integration of flight deck components,
but also analyses, simulations, flight tests, certification and integration based on these evaluations.

Flight deck design necessarily requires the application of several disciplines, and often requires trade-offs
among those disciplines. Human Factors Engineering is only one of the disciplines that should be part of
the process, but it is a key part of ensuring that the flight crew’s capabilities and limitations are considered.
Historically, this process tends to be very reliant on the knowledge and experiences of individuals involved
in each program.
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FIGURE 9.1 Simplified representation of the flight deck design process (from NASA TM 109171).

Human-centered or user-centered design has been cited as a desirable goal. That is, design should be
focused on supporting the human operator of the system, much as discussed above on the importance
of matching the hardware, software, and environment to the human component. A cornerstone of
human-centered design is the design philosophy.

9.2.2.1 Flight Deck Design Philosophy

The design philosophy, as embodied in the top-level philosophy statements, guiding principles, and
design guidelines, provides a core set of beliefs used to guide decisions concerning the interaction of the
flight crew with the aircraft systems. It typically deals with issues such as allocation of functions between
the flight crew and the automated systems, levels of automation, authority, responsibility, information
access and formatting, and feedback, in the context of human use of complex, automated systems."!!

The way pilots operate airplanes has changed as the amount of automation and the automation’s capa-
bilities have increased. Automation has both provided alternate ways of accomplishing pilot tasks performed
on previous generations of airplanes and created new tasks. The increased use of and flight crew reliance
on flight deck automation makes it essential that the automation act predictably with actions that are well
understood by the flight crew. The pilot has become, in some circumstances, a supervisor or manager of
the automation.

Moreover, the automation must be designed to function in a manner that directly supports flight crews
in performing their tasks. If these human-centered design objectives are not met, the flight crew’s ability
to properly control or supervise system operation is limited, leading to confusion, automation surprises,
and unintended airplane responses.

Each airplane manufacturer has a different philosophy regarding the implementation and use of auto-
mation. Airbus and Boeing are probably the best-known for having different flight deck design philosophies.
However, there is general agreement that the flight crew is and will remain ultimately responsible for the
safety of the airplane they are operating.

Airbus has described its automation philosophy as:

+ Automation must not reduce overall aircraft reliability, it should enhance aircraft and systems
safety, efficiency, and economy

+ Automation must not lead the aircraft out of the safe flight envelope and it should maintain the
aircraft within the normal flight envelope
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+ Automation should allow the operator to use the safe flight envelope to its full extent, should this
be necessary due to extraordinary circumstances

+ Within the normal flight envelope, the automation must not work against operator inputs, except
when absolutely necessary for safety

Boeing has described its philosophy as follows:

+ The pilot is the final authority for the operation of the airplane

+ Both crew members are ultimately responsible for the safe conduct of the flight

+ Flight crew tasks, in order of priority, are safety, passenger comfort, and efficiency

+ Design for crew operations based on pilot’s past training and operational experience
+ Design systems to be error tolerant

+ The hierarchy of design alternatives is simplicity, redundancy, and automation

+ Apply automation as a tool to aid, not replace, the pilot

+ Address fundamental human strengths, limitations, and individual differences — for both normal
and nonnormal operations

+ Use new technologies and functional capabilities only when:
+ They result in clear and distinct operational or efficiency advantages, and

» There is no adverse effect to the human-machine interface

One of the significant differences between the design philosophies of the two manufacturers is in the
area of envelope protection. Airbus’ philosophy has led to the implementation of what has been described
as “hard” limits, where the pilot can provide whatever control inputs he or she desires, but the airplane
will not exceed the flight envelope. In contrast, Boeing has “soft” limits, where the pilot will meet
increasing resistance to control inputs that will take the airplane beyond the normal flight envelope, but
can do so if he or she chooses. In either case, it is important for the pilot to understand what the design
philosophy is for the airplane being flown.

Other manufacturers may have philosophies that differ from Boeing and Airbus. Different philosophies
can be effective if each is consistently applied in design, training, and operations, and if each supports
flight crew members in flying their aircraft safely. To ensure this effectiveness, it is critical that the design
philosophy be documented explicitly and provided to the pilots who will be operating the aircraft, the
trainers, and the procedure developers.

9.2.2.2 Pilot/Flight Deck Interfaces

The layout, controls, displays and amount of automation in flight decks have evolved tremendously in
commercial aviation.'>!® What is sometimes termed the “classic” flight deck, which includes the B-727, the
DC-10, and early series B-747, is typically characterized by dedicated displays, where one piece of data is
generally shown on a dedicated gage or dial as the form of display. These aircraft are relatively lacking in
automation. A representative “classic” flight deck is shown in Figure 9.2. All of these aircraft are further
characterized by the relative simplicity of their autopilot, which offers one or a few simple modes in each
axis. In general, a single instrument indicates the parameter of a single sensor. In a few cases, such as the
Horizontal Situation Indicator, a single instrument indicates the “raw” output of multiple sensors. Regardless,
the crew is generally responsible for monitoring the various instruments and realizing when a parameter is
out of range. A simple caution and warning system exists, but it covers only the most critical system failures.

The first generation of “glass cockpit” flight decks, which include the B-757/767, A-310, and MD-88,
receive their nickname due to their use of cathode ray tubes (CRTSs). A representative first-generation “glass
cockpit” flight deck is shown in Figure 9.3. A mix of CRTs and instruments was used in this generation of
flight deck, with instruments used for primary flight information such as airspeed and altitude. A key
innovation in this flight deck was the “map display” and its coupling to the Flight Management System
(FMS). This enabled the crew to program their flight plan into a computer and see their planned track along
the ground, with associated waypoints, on the map display. Accompanying the introduction of the map
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FIGURE 9.2  Representative “classic” flight deck (DC-10).
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FIGURE 9.3  Representative first-generation “glass cockpit” (B-757) flight deck.
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FIGURE 9.4 Representative second-generation “glass cockpit” (Airbus A320) flight deck.

display and FMS were more complex autopilots (added modes from the FMS and other requirements). This
generation of aircraft also featured the introduction of an integrated Caution and Warning System, usually
displayed in a center CRT with engine information. A major feature of this Caution and Warning System
was that it prioritized alerts according a strict hierarchy of “warnings” (immediate crew action required),
“cautions” (immediate crew awareness and future action required), and “advisories” (crew awareness and
possible action required).!”

The second generation of “glass cockpit” flight decks, which include the B-747-400, A-320/330/340, F-
70/100, MD-11, and B-777, are characterized by the prevalence of CRTs (or LCDs in the case of the B-777)
on the primary instrument panel. A representative second-generation “glass cockpit” flight deck is shown
in Figure 9.4. CRT/LCDs are used for all primary flight information, which is integrated on a few displays.
In this generation of flight deck, there is some integration of the FMS and autopilot — certain pilot
commands can be input into either the FMS or autopilot and automatically routed to the other.

There are varying levels of aircraft systems automation in this generation of flight deck. For example,
the MD-11 fuel system can suffer certain failures and take corrective action — the crew is only notified
if they must take some action or if the failure affects aircraft performance. The caution and warning
systems in this generation of flight decks are sometimes accompanied by synoptic displays that graphically
indicate problems. Some of these flight decks feature fly-by-wire control systems — in the case of the A-
320/330/340, this capability has allowed the manufacturer to tailor the control laws such that the flying
qualities of these various size aircraft appear similar to pilots. The latest addition to this generation of
flight deck, the B-777, has incorporated “cursor control” for certain displays, allowing the flight crew to
use a touchpad to interact with “soft buttons” programmed on these displays.

© 2001 by CRC Press LLC



FIGURE 9.5 Gulfstream GV flight deck.

Of note is the way that this flight deck design evolution affects the manner in which pilots access and
manage information. Figure 9.2 illustrates the flight deck with dedicated gages and dials, with one display
per piece of information. In contrast, the flight deck shown in Figure 9.4 has even more information
available, and the pilot must access it in entirely different manner. Some of the information is integrated
in a form that the pilot can more readily interpret (e.g., moving map displays). Other information must
be accessed through pages of menus. The point is that there has been a fundamental change in information
management in the flight deck, not through intentional design but through introduction of technology,
often for other purposes.

An example is shown in Figure 9.5 from the business aircraft community illustrating that the advanced
technology discussed here is not restricted to large transport aircraft. In fact, new technology is quite
likely to be more quickly introduced into these smaller, sophisticated aircraft.

Major changes in the flight crew interface with future flight decks are expected. While it is not known
exactly what the flight decks of the future will contain or how they will function, some possible elements
may include:

+ Sidestick control inceptors, interconnected and with tailorable force/feel, preferably “backdriven”
during autopilot engagement.

+ Cursor control devices, which the military has used for many years, but the civil community is
just starting to use (e.g., in the Boeing 777).

+ Multifunction displays.
+ Management of subsystems through displays and control-display units.
+ “Mode-less” flight path management functions.

+ Large, high-resolution displays having multiple signal sources (computer-generated and video).
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+ Graphical interfaces for managing certain flight deck systems.

+ High-bandwidth, two-way datalink communication capability embedded in appropriate flight
deck systems

+ Replacement of paper with “electronic flight bags.”

+ Voice interfaces for certain flight deck systems.

These changes will continue to modify the manner in which pilots manage information within the
flight deck, and the effect of such changes should be explicitly considered in the flight deck design process.

9.2.2.3 Pilot/Flight Deck Interaction

Although it is common to consider the pilot interfaces to be the only or primary consideration in human
factors in flight deck design, the interaction between the pilot(s) and the flight deck must also be
considered. Some of the most visible examples of the importance of this topic, and the consequences of
vulnerabilities in this area, are in the implementation of advanced automation.

Advanced automation (sophisticated autopilots, autothrust, flight management systems, and associated
displays and controls) has provided large improvements in safety (e.g., through reduced pilot workload in
critical or long-range phases of flight) and efficiency (improved precision of flying certain flight paths).
However, vulnerabilities have been identified in the interaction between the flight crews and modern systems.>

For example, on April 26, 1994, an Airbus A300-600 operated by China Airlines crashed at Nagoya,
Japan killing 264 passengers and flight crew members. Contributing to the accident were conflicting
actions taken by the flight crew and the airplane’s autopilot. During complex circumstance, the flight
crew attempted to stay on glide slope by commanding nose-down elevator. The autopilot was then
engaged, and because it was still in go-around mode, commanded nose-up trim. A combination of an
out-of-trim condition, high engine thrust, and retracting the flaps too far led to a stall. The crash provided
a stark example of how a breakdown in the flight crew/automation interaction can affect flight safety.
Although this particular accident involved an A300-600, other accidents, incidents, and safety indicators
demonstrate that this problem is not confined to any one airplane type, airplane manufacturer, operator,
or geographical region.

A lesson to be learned here is that design of the interaction between the pilot and the systems must
consider human capabilities and limitations. A good human-machine interface is necessary but may not
be sufficient to ensure that the system is usable and effective. The interaction between the pilot and the
system, as well as the function of the system itself, must be carefully “human engineered.”

9.2.3 Evaluation

Figure 9.1 showed test and evaluation (or just evaluation, for the remainder of the discussion) as an
integral part of the design process. Because evaluation is (or should be) such an important part of design,
some clarifying discussion is appropriate here. (See Reference 18 for a more detailed discussion of the
evaluation issues that are summarized below.)

Evaluation often is divided into verification (the process of demonstrating that the system works as
designed) and validation (the process of assessing the degree to which the design achieves the system
objectives of interest). Thus, validation goes beyond asking whether the system was built according to
the plan or specifications; it determines whether the plan or specifications were correct for achieving the
system objectives.

One common use of the term “evaluation” is as a synonym of “demonstration.” That is, evaluation
involves turning on the system and seeing if it basically resembles what the designer intended. This does
not, however, provide definitive information on safety, economy, reliability, maintainability, or other
concerns that are generally the motivation for evaluation.

It is not unusual for evaluation to be confused with demonstration, but they are not the same. In
addition, there are several different types and levels of evaluation that are useful to understand. For
example, formative evaluation is performed during the design process. It tends to be informal and
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subjective, and its results should be viewed as hypotheses, not definitive results. It is often used to
evaluate requirements. In contrast, formal evaluation is planned during the design but performed with
a prototype to assess the performance of the human/machine system. Both types of evaluations are
required, but the rest of this discussion focuses on formal evaluation.

Another distinction of interest in understanding types of evaluation is the difference between absolute
vs. comparative evaluations. Absolute evaluation is used when assessing against a standard of some kind.
An example would be evaluating whether the pilot’s response time using a particular system is less than
some prespecified number. Comparative evaluation compares one design to another, typically an old
design to a new one. Evaluating whether the workload for particular tasks in a new flight deck is equal
to or less than in an older model is an example comparative evaluation. This type of evaluation is often
used in the airworthiness certification of a new flight deck, to show its acceptability relative to an older,
already certified flight deck. It may be advantageous for developers to expand an absolute evaluation into
a comparative evaluation (through options within the new system) to assess system sensitivities.

Yet another important distinction is between objective vs. subjective evaluation. Objective evaluation
measures the degree to which the objective criteria (based on system objectives) have been met. Subjective
evaluation focuses on users’ opinions and preferences. Subjective data are important but should be used
to support the objective results, not replace them.

Planning for the evaluation should proceed in parallel with design rather than after the design is
substantially completed. Evaluation should lead to design modification, and this is most effectively done
in an iterative fashion.

Three basic issues, or levels of evaluation, are worth considering. The first is compatibility. That is,
the physical presentation of the system must be compatible with human input and output characteristics.
The pilot has to be able to read the displays, reach the controls, etc. Otherwise, it doesn’t matter how
good the system design is; it will not be usable.

Compatibility is important but not sufficient. A second issue is understandability. That is, just because
the system is compatible with human input-output capabilities and limitations does not necessarily mean
that it is understandable. The structure, format, and content of the pilot-machine dialogue must result
in meaningful communication. The pilot must be able to interpret the information provided, and be
able to “express” to the system what he or she wishes to communicate. For example, if the pilot can read
the menu, but the options available are meaningless, that design is not satisfactory.

A designer must ensure that the design is both compatible and understandable. Only then should the
third level of evaluation be addressed: that of effectiveness. A system is effective to the extent that it
supports a pilot or crew in a manner that leads to improved performance, results in a difficult task being
made less difficult, or enables accomplishing a task that otherwise could not have been accomplished.
Assessing effectiveness depends on defining measures of performance based on the design objectives.
Regardless of these measures, there is no use in attempting to evaluate effectiveness until compatibility
and understandability are ensured.

Several different methods of evaluation can be used, ranging from static paper-based evaluations to
in-service experience. The usefulness and efficiency of a particular method of evaluation naturally
depends on what is being evaluated. Table 9.1 shows the usefulness and efficiency of several methods for
each of the levels of evaluation.

As can be seen from this discussion, evaluation is an important and integral part of successful design.

9.3 Additional Considerations

9.3.1 Standardization

Generally, across manufacturers, there is a great deal of variation in existing flight deck systems design,
training, and operation. Because pilots often operate different aircraft types, or similar aircraft with
different equipage, at different points in time, another way to avoid or reduce errors is standardization
of equipment, actions, and other areas.!”
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TABLE 9.1 Methods of Evaluation'®

Levels of Evaluation

Method Compatibility Understandability Effectiveness
Paper Evaluation: Static Useful and Efficient Somewhat Useful but Not Useful
Inefficient
Paper Evaluation: Dynamic Useful and Efficient Somewhat Useful but Not Useful?®
Inefficient
Part-Task Simulator: “Canned” Useful but Inefficient Useful and Efficient Marginally Useful but
Scenarios Efficient®
Part-Task Simulator: Model Useful but Inefficient Useful and Efficient Somewhat Useful and
Driven Efficient
Full-Task Simulator Useful but Very Inefficient Useful but Inefficient Useful but Somewhat
Inefficient
In-Service Evaluation Useful but Extremely Useful but Very Inefficient ~ Useful but Inefficient
Inefficient

2 Can be effective for formative evaluation.

It is not realistic (or even desirable) to think that complete standardization of existing aircraft will
occur. However, for the sake of the flight crews who fly these aircraft, appropriate standardization of new
systems/technology/operational concepts should be pursued, as discussed below.

Appropriate standardization of procedures/actions, system layout, displays, color philosophy, etc. is
generally desirable, because it has several potential advantages, including:

+ Reducing potential for crew error/confusion due to negative transfer of learning from one aircraft
to another;

+ Reducing training costs, because you only need to train once; and

+ Reducing equipment costs because of reduced part numbers, inventory, etc.

A clear example of standardization in design and operation is the Airbus A320/330/340 commonality
of flight deck and handling qualities. This has advantages of reduced training and enabling pilots to
easily fly more than one airplane type.

If standardization is so desirable, why is standardization not more prevalent? There are concerns that
inappropriate standardization, rigidly applied, can be a barrier to innovation, product improvement, and
product differentiation. In encouraging standardization, known issues should be recognized and addressed.

One potential pitfall of standardization that should be avoided is to standardize on the lowest common
denominator. Another question is to what level of design prescription should standardization be done,
and when does it take place? From a human performance perspective, consistency is a key factor. The
actions and equipment may not be exactly the same, but should be consistent. An example where this
has been successfully applied is in the standardization of alerting systems,!® brought about by the use of
industry-developed design guidelines. Several manufacturers have implemented those guidelines into
designs that are very different in some ways, but are generally consistent from the pilot’s perspective.

There are several other issues with standardization. One of them is related to the introduction of new
systems into existing flight decks. The concern here is that the new system should have a consistent
design/operating philosophy with the flight deck into which it is being installed. This point can be
illustrated by the recent introduction of a warning system into modern flight decks. In introducing this
new system, the question arose whether the display should automatically be brought up if an alert occurs
(replacing the current display selected by the pilot). One manufacturer’s philosophy is to bring the
display up automatically when an alert occurs; another manufacturer’s philosophy is to alert the pilot,
then have the pilot select the display when desired. This is consistent with the philosophy of that flight
deck of providing the pilot control over the management of displays. The trade-off between standard-
ization across aircraft types (and manufacturers) and internal consistency with flight deck philosophy is
very important to consider and should probably be done on a case-by-case basis.
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The timing of standardization, especially with respect to introduction of new technology, is also
critical.* It is desirable to deploy new technology early, because some problems are only found in the
actual operating environment. However, if we standardize too early, then there is a risk of standardizing
on a design that has not accounted for that critical early in-service experience. We may even uninten-
tionally standardize a design that is error inducing. However, attempt to standardize too late and there
may already be so many variations that no standard can be agreed upon. It is clear that standardization
must be done carefully and wisely.

9.3.2 Error Management

Human error, especially flight crew error, is a recurring theme and continues to be cited as a primary
factor in a majority of aviation accidents.>? It is becoming increasingly recognized that this issue must
be taken on in a systematic way, or it may prove difficult to make advances in operations and safety
improvements. However, it is also important to recognize that human error is also a normal by-product
of human behavior, and most errors in aviation do not have safety consequences. Therefore, it is
important for the aviation community to recognize that error cannot be completely prevented and that
the focus should be on error management.

In many accidents where human error is cited, the human operator is blamed for making the error;
in some countries the human operator is assigned criminal responsibility, and even some U.S. prosecutors
seem willing to take similar views. While the issue of personal responsibility for the consequences of
one’s actions is important and relevant, it also is important to understand why the individual or crew
made the error(s). In aviation, with very rare exceptions, flight crews (and other humans in the system)
do not intend to make errors, especially errors with safety consequences. To improve safety through
understanding of human error, it may be more useful to address errors as symptoms rather than causes
of accidents. The next section discusses understanding of error and its management, then suggests some
actions that might be constructive.

Human error can be distinguished into two basic categories: (a) those which presume the intention
is correct, but the action is incorrect, (including slips and lapses), and (b) those in which the intention
is wrong (including mistakes and violations).?'-23

Slips are where one or more incorrect actions are performed, such as in a substitution or insertion of
an inappropriate action into a sequence that was otherwise good. An example would be setting
the wrong altitude into the mode selector panel, even when the pilot knew the correct altitude
and intended to enter it.

Lapses are the omission of one or more steps of a sequence. For example, missing one or more items
in a checklist that has been interrupted by a radio call.

Mistakes are errors where the human did what he or she intended, but the planned action was incorrect.
Usually mistakes are the result of an incorrect diagnosis of a problem or a failure to understand
the exact nature of the current situation. The plan of action thus derived may contain very
inappropriate behaviors and may also totally fail to rectify a problem. For example, a mistake
would be shutting down the wrong engine as a result of an incorrect diagnosis of a set of symptoms.

Violations are the failure to follow established procedures or performance of actions that are generally
forbidden. Violations are generally deliberate (and often well-meaning), though an argument can
be made that some violation cases can be inadvertent. An example of a violation is continuing
on with a landing even when weather minima have not been met before final approach. It should
be mentioned that a “violation” error may not necessarily be in violation of a regulation or other
legal requirement.

Understanding differences in the types of errors is valuable because management of different types
may require different strategies. For example, training is often proposed as a strategy for preventing
errors. However, errors are a normal by-product of human behavior. While training can help reduce
some types of errors, they cannot be completely trained out. For that reason, errors should also be
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addressed by other means, and considering other factors, such as the consequences of the error or whether
the effect of the error can be reversed. As an example of using design to address known potential errors,
certain switches in the flight deck have guards on them to prevent inadvertent activation.

Error management can be viewed as involving the tasks of error avoidance, error detection, and error
recovery.?? Error avoidance is important, because it is certainly desirable to prevent as many errors as
possible. Error detection and recovery are important, and in fact it is the safety consequences of errors
that are most critical.

It seems clear that experienced pilots have developed skills for performing error management tasks.
Therefore, it is possible that design, training, and procedures can directly support these tasks, if we get
a better understanding of those skills and tasks. However, the understanding of those skills and tasks is
far from complete.

There are a number of actions that should be taken with respect to dealing with error, some of them
in the design process:

Stop the blame that inhibits in-depth addressing of human error, while appropriately acknowledg-
ing the need for individual and organizational responsibility for safety consequences. The issue
of blaming the pilot for errors has many consequences, and provides a disincentive to report
errors.

Evaluate errors in accident and incident analyses. In many accident analyses, the reason an error is made
is not addressed. This typically happens because the data are not available. However, to the extent
possible with the data available, the types of errors and reasons for them should be addressed as part
of the accident investigation.

Develop a better understanding of error management tasks and skills that can support better
performance of those tasks. This includes:

+ Preventing as many errors as possible through design, training, procedures, proficiency, and
any other intervention mechanism;

+ Recognizing that it is impossible to prevent all errors, although it is certainly important to
prevent as many as possible; and

+ Addressing the need for error management, with a goal of error tolerance in design, training,
and procedures.

System design and associated flight crew interfaces can and should support the tasks of error avoid-
ance, detection, and recovery. There are a number of ways of accomplishing this, some of which are
mentioned here. One of these ways is through user-centered design processes that ensure that the
design supports the human performing the desired task. An example commonly cited is the navigation
display in modern flight decks, which integrates information into a display that provides information
in a manner directly usable by the flight crew. This is also an example of a system that helps make
certain errors more detectable, such as entering an incorrect waypoint. Another way of contributing
to error resistance is designing systems that cannot be used or operated in an unintended way. An
example of this is designing connectors between a cable and a computer such that the only place the
cable connector fits is the correct place for it on the computer; it will not fit into any other connector
on the computer.

9.3.3 Integration with Training/Qualification and Procedures

To conclude, it is important to point out that flight deck design should not occur in isolation. It is
common to discuss the flight deck design separately from the flight crew qualification (training and
recency of experience), considerations, and procedures. And yet, flight deck designs make many
assumptions about the knowledge and skills of the pilots who are the intended operators of the vehicles.
These assumptions should be explicitly identified as part of the design process, as should the assump-
tions about the procedures that will be used to operate the designed systems. Design should be
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conducted as part of an integrated, overall systems approach to ensuring safe, efficient, and effective

operations.
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10.1 Introduction

The battery is an essential component of almost all aircraft electrical systems. Batteries are used to start
engines and auxiliary power units, to provide emergency backup power for essential avionics equipment,
to assure no-break power for navigation units and fly-by-wire computers, and to provide ground power
capability for maintenance and preflight checkouts. Many of these functions are mission critical, so the
performance and reliability of an aircraft battery is of considerable importance. Other important require-
ments include environmental ruggedness, a wide operating temperature range, ease of maintenance, rapid
recharge capability, and tolerance to abuse.

Historically, only a few types of batteries have been found to be suitable for aircraft applications. Until
the 1950s, vented lead-acid (VLA) batteries were used exclusively [Earwicker, 1956]. In the late 1950s,
military aircraft began converting to vented nickel-cadmium (VNC) batteries, primarily because of their
superior performance at low temperature. The VNC battery subsequently found widespread use in both
military and commercial aircraft [Fleischer, 1956; Falk and Salkind, 1969]. The only other type of battery
used during this era was the vented silver-zinc battery, which provided an energy density about three
times higher than VLA and VNC batteries [Miller and Schiffer, 1971]. This battery type was applied to
several types of U.S. Air Force fighters (F-84, F-105, and F-106) and U.S. Navy helicopters (H-2, H-13,
and H-43) in the 1950s and 1960s. Although silver-zinc aircraft batteries were attractive for reducing
weight and size, their use has been discontinued due to poor reliability and high cost of ownership.
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In the late 1960s and early 1970s, an extensive development program was conducted by the U.S. Air
Force and Gulton Industries to qualify sealed nickel-cadmium (SNC) aircraft batteries for military and
commercial applications [McWhorter and Bishop, 1972]. This battery technology was successfully dem-
onstrated on a Boeing KC-135, a Boeing 727, and a UH-1F helicopter. Before the technology could be
transitioned into production, however, Gulton Industries was taken over by SAFT and a decision was
made to terminate the program.

In the late 1970s and early 1980s, the U.S. Navy pioneered the development of sealed lead-acid (SLA)
batteries for aircraft applications [Senderak and Goodman, 1981]. SLA batteries were initially applied to
the AV-8B and F/A-18, resulting in a significant reliability and maintainability (R&M) improvement
compared with VLA and VNC batteries. The Navy subsequently converted the C-130, H-46, and P-3 to
SLA batteries. The U.S. Air Force followed the Navy’s lead, converting numerous aircraft to SLA batteries,
including the A-7, B-1B, C-130, C-141, KC-135, F-4, and F-117 [Vutetakis, 1994]. The term “High
Reliability, Maintenance-Free Battery,”or HRMFB, was coined to emphasize the improved R&M capability
of sealed-cell aircraft batteries. The use of HRMFBs soon spun off into the commercial sector, and
numerous commercial and general aviation aircraft today have been retrofitted with SLA batteries.

In the mid-1980s, spurred by increasing demands for HRMFB technology, a renewed interest in SNC
batteries took place. A program to develop advanced SNC batteries was initiated by the U.S. Air Force,
and Eagle-Picher Industries was contracted for this effort [Flake, 1988; Johnson et al., 1994]. The B-52
bomber was the first aircraft to retrofit this technology. SNC batteries also have been developed by ACME
for several aircraft applications, including the F-16 fighter, Apache AH-64 helicopter, MD-90, and Boeing
777 [Anderman, 1994].

A recent development in aircraft batteries is the “low maintenance”or “ultra-low maintenance”nickel-
cadmium battery [Scardaville and Newman, 1993]. This battery is intended to be a direct replacement
of conventional VNC batteries, avoiding the need to replace or modify the charging system. Although
the battery still requires scheduled maintenance for electrolyte filling, the maintenance frequency can be
decreased significantly. This type of battery has been under development by SAFT and more recently by
Marathon. Limited flight tests have been performed by the U.S. Navy on the H-1 helicopter. Application
of this technology to commercial aircraft is also being pursued.

Determining the most suitable battery type and size for a given aircraft type requires detailed knowledge
of the application requirements (load profile, duty cycle, environmental factors, and physical constraints)
and the characteristics of available batteries (performance capabilities, charging requirements, life expect-
ancy, and cost of ownership). With the various battery types available today, considerable expertise is
required to size, select, and prepare technical specifications. The information contained in this chapter
will provide general guidance for original equipment design and for upgrading existing aircraft batteries.
More detailed information can be found in the sources listed at the end of the chapter.

10.2 General Principles

10.2.1 Battery Fundamentals

Batteries operate by converting chemical energy into electrical energy through electrochemical discharge
reactions. Batteries are composed of one or more cells, each containing a positive electrode, negative
electrode, separator, and electrolyte. Cells can be divided into two major classes: primary and secondary.
Primary cells are not rechargeable and must be replaced once the reactants are depleted. Secondary cells
are rechargeable and require a DC charging source to restore reactants to their fully charged state.
Examples of primary cells include carbon-zinc (Leclanche or dry cell), alkaline-manganese, mercury-
zing, silver-zinc, and lithium cells (e.g., lithium-manganese dioxide, lithium-sulfur dioxide, and lithium-
thionyl chloride). Examples of secondary cells include lead-lead dioxide (lead-acid), nickel-cadmium,
nickel-iron, nickel-hydrogen, nickel-metal hydride, silver-zinc, silver-cadmium, and lithium-ion. For
aircraft applications, secondary cells are the most prominent, but primary cells are sometimes used for
powering critical avionics equipment (e.g., flight data recorders).
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Batteries are rated in terms of their nominal voltage and ampere-hour capacity. The voltage rating
is based on the number of cells connected in series and the nominal voltage of each cell (2.0 V for lead-
acid and 1.2 V for nickel-cadmium). The most common voltage rating for aircraft batteries is 24 V. A
24-V lead-acid battery contains 12 cells, while a 24-V nickel-cadmium battery contains either 19 or 20 cells
(the U.S. military rates 19-cell batteries at 24 V). Voltage ratings of 22.8,25.2, and 26.4 V are also common
with nickel-cadmium batteries, consisting of 19, 20, or 22 cells, respectively. Twelve-volt lead-acid bat-
teries, consisting of six cells in series, are also used in many general aviation aircraft.

The ampere-hour (Ah) capacity available from a fully charged battery depends on its temperature,
rate of discharge, and age. Normally, aircraft batteries are rated at room temperature (25°C), the C-rate
(1-hour rate), and beginning of life. Military batteries, however, often are rated in terms of the end-of-
life capacity, i.e., the minimum capacity before the battery is considered unserviceable. Capacity ratings
of aircraft batteries vary widely, generally ranging from 3 to 65 Ah.

The maximum power available from a battery depends on its internal construction. High rate cells,
for example, are designed specifically to have very low internal impedance as required for starting turbine
engines and auxiliary power units (APUs). Unfortunately, no universally accepted standard exists for
defining the peak power capability of an aircraft battery. For lead-acid batteries, the peak power typically
is defined in terms of the cold-cranking amperes, or CCA rating. For nickel-cadmium batteries, the peak
power rating typically is defined in terms of the current at maximum power, or Imp rating. These ratings
are based on different temperatures (—18°C for CCA, 23°C for Imp), making it difficult to compare
different battery types. Furthermore, neither rating adequately characterizes the battery’s initial peak
current capability, which is especially important for engine start applications. More rigorous peak power
specifications have been included in some military standards. For example, MIL-B-8565/15 specifies the
initial peak current, the current after 15 s, and the capacity after 60 s, during a 14-V constant voltage
discharge at two different temperatures (24 and —26°C).

The state-of-charge of a battery is the percentage of its capacity available relative to the capacity when
it is fully charged. By this definition, a fully charged battery has a state-of-charge of 100% and a battery
with 20% of its capacity removed has a state-of-charge of 80%. The state-of-health of a battery is the
percentage of its capacity available when fully charged relative to its rated capacity. For example, a battery
rated at 30 Ah, but only capable of delivering 24 Ah when fully charged, will have a state-of-health of
24/30 X 100 = 80%. Thus, the state-of-health takes into account the loss of capacity as the battery ages.

10.3 Lead-Acid Batteries

10.3.1 Theory of Operation

The chemical reactions that occur in a lead-acid battery are represented by the following equations:

Positive electrode: PbO, + H,S0, + 2H " + 2e~ dﬁlscharge PbsO, + 2H,0 (1)
charge
Negative electrode: Pb + H,SO, % PbSO, + 2H" + 2e~ (2)
charge
Overall cell reaction: PbO, + pb + 2H,SO, % 2PbSO, + 2H,0 (3)
charge

As the cell is charged, the sulfuric acid (H,SO,) concentration increases and becomes highest when the
cell is fully charged. Likewise, when the cell is discharged, the acid concentration decreases and becomes
most dilute when the cell is fully discharged. The acid concentration generally is expressed in terms of
specific gravity, which is weight of the electrolyte compared to the weight of an equal volume of pure water.
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The cell’s specific gravity can be estimated from its open circuit voltage using the following equation:
Specific Gravity (SG) = Open Circuit Voltage (OCV) — 0.84 (4)

There are two basic cell types: vented and recombinant. Vented cells have a flooded electrolyte, and
the hydrogen and oxygen gases generated during charging are vented from the cell container. Recombinant
cells have a starved or gelled electrolyte, and the oxygen generated from the positive electrode during
charging diffuses to the negative electrode where it recombines to form water by the following reaction:

Pb + H,SO, + 1/20, — PbSO, + H,O (5)

The recombination reaction suppresses hydrogen evolution at the negative electrode, thereby allowing
the cell to be sealed. In practice, the recombination efficiency is not 100% and a resealable valve regulates
the internal pressure at a relatively low value, generally below 10 psig. For this reason, sealed lead-acid
cells are often called “valve-regulated lead-acid” (VRLA) cells.

10.3.2 Cell Construction

Lead-acid cells are composed of alternating positive and negative plates, interleaved with single or multiple
layers of separator material. Plates are made by pasting active material onto a grid structure made of lead
or lead alloy. The electrolyte is a mixture of sulfuric acid and water. In flooded cells, the separator material
is porous rubber, cellulose fiber, or microporous plastic. In recombinant cells with starved electrolyte
technology, a glass fiber mat separator is used, sometimes with an added layer of microporous polypro-
pylene. Gell cells, the other type of recombinant cell, are made by absorbing the electrolyte with silica
gel that is layered between the electrodes and separators.

10.3.3 Battery Construction

Lead-acid aircraft batteries are constructed using injection-molded, plastic monoblocs that contain a
group of cells connected in series. Monoblocs typically are made of polypropylene, but ABS is used by
at least one manufacturer. Normally, the monobloc serves as the battery case, similar to a conventional
automotive battery. For more robust designs, monoblocs are assembled into a separate outer container
made of steel, aluminum, or fiberglass-reinforced epoxy. Cases usually incorporate an electrical receptacle
for connecting to the external circuit with a quick connect/disconnect plug. Two generic styles of receptacles
are common: the “Elcon style” and the “Cannon style.” The Elcon style is equivalent to military type
MS3509. The Cannon style has no military equivalent, but is produced by Cannon and other connector
manufacturers. Batteries sometimes incorporate thermostatically controlled heaters to improve low
temperature performance. The heater is powered by the aircraft’s AC or DC bus. Figure 10.1 shows an
assembly drawing of a typical lead-acid aircraft battery; this particular example does not incorporate a heater.

10.3.4 Discharge Performance

Battery performance characteristics usually are described by plotting voltage, current, or power vs.
discharge time, starting from a fully charged condition. Typical discharge performance data for SLA
aircraft batteries are illustrated in Figures 10.2 and 10.3. Figure 10.4 shows the effect of temperature on
the capacity when discharged at the C-rate. Manufacturers’ data should be obtained for current infor-
mation on specific batteries of interest.

10.3.5 Charge Methods

Constant voltage charging at 2.3 to 2.4V per cell is the preferred method of charging lead-acid aircraft
batteries. For a 12-cell battery, this equates to 27.6 to 28.8 V which generally is compatible with the voltage
available from the aircraft’s 28-V DC bus. Thus, lead-acid aircraft batteries normall<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>