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1. INTRODUCTION 

The atmosphere consists of various gases. Sun rays pass through the 

atmosphere and heat the earth. Gases such as CO2, CH4, N2O, O3, CFC 

(chlorofluorocarbon) in the atmosphere hold some of the heat coming from the 

sun to the earth, allowing the earth to remain at a certain temperature. The heat-

holding feature of the atmosphere prevents the seas and oceans from freezing. 

This heating and heat-holding feature of the atmosphere is called the greenhouse 

effect [1]. 

Energy is defined as the power that exists in the structure of matter and is 

released in various ways. Humanity has started to benefit from energy sources 

since its existence. The need for energy increased rapidly with the Industrial 

Revolution and this increase continues today. Factors such as population growth, 

urbanization, industrialization, technological development and increasing 

welfare levels increase the demand for energy. With the increase in energy 

consumption, the negative effects of energy on the environment also increase. 

When fossil energy sources such as oil, natural gas and coal, which are 

exhaustible and non-renewable, are used, they release more pollutants and 

greenhouse gases into the environment compared to renewable energy sources 

[2]. Greenhouse gases are gaseous components of the atmosphere, both natural 

and anthropogenic, that absorb and emit radiation of specific wavelengths within 

the infrared radiation spectrum emitted by the Earth's surface, atmosphere, and 

clouds. Because of these properties, they contribute to the greenhouse effect. The 

most abundant greenhouse gases in the Earth's atmosphere are: 

Water steam (H2O) 

Carbon dioxide (CO2) 

 Methane (CH4) 

 Nitrous Oxide (N2O) 

 Ozone (O3) 

 Chlorofluorocarbons (CFC's) 

 Hydrofluorocarbons (HCFC's and HFC's) 

[3]. Greenhouse gas emissions are examined by sector as Energy, Industrial 

processes and product use, Agriculture and Waste. The vast majority (71.6%) of 

global greenhouse gas emissions were CO2 from the combustion of fossil fuels in 



2022. CH4 contributed 21%, while the rest of the emissions were made up of N2O 

(4.8%) and fluorinated gases (F-gases) (2.6%) [4]. 

In this study, the change in the amount of CO2 (Million tons) for Turkey was 

analyzed mathematically. For this purpose, the data was obtained through TSI 

(Turkish Statistical Institute) for the years 1990-2022. For this purpose, the 

Energy (Million tons), Industrial processes and product use (Million tons), 

Agriculture (Million tons), Waste (Million tons) sectors and the total population 

of Turkey, which affect greenhouse gas emissions, were taken into account. Thus, 

their effects on the amount of CO2 (Million tons) were tried to be explained 

mathematically with various optimization methods. Therefore, the amount of 

CO2 (Million tons) was investigated with the ANN (Artificial Neural Network) 

activation function according to the above 5 input variables. On the other hand, 

the time-dependent change of these 6 variables was estimated based on the real 

values throughout the linear differential equation system. Finally, the 

performances of the ANN and differential equation system were compared 

according to the real values of CO2.  

The literature is quite rich in studying carbon dioxide emission. Some recently 

published research results claim to predict, understand and control the emission 

behavior of carbon dioxide [5]. To predict carbon dioxide emission, one can refer 

to references [6, 7, 8, 9] for some studies applying artificial neural network 

(ANN) and to references [10, 11, 12, 13, 14] for some studies applying dynamical 

systems. 

2. METHODOLOGY 

Within the scope of this study, greenhouse gas CO2 (Million tons) data 

obtained from the Turkish Statistical Institute for the years 1990-2022 for Turkey 

were analyzed. First of all, the data were normalized. For this analysis, 

mathematically presented and analyzed ANN activation functions and 

differential equation system were used. The process begins with compiling data 

from TSI and augmenting the data with a linear differential equation system since 

the data for 33 years is not sufficient for ANN modeling. Since Ordinary 

Differential Equation (ODE) system and ANN performances are compared at the 

end of the study, the augmented data are again intermediate values belonging to 

the same time interval. The augmented data were used only in the training 

processes of ANN models and only the original data obtained from TSI were used 

in both linear ODE system model analysis and testing processes. The training 

processes of the ANN model, whose activation function was given as the Tangent 

hyperbolic (tanh) function, were carried out with normalized data and the 



parameter determination of the tanh activation function was carried out as 

explained in detail in this section. After this process, the ANN model and linear 

ODE system were proposed using the normalized original data. With the data 

obtained as a result of the estimation, separate MSE values were calculated for 

each model. Thus, the process of revealing the model that estimates the amount 

of greenhouse gas CO2 (Million tons) with the lowest error rate was carried out 

with comparative analysis. 

2.1. Dataset 

Let 𝑡 denote the independent variable and time. For Turkey, the expression 

and definition of the variables used in this study are given in Table 1. 

Table 1. State variables used in the analysis 

𝑥(𝑡) Energy (Million tonnes) 

𝑦(𝑡) Industrial processes and product use (Million tonnes) 

𝑧(𝑡) Agriculture (Million tonnes) 

𝑢(𝑡) Waste (Million tonnes) 

𝑣(𝑡) Population (Million) 

𝑤(𝑡) CO2 (Million tonnes) 

 

The values obtained from TSI for the variables mentioned in Table 1 are 

presented in Table 2. 

Table 2. Dataset [15, 16] 

𝑡 𝑥(𝑡) 𝑦(𝑡) 𝑧(𝑡) 𝑢(𝑡) 𝑣(𝑡) 𝑤(𝑡) 

1990 143,1470198 22,69117693 51,84783085 10,31588698 56,473035 154,1 

1991 147,4541682 24,42877822 52,8621757 10,65379753 57,6061242 160,6 

1992 153,9982627 24,13442927 52,69559779 10,98331549 58,7392134 166,7 

1993 160,4067916 24,64187372 52,76736551 11,32623989 59,8723026 173,8 

1994 156,7515581 23,98810976 50,34591778 11,6832472 61,0053918 170,1 

1995 169,9785309 25,37116631 49,03032854 12,11431094 62,138481 184,1 

1996 187,7794439 26,00640277 49,54534753 12,52105373 63,2715702 202,5 

1997 199,9309327 26,85137401 46,81719519 13,13865528 64,4046594 214,9 

1998 199,7204595 27,163362 47,74664776 13,50765488 65,5377486 215,0 

1999 197,7817881 25,64145515 48,16938119 14,0404225 66,6708378 210,7 

2000 219,7641586 26,05411781 46,03286861 14,53716466 67,803927 232,4 

2001 203,1022157 25,70502522 43,69093496 15,05664373 68,20140257 216,3 



2002 209,5558562 26,6596083 40,70851159 15,54118485 68,59887814 223,7 

2003 223,9211451 28,00141174 44,24284818 15,97342265 68,99635371 239,2 

2004 229,6736623 30,55885829 44,951295 16,50593765 69,39382929 247,2 

2005 247,6651078 33,95962373 46,2659057 16,89157733 69,79130486 267,0 

2006 263,8615262 36,41442319 47,5672221 17,38648827 70,18878043 284,6 

2007 294,9183709 39,30366712 47,15090012 17,65508293 70,586256 315,6 

2008 291,0458025 41,31472744 44,77562411 17,78742419 71,5171 311,7 

2009 295,6532509 42,71914171 45,12103106 17,82330598 72,561312 317,5 

2010 290,9384803 48,57480914 47,67840969 18,07754258 73,722988 317,6 

2011 312,6251708 53,44300143 50,2683312 18,43424878 74,724269 343,0 

2012 324,9455635 55,67909687 56,2577966 18,2822058 75,627384 357,4 

2013 311,9269943 58,73633244 59,35978415 17,28440023 76,667864 349,2 

2014 330,3501739 59,43405514 59,49789435 17,09760664 77,695904 365,7 

2015 343,9851134 59,15990776 59,20755088 17,72202112 78,741053 386,3 

2016 361,8714153 63,20276487 61,68992958 17,32484193 79,814871 404,6 

2017 381,8283581 66,07692275 66,32944112 16,87281174 80,810525 429,4 

2018 374,7233109 67,14831961 68,91004941 17,2974934 82,003882 422,1 

2019 368,9375248 58,3549989 71,51693774 16,77275527 83,154997 404,3 

2020 369,5212557 67,24087805 76,43694186 16,97632961 83,614362 414,4 

2021 406,4722862 74,71520609 75,37638779 15,42386321 84,680273 455,2 

2022 400,5858487 69,90821383 71,51154995 16,26486932 85,279553 441,4 

 

2.2. Data Augmentation with ODE System Model 

Since there are 33 rows of data in Table 2, it will be increased with linear ODE 

to reach 123 data. However, the increased 90 rows of data were again obtained 

between 1990-2022. In the estimation process, their performance will be 

measured with real data. However, before performing this operation, the data will 

be normalized. 

Table 2 shows sample data related to data estimations made. 

𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡), 𝑢(𝑡) and 𝑣(𝑡) represent the attributes given as input to ANN, and 

𝑤(𝑡) represents the value taken as output. Augmentation process was performed 

with linear ODE system. This data set including original and estimated data was 

analyzed with ANN and model given as differential equation system within the 

scope of this study and CO2 emission amount was estimated. In the last stage, 

analysis results were compared with original and real measurement data and error 

values were compared. 



Here, the purpose of doing this is to make analyses with smaller error values. 

At the end of the analysis process, the normalized data will be denormalized and 

estimates will be made. A common technique for normalizing vectors is L2 

normalization, also known as Euclidean normalization or unit vector 

normalization. In this method, each element of the vector is divided by its 

Euclidean norm, which is calculated as the square root of the sum of the squares 

of all components of the vector. Let ⍵ = ⍵𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 = (⍵1, ⍵2, … , ⍵𝑛 ) be the 

elements of the data matrix such that 𝑛 ∈ 𝑍+. In this case, the normalized data is 

given as ⍵𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 = (
⍵1

‖⍵‖2
  ,

⍵2

‖⍵‖2
 , … ,

⍵𝑛

‖⍵‖2
), where ‖⍵‖2 is the Euclidean 

norm in 𝑅𝑛 such that ‖⍵‖2 = √(⍵1
2 +⍵2

2 +⋯+⍵𝑛
2   . The norm of each 

variable listed in Table 2 is obtained as ‖𝑡‖ = 11523,72 ‖𝑥(𝑡)‖ =

 1598,132 ‖𝑦(𝑡)‖ =  260,1944 ‖𝑧(𝑡)‖ =  314,3251 ‖𝑢(𝑡)‖ =

 89,79774 ‖𝑣(𝑡)‖ =  411,7463 ‖𝑤(𝑡)‖ =  1755,528. Thus, the normalized 

values of the Table 2 values are given in Table 3. 

 

Table 3. Normalised Dataset 

 𝑡̅ =
𝑡

‖𝑡‖
 𝑥̅ =

𝑥

‖𝑥‖
 𝑦̅ =

𝑦

‖𝑦‖
 𝑧̅ =

𝑧

‖𝑧‖
 𝑢̅ =

𝑢

‖𝑢‖
 𝑣̅ =

𝑣

‖𝑣‖
 𝑤̅ =

𝑤

‖𝑤‖
 

0,172687254
6 

0,089571462
4 

0,087208552
3 

0,164949718
5 

0,114879133
0 

0,137154921
4 

0,087803019
0 

0,172774032

2 

0,092266576

7 

0,093886641

0 

0,168176775

4 

0,118642151

2 

0,139906832

3 

0,091465976

0 

0,172860809
7 

0,096361416
5 

0,092755375
5 

0,167646821
1 

0,122311708
4 

0,142658743
2 

0,094959656
3 

0,172947587

2 

0,100371428

7 

0,094705626

7 

0,167875144

4 

0,126130561

6 

0,145410654

1 

0,098984681

6 

0,173034364
7 

0,098084237
5 

0,092193028
6 

0,160171502
5 

0,130106244
0 

0,148162565
0 

0,096879455
3 

0,173121142

2 

0,106360758

4 

0,097508502

5 

0,155986060

7 

0,134906628

9 

0,150914475

9 

0,104887155

6 

0,173207919
7 

0,117499333
4 

0,099949894
3 

0,157624552
4 

0,139436172
5 

0,153666386
8 

0,115369998
8 

0,173294697

2 

0,125102891

1 

0,103197355

6 

0,148945154

4 

0,146313868

1 

0,156418297

7 

0,122431453

4 

0,173381474
8 

0,124971191
5 

0,104396412
8 

0,151902133
2 

0,150423098
3 

0,159170208
6 

0,122469681
0 

0,173468252

3 

0,123758105

6 

0,098547298

3 

0,153247025

7 

0,156356071

6 

0,161922119

5 

0,120008432

5 

0,173555029
8 

0,137513146
3 

0,100133276
5 

0,146449882
2 

0,161887860
4 

0,164674030
3 

0,132354054
9 

0,173641807

3 

0,127087259

7 

0,098791615

9 

0,138999208

0 

0,167672850

7 

0,165639371

3 

0,123207085

4 

0,173728584
8 

0,131125499
7 

0,102460346
2 

0,129510867
1 

0,173068767
0 

0,166604712
2 

0,127439950
3 

0,173815362

3 

0,140114299

7 

0,107617272

8 

0,140755075

7 

0,177882226

5 

0,167570053

1 

0,136274479

2 

0,173902139
8 

0,143713825
4 

0,117446256
7 

0,143008942
4 

0,183812386
5 

0,168535394
0 

0,140802455
9 



0,173988917

4 

0,154971622

3 

0,130516351

4 

0,147191271

0 

0,188106923

0 

0,169500734

9 

0,152085677

9 

0,174075694

9 

0,165106216

0 

0,139950833

7 

0,151331304

8 

0,193618319

1 

0,170466075

8 

0,162133312

3 

0,174162472
4 

0,184539432
3 

0,151055007
8 

0,150006809
8 

0,196609426
1 

0,171431416
7 

0,179783248
5 

0,174249249

9 

0,182116248

0 

0,158784076

2 

0,142450059

6 

0,198083196

6 

0,173692138

7 

0,177538873

5 

0,174336027
4 

0,184999269
2 

0,164181633
9 

0,143548944
1 

0,198482781
1 

0,176228195
4 

0,180864044
4 

0,174422804

9 

0,182049093

2 

0,186686604

9 

0,151685039

3 

0,201313994

8 

0,179049534

5 

0,180888666

1 

0,174509582
5 

0,195619117
8 

0,205396432
2 

0,159924667
0 

0,205286324
0 

0,181481325
4 

0,195361382
5 

0,174596360

0 

0,203328363

8 

0,213990373

6 

0,178979671

1 

0,203593152

5 

0,183674702

6 

0,203609651

2 

0,174683137
5 

0,195182247
4 

0,225740186
7 

0,188848395
9 

0,192481452
7 

0,186201695
4 

0,198911116
6 

0,174769915

0 

0,206710193

6 

0,228421730

6 

0,189287782

4 

0,190401293

6 

0,188698475

4 

0,208285809

0 

0,174856692
5 

0,215241991
7 

0,227368105
4 

0,188364078
0 

0,197354859
0 

0,191236807
7 

0,220060063
3 

0,174943470

0 

0,226433997

1 

0,242905938

3 

0,196261566

9 

0,192931817

0 

0,193844767

9 

0,230499259

1 

0,175030247
5 

0,238921665
8 

0,253952132
5 

0,211021801
0 

0,187897946
8 

0,196262892
7 

0,244570416
5 

0,175117025

1 

0,234475820

7 

0,258069810

9 

0,219231799

4 

0,192627260

1 

0,199161174

7 

0,240466826

9 

0,175203802

6 

0,230855477

6 

0,224274615

1 

0,227525405

7 

0,186783704

2 

0,201956864

5 

0,230301568

6 

0,175290580

1 

0,231220735

9 

0,258425538

9 

0,243178004

5 

0,189050736

0 

0,203072515

0 

0,236041675

9 

0,175377357

6 

0,254342124

3 

0,287151476

3 

0,239803936

7 

0,171762257

1 

0,205661271

6 

0,259322718

7 

0,175464135

1 

0,250658800

5 

0,268676857

9 

0,227508264

9 

0,181127816

6 

0,207116730

8 

0,251447269

9 

 

The linear ODE mathematical model, where 𝑡 denotes the time parameter and 

the independent variable, is as follows: 



𝑑𝑥̅

𝑑𝑡̅
= 𝛿1 + 𝛿2𝑥̅ + 𝛿3𝑦̅ + 𝛿4𝑧̅ + 𝛿5𝑢̅ + 𝛿6𝑣̅ + 𝛿7𝑤̅

𝑑𝑦̅

𝑑𝑡̅
= 𝛿8 + 𝛿9𝑥̅ + 𝛿10𝑦̅ + 𝛿11𝑧̅ + 𝛿12𝑢̅ + 𝛿13𝑣̅ + 𝛿14𝑤̅

𝑑𝑧̅

𝑑𝑡̅
= 𝛿15 + 𝛿16𝑥̅ + 𝛿17𝑦̅ + 𝛿18𝑧̅ + 𝛿19𝑢̅ + 𝛿20𝑣̅ + 𝛿21𝑤̅

𝑑𝑢̅

𝑑𝑡̅
= 𝛿22 + 𝛿23𝑥̅ + 𝛿24𝑦̅ + 𝛿25𝑧̅ + 𝛿26𝑢̅ + 𝛿27𝑣̅ + 𝛿28𝑤̅

𝑑𝑣̅

𝑑𝑡̅
= 𝛿29 + 𝛿30𝑥̅ + 𝛿31𝑦̅ + 𝛿32𝑧̅ + 𝛿33𝑢̅ + 𝛿34𝑣̅ + 𝛿35𝑤̅

𝑑𝑤̅

𝑑𝑡̅
= 𝛿36 + 𝛿37𝑥̅ + 𝛿38𝑦̅ + 𝛿39𝑧̅ + 𝛿40𝑢̅ + 𝛿41𝑣̅ + 𝛿42𝑤̅

(1) 

 
Here, it is 𝑥̅ ≡ 𝑥̅(𝑡̅), 𝑦̅ ≡ 𝑦̅(𝑡̅), 𝑧̅ ≡ 𝑧(𝑡̅), 𝑢̅ ≡ 𝑢̅(𝑡̅),  𝑣̅ ≡ 𝑣̅(𝑡̅) and 𝑤̅ ≡ 𝑤̅(𝑡̅) and 

the system (1) has to be finished with positive initial conditions 𝑥̅(𝑡0̅) = 𝑥̅0, 

𝑦̅(𝑡0̅) = 𝑦̅0, 𝑧̅(𝑡0̅) = 𝑧0̅, 𝑢̅(𝑡0̅) = 𝑢̅0, 𝑣̅(𝑡0̅) = 𝑣̅0 and 𝑤̅(𝑡0̅) = 𝑤̅0 for 𝑡̅ ≥ 𝑡0̅. 
The ODE model in (6) was solved with the Matlab R2023a program 

rungekutta45, and then the parameter values closest to the values in Table 1 

(giving the minimum error) were found by using the lsqcurvefit function.  In this 

context, the approach in [17] was used. Thus, the parameters 𝛿𝑖 for 𝑖 = 1,2,… ,42 

are presented in Table 4. 

Table 4. Rate constants of system (1) 

𝛿1
= 34,22850 

𝛿10 = 0,0258 
𝛿19
= 232,12172 

𝛿27
= 377,19179 

𝛿35
= −46,84580 

𝛿2
= 72,05751 

𝛿11
= −826,67744 

𝛿20
= −589,00570 

𝛿28
= −8,82243 

𝛿36
= 49,32834 

𝛿3
= −61,83530 

𝛿12
= 1041,55237 

𝛿21
= 1,99028 

𝛿29
= 43,6812 

𝛿37
= 28,3092 

𝛿4
= −316,54553 

𝛿13
= −272,18342 

𝛿22
= 71,22702 

𝛿30
= −68,17511 

𝛿38
= 73,8331 

𝛿5
= 334,15619 

𝛿14
= 281,47523 

𝛿23
= 79,05189 

𝛿31
= 130,44490 

𝛿39
= −430,315 

𝛿6
= 45,12734 

𝛿15
= −18,19352 

𝛿24
= −717,15390 

𝛿32
= 106,58835 

𝛿40
= 437,941 

𝛿7
= 53,68125 

𝛿16
= −105,27466 

𝛿25
= −309,47579 

𝛿33
= −110,689 

𝛿41
= −79,58219 

𝛿8
= −12,90362 

𝛿17
= 954,5494 

𝛿26
= 223,37558 

𝛿34
= −105,50130 

𝛿42
= 26,15628 

𝛿9
= 241,94701 

𝛿18
= −145,87196 

   

 

  



When the values of Table 2 are compared with Eqs. (1), Figure 1-6 are found. 

 

Figure 1. Graphical representation for 𝑥(𝑡) of the proposed ODE system 

 

Figure 2. Graphical representation for 𝑦(𝑡) of the proposed ODE system 

 



 

Figure 3. Graphical representation for 𝑧(𝑡) of the proposed ODE system 

 

 

Figure 4. Graphical representation for 𝑢(𝑡) of the proposed ODE system 



 

Figure 5. Graphical representation for 𝑣(𝑡) of the proposed ODE system 

 

 

Figure 6. Graphical representation for 𝑤(𝑡) of the proposed ODE system 

 

Data were estimated with the ODE system and the augmented data set from 

which the estimated results were obtained is shown in Table 5. In this table, the 

augmented data is shown in green. 



Table 5. Dataset augmented through ODE 

𝑡 𝑥(𝑡) 𝑦(𝑡) 𝑧(𝑡) 𝑢(𝑡) 𝑣(𝑡) 𝑤(𝑡) 𝑡 𝑥(𝑡) 𝑦(𝑡) 𝑧(𝑡) 𝑢(𝑡) 𝑣(𝑡) 𝑤(𝑡) 

199

0 

143,1

47 

22,69

118 

51,84

783 

10,31

589 

56,47

304 
154,1 

200

6 

263,8

615 

36,41

442 

47,56

722 

17,38

649 

70,18

878 
284,6 

199

0,3 

144,6

154 

22,54

82 

51,64

68 

10,42

16 

56,87

72 

155,5

87 

200

6,2 

263,4

824 

38,13

46 

46,22

65 

17,08

6 

71,23

93 

284,9

206 

199

0,6 

146,1

194 

22,41

97 

51,43

87 

10,53

06 

57,27

59 

157,0

695 

200

6,5 

266,6

522 

38,88

57 

46,46

15 

17,18

46 

71,47

42 

288,6

412 

199

1 

147,4

542 

24,42

878 

52,86

218 

10,65

38 

57,60

612 
160,6 

200

6,8 

269,8

317 

39,64

69 

46,71

74 

17,27

87 

71,70

96 

292,3

823 

199

1,3 

149,2

371 

22,20

79 

51,00

4 

10,75

79 

58,05

68 

160,1

493 

200

7 

294,9

184 

39,30

367 

47,15

09 

17,65

508 

70,58

626 
315,6 

199

1,6 

150,8

523 

22,12

57 

50,77

86 

10,87

6 

58,43

91 

161,7

495 

200

7,1 

273,0

19 

40,41

77 

46,99

43 

17,36

84 

71,94

58 

296,1

414 

199

1,9 

152,5

059 

22,05

98 

50,54

88 

10,99

71 

58,81

59 

163,3

918 

200

7,5 

276,2

125 

41,19

71 

47,29

23 

17,45

34 

72,18

29 

299,9

163 

199

2 

153,9

983 

24,13

443 

52,69

56 

10,98

332 

58,73

921 
166,7 

200

7,8 

279,4

103 

41,98

43 

47,61

15 

17,53

36 

72,42

11 

303,7

045 

199

2,3 

154,1

984 

22,01

07 

50,31

52 

11,12

09 

59,18

72 

165,0

773 

200

8 

291,0

458 

41,31

473 

44,77

562 

17,78

742 

71,51

71 
311,7 

199

2,6 

155,9

305 

21,97

89 

50,07

84 

11,24

74 

59,55

32 

166,8

075 

200

8,1 

282,6

106 

42,77

87 

47,95

18 

17,60

9 

72,66

06 

307,5

035 

199

2,9 

157,7

027 

21,96

46 

49,83

92 

11,37

65 

59,91

38 

168,5

834 

200

8,4 

285,8

116 

43,57

93 

48,31

33 

17,67

92 

72,90

17 

311,3

108 

199

3 

160,4

068 

24,64

187 

52,76

737 

11,32

624 

59,87

23 
173,8 

200

8,7 

289,0

114 

44,38

53 

48,69

59 

17,74

43 

73,14

44 

315,1

238 

199

3,2 

159,5

153 

21,96

84 

49,59

83 

11,50

81 

60,26

91 

170,4

062 

200

9 

295,6

533 

42,71

914 

45,12

103 

17,82

331 

72,56

131 
317,5 

199

3,6 

161,3

688 

21,99

05 

49,35

63 

11,64

2 

60,61

91 

172,2

77 

200

9,1 

292,2

081 

45,19

59 

49,09

95 

17,80

42 

73,38

9 

318,9

398 

199

3,9 

163,2

636 

22,03

13 

49,11

4 

11,77

82 

60,96

39 

174,1

967 

200

9,4 

295,3

999 

46,01

02 

49,52

42 

17,85

86 

73,63

56 

322,7

562 

199

4 

156,7

516 

23,98

811 

50,34

592 

11,68

325 

61,00

539 
170,1 

200

9,7 

298,5

849 

46,82

73 

49,96

97 

17,90

75 

73,88

44 

326,5

703 

199

4,2 

165,1

999 

22,09

12 

48,87

2 

11,91

65 

61,30

35 

176,1

663 

201

0 

290,9

385 

48,57

481 

47,67

841 

18,07

754 

73,72

299 
317,6 

199

4,5 

167,1

779 

22,17

03 

48,63

1 

12,05

68 

61,63

8 

178,1

865 

201

0,4 

304,9

268 

48,46

64 

50,92

26 

17,98

85 

74,38

94 

334,1

807 

199

4,8 

169,1

979 

22,26

91 

48,39

18 

12,19

89 

61,96

75 

180,2

582 

201

0,7 

308,0

799 

49,28

65 

51,42

96 

18,02

03 

74,64

59 

337,9

714 

199

5 

169,9

785 

25,37

117 

49,03

033 

12,11

431 

62,13

848 
184,1 

201

1 

312,6

252 

53,44

3 

50,26

833 

18,43

425 

74,72

427 
343 

199

5,2 

171,2

599 

22,38

76 

48,15

5 

12,34

28 

62,29

2 

182,3

82 

201

1,3 

314,3

41 

50,92

35 

52,50

32 

18,06

64 

75,16

76 

345,5

099 

199

5,5 

173,3

64 

22,52

61 

47,92

14 

12,48

82 

62,61

16 

184,5

584 

201

1,7 

317,4

451 

51,73

84 

53,06

94 

18,08

05 

75,43

32 

349,2

52 

199

5,8 

175,5

102 

22,68

48 

47,69

17 

12,63

51 

62,92

65 

186,7

881 

201

2 

324,9

456 

55,67

91 

56,25

78 

18,28

221 

75,62

738 
357,4 

199

6 

187,7

794 

26,00

64 

49,54

535 

12,52

105 

63,27

157 
202,5 

201

2,3 

323,5

912 

53,35

65 

54,25

84 

18,09

05 

75,97

45 

356,6

678 

199

6,1 

177,6

985 

22,86

4 

47,46

65 

12,78

32 

63,23

66 

189,0

715 

201

2,6 

326,6

293 

54,15

78 

54,88

06 

18,08

63 

76,25

06 

360,3

356 

199

6,5 

179,9

288 

23,06

36 

47,24

66 

12,93

24 

63,54

22 

191,4

089 

201

2,9 

329,6

417 

54,95

26 

55,52

06 

18,07

6 

76,53

04 

363,9

73 

199

6,8 

182,2

009 

23,28

39 

47,03

27 

13,08

27 

63,84

32 

193,8

007 

201

3 

311,9

27 

58,73

633 

59,35

978 

17,28

44 

76,66

786 
349,2 

199

7 

199,9

309 

26,85

137 

46,81

72 

13,13

866 

64,40

466 
214,9 

201

3,3 

332,6

266 
55,74 

56,17

8 

18,05

94 

76,81

4 

367,5

77 

199

7,1 

184,5

146 

23,52

49 

46,82

55 

13,23

37 

64,13

99 

196,2

471 

201

3,6 

335,5

82 

56,51

9 

56,85

22 

18,03

66 

77,10

17 

371,1

449 

199

7,4 

186,8

697 

23,78

67 

46,62

57 

13,38

54 

64,43

22 

198,7

481 

201

3,9 

338,5

063 

57,28

87 

57,54

28 

18,00

75 

77,39

36 

374,6

737 

199

7,8 

189,2

657 

24,06

92 

46,43

39 

13,53

75 

64,72

04 

201,3

037 

201

4 

330,3

502 

59,43

406 

59,49

789 

17,09

761 

77,69

59 
365,7 

199

8 

199,7

205 

27,16

336 

47,74

665 

13,50

765 

65,53

775 
215 

201

4,2 

341,3

978 

58,04

83 

58,24

92 

17,97

22 

77,68

96 

378,1

608 



199

8,1 

191,7

023 

24,37

26 

46,25

09 
13,69 

65,00

46 

203,9

14 

201

4,6 

344,2

545 

58,79

66 

58,97

08 

17,93

07 
77,99 

381,6

032 

199

8,4 

194,1

79 

24,69

68 

46,07

72 

13,84

26 

65,28

49 

206,5

786 

201

4,9 

347,0

75 

59,53

29 

59,70

69 

17,88

29 

78,29

48 

384,9

984 

199

8,7 

196,6

954 

25,04

17 

45,91

36 

13,99

52 

65,56

13 

209,2

975 

201

5 

343,9

851 

59,15

991 

59,20

755 

17,72

202 

78,74

105 
386,3 

199

9 

197,7

818 

25,64

146 

48,16

938 

14,04

042 

66,67

084 
210,7 

201

5,2 

349,8

574 

60,25

62 

60,45

7 

17,82

89 

78,60

42 

388,3

434 

199

9,1 

199,2

507 

25,40

72 

45,76

07 

14,14

76 

65,83

42 

212,0

702 

201

5,5 

352,6

002 

60,96

55 

61,22

04 

17,76

87 

78,91

82 

391,6

355 

199

9,4 

201,8

445 

25,79

32 

45,61

91 

14,29

96 

66,10

35 

214,8

963 

201

5,9 

355,3

017 
61,66 

61,99

63 

17,70

24 

79,23

69 

394,8

721 

199

9,7 

204,4

76 

26,19

97 

45,48

95 

14,45

1 

66,36

95 

217,7

754 

201

6 

361,8

714 

63,20

276 

61,68

993 

17,32

484 

79,81

487 
404,6 

200

0 

219,7

642 

26,05

412 

46,03

287 

14,53

716 

67,80

393 
232,4 

201

6,2 

357,9

604 

62,33

88 

62,78

41 
17,63 

79,56

03 

398,0

506 

200

0,3 

209,8

491 

27,07

29 

45,26

86 

14,75

16 

66,89

2 

223,6

9 

201

6,5 

360,5

748 

63,00

1 

63,58

3 

17,55

15 

79,88

86 

401,1

682 

200

0,7 

212,5

891 

27,53

94 

45,17

85 

14,90

03 

67,14

88 

226,7

241 

201

6,8 

363,1

434 

63,64

57 

64,39

23 

17,46

7 

80,22

18 

404,2

226 

200

1 

203,1

022 

25,70

503 

43,69

093 

15,05

664 

68,20

14 
216,3 

201

7 

381,8

284 

66,07

692 

66,32

944 

16,87

281 

80,81

053 
429,4 

200

1,3 

218,1

712 

28,53

05 

45,04

19 

15,19

36 

67,65

44 

232,9

413 

201

7,2 

365,6

648 

64,27

21 

65,21

11 

17,37

66 

80,55

99 

407,2

113 

200

1,6 

221,0

114 

29,05

47 

44,99

64 

15,33

8 

67,90

35 

236,1

225 

201

7,5 

368,1

377 

64,87

94 

66,03

86 

17,28

03 

80,90

3 

410,1

318 

200

2 

209,5

559 

26,65

961 

40,70

851 

15,54

118 

68,59

888 
223,7 

201

7,8 

370,5

608 

65,46

68 

66,87

41 

17,17

83 

81,25

11 

412,9

818 

200

2,3 

226,7

846 

30,15

82 

44,95

37 

15,62

1 

68,39

52 

242,6

243 

201

8 

374,7

233 

67,14

832 

68,91

005 

17,29

749 

82,00

388 
422,1 

200

2,6 

229,7

153 

30,73

69 

44,95

74 

15,75

93 

68,63

82 

245,9

425 

201

8,1 

372,9

328 

66,03

35 

67,71

66 

17,07

06 

81,60

42 

415,7

589 

200

2,9 

232,6

737 

31,33

29 

44,97

85 

15,89

52 

68,87

95 

249,3

037 

201

8,4 

375,2

526 

66,57

86 

68,56

53 

16,95

73 

81,96

24 

418,4

61 

200

3 

223,9

211 

28,00

141 

44,24

285 

15,97

342 

68,99

635 
239,2 

201

8,8 

377,5

189 

67,10

15 

69,41

93 

16,83

86 

82,32

56 

421,0

857 

200

3,3 

235,6

587 

31,94

58 

45,01

74 

16,02

86 

69,11

92 

252,7

064 

201

9 

368,9

375 

58,35

5 

71,51

694 

16,77

276 

83,15

5 
404,3 

200

3,6 

238,6

688 

32,57

52 

45,07

44 

16,15

93 

69,35

76 

256,1

492 

201

9,1 

379,7

307 

67,60

14 

70,27

77 

16,71

45 

82,69

39 

423,6

311 

200

3,9 

241,7

028 

33,22

05 

45,15

01 

16,28

7 

69,59

49 

259,6

304 

201

9,4 

381,8

87 

68,07

77 

71,13

95 

16,58

52 

83,06

72 

426,0

95 

200

4 

229,6

737 

30,55

886 

44,95

13 

16,50

594 

69,39

383 
247,2 

201

9,7 

383,9

868 

68,52

95 

72,00

38 

16,45

09 

83,44

56 

428,4

756 

200

4,2 

244,7

591 

33,88

11 

45,24

46 

16,41

17 

69,83

12 

263,1

482 

202

0 

369,5

213 

67,24

088 

76,43

694 

16,97

633 

83,61

436 
414,4 

200

4,5 

247,8

363 

34,55

66 

45,35

84 

16,53

32 

70,06

67 

266,7

009 

202

0,1 

386,0
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2.3. Design of ANN Prediction Model and its Results 

Before the ANN analysis, the data were subjected to L2 normalization in a 

similar manner. For this, the new norms of the variables are ‖𝑡‖ =

22247,85411, ‖𝑥(𝑡)‖ = 3076,86, ‖𝑦(𝑡)‖ =  497,7367, ‖𝑧(𝑡)‖ =  600,5575, 

‖𝑢(𝑡)‖ =  174,0908, ‖𝑣(𝑡)‖ =  794,653 and ‖𝑤(𝑡)‖ =  3377,249. Thus, the 

normalized data set is given in Table 6. 

Table 6. Normalised augmented dataset 
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Artificial Neural Networks (ANN) are a versatile technique used in many 

disciplines and industrial applications. Artificial Neural Networks are frequently 

used in many areas of science. For some of them, see the following references: 

[18, 19, 20, 21]. ANNs can be used to predict output by training the network on 

past data that relates input features to corresponding output values. In an ANN, 

an activation function refers to a mathematical operation applied to the output of 

each neuron in a layer of the network. 

The ANN model proposed in this study, whose schematic is given in Figure 

7, was used to estimate CO2 emissions using five different input parameters. The 

selection of activation functions is critical in the design of the nonlinear network 

and facilitates the discovery and learning of complex patterns and relationships 

found in the data by applying them to the output of each neuron. 

 

 

Figure 7. ANN architecture 

The variable w(t) (CO2 emission) in Table 6 was estimated using the other 

five inputs. For the estimation, the training and testing processes were performed 

using the data in Table 7. The hyperbolic tangent transfer function was used as 

the activation function. In addition, the percentages of the data used for the 

training, validation and testing stages are as follows: 70%, 15% and 15%, 

respectively. Then, the data were denormalized. 

Some parameters for ANN analysis are explained in Table 7. The model was 

determined by considering the parameter selections and the situations where good 

results were obtained. 

Table 7. Training progress 



Unit Initial Value Stopped Value Target Value 

Epoch 0 10000 10000 

Elapsed Time - 00:00:09 - 

Performance 0.491 1.14e-07 1e-16 

Gradient 1.23 5.65e-09 0 

Mu 0.001 1e-10 1e+10 

Validation Checks 0 9.93e+03 1.11e+06 

 

The outcoming model by activation functions of ANN is written as in 

Equation (2). Therefore, we have 

𝑤(𝑡) = 𝑤 = 𝑏2 + 𝐿𝑊 tanh

(

  
 
𝑏1 + 𝐼𝑊

(

 
 

𝑥
𝑦
𝑧
𝑢
𝑣)

 
 

)

  
 

                                (2) 

where  

𝑏1 = (0,4745), 𝑏2 = (0,2312), 𝐿𝑊 = (−0,5240),

𝐼𝑊 = (−1,7997   − 0,2413    0,0070   − 0,0386   − 0,1170).
(3) 

 

 3. COMPARISON of ANN and ODE MODELS 

In this section, the ANN and ODE model estimation results for the original 

values between 1990-2022 are shown in Table 8. The 33 rows of data given in 

Table 2 are taken as basis here. 

 

Table 8. Estimation performances of the proposed models according to 

the values in Table 2 

CO2 

ANN pre-
diction of 

CO2 

ODE predic-

tion of CO2 
CO2 

ANN pre-
diction of 

CO2 

ODE 

predic-

tion of 
CO2 

CO2 

ANN 

predic-

tion of 
CO2 

ODE 

predic-

tion of 
CO2 

154,1 154,8939 154,1407 216,3 216,729 
229,808

2 
357,4 

359,39

46 

352,97

23 

160,6 160,462 158,5898 223,7 223,795 
239,350

6 
349,2 

348,99
97 

364,87
4 

166,7 166,5654 163,8132 239,2 238,4507 
250,154

4 
365,7 

367,72

75 

375,83

61 

173,8 173,1689 169,191 247,2 246,1151 260,803 386,3 
381,36

99 

386,11

34 



170,1 169,7673 174,8532 267,0 265,9688 
271,492

3 
404,6 

402,35

97 

395,93

16 

184,1 183,3442 181,3201 284,6 283,545 
283,071

7 
429,4 

424,47

31 

405,71

7 

202,5 200,6089 188,3104 315,6 315,8108 
294,888

4 
422,1 

418,71
04 

414,83
32 

214,9 213,0432 195,4316 311,7 314,0058 
306,237

2 
404,3 

405,80

24 

422,78

26 

215,0 213,4657 203,0439 317,5 319,8292 
317,985

8 
414,4 

413,76
35 

430,19
72 

210,7 210,9398 211,377 317,6 320,29 
330,379

4 
455,2 

456,41

9 

437,12

95 

232,4 232,2198 220,7069 343,0 345,5336 
341,748

7 
441,4 

447,10
1 

442,66
39 

 

The performance indicators of both models are presented in Table 9 by 

comparing them with the actual values in Table 2. According to these results, it 

is seen in Table 9 that both the linear ODE system model and the ANN model are 

successful in predicting CO2 emissions, but the ANN model is more successful. 

 

Table 9. Performances of ODE and ANN estimation results 

 The ANN prediction of 𝑤 The ODE prediction of 𝑤 

Total Absolute Error 51,79381617 299,3497677 

MAD 1,569509581 9,07120508 

MSE 4,552812915 129,8321319 

RMSE 2,133732156 11,39439037 

MAPE 0,004925816 0,032107884 

R-Squared 0,999488465 0,985402435 

 

 

4. RESULT and DISCUSSIONS 

In this study, the ANN model and linear ODE system model were compared 

to estimate the amount of CO2 emissions between 1990-2022. The factors 

affecting the amount of CO2 emissions are the population of Turkey obtained 

from TSI and the distribution of this amount of emissions by sectors. The 

comparison of these two optimization methods was made according to the real 

values found between 1990-2022. The result of this comparison is shown in Table 

9. Here, it was seen that the ANN method gave more successful results. However, 

when the mathematical modeling of the instantaneous change of a variable 

depending on time is considered, differential equations first come to mind. With 



this method, the change of the variable depending on time can be predicted in the 

future. When compared with the real values, the ODE model achieved a not bad 

success. In the ANN method, the instantaneous states of the input variables find 

the value of the output variable w(t). This shows that the current values of the 

inputs must be known in order to make predictions. However, in mathematical 

modeling with ODE, using the parameter values obtained in this study, forward-

looking estimates can be made only with the starting point data. The amount of 

carbon dioxide emissions from 1990 to 2080 is shown graphically in Figure 8. 

 

 

Figure 8. Prediction curve for CO2 emissions of the ODE model in the years 

1990-2080 

 

Table 10 shows the estimate of the amount of CO2 emissions until 2075. Here, 

it is seen that towards the end of 2027, CO2 emissions will reach 458 million tons. 

This point is the local maximum point. It is observed that CO2 emissions will tend 

to decrease from 2028 to 2050 and will decrease to 378 million tons. However, 

our prediction is that there will be an increase from 2050 to 2075 and CO2 

emissions will reach 669 million tons in 2075. 

Table 10. ODE model CO2 forecast for 2023-2075 

Year 
CO2 

(ODE) 
Year 

CO2 

(ODE) 
Year 

CO2 

(ODE) 
Year 

CO2 

(ODE) 
Year 

CO2 

(ODE) 

2022,6 
445,83

3 
2033,8 

441,22

21 
2044,9 

382,12

88 

2056

,1 

412,066

1 

2067

,3 

569,196

9 



2023,5 449,52 2034,6 
436,96

39 
2045,8 

379,57

52 
2057 

420,626

3 

2068

,1 

582,683

8 

2024,3 
452,50

15 
2035,5 

432,38

22 
2046,7 

377,66

94 

2057

,8 

430,029

5 
2069 

595,834

1 

2025,2 
454,76

89 
2036,4 

427,54

77 
2047,5 

376,46

87 

2058

,7 

440,228

1 

2069

,8 

608,526

7 

2026,1 
456,32

11 
2037,2 

422,53

76 
2048,4 

376,03

44 

2059

,5 

451,163

9 

2070

,7 

620,654

3 

2026,9 
457,16

43 
2038,1 

417,42

6 
2049,2 

376,41

81 

2060

,4 

462,768

1 

2071

,6 

632,102

6 

2027,8 
457,31

2 
2038,9 

412,28

3 
2050,1 

377,66

21 

2061

,3 

474,961

1 

2072

,4 

642,761

8 

2028,6 
456,78

54 
2039,8 

407,19

08 
2051 

379,79

94 

2062

,1 

487,661

3 

2073

,3 

652,528

7 

2029,5 
455,61

14 
2040,7 

402,23

01 
2051,8 

382,85

36 
2063 

500,782

5 

2074

,1 

661,306

7 

2030,4 
453,81

81 
2041,5 

397,48

03 
2052,7 

386,83

87 

2063

,8 

514,228

6 
2075 

669,006

1 

2031,2 
451,43

94 
2042,4 

393,01

94 
2053,5 

391,75

95 

2064

,7 

527,899

3 
  

2032,1 
448,51

53 
2043,2 

388,92

39 
2054,4 

397,61

17 

2065

,6 

541,690

5 
  

2032,9 
445,09

21 
2044,1 

385,26

92 
2055,3 

404,38

58 

2066

,4 

555,493

7 
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1. Introduction  

Pollution of the air, soil, and water, in short, the ecological system in which 

all living things take place as a result of the increase in human and industrial 

activities with rapidly increasing population and developing industrialization, and 

accordingly increasing environmental pollution is still one of the biggest 

problems of the whole world (Novikau & Lujaniene 2022).  It is possible to find 

heavy metals in many areas of today's world due to increasing pollution sources. 

Although some of these metals are involved in biochemical and physiological 

activities in living organisms at trace concentrations, their toxic effects occur 

when threshold concentration values are exceeded. Some properties of heavy 

metals such as not being degradable like organic pollutants, transforming into 

hydrated ions that show more toxic effects in water, accumulation in living 

organisms in aquatic environments, and durability cause great difficulties in their 

removal from wastewater. (Shrestha et al., 2021; Akpor et al., 2014). In recent 

years, a large number of researches have been carried out for the removal of 

organic and inorganic-based pollutants from the ecological system and their 

quantitative determination (Kumar et al., 2017).  

Heavy metal ions pose a great risk as environmental pollutants. Pb is among 

the most common pollutants in industrial wastewater. Today, lead is used in many 

industrial areas. Pb is used in the production of industrial products such as lead-

acid batteries in cars, computer screen pages for radiation protection, 

ammunition, and bullets, cable coating, sports equipment, weight belts for divers, 

drums for corrosive liquids, roofing in buildings, stained glass windows, lead 

pipes. In addition, battery production, paints, and electroplating processes are 

among the industrial areas where lead is used. Such intensive use of lead in 

industrial areas has led to the development of strategies to eliminate the damage 

to the environment (Carolin et al., 2017; Briffa et al., 2020). Beacuse its presence 

in the human body can cause serious danger to the normal functioning of the 

kidneys, liver, nervous system and neuronal cells. The World Health 

Organization has identified lead as one of the 10 harmful chemicals that threaten 

public health. Due to its toxic properties, the allowable lead ion concentration in 

drinking water and surface water is below 0.015 mg/L (Kunquan et al., 2010). 

Restrictions have been imposed especially on the use of lead in paints. There is 

no known safe blood lead concentration; even blood lead concentrations as low 

as 3.5 µg/dL may be associated with decreased intelligence in children, 

behavioural difficulties and learning problems (https://www.cdc.gov/lead-

prevention/php/news-features/updates-blood-lead-reference value.html).  

https://doi.org/10.1016/j.jenvman.2022.114685
https://doi.org/10.1016/j.jece.2021.105688
https://eprints.lmu.edu.ng/id/eprint/1012
https://doi.org/10.1016/j.jiec.2017.06.010
https://doi.org/10.1016/j.jece.2017.05.029
https://doi.org/10.1016/j.heliyon.2020.e04691
https://www.cdc.gov/lead-prevention/php/news-features/updates-blood-lead-reference%20value.html
https://www.cdc.gov/lead-prevention/php/news-features/updates-blood-lead-reference%20value.html


Various methods are used for the safe treatment of wastewater polluted by 

various sources. These include ion exchange, chemical precipitation, reverse 

osmosis, membrane separation, electrochemical methods, 

coagulation/flocculation, ultrafiltration, and adsorption. The choice of which 

technique to use depends on the type and concentration of both the available 

supporting materials and the adsorbent used, as well as their costs (Burakov et 

al., 2018; Dabrowski 2001). These methods used in the removal of heavy metals 

have some disadvantages such as insufficient removal, requiring high energy and 

cost, limited reusability, and requiring sensitive operation. To overcome these 

disadvantages, the adsorption method is generally preferred to remove toxic 

metal ions from the aqueous environment. Adsorption has many important 

advantages compared to other water treatment methods, such as ease of 

application, high degree of purification, high profitability and reusability. 

Additionally, no secondary toxic byproducts are formed when adsorption 

methods are used (Soliman & Moustafa 2020). 

Activated carbon, natural and synthetic zeolites, ion exchange resins and some 

biopolymers such as chitosan, gelatin, cellulose and lignin are used as traditional 

adsorbent materials in water purification.  Recently, materials such as carbon 

nanotubes, nanofibers, graphene and graphene oxide have been studied 

extensively due to their high adsorption efficiency. However, the widespread use 

of carbon nanomaterials in real water purification systems is limited due to 

problems such as high production costs, environmentally unsafe production 

methods, granulation and regeneration. Biopolymers show high adsorption 

capacity due to their mesoporous structure and hydroxyl and carboxyl functional 

groups. However, they have low chemical and mechanical stability.  

Nanomaterials are candidates for being good adsorbent materials due to their 

nanosizes, high surface areas, huge surface-to-volume ratios, good dispersion in 

water and excellent surface reactions (Hornyak 2008).  There are many studies 

on the effective separation of heavy metal ions from aqueous media with nano 

TiO2. Additionally, TiO2-based nanocomposite materials and immobilization of 

TiO2 on support materialshave been investigated to enhance the adsorption 

capacity of nano TiO2.  

In most studies in the literature, crystalline nano TiO2 (anatase or rutile) has 

been used alone or by preparing composite materials (carbon nitride, hydroxide 

ethyl aniline, etc.) for adsorption of heavy metal ions. In this study, amorphous 

TiO2 was prepared instead of crystalline TiO2 and its adsorption capacity for 

Pb(II) ions was investigated by modifying it with curcumin, a natural functional 

group. Curcumin, often called diferuloylmethane or 1,7-bis(4-hydroxy-3-

https://doi.org/10.1016/j.ecoenv.2017.11.034
https://doi.org/10.1016/j.ecoenv.2017.11.034
https://doi.org/10.1016/S0001-8686(00)00082-8
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methoxyphenyl)-1,6-heptadiene-3,5-dione, is a hydrophobic polyphenol 

extracted from the root of the Curcuma longa plant (turmeric). Turmeric has 

traditionally been used for many ailments due to its wide range of 

pharmacological activities. However, recent studies have shown that curcumin 

exhibits antioxidant, anti-inflammatory, antimicrobial, anticarcinogenic, and 

many other pharmacological activities. Turmeric contains three important 

derivatives, curcumin, demethoxycurcumin (DMC), and bis-demethoxycurcumin 

(BDMC). The three compounds, called curcuminoids, differ in the methoxy 

bonding on the aromatic ring (Anand et al., 2008; Simon et al., 1997). The 

analytical application of curcumin complexes is related to the spectroscopic 

analysis of trace amounts of metals in many areas such as food, plants, 

wastewater, and nuclear technological wastes. In particular, the spectroscopic 

determination of boron in very trace amounts is among the first analytical 

applications (Wanninger et al., 2015). Although most of the literature 

demonstrates the remarkable antioxidant and antibacterial performance of 

curcumin, applications of curcumin for heavy metal ion removal and membrane 

applications have not been sufficiently investigated to date (Naushad et al., 2019; 

Priyadarsini 2014). 

The amorphous phase is mainly characterized by partial loss and disordered 

formation of TiO2 octahedral coordination. Amorphous TiO2 is thought to have 

weak photocatalytic activity due to its irregular structure. However, compared to 

crystalline TiO2, it has advantages such as easier synthesis conditions, larger 

surface area, and more favorable surface modification. This has increased the 

adsorption properties of amorphous TiO2. In addition, due to its large specific 

surface area, it is possible to increase its photocatalytic activity and heavy metal 

adsorption capacity by doping with highly conductive metals or substances 

containing functional groups (Sun et al., 2019; Modvi et al., 2023). 

The objective of this study was to investigate, after synthesis and 

characterization of curcumin modified amorphous-TiO2, (curcumin/a-TiO2) for 

enhanced adsorption capacity and its utility for the removal of Pb2+ ions, from 

aqueous media by adsorption. The adsorption conditions (pH, contact time, 

amount of adsorbent, Pb2+ concentration, etc.) in batch mode experiments were 

optimized. Additionally, adsorption isotherm and kinetics were determined.  

According to our research, no studies have been found in literature on the 

adsorption of Pb ions by curcumin-modified TiO2.  
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2. Experimental 

2.1 Reagents and solution 

Titanium-iso-propoxide (Ti(OPri)4, 97%), curcumin 

([HOC6H3(OCH3)CH=CHCO]2CH2, 99%), 2-propanol (C3H8O9) and tannic acid 

(C76H52O48) were purchased from Alfa Aesar) and Sigma-Aldrich (German). 

Hydrochloric acid (HCl, 37%), lead(II) nitrate Pb(NO)2 solution (1000 mg L-1), 

sodium hydroxide (NaOH), ethanol (C2H5OH), sulfuric acid (H2SO4), nitric acid 

(HNO3), sodium dihydrogen phosphate (H2NaPO4), magnesium chloride 

hexahydrate (MgCl2.6H2O), dimethyl sulfoxide (CH3)2SO were purchased from 

Merck (German). All chemicals were analytical grade. Millipore Milli-Q Direct 

16 ultrapure water (18.2 MΩ cm resistivity, Millipore, USA) was used for the 

preparation of all aqueous solutions. 

2.2 Instrumentation 

X-ray diffraction (XRD) patterns obtained with a Rigaku Geigerflex D Max/B 

model diffractometer using Cu Kα radiation (λ = 0.15418 nm).  The analysis was 

carried out at a scanning range of 10-80° and a scanning degree of 2 min-1
. Fourier 

transform infrared spectroscopy (FT-IR) (Perkin Elmer Spectrum One) spectra of 

the synthesized materials were characterized at 4000-500 cm-1 wavelength and 

4.0 cm-1 resolution. Digital LEO-EVO 40 scanning electron microscope (SEM) 

was used to determine the surface morphology. SEM and SEM-EDX analyses 

were performed with a microscope with an accelerating voltage of 30 kV, a 

detector with 3 nm separation power (secondary electron), and a BSD (Back 

Scattering Detector) with 4.5 nm separation power in XVP mode, an accelerating 

voltage range of 0.2-30 kV. The imaged material was coated with a gold coating 

to obtain better images and ensure conductivity. Micromeritics Instrument 

Corp.Gemini VII 3.03, serial 679 surface area measurement device (BET). A 

Malvern Zeta-sizer Nano series Nano-ZS instrument was used to measure the 

surface charge and hydrodynamic diameters. The concentrations of the ions 

remaining in the aqueous medium after all adsorption studies were determined by 

Thermo iCE-3000 Series flame atomic absorption spectrophotometer (FAAS). 

2.3 Synthesis of curc/a-TiO2 

The synthesis was carried out in two stages. In the first step, 2-PrOH/Ti(OPri)4 

(n/n) was taken in a ratio of 23.07 and H2O/Ti(OPri)4 (n/n) 3.26 for amorphous 

TiO2 (a-TiO2) synthesis by sol-gel method. Ti(OPri)4 was added to 2-PrOH and 

dispersed for 30 min and after homogenization, water was added dropwise at the 

determined ratio and stirred at the lowest speed (250 rpm) for 4 hours at room 



temperature. After evaporation of alcohol by centrifugation at 9000 rpm and then 

the material was dried in a vacuum oven at 105ºC for 1 night.  

In the second step, curcumin was modified to amorphous TiO2 by wet 

impregnation. 1.000 g of curcumin was dissolved homogeneously in 70 ml 

MetOH in an ultrasonic bath. 2.000 g a-TiO2 was dispersed in 2.5 mL DMSO and 

added to the curcumin dissolved in methanol and stirred in a reflux system at 250 

rpm for 8 hours at room conditions. Then, the supernatant obtained after 

centrifugation at 9000 rpm for 15 minutes was washed several times in DMSO 

and MeOH separately to remove impurities. It was then dried in a vacuum oven 

at 70 ºC for 7 hours. 

 

 

 

 

 

 

 

 

 

 

 

2.4 Adsorption studies 

Adsorption studies of lead ions using curc/a-TiO2 were performed by batch 

method procedure. In the adsorption studies performed by batch technique, 

initially, different ratios of curcumin were modified to amorphous TiO2, and the 

effect of curcumin ratio on the adsorption of Pb2+ ions was investigated. After 

determining the optimum curcumin ratio, the effects of time (5-120 min), pH (2-

8), adsorbent amount (0.025-0.4 % w/v), initial concentration (50-700 mg L-1), 

pollutant volume (25-200 ml), organic matrix (10-30 mg L-1) optimum parameter 

values in batch adsorption studies were investigated operating under room 

conditions. The adsorption capacity of lead ions on curc/a-TiO2 (mg g-1) was 

calculated as equation (1). 

 

Figure 1. Synthesis of a-TiO2 by sol-gel process (a), modification of curcumin to 

a-TiO2 by wet impregnation technique (b). 



qe = (c0 − ce).
V

m
                                                  (1) 

 

In the equation, qe is the adsorption capacity, Co is the initial concentration of 

Pb2+ ions, C is the concentration at equilibrium, V is the volume, and m is the 

amount of adsorbent. Pb2+ concentrations in all adsorption studies were 

determined by FAAS.   

3. RESULT AND DISCUSSION 

3.1. Characterization of the synthesised materials 

XRD patterns 

XRD was used to determine the phase analyses and crystallite size of the 

synthesized materials and XRD diffraction patterns were given in Figure 3. The 

average crystallite sizes of the materials were calculated from the Scherrer 

equation.  

𝐷 = 𝐾𝑥𝜆/𝛽𝑥𝑐𝑜𝑠 𝜃                                (2) 

In the equation, D is the average crystal size in nanometres, K is the crystal 

form factor (0.94), λ is the wavelength of the X-ray beam (0.1548 nm for CuKα 

radiation), β is the width at half height of the maximum scattering peak and θ is 

the peak point (Bragg angle). XRD patterns are shown in Figure 3. 

 



 

Figure 2. XRD powder diffraction patterns of the synthesized materials. 

 

Many peaks with 2θ diffraction angles between 7-30º are observed, 

confirming the crystal structure of curcumin. The observed XRD diffraction 

patterns were analyzed using the ICDD PDF-4 2021 (ICDD Card No. 00-066-

1420) database library, with C21H20O6 as the reference model of curcumin. The 

values corresponding to the angles 2θ=9.08°, 14.78°, 17.61°, 19.07°, 23.81°, 

24.20°, 25.97°, 26.51, 26.62°, 27.14°, 27.32°, and 28.95° are (002), (010), (110), 

(-204), (013), (-214), (-115), (020), (-121), (-123), (-223), respectively 

(Paranthaman et al., 2021). The crystal size corresponding to the peaks in the 

XRD pattern of curcumin was calculated using the Debye-Scherrer equation. The 

crystal size of curcumin calculated according to this equation is 267 nm. As seen 

XRD pattern in Figure 3 curcumin-modified amorphous-TiO2 was observed that 

there were no distinct peaks and a diffraction pattern similar to amorphous-TiO2 

was formed. This indicates that the crystallinity of curcumin on amorphous-TiO2 

is lost and the synthesis material is amorphous. 

 

 

  

https://doi.org/10.1007/s11694-021-01225-w


FT-IR  

FT-IR spectrum of curcumin, a-TiO2, and curc/a-TiO2 were characterized at a 

wavelength of 4000-500 cm-1 and resolution of 4.0 cm-1. The spectra of these 

materials are shown in Figure 4. As seen from the FT-IR spectrum OH stretching 

at 3505 cm-1, C=C and C=O stretching in the chain at 1627 cm-1, C-C and C-C=O 

in-plane bending at 1510 cm-1, C-C, C-H, and C-OH out-of-plane bending in the 

aromatic ring at 1430 cm-1, at 1281 cm-1, C-CH and C-OH in-plane bending and 

stretching in the aromatic ring in curcumin in the enol structure, and CH in-plane 

bending vibrations in the aromatic ring at 963 cm-1 and 856 cm-1 is observed. In 

addition, no peak is observed at wavelengths 1800-1650 cm-1, which is the 

carbonyl region. This indicates that curcumin has a keto-enol tautomeric structure 

(Derong et al., 2022). When the FT-IR spectra of curcumin-modified a-TiO2 were 

examined, the OH groups at 3505 cm-1 in curcumin disappeared. In addition, the 

spectrum caused by C-OH and CCH in-plane bending vibrations in the enol 

structure of curcumin at 1153 cm-1 is not seen in the curc/a-TiO2 particle. The 

disappearance of the OH groups and the spectra in the enolic structure despite 

staying at stable pH and temperature indicates that curcumin forms a coordination 

bond with a-TiO2 via OH groups.  

The spectra at 1585.38 cm-1 and 1497.28 cm-1 are due to the aromatic skeleton 

structure. However, the shift from 1627 cm-1 to 1585 cm-1, from 856 cm-1 to 

822.19 cm-1, and the decrease in peak intensity indicate that curc/a-TiO2 is 

amorphous.   

 

https://doi.org/10.1016/j.carbpol.2021.119080


 

Figure 3. FT-IR spectra of the synthesized materials. 

 

SEM and SEM-EDX  

a-TiO2, and curc/a-TiO2 was determined by SEM-EDX images shown in 

Figure 5. When the scanning electron microscopy (SEM) images of both a-TiO2 

and curc/a-TiO2 were analyzed, large particles were formed as a result of 

aggregation in both materials. Although the particle size of a-TiO2 was between 

393.12 nm and 698.52 nm, the particle size of curc/a-TiO2 ranged between 386.58 

nm and 895.39 nm. In this case, curc/a-TiO2 and the particle sizes increased. As 

seen in Figure 5, EDX analysis shows that the C by mass ratio in curcumin is 

higher than that in curc/a-TiO2. In addition, the Ti content in the a-TiO2 is 

approximately the same as in the curc/a-TiO2 material. Both of these cases show 

that curcumin is modified to a-TiO2 at room conditions. However, while the S 

element was not observed in curcumin, the S element was found in curc/a-TiO2. 

This is because TiO2 was modified with curcumin after being dispersed in DMSO 

during the synthesis. This shows that S in the structure of DMSO after 

modification could not be removed by methanol washing and remained in the 

amorphous structure. 

  



Zeta Potential  

A Malvern Zetasizer was used to measure the surface charge and 

hydrodynamic diameters of the synthesized materials. The size distributions of 

particles in colloidal suspensions are measured by dynamic light scattering (DLS) 

and given as hydrodynamic diameter.  Surface charges (zeta potential) were 

determined by laser doppler electrophoresis (LDE).  When the particle size 

distribution graphs were analyzed, it was observed that the hydrodynamic 



diameter of amorphous TiO2 increased as a result of the modification of curcumin 

to the amorphous structure. As can be seen from Figure 8 and Figure 9, a-TiO2 

shows a zeta potential close to +30 mV in the pH 4-5 range, while the surface is 

charged at -27 mV in this pH range by modifying the structure with curcumin. 

The change in surface charge with curcumin modification indicates that curcumin 

enters the structure of a-TiO2. In addition, the fact that these values are close to 

±30 mV is also important in terms of showing that stable dispersions are formed 

in aqueous media. As shown in Table 4, the pHISEP value of the synthesized 

curc/a-TiO2 was similar to that of curcumin. The zeta potentials of a-TiO2 and 

curcumin show similar behavior. In adsorption studies using a-TiO2, maximum 

adsorption was observed at pH:6, while Pb2+ ions were adsorbed at pH:5 at the 

zeta potential value of -26.8 mV of curc/a-TiO2. 

 

 

Figure 4. Zeta potential of the synthesized materials. 

 

 

 

  



Table 1. Isoelectric points of the synthesized materials. 

            Materials 
                 Isoelectric 

point, 
              pHISEP 

a-TiO2 4.64 
curcumin 3.23 

curc/ a-TiO2                                    3.08 

 

 

 

 

 

(a) 

(b) 



 

Figure 5. DLS analysis of synthesis curcumin (a), a-TiO2 (b), curc/a-TiO2 (c). 

 

SBET Surface Area  

The synthesized curc/a-TiO2 has a surface area of 336 m2 g-1, pore volume of 

0.1866 cm3 g-1, pore size of 10.27 Å.  

 

3.2 Adsorption of Pb2+ ions 

Determination of modified curcumin amount 

To compare the adsorption of Pb2+ ions on a-TiO2 with the adsorption of Pb2+ 

ions on amorphous TiO2 synthesis material modified with curcumin, the 

adsorption capacity and Pb2+ removal % ratios of the synthesis materials were 

compared by modifying different ratios of curcumin on a-TiO2. Considering the 

chelation of metal ions with diketone groups in curcumin, the adsorption 

performance of curc/a-TiO2 synthesis material is expected to increase compared 

to a-TiO2 This situation is examined at optimum conditions and given in Table 2. 

When the mole ratios of curcumin and a-TiO2 modification are analyzed in Table 

2, the most suitable curc/a-TiO2 (n/n)*100; 10.84 was determined and an 

adsorption study was performed with this synthesis material. 

 

  

(c) 



Table 2. Effect of the amount of curcumin modified to a-TiO2 on Pb2+ adsorption adsorp-

tion (adsorbent amount; 0.1 % w/v, adsorption time: 30 min and pollutant volume 25 mL 

Pb2+ concentration: 400 mg L-1) (Xort±s for n=3). 

curc/a-TiO2 ratio (n/n)*100             Adsorption,%            Adsorption capacity  

(mg g-1 )                   

2.71  87.51±0.52 350.4±1.14 

5.4 89.90±0.47 359.6±0.87 

10.84 99.81±0.34 399.2±0.03 

21.68 92.67±0.94 370.6±1.94 

 

Effect of pH solution 

The most important variable in adsorption parameters is the pH of the 

aqueous solution. The ionic equilibrium of the analyte changes at different 

pH values, while the surface charge of the adsorbent material also changes. 

Pb2+ ions are hydrolyzed up to pH: 6. It starts to complex in a neutral and 

alkaline environment. These complexes are PbOH-, Pb3(OH)4
2+, and 

Pb(OH)3
- hydroxide complexes. Lead forms precipitate in the form of Pb2+ 

at pH≤6 and Pb(OH)2 at pH 8-12. In a highly alkaline environment, 

Pb(OH)3
- complex is observed. In addition, curcumin shows enol 

tautomerism in an acidic medium and keto tautomerism in an alkaline 

medium. Therefore, pH was determined as the most important priority in 

the adsorption study (Kaur et al., 2018; Duan et al., 2015). The results of the 

study from pH:2 to pH:8 in acidic medium are shown in Figure 10. The highest 

removal percentage and adsorption capacity were determined as pH:5 in the 

adsorption study and the adsorption study was continued at this pH value. 

https://doi.org/10.1021/acs.jafc.8b03893
https://doi.org/10.1016/j.colsurfa.2015.01.029


 

Figure 6. Effect of pH on Pb2+ removal (a), adsorption capacity (b). 

 

Effect of adsorbent dosage and initial lead concentration 

Pb2+ removal percentage efficiency and adsorption capacity of different 

adsorbent ratios at optimum conditions are shown in Figure 11(a). In this case, it 

is seen that the adsorption capacity increased up to 1220.96 mg g-1 at 0.025% w/v 

adsorbent amount. However, the adsorption capacity decreased to 399.81 mg g-1 

at 0.1% w/v where Pb2+ removal percentage was obtained with 99.96% 

efficiency. Therefore, the study was continued at this rate.  

In the adsorption study, the initial concentration is an important variable that 

affects the binding mechanism of the analyte to the adsorbent and determines the 

adsorption equilibrium performance of the adsorbent. Therefore, to investigate 

the effect of Pb2+ ions on curc/a-TiO2, an adsorption study was carried out in 

aqueous media containing concentrations of 50-700 mg L-1, and adsorption % 

(a) (b) 



rates are shown in Figure 11(b). As the initial concentration increased, the 

adsorption capacity increased relatively, while the adsorption percentage of Pb2+ 

ions decreased. Adsorption equilibrium was established after the initial 

concentration was 600 mg L-1. Based on these data, the initial concentration of 

Pb2+ ion in aqueous media was determined as 400 mg L-1. 

Figure 7. Adsorption of Pb2+ions by curc/a-TiO2 effect of; adsorbent dosage 

(a), initial Pb2+ concentration (b). 

 

Kinetics of Adsorption  

The effect of contact time on adsorption is a significant parameter in terms of 

equilibrium isotherms and the kinetic performance of the adsorbent. The contact 

time of up to 120 min under the determined adsorption parameters was studied to 

determine the performance of curc/a-TiO2 adsorbent. In Figure 10 (a) and Figure 

10 (b), the effect of contact time of Pb2+ ions on curc/a-TiO2 adsorbent is shown. 

The time-dependent removal of Pb2+ ions on curc/a-TiO2 was realized at a high 

rate in a short time. The adsorption rate is high in the first moments. Because of 

this reason, the removal of Pb2+ ions reached 90% in the very first 10 minutes. 

But over time, as a result of the decrease of functional groups and the rapid 

binding of Pb2+ ions to the amorphous structure, adsorption equilibrium occurred. 

Because the removal of Pb2+ ions reached the highest value in 30 minutes, it was 

optimized the contact time effect of the adsorption study was 30 minutes. The 

adsorption kinetics of Pb2+ ions on curc/a-TiO2 was calculated using the pseudo-

first-order, pseudo-second-order equations. The values shown in Table 3 and 

Figure 10 (c) and Figure 10 (d) were generated from the adsorption kinetics of 



400 mg L-1 Pb2+ ions on curc/a-TiO2 at 0-120 min adsorption time and initial 

concentration (c0). When the rate kinetics were analyzed, the adsorption of Pb2+ 

ions on curc/a-TiO2 fits the pseudo-second-order rate kinetics very well. 

According to the pseudo-second-order rate kinetics, the calculated qe (mg g-1) of 

396.82 is very close to the experimentally determined adsorption capacity of 

399.81 (mg g-1). 

 

Figure 8.  Effect of contact time of lead ions on curc/a-TiO2; removal 

percentage (a), adsorption capacity (b) and adsorption kinetics; pseudo first 

order (c), pseudo second order (d) models. 

Table 3. Adsorption kinetics parameters of Pb2+ on curc/a-TiO2, (adsorbent amount: 0.1% 

w/v, pH: 5; 25 ml, 400 mg L-1 Pb2+ , contact time: 5-120 min). 

pseudo-first-or-
der 

qe (mg g-1) 
2.6164 

k1 (dk-1) 
0.000068 

R2 
0.25136 

pseudo-second-
order 

qe (mg g-1) 
396.82 

k2 (mg g-1 dk-1) 
4.8342 

R2 

0,9998 

 



Isotherm of Adsorption 

In determining the adsorption capacity of Pb2+ ions on curc/a-TiO2 at room 

conditions, adsorption isotherm values of 50-700 mg L-1 Pb2+ ion concentrations 

at optimum conditions were linearly plotted according to Langmuir and 

Freundlich isotherms. These calculations were made according to (Equation 3) 

and (Equation 4). The constants determined according to the linear graph and the 

adsorption capacities calculated according to the isotherm graphs are shown in 

Table 4. Furthermore, linear adsorption isotherm graphs are shown in Figure 11 

(a) and Figure 11 (b). 

 

𝑐𝑒
𝑞𝑒 
=

1

𝑞𝑚. 𝑏
+
𝑐𝑒
𝑞𝑚
                                                                     (3) 

 

Langmuir linear isotherm ce versus ce/qe values were plotted. Langmuir 

isotherm constant (KL) and maximum Langmuir adsorption amount (qmax) with 

1/slope (1/n) were calculated. Freundlich adsorption model is the isotherm in 

which multilayer adsorption equations are determined based on the assumption 

that the interface, adsorption sites, and energy are heterogeneous. Freundlich 

adsorption isotherm is given by the following equation. 

 

  𝑙𝑜𝑔 𝑞𝑒 = 𝑙𝑜𝑔𝐾𝑓 + 
1

𝑛
𝑙𝑜𝑔𝐶𝑒                                                      (4) 

 

For the linear isotherm of Freundlich adsorption, a linear plot of logqe versus 

logce was constructed to find Kf and n values. The 1/n value was calculated as 

the slope of the graph and the Kf value was calculated so that 1/n value was equal 

to logKf value. As shown in Table 4, according to Langmuir and Freundlich linear 

adsorption isotherms plotted at Pb2+ ion concentrations of 50-700 mg L-1 on 

curc/a-TiO2 under optimum conditions, the isotherm of the adsorption study was 

in accordance with Langmuir isotherm (R2 > 0.99). The qmax= 564.97 mg g-1 value 

calculated according to Langmuir isotherm shows that the adsorption capacity of 

Pb2+ on curc/a-TiO2 adsorbent is quite high. Moreover, the nf value determined 

by Freundlich isotherm is greater than 1 indicating that the adsorption is 

chemisorption. 



Table 4. Parameters of Langmuir and Freundlich isotherm linear graphs for the adsorp-

tion of Pb2+ with curc/a-TiO2 (pH: 5 at 25 ºC, adsorbent amount: 0.1 % (w/v), contact 

time 30 min, Pb2+ initial concentrations: 400 mg L-1, volume: 25 mL). 

Langmuir 
qm (mg g-1) 

564.97 
KL 
0.3484 

R2 
0.9951 

Freundlich 
Kf (mg g-1)(mg L-1)1/n 

199.75 
nf 

4.5871 
R2 
0.5135 

 

Figure 9. Adsorption isotherms for removal Pb2+ by curc/a-TiO2: linear; 

Langmuir (a), Freundlich models. 

 

Effect of inorganic matrix and ionic strenght 

Besides the pollutant analyte, organic or inorganic matrix components may 

also be present in real samples. Therefore, to determine the adsorption 

performance of the synthesized curc/a-TiO2 material, the removal of Pb2+ ions 

and adsorption capacity of Pb2+ ions from the sample aqueous medium containing 

cationic (Ca2+, Mg2+, Na+) and anionic (PO4
3-, Cl-, SO4

2-, NO3
-) strength, which 

are present in high concentrations in wastewater, as well as tannic acid and gallic 

acid, which are organic matrices, were investigated under optimum adsorption 

conditions. The organic matrix effect has not much effect on the adsorption of 

Pb2+ ions, while the adsorption rate decreases by 8.2% and the adsorption capacity 

decreases by about 4% depending on the ion strength of the medium (Table 6).  

  



Table 5. Concentrations of cations and anions added to the solution 

cations concentration, mg L-1 anions  concentration, mg L-1 

Na+ 30.00 SO4
2- 24.00 

Mg2+ 10.00 PO4
3- 13.77 

Ca2+ 20.00 Cl- 47.36   
CO3

2- 26.08 

 

Table 6. Effect of inorganic matrix on Pb2+ adsorption from curc/a-TiO2 (400 mg L-1, 200 

mL Pb2+, pH: 5, adsorbent amount: 0.1 % w/v, time: 30 min) (Xort±s for n=3). 

 

Desorption of Pb2+ ions 

Primarily suitable solution and then suitable solution concentration was 

determined for the desorption of Pb2+ ions via curc/a-TiO2. The recovery 

percentages at different Pb2+ ion concentrations and solution volumes were 

calculated by taking HCl acid solution in the concentration range of 1-2.5 mol L-

1 for elution. For the desorption study, HCl was selected from acidic eluents. The 

acidic eluent HNO3 was excluded due to the possibility of conversion of the 

organic structure of curcumin bound to a-TiO2 into metabolites and disruption of 

its structure. Alkaline eluents were not used due to the possibility of complexing 

with Pb2+ ions at high pH. The eluent selection and desorption rates related to the 

desorption studies are consistent with the studies in the literature (Xiangbing et 

al., 2007; Naushad et al., 2015). Desorption conditions were determined as a 

desorption time of 120 minutes and 25 mL desorption solution, static stirring at 

200 rpm. Desorption results of Pb2+ ions adsorbed at different concentrations and 

elution solutions are shown in Figure 14. 

  

Adsorption medium Adsorption, % Adsorption capacity, mg g-1 

Inorganic matrix none, Pb2+  

Inorganic matrix presence, Pb2+ 

98.22±1.16 

90.16±1.08 

3143.04±12.29 

              3021.00±11.71 

https://doi.org/10.1016/j.microc.2007.03.002
https://doi.org/10.1016/j.microc.2007.03.002
https://doi.org/10.1016/j.molliq.2019.01.090


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. Effect of desorption of Pb2+ from curc/a-TiO2 at different eluent volumes (a) 

and different initial Pb2+ concentrations (b), adsorption-desorption percentages (c), (de-

sorption contact time: 120 min). 

 



Adsorption of lead ions comparison with other adsorbent materials 

The comparison of the maximum adsorption capacity of Pb2+ on curc/a-TiO2 

with other adsorbent materials is shown in Table 7. It is shown that curc/a-TiO2 

has higher monolayer, equally active sites and homogeneous energy, as well as 

no interaction between adsorbed molecules and has an outstanding adsorption 

capacity. Therefore, curc/a-TiO2 was found to be highly effective for the 

adsorption of Pb2+ ions in water. 

Table 7: Comparison of maximum adsorption capacity of Pb2+ between curc/a-TiO2 and 

those reported in the literatüre. 

Absorbent Sample matrices qm (mg g‒1) References 

Fe3O4@SiO2@NH2@SH 

Model wastewater 

containing organic 

and Pb2+ contamina-

tion 

23.92 

 

Esrafili et 

al., 2019 

 

MCC -g-poly(AA-co-)hydrogels 

Model wastewater 

containing Pb2+ and 

Cd2+ contamination 

393.3 

 

Zhao et al., 

2019 

Cell-g-NIPAM-co-AAc 

Pb2+, Ni2+ and Cu2+ 

contaminated model 

wastewater 

118.13 

 

Kumar & 

Sharma  

2019 

 

CCN-Alg 

Model wastewater 

containing Pb2+ pol-

lution 

0.95 

Hu et al., 

2018 

PEI-BC 

Pb2+, Cu2+ 

containing was-

tewater 

148 
Jin et al., 

2017 

Gu-MC Model wastewater 52.0 
Kenawy et 

al., 2018 

MCS-ITMB 

Pb2+, Cd2+ 

containing was-

tewater 

 

134.10 
Shahraki et 

al., 2019 

m-PSAC 

Model wastewater 

containing Pb2+ pol-

lution 

80.65 

Parlayıcı & 

Pehlivan 

2017. 

 

PHEA/TiO2 

Model wastewater 

containing Pb2+ pol-

lution 

26.05 
Yousefzadeh 

et al., 2018 

https://jsums.medsab.ac.ir/article_1126.html?lang=en
https://jsums.medsab.ac.ir/article_1126.html?lang=en
https://doi.org/10.1016/j.carbpol.2019.115022
https://doi.org/10.1016/j.carbpol.2019.115022
https://doi.org/10.1016/j.reactfunctpolym.2019.04.014
https://doi.org/10.1016/j.reactfunctpolym.2019.04.014
https://doi.org/10.1016/j.reactfunctpolym.2019.04.014
https://doi.org/10.1016/j.ijbiomac.2017.11.171
https://doi.org/10.1016/j.ijbiomac.2017.11.171
https://doi.org/10.1016/j.biortech.2017.08.072
https://doi.org/10.1016/j.biortech.2017.08.072
https://doi.org/10.1016/j.ijbiomac.2017.10.017
https://doi.org/10.1016/j.ijbiomac.2017.10.017
https://doi.org/10.1016/j.ijbiomac.2019.07.223
https://doi.org/10.1016/j.ijbiomac.2019.07.223
https://doi.org/10.1016/j.powtec.2017.04.021
https://doi.org/10.1016/j.powtec.2017.04.021
https://doi.org/10.1016/j.powtec.2017.04.021
https://doi.org/10.1016/j.molliq.2018.03.023
https://doi.org/10.1016/j.molliq.2018.03.023


chitosan/TiO2 hybrid film 

Model wastewater 

containing Pb2+ pol-

lution 

145.53 
Tao et al., 

2009 

GPTMS/nano-TiO2 

Model wastewater 

containing Pb2+ pol-

lution 

22.7 
Chunxiang 

et al., 2009 

curc/a-TiO2 

Model wastewater 

containing Pb2+ 

pollution 

564.97 This study 

 

Reusability of Adsorbent 

In this study, the recovery of Pb2+ was evaluated in 5 adsorption-elution cycles 

to determine the adsorption capacity and stability of the synthesis material. The 

results of the study are shown in Table 9. In the reusability study, over 95% 

recovery was observed as a result of 5 repetitions. In terms of reusability, the 

material was determined to be stable for up to 5 cycles. 

 

Table 8. Reusability of curc/a-TiO2 (adsorbent amount: 0.1% w/v, pH: 5; 25 ml, 50 mg 

L-1 Pb2+ , contact time:30 min). 

Operation cycle Pb2+ Recovery, % 

1. 98.70±0.26 

2. 97.16±0.32 

3. 97.79±0.38 

4. 95.15±0.34 

5. 94.61±0.32 

 

4. CONCLUSIONS 

In this study, amorphous TiO2 synthesized by the sol-gel process was modified 

with curcumin by wet impregnation. The synthesized curc/a-TiO2 has a surface 

area of 336 m2 g-1, pore volume of 0.1866 cm3 g-1, pore size of 10.27 ºA, and 

particle size ranging from 386 to 895.39 nm. FT-IR showed that the carbonyl and 

methoxy functional groups from curcumin. The amorphous structure of TiO2 

increased the adsorption capacity. a-TiO2 has a hydrodynamic diameter of 554 

d.nm, while curc/a-TiO2 has a hydrodynamic diameter of 846 dnm, indicating 

that the hydrodynamic diameter increases with the modification of curcumin. 

According to the zeta potential results, the surface charge of curc/a-TiO2 is close 

to -30 mV, indicating that stable dispersions are formed in aqueous media. 

https://doi.org/10.1016/j.jhazmat.2008.04.012
https://doi.org/10.1016/j.jhazmat.2008.04.012
https://doi.org/10.1016/j.jhazmat.2008.04.012
https://doi.org/10.1016/j.jhazmat.2008.04.012


The synthesized curc/a-TiO2 was used as an adsorbent and Pb2+ ions were 

succesfully removed from aqueous media by adsorption method. Curcumin/a-

TiO2 showed a very high adsorption capacity of 564.97 mg g‒1 for the removal of 

Pb2+ ions from the aqueous medium. Moreover, the adsorption rate was found to 

be over 90% even after 5 reuses. The experimental data show that monolayer 

adsorption occurs by confirming the Langmuir model, is compatible with pseudo-

second-order (PSO) adsorption kinetics, and has a very high adsorption capacity. 

Thus, an eco-friendly adsorbent with high affinity for the adsorption of heavy 

metals such as Pb2+ was synthesized. 
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Introduction  

The Asteraceae family is the largest family of flowering plants, known for its 

extensive diversity and distribution (Cheek et al., 2020). It is represented by 

approximately 1100 genera and 25000 species worldwide (Seçmen et al., 2000). 

In Türkiye, the family includes a total of 1438 taxa, consisting of 152 genera, 

1230 species, 133 subspecies, and 75 varieties (Yıldırımlı, 1999). In addition to 

its high number of individuals, this family also holds significant medicinal, 

economic, and ecological importance (Demir, 2020a; Demir, 2013). Many 

members of this family are utilized for food, medicinal, and fodder purposes in 

various parts of the world (Kaval et al., 2014; Kawarty, 2020; Demir, 2020b). 

Most members of the Asteraceae family have therapeutic applications and a long 

history in traditional medicine, with some species cultivated for edible and 

medicinal purposes for over 3000 years. In arid and semi-arid regions, certain 

taxa from this family are cultivated and farmed (Demir, 2020c; Demir, 2021). 

Members of the Asteraceae family exhibit a wide range of activities, including 

anti-inflammatory, antimicrobial, antioxidant, and hepatoprotective effects 

(Rolnik and Olas, 2021). 

Tragopogon L. is represented by 18 species in Türkiye, with the number rising 

to 25 when including doubtfully recorded and recently described taxa 

(Coşkunçelebi and Gültepe 2012). Seven of these taxa are endemic to Türkiye, 

resulting in an endemism rate of 33%. 

Tragopogon (Asteraceae) includes nearly 150 species primarily found in 

Europe and Asia (Bremer 1994; Soltis et al. 2004). It is one of the largest genera 

in the subtribe Scorzonerinae Dumort. (Mavrodiev et al. 2004) and is 

characterized by entire, parallel-veined leaves, a single row of involucral bracts, 

and beaked achenes. Correctly identifying Tragopogon taxa is nearly impossible 

without a thorough understanding of mature achenes and the color of the ligules 

(Borisova 1964; Matthews 1975). 

Tragopogon pratensis L. commonly known as Goat’s beard, is an annual or 

perennial plant that grows up to 0.6 meters. This species is considered a beneficial 

remedy for liver and gallbladder issues, exhibiting detoxifying properties that 

may stimulate appetite and digestion. Its high inulin content makes it a valuable 

food source for diabetics. The root is recognized for its astringent, depurative, 

diuretic, expectorant, nutritive, and stomachic properties. Experimental studies 

on methanol extracts of T. pratensis have demonstrated that phenolic compounds 

possess antiproliferative and tumor-arresting effects (Mitic et al. 2014). This 

study aims to reveal the anatomical and micromorphological features of T. 



pratensis, a plant of economic and medicinal importance. The results obtained 

will serve as a foundation for future research on this species. 

MATERIAL AND METHODS 

The research material, T. pratensis, was collected from Tokat and its 

surroundings between April and August, when it was flowering. Some of 

the samples were preserved as herbarium specimens. The work "Flora of 

Turkey" was used to identify the species (Davis, 1982). To determine its 

anatomical features, first the parts of the plant such as roots, stems and 

leaves were divided into small pieces. Sections were taken manually and 

glycerin was used as the examination medium. The preparations were 

sealed with paraffin and turned into semi-permanent preparations (Vardar 

1987). Photographs were taken with a Zeiss AxioLab A1 microscope and 

a Zeiss Axiocam 105 imaging system. Measurements were taken from 

cells in different tissues from the prepared preparations and the averages 

were obtained over 30 measurements. The fruit, seed and leaf surface 

micromorphologies of the species were examined in detail. The upper and 

lower epidermis of the leaves and stoma cells were determined, and the 

surface shapes and general appearance of the fruits and seeds were 

analyzed. Samples were fixed on stubs for electron microscope shooting 

using double-sided carbon tape and then coated with 12.5-15 nm gold-

palladium (SEM coating system, SC7620). Examinations and shootings 

were carried out on a JEOL JMS-7001F Scanning Electron Microscope 

(SEM) in the voltage range of 5-15 KV.  

RESULTS  

Anatomical Results 

Root 

The periderm consists of 1-2 layers. The cells of the periderm measure 

21.33±6.61 mm by 18.94±4.17 mm. Spaces have been reported between the 

cortical parenchyma cells located just beneath the periderm. The cortical 

parenchyma cells average 18.34±4.00 mm in size. Just below the cortex layer, an 

endodermis measuring 16.37±3.95 mm has been identified. In the vascular 

elements, the phloem and xylem are arranged radially. The tracheid in the xylem 

have a diameter of 33.34±6.01 mm. Secondary pith rays consist of 3-5 layers. 

The core region is covered with xylem elements (Figure 1). 



 

Figure 1. Tragopogon pratensis root transverse section. p: periderm, kp: cortical pa-

renchyma, f: phloem, ks xylem, ed: endodermis, öi: pith ray.  

Stem  

The outermost part of the stem has epidermis cells with an average size of 

9.12±2.16 x 13.18±2.5171 μm. Immediately below the epidermis are 3-4 rows of 

collenchyma cells with an average diameter of 12.85±2.95 μm. The cortex is 

narrow. Vascular bundles are arranged in a circular shape. Phloem is very 

prominent. Xylem elements are surrounded from the bottom and sides by 

sclerenchyma cells with an average diameter of 6.93±1.21 μm, forming a 

perivascular ring. The thallus has an average diameter of 17.99±3.44 μm. The 

upper part of the phloem cells contains red colored substances as in the root and 

leaf. The pith region is very large. It is filled with parenchyma cells with a 

diameter of 34.49±8.55 μm (Figure 2.) 

  



 

Figure 2. Tragopogon pratensis stem transverse section. e: epidermis, kp: cortical pa-

renchyma, f: phloem, ks: xylem, sk: sclerenchyma, kl: collenchyma, ö: pith. 

Leaf  

In leaf cross sections, lower epidermis cells with an average size of 

18.66±4.49 x 35.65±10.24 μm and upper epidermis cells with an average size of 

25.82±3.40 x 25.21±4.01 μm are observed. The central vascular region is wide. 

As it matures, this part becomes hollow and only the vascular bundle remains. 

The mesophyll is differentiated in leaf parts other than the mid-vein. There are 

two rows of palisade parenchyma cells with an average size of 24.41±5.17 x 

30.58±5.42 μm and spongy parenchyma cells with an average size of 23.77±5.91 

x 27.75±7.57 μm (Figure 3). The surface of the leaf is covered by a cuticle layer 

with an average thickness of 8.07±3.84 μm. Tetracytic stomatal cells are seen on 

the upper and lower surface sections (Figure 4). 

  



 

Figure 3. Tragopogon pratensis leaf cross-section. üe: upper epidermis, sp: spongy pa-

renchyma, pp: palisade parenchyma, kl: collenchyma.... 

 

 

Figure 4. Lower surface superficial sections of Tragopogon pratensis. ae: lower epi-

dermis, s: stoma. Scale: 100 μm 

  



 

Figure 5 Upper surface superficial sections of Tragopogon pratensis leaf. ue: upper epi-

dermis, s: stomata. 

Micromorphological Results 

The epidermal cells of the fruit are square, rectangular or polygonal. The 

general patterning is ribbed. Papillae can be seen on the surface close to the 

pappus. The ornamentation in this region is sulcate (Figure 6). The cells on the 

pappus are elongated rectangular. Sulcate ornamentation is observed. Hairs are 

seen on the surface towards the pappus. The tip of the beak with the seed is wavy, 

forked or straight. The surface cells of the seed are square, rectangular or 

polygonal. The patterning type is reticulate-striated (Figure 7).  

 

Figure 6. Fruit surface micromorphology of T. pratensis Scala 10 μm

 

Figure 7. Seed surface micromorphology of T. pratensis. Scala 10 μm 



The anatomical and micromorphological features of T. pratensis belonging to 

the Astereceae family have been studied in detail. The species carries the features 

of the Asteraceae family. Metcalfe and Chalk (1950) have revealed the 

anatomical features of the family. its stem contains a narrow cortex and a wide 

phloem. Sclerenchyma surrounds the vascular bundles from below and continues 

in the interveinal spaces. The leaf of T. pratensis is also quite characteristic in 

terms of shape. As the plant continues to grow, the parenchyma cells in the mid-

vein region of the leaf decrease and only the vascular bundle and sclerenchyma 

cells remain. Anomocytic and tetracytic stomata are found on the lower surface, 

and tetracytic stomata are found on the upper surface. Tragopogon latifolius 

Boiss. its stomata are anomocytic and anisocytic (Akçin 2007). Tragopogon 

gracilis D. Don. Tetracytic stomata are mentioned in Mem.Wern. (Qureshi et al. 

2008).  
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1. INTRODUCTION 

Fibonacci numbers is the most famous sequence among integer sequences. 

These numbers are defined by the recurrence relation 

𝐹𝑛 = 𝐹𝑛−1 + 𝐹𝑛−2 

where initial conditions 𝐹0 = 0 and 𝐹1 = 1. The Lucas numbers satisfy the same 

recurrence relation except initial conditions 𝐿0 = 2 and 𝐿1 = 1. There are a 

number of generalization of the Fibonacci sequence. We can give the Gibonacci 

numbers as an example of them. Gibonacci numbers are defined by the same 

recurrence relation 

𝐺𝑛 = 𝐺𝑛−1 + 𝐺𝑛−2 

except the initial conditions 𝐺1 = 𝑚 and 𝐺2 = 𝑛 where 𝑚 and 𝑛 are arbitrary real 

numbers. The Binet-like formula for the Gibonacci numbers is 

𝐺𝑟 =
𝛼#𝛼𝑟 − 𝛽#𝛽𝑟

𝛼 − 𝛽
 

where 𝛼 =
1+√5

2
 , 𝛽 =

1−√5

2
, 𝛼# = 𝑚 + (𝑚 − 𝑛)𝛽 and 𝛽# = 𝑚 + (𝑚 − 𝑛)𝛼. 

Here, 𝛼 and 𝛽 are roots of the equation 𝑞2 − 𝑞 − 1 = 0. More information and 

application of Gibonacci numbers can be found in (Koshy, 2019).  

Quaternions are introduced by Sir Rowan Hamilton to extend complex 

numbers to hyper-complex numbers. After his definition, some generalizations 

of quaternions were introduced by some researchers. Recently, a new 

generalization given by Senturk and Unal (2022), namely 3-parameter 

generalized quaternions. Let r be a 3-parameter generalized quaternions. Then r 

is in the form of 𝑎0 + 𝑎1𝑖 + 𝑎2𝑗 + 𝑎3𝑘 where  𝑎0, 𝑎1, 𝑎2 and 𝑎3 are any real 

numbers and the versors {𝑖, 𝑗, 𝑘} satisfy the following multiplication relations. 

 𝑖 𝑗 𝑘 

𝑖 −𝜃1𝜃2 𝜃1𝑘 −𝜃2𝑗 
𝑗 −𝜃1𝑘 −𝜃1𝜆3 𝜃3𝑖 
𝑘 𝜃2𝑗 −𝜃3𝑖 −𝜃2𝜃3 

Table 1 Multiplication rules of  {𝑖, 𝑗, 𝑘} 

The set of 3-parameter quaternions is 

ℚ = {𝑟0 + 𝑖𝑟1 + 𝑗𝑟2 + 𝑘𝑟3: 𝑟0, 𝑟1, 𝑟2, 𝑟3 ∈ ℝ}. 



Let 𝑞1 = 𝑟0 + 𝑖𝑟1 + 𝑗𝑟2 + 𝑘𝑟3 and 𝑞2 = 𝑠0 + 𝑖𝑠1 + 𝑗𝑠2 + 𝑘𝑠3 be two any 3-

parameter generalized quaternions. Table 1 gives product of 𝑞1 and 𝑞2 as follows 

𝑞1𝑞2 = 𝑟0𝑠0 − 𝑟1𝑠1𝜃1𝜃2 − 𝑟2𝑠2𝜃1𝜃3 − 𝑟3𝑠3𝜃2𝜃3
+ 𝑖(𝑟0𝑠1 + 𝑟1𝑠0 + 𝑟2𝑠3𝜃3 − 𝑟3𝑠2𝜃3)

+ 𝑗(𝑟0𝑠2 + 𝑟2𝑠0 − 𝑟1𝑠3𝜃2 + 𝑟3𝑠1𝜃2)

+ 𝑘(𝑟0𝑠3 + 𝑟3𝑠0 + 𝑟1𝑠2𝜃1 − 𝑟2𝑠1𝜃1). 

After Horadam (1963) introduced Fibonacci quaternions, many authors 

studied Fibonacci quaternions (Iyer, 1969; Swamy, 1973; Halici 2012; Akyigit, 

Kosal and Tosun, 2013; Nukan and Guven, 2015; Tan, Yilmaz and Sahin, 2016; 

Yuce and Aydin, 2016; Polatli, Kizilates and Kesim, 2016; Polatli, 2016; Ipek, 

2017; Bilgici, Tokeser and Unal, 2017; Aydin, 2018; Kizilates and Kone, 2021; 

Gul, 2022; Dasdemir and Bilgici, 2021). Bilgici studied 3-parameter generalized 

quaternions whose coefficients are Fibonacci numbers and present study may be 

regard as a generalization of that study. 

Definition 1.1. For 𝑟 ∈ ℤ+, the nth Gibonacci 3-parameter generalized 

quaternion is 

Λ𝑟 = 𝐺𝑟 + 𝑖𝐺𝑟+1 + 𝑗𝐺𝑟+2 + 𝑘𝐺𝑟+3. 

By this definition and the recurrence relation of Gibonacci numbers, for 𝑟 ≥

2, we have 

Λ𝑟 = Λ𝑟−1 + Λ𝑟−2.                                   (1.1) 

Koshy (2019) gives the identity 𝐺𝑟 = 𝑚𝐹𝑟−2 + 𝑛𝐹𝑟−1. Together with this 

identity and the well-known identity 𝐹−𝑟 = (−1)
𝑟+1𝐹𝑟 give 

Λ−𝑟 = (−1)
𝑟[−𝑚𝐹𝑟+2 + 𝑛𝐹𝑟+1].   (1.2) 

2. BINET-LIKE FORMULA AND GENERATING FUNCTION 

The following theorem gives the Binet-like formula for the Gibonacci 3-

parameter generalized quaternions. 

Theorem 2.1. For any integer 𝑟, the 𝑟th Gibonacci 3-parameter generalized 

quaternion is 

Λ𝑟 =
𝛼𝐺𝛼

#𝛼𝑟 − 𝛽𝐺𝛽
#𝛽𝑟

𝛼 − 𝛽
 

where 𝛼𝐺 = 1 + 𝑖𝛼 + 𝑗𝛼
2 + 𝑘𝛼3 and 𝛽/ = 1 + 𝑖𝛽 + 𝑗𝛽2 + 𝑘𝛽3. 



Proof. Binet-like formula for the Gibonacci numbers gives 

Λ𝑟 = 𝐺𝑟 + 𝑖𝐺𝑟+1 + 𝑗𝐺𝑟+2 + 𝑘𝐺𝑟+3 

      =
1

𝛼 − 𝛽
[𝛼#𝛼𝑟 − 𝛽#𝛽𝑟 + 𝑖(𝛼#𝛼𝑟+1 − 𝛽#𝛽𝑟+1)

+ 𝑗(𝛼#𝛼𝑟+2 − 𝛽#𝛽𝑟+2) + 𝑘(𝛼#𝛼𝑟+3 − 𝛽#𝛽𝑟+3)] 

       =
1

𝛼 − 𝛽
[𝛼#𝛼𝑟(1 + 𝑖𝛼 + 𝑗𝛼2 + 𝑘𝛼3)

− 𝛽#𝛽𝑟(1 + 𝑖𝛽 + 𝑗𝛽2 + 𝑘𝛽3)]. 

Final equation proves the theorem. ∎ 

We use the following results in next proofs of theorems. 

Corollary 2.2. We have 

𝛼𝐺𝛽𝐺 = 𝐶 + 𝐷√5 

and 

𝛽𝐺𝛼𝐺 = 𝐶 − 𝐷√5 

where  

𝐶 = 1 + 𝑖 + 3𝑗 + 4𝑘 + 𝜃1𝜃2 − 𝜃2𝜃3 + 𝜃1𝜃3 

and 

𝐷 = −𝑖𝜃1 − 𝑗𝜃2 + 𝑘𝜃3. 

Proof. By using the Table 1, the proofs are straightforward. ∎ 

Theorem 2.3. The generating function for the sequence {Λ𝑟}𝑟=0
∞  is 

∑Λ𝑟𝑞
𝑟

∞

𝑟=0

=
−𝑚 + 𝑛 + 𝑖𝑚 + 𝑗𝑛 + 𝑘(𝑚 + 𝑛) + [2𝑚 − 𝑛 + 𝑖(−𝑚 + 𝑛) + 𝑗𝑚 + 𝑘𝑛]

1 − 𝑞 − 𝑞^2
. 

Proof. Let Λ(𝑞) be the generating function for the sequence {Λ𝑟}𝑟=0
∞ . Then 

we have 

Λ(𝑞) = Λ0 + Λ1𝑞 +∑Λ𝑟𝑞
𝑟

∞

𝑟=2

.                            (2.1) 

By multiplying both hand sides of Eq. (2.1) by −𝑞, we obtain 



−𝑞Λ(𝑞) = −Λ0𝑞 −∑Λ𝑟−1𝑞
𝑟

∞

𝑟=2

.                            (2.2) 

Multiplying both hand sides of Eq. (2.1) by −𝑞2 gives 

−𝑞2Λ(𝑞) = −∑Λ𝑟−2𝑞
𝑟

∞

𝑟=2

.                            (2.3) 

If we add Eqs. (2.1), (2.2) and (2.3) side by side, we get 

(1 − 𝑞 − 𝑞2)Λ(𝑞) = Λ0 + (Λ1 − Λ0)𝑞. 

Last equation proves the theorem. ∎ 

3. RESULTS 

Vajda’s identity can be found in next theorem. 

Theorem 3.1. For any integers 𝑟, 𝑠 and 𝑡, the following holds 

Λ𝑟+𝑠Λ𝑟+𝑡 − Λ𝑟Λ𝑟+𝑠+𝑡 = (𝑚
2 +𝑚𝑛 − 𝑛2)(−1)𝑟𝐹𝑠(𝐶𝐹𝑡 − 𝐷𝐿𝑡). 

Proof. Theorem 2.1 gives 

Λ𝑟+𝑠Λ𝑟+𝑡 − Λ𝑟Λ𝑟+𝑠+𝑡 

=
1

(𝛼 − 𝛽)2
[(𝛼𝐺𝛼

#𝛼𝑟+𝑠 − 𝛽𝐺𝛽
#𝛽𝑟+𝑠)(𝛼𝐺𝛼

#𝛼𝑟+𝑡 − 𝛽𝐺𝛽
#𝛽𝑟+𝑡)

− (𝛼𝐺𝛼
#𝛼𝑟 − 𝛽𝐺𝛽

#𝛽𝑟)(𝛼𝐺𝛼
#𝛼𝑟+𝑠+𝑡 − 𝛽𝐺𝛽

#𝛽𝑟+𝑠+𝑡)] 

=
1

(𝛼 − 𝛽)2
[−𝛼𝐺𝛽𝐺𝛼

#𝛽#𝛼𝑟+𝑠𝛽𝑟+𝑡 + 𝛼𝐺𝛽𝐺𝛼
#𝛽#𝛼𝑟𝛽𝑟+𝑠+𝑡

− 𝛽𝐺𝛼𝐺𝛼
#𝛽#𝛼𝑟+𝑡𝛽𝑟+𝑠 + 𝛽𝐺𝛼𝐺𝛼

#𝛽#𝛼𝑟+𝑠+𝑡𝛽𝑟] 

=
𝛼#𝛽#

(𝛼 − 𝛽)2
[𝛼𝐺𝛽𝐺(𝛼

𝑟𝛽𝑟+𝑠+𝑡 − 𝛼𝑟+𝑠𝛽𝑟+𝑡)

+ 𝛽𝐺𝛼𝐺(𝛼
𝑟+𝑠+𝑡𝛽𝑟 − 𝛼𝑟+𝑡𝛽𝑟+𝑠)] 

=
(𝑚2 +𝑚𝑛 − 𝑛2)(−1)𝑟

(𝛼 − 𝛽)2
[𝛼𝐺𝛽𝐺(𝛽

𝑠+𝑡 − 𝛼𝑠𝛽𝑡) + 𝛽𝐺𝛼𝐺(𝛼
𝑠+𝑡 − 𝛼𝑡𝛽𝑠)] 

=
(𝑚2 +𝑚𝑛 − 𝑛2)(−1)𝑟+1

(𝛼 − 𝛽)2
[𝛼𝐺𝛽𝐺𝛽

𝑡(𝛼𝑠 − 𝛽𝑠) − 𝛽𝐺𝛼𝐺𝛼
𝑡(𝛼𝑠 − 𝛽𝑠)] 



=
(𝑚2 +𝑚𝑛 − 𝑛2)(−1)𝑟+1𝐹𝑠

(𝛼 − 𝛽)2
[(𝐶 + 𝐷√5)𝛽𝑡 − (𝐶 − 𝐷√5)𝛼𝑡] 

=
(𝑚2 +𝑚𝑛 − 𝑛2)(−1)𝑟+1𝐹𝑠

(𝛼 − 𝛽)2
[−𝐶(𝛼𝑡 − 𝛽𝑡) + 𝐷√5(𝛼𝑡 + 𝛽𝑡)]. 

The last equation with Binet formulas prove the theorem. ∎ 

For (𝑚, 𝑛) = (1,1) and (1,3), we obtain the Vajda’s identities for Fibonacci and 

Lucas 3-parameter generalized quaternions as follows 

Λ𝑟+𝑠Λ𝑟+𝑡 − Λ𝑟Λ𝑟+𝑠+𝑡 = (−1)
𝑟𝐹𝑠(𝐶𝐹𝑡 − 𝐷𝐿𝑡) 

and 

Λ𝑟+𝑠Λ𝑟+𝑡 − Λ𝑟Λ𝑟+𝑠+𝑡 = 5(−1)
𝑟+1𝐹𝑠(𝐶𝐹𝑡 − 𝐷𝐿𝑡). 

For 𝑡 → −𝑠, Vajda’s identity and the identity 𝐹2𝑠 = 𝐹𝑠𝐿𝑠 give the Catalan’s iden-

tity as follows 

Λ𝑟+𝑠Λ𝑟−𝑠 − Λ𝑟
2 = (𝑚2 +𝑚𝑛 − 𝑛2)(−1)𝑟+𝑠+1(𝐶𝐹𝑠

2 + 𝐷𝐹2𝑠). 

For (𝑚, 𝑛) = (1,1) and (1,3), we obtain the Catalan’s identities for Fibonacci 

and Lucas 3-parameter generalized quaternions as follows 

Λ𝑟+𝑠Λ𝑟−𝑠 − Λ𝑟
2 = (−1)𝑟+𝑠+1(𝐶𝐹𝑠

2 + 𝐷𝐹2𝑠) 

and 

Λ𝑟+𝑠Λ𝑟−𝑠 − Λ𝑟
2 = 5(−1)𝑟+𝑠(𝐶𝐹𝑠

2 + 𝐷𝐹2𝑠). 

For 𝑠 → 1, Catalan’s identity gives the Cassini’s identity as follows 

Λ𝑟+1Λ𝑟−1 − Λ𝑟
2 = (𝑚2 +𝑚𝑛 − 𝑛2)(−1)𝑟(𝐶 + 𝐷). 

For (𝑚, 𝑛) = (1,1) and (1,3), we obtain the Cassini’s identities for Fibonacci 

and Lucas 3-parameter generalized quaternions as follows 

Λ𝑟+1Λ𝑟−1 − Λ𝑟
2 = (−1)𝑟(𝐶 + 𝐷) 

and 

Λ𝑟+1Λ𝑟−1 − Λ𝑟
2 = 5(−1)𝑟+1(𝐶 + 𝐷) 

 

D’Ocagne’s identity for the Gibonacci 3-parameter generalized quaternions is in 

the next theorem. 



Theorem 3.2. For any integers 𝑟 and 𝑠, the following equation holds 

Λ𝑟Λ𝑠+1 − Λ𝑟+1Λ𝑠 = (𝑚
2 +𝑚𝑛 − 𝑛2)(−1)𝑠(𝐶𝐹𝑟−𝑠 + 𝐷𝐿𝑟−𝑠). 

Proof. From Theorem 2.1, we have 

Λ𝑟Λ𝑠+1 − Λ𝑟+1Λ𝑠 

=
1

(𝛼 − 𝛽)2
[(𝛼𝐺𝛼

#𝛼𝑟 − 𝛽𝐺𝛽
#𝛽𝑟)(𝛼𝐺𝛼

#𝛼𝑠+1 − 𝛽𝐺𝛽
#𝛽𝑠+1)

− (𝛼𝐺𝛼
#𝛼𝑟+1 − 𝛽𝐺𝛽

#𝛽𝑟+1)(𝛼𝐺𝛼
#𝛼𝑠 − 𝛽𝐺𝛽

#𝛽𝑠)] 

=
𝛼#𝛽#

(𝛼 − 𝛽)2
[−𝛼𝐺𝛽𝐺𝛼

𝑟𝛽𝑠+1 + 𝛼𝐺𝛽𝐺𝛼
𝑟+1𝛽𝑠 − 𝛽𝐺𝛼𝐺𝛼

𝑠+1𝛽𝑟 + 𝛽𝐺𝛼𝐺𝛼
𝑠𝛽𝑟+1] 

=
(𝑚2 +𝑚𝑛 − 𝑛2)(−1)𝑠

(𝛼 − 𝛽)2
[𝛼𝐺𝛽𝐺𝛼

𝑟−𝑠(𝛼 − 𝛽) − 𝛽𝐺𝛼𝐺𝛽
𝑟−𝑠(𝛼 − 𝛽)] 

=
(𝑚2 +𝑚𝑛 − 𝑛2)(−1)𝑠

𝛼 − 𝛽
[(𝐶 + 𝐷√5)𝛼𝑟−𝑠 − (𝐶 − 𝐷√5)𝛽𝑟−𝑠] 

=
(𝑚2 +𝑚𝑛 − 𝑛2)(−1)𝑠

𝛼 − 𝛽
[𝐶(𝛼𝑟−𝑠 − 𝛽𝑟−𝑠) + 𝐷√5(𝛼𝑟−𝑠 + 𝛽𝑟−𝑠)]. 

The last equation and the Binet formulas for the Fibonacci and Lucas numbers 

proves the theorem. ∎ 

For (𝑚, 𝑛) = (1,1) and (1,3), we obtain the d’Ocagne’s identities for Fibonacci 

and Lucas 3-parameter generalized quaternions as follows 

Λ𝑟Λ𝑠+1 − Λ𝑟+1Λ𝑠 = (−1)
𝑠(𝐶𝐹𝑟−𝑠 + 𝐷𝐿𝑟−𝑠) 

and 

Λ𝑟Λ𝑠+1 − Λ𝑟+1Λ𝑠 = 5(−1)
𝑠+1(𝐶𝐹𝑟−𝑠 + 𝐷𝐿𝑟−𝑠). 

Another interesting results between Gibonacci 3-parameter generalized quaterni-

ons given in the following theorem. 

Theorem 3.3. For any integers 𝑟 and 𝑠, the following equation s hold 

Λ𝑟Λ𝑠 − Λ𝑠Λ𝑟 = 2(−1)
𝑟(𝑚2 +𝑚𝑛 − 𝑛2)𝐷𝐹𝑠−𝑟. 

Proof. Theorem 2.1 gives 

Λ𝑟Λ𝑠 − Λ𝑠Λ𝑟 



=
1

(𝛼 − 𝛽)2
[(𝛼𝐺𝛼

#𝛼𝑟 − 𝛽𝐺𝛽
#𝛽𝑟)(𝛼𝐺𝛼

#𝛼𝑠 − 𝛽𝐺𝛽
#𝛽𝑠)

− (𝛼𝐺𝛼
#𝛼𝑠 − 𝛽𝐺𝛽

#𝛽𝑠)(𝛼𝐺𝛼
#𝛼𝑟 − 𝛽𝐺𝛽

#𝛽𝑟)] 

=
𝛼#𝛽#

(𝛼 − 𝛽)2
[−𝛼𝐺𝛽𝐺𝛼

𝑟𝛽𝑠 + 𝛼𝐺𝛽𝐺𝛼
𝑠𝛽𝑟 − 𝛽𝐺𝛼𝐺𝛼

𝑠𝛽𝑟 + 𝛽𝐺𝛼𝐺𝛼
𝑟𝛽𝑠] 

=
(𝑚2 +𝑚𝑛 − 𝑛2)

(𝛼 − 𝛽)2
[𝛼𝑟𝛽𝑠(−𝛼𝐺𝛽𝐺 + 𝛽𝐺𝛼𝐺) + 𝛼

𝑠𝛽𝑟(𝛼𝐺𝛽𝐺 − 𝛽𝐺𝛼𝐺)] 

=
(𝑚2 +𝑚𝑛 − 𝑛2)2𝐷

𝛼 − 𝛽
(−𝛼𝑟𝛽𝑠 + 𝛼𝑠𝛽𝑟) 

=
(𝑚2 +𝑚𝑛 − 𝑛2)2𝐷(−1)𝑟

𝛼 − 𝛽
(𝛼𝑠−𝑟 − 𝛽𝑠−𝑟). 

The last equation proves the theorem. ∎ 
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1. INTRODUCTION 

Chitinases, the enzymes responsible for the biodegradation of chitin, have 

been identified in a wide range of organisms, from bacteria to higher plants and 

animals (Vega and Kalkum, 2012). These enzymes are related to various 

physiological processes, including nutrition, parasitism, morphogenesis, and 

immunity. Additionally, several organisms have evolved to produce chitinase-

like lectins that lack enzymatic activity but play a regulatory role. Various 

organisms, including bacteria, fungi, insects, plants and animals, produce 

chitinolytic enzymes for various purposes, such as nutrition, morphogenesis and 

defence against chitin-containing pathogens (Adrangi et al., 2010). Notably, 

many of these organisms possess genes that encode enzymes capable of 

degrading chitin. These enzymes are related to various physiological processes, 

including nutrition, parasitism, morphogenesis, and immunity. Additionally, 

several organisms have evolved to produce chitinase-like lectins that lack 

enzymatic activity but play a regulatory role. Most filamentous fungi possess 

between 10 and 20 distinct chitinolytic genes, while mycoparasitic species may 

have 30 or more such genes (Hartl et al., 2012). These enzymes work 

synergistically or sequentially to break down chitin (Patil et al., 2000). 

Furthermore, studies have demonstrated that higher organisms possess many 

chitinolytic genes (Hossain et al., 2010). However, it is known that not all of the 

genes mentioned above encode active enzymes. Hossain et al. (2010) and Vega 

and Kalkum (2012), many organisms, including plants, invertebrates and higher 

animals, express genes encoding so-called chitinase-like lectins that are devoid 

of chitinolytic activity due to the presence of substitutions in their vital catalytic 

residues. Notwithstanding the absence of catalytic activity, these proteins retain 

the capacity to bind chitin. Given their pervasive presence and multifaceted 

biological roles, chitinolytic enzymes have been harnessed for various 

applications such the production of single-cell proteins, isolation of fungal 

protoplasts, estimation of fungal biomass, development of three-dimensional cell 

culture scaffolds, biocontrol of plant-pathogenic fungi and insect vectors, and the 

production of chitooligosaccharides, glucosamine, GlcNAc, neoglycoproteins 

and artificial polysaccharides (Li et al., 2008; Adrangi et al.,2010; Ortiz-

Rodriguez et al., 2010; Tajdini et al., 2010; Jamialahmadi et al., 2011; 

Zakariassen et al., 2011). Recent studies of chitinolytic enzymes have 

demonstrated that their diversity and physiological roles are far more extensive 

than previously recognised.  

  



1.1 Fungal Chitinases 

The production of chitinase fungi has received far less research attention than 

chitinolytic bacteria. The glycoside hydrolase 18 (GH18 fungal chitinases) are 

categorized into A, B, C, and D subfamilies according to sequence similarity and 

domain arrangement, demonstrating significant amino acid homology with class 

III plant chitinases (Junges et al., 2014). Fungal chitinase genes comprise five 

domains, which encompass the chitin-binding domain, catalytic domain, N-

terminal signal peptide region, serine/threonine-rich domain, and C-terminal ex-

tension region (Hamid et al., 2013). Chitinase genes are prevalent in fungal 

genomes, pre-dominantly falling within GH18 family, except for Nosema 

bombycis, which harbours the first documented the glycoside hydrolase (GH19) 

chitinase in fungi (Han et al., 2016). The genomes of filamentous fungi typically 

encompass a range of 10 to 25 chitinases that fulfil various physio-logical roles, 

encompassing chitin degradation within cell walls, remodelling during hyphal 

growth, branching, hyphal fusion, autolysis, and defence against other fungi 

occupying the same ecological niche (Adams, 2004). Like their bacterial 

counterparts, fungal chitinases exhibit a range of functions, playing essential roles 

in morphogenesis, nutrition, and various fungal developmental processes. Chitin, 

as a primary component of fungal cell walls, makes fungal chitinases essential 

for various functions, including degradation, cell division, morphogenesis, 

autolysis, and chitin acquisition (Rathore and Gupta, 2015; Langner and Göhre, 

2016). Filamentous fungi harbour larger chitinase gene families (seven groups) 

than yeast. However, the functions of individual chitinases have remained 

obscure due to difficulties in knocking down multiple genes to characterize 

phenotypic alterations. The only commercial application of chitinases obtained 

from fungi is Trichoderma harzianum. Penicillium janthinellum has been 

employed to produce chitinases in vitro (Laein and Mohammadi, 2018).  

Entomopathogenic fungi (EPF) like Verticillium lecanii, Metarhizium anisopliae, 

and Beauveria bassiana, when cultivated in liquid cultures supplemented with 

locust cuticle as the exclusive carbon source, produce a range of hydrolytic 

enzymes that target the primary constituents of insect cuticles, including protein, 

chitin, and lipid (Leger et al., 1986). Collaborating with proteases, chitinases aid 

in the breakdown of insect cuticles (Leger et al., 1986) and play roles in multiple 

phases of EPF, including germination, hyphal growth, morphogenesis, nutrition, 

and defence against rivals (Adams, 2004). Throughout the infection process, 

Penicillium citrinum produces and releases extracellular enzymes, including 

proteases, chitinases, and lipases, to break down cuticle components such as 

proteins, lipids, and chitin. Subsequently, conidia attach to the insect cuticle, 



germinate, and form spores within the host bodies, ultimately leading to insect 

death (Ibrahim et al., 2016; Dhawan and Joshi, 2017; Mannino et al., 2019). A 

core protein located on the outer surface of the conidia possesses a hydrophobic 

rodlet layer that binds to the insect's epicuticle. (Pedrini, 2018). The unique 

hydrophobins in P. citrinum are es-sential for its sporulation, growth, 

development, pathogenesis, and thermotolerance. Additionally, environmental 

factors impact the virulence of P. citrinum (Jiang et al., 2020; Shahriari et al., 

2021). Enzymes that break down insect cuticles are essential virulence factors for 

EPF, showing a correlation between pathogenicity and enzyme production 

(Ownley et al., 2008). 

1.2 Correlation Between Pathogenicity and Enzyme Production of 

Entomopathogenic Fungi  

The epicuticle consists of an intricate blend of non-polar lipids, whereas the 

primary constituents of the insect cuticle are chitin and chitin protein. Lipids 

within the epicuticle contribute to chemical signalling pathways (Blomquist and 

Vogt, 2003). As the primary defence mechanism against microbial assaults, the 

waterproof epicuticle constitutes an outer layer of the insect's exoskeleton. It 

constitutes a heterogeneous blend of a varied combination of lipids, extended-

chain alkenes, fatty acids, and esters. The essential role of lipases in the 

degradation of ester bonds within lipoproteins, waxes, and fats embedded within 

the insect exoskeleton interior is widely recognised (Ali et al., 2009). Lipases are 

crucial in enabling cuticle penetration and the initial release of nutrients. In the 

absence of lipases and lipoxygenases, certain structures within the fats, 

lipoproteins, and waxy layers of the insect epicuticle exhibit antifungal 

properties. Lord et al. (2002) presented evidence indicating that saturated fatty 

acid chains can impair the proliferation of EPF strains. They clarified how the 

lipoxygenase pathway contributes to the cellular immune response mediated by 

eicosanoids of B. bassiana. Moreover, James et al. (2003) confirmed the 

influence of cuticular lipids from silverleaf whitefly (Bemisia argentifolii) on 

conidia germination from Paecilomyces fumosoroseus and B. bassiana. Whitefly 

nymphs hinder spore germination through the extensive deposition of long-chain 

wax esters. EPFs are distinguished by their pathogenicity and virulence; 

pathogenicity denotes the microorganism's capacity to induce disease, while 

virulence signifies the level of pathogenicity utilized to eliminate the host under 

controlled circumstances. Protease production, deemed essential in the infectious 

process, is closely linked to these characteristics (Mustafa and Kaur, 2009). Some 

fungi, Nomuraea rileyi, Beauveria brongniartii, B. bassiana, Lagenidium 

giganteum, Erynia spp., Evenus coronata, Aschersonia aleyrodis, V. lecanii, and 



M. anisopliae, were characterized as the producers of protein-degrading enzyme 

such as proteases, collagenases (Sheng et al., 2006). Similarly, Freimoser et al. 

(2005) witnessed intersecting gene responses displaying diverse expression 

patterns when exposed to cuticles from Popilla japonica, Blaberus giganteus, and 

Lymantria dispar. After lipases enzymatically break down the epicuticle, the 

fungus generates notable quantities of Pr1 protease. This protease kickstarts the 

dissolution process of proteinaceous material. The decomposition process 

persists until exopeptidases and amino peptidases into amino acids fragment the 

dissolved proteins. These amino acids are then utilized as nourishment by EPF 

(Wang et al., 2012). The subtilisin-like serine protease Pr1 and the protease Pr2, 

which exhibit trypsin-like characteristics, have been extensively researched. 

Eleven identified and cloned isoforms of the Pr1 protein gene and a 

metalloprotease have been documented. (St Leger et al., 1994). At the cuticle 

initiation stage, these proteases are secreted and participate in a signal 

transduction process that requires protein kinase A (PKA) activation, which is 

mediated through AMPc (Fang et al., 2009). Sun and Liu (2006) reported that the 

crucial involvement of the protease Pr1 in cuticle penetration has been firmly 

established, and the infective process cannot advance in its absence. Chitinases 

are used to disrupt chitin-containing structures, such as the cuticle and peritrophic 

matrix (PM), which are essential for the growth, development, and survival of 

insects (Figure 1) (Zhu et al., 2008). As sources of fungal chitinase, some of the 

most researched EPFs, such as Pochonia spp., Arthrobotrys spp., and 

Paecilomyces spp., can be used as biological control agents. Entomopathogenic 

microorganisms offer a significant advantage over chemical insecticides, as they 

can perform various activities simultaneously. Therefore, metabolites from 

entomopathogenic organisms can be used as biological pesticides. Collaborating 

with proteases, chitinases aid in the breakdown of insect cuticles (Leger et al., 

1986) and play roles in multiple phases of EPF, including germination, hyphal 

growth, morphogenesis, nutrition, and defence against rivals (Adams, 2004). 

Enzymes that break down insect cuticles are essential virulence factors for EPF, 

showing a correlation between pathogenicity and enzyme production (Ownley et 

al.,2008). It has been determined that important EPFs (M. anisopliae, 

Metarhizium flavoviride, and B. bassiana) produce chitinolytic enzymes, N-

acetyl-β-D-glucosaminidases, and endochitinases in culture media prepared 

using insect cuticle (St Leger et al., 1996). 



 

Figure 1: Fungal enzymes involved in cuticle degradation. 

1.3 Uses of Fungal Chitinases as Biological Control Agents 

Recognising the precise substrates on which chitinases act is vital, providing 

insights into how their specificity relates to physiological roles and facilitating 

the efficient transformation of chitin into novel and industrially valuable items. 

(Matsumiya et al., 2008). Microorganisms, especially Firmicutes, 

Actinobacteria, and specific Proteobacteria, are recognised for their production 

and activity of chitinolytic enzymes (Liu et al., 2010; Beier and Bertilsson, 2013). 

Chitinolytic enzymes synthesised by microorganisms exhibit antifungal, 

antibacterial, nematocidal, or insecticidal activity by breaking down or 

weakening the cell walls of pests and pathogens. Using chitinases produced by 

microorganisms against synthetic pesticides and fungicides is essential for 

protecting the environment and human health (Edreva, 2005). The growing 

interest in chitinase enzymes has occurred due to their use in agriculture for the 

biological control of phytopathogenic fungi and pests (Lu et al., 2005). Enzymes 

responsible for degrading the insect cuticle serve as pivotal virulence factors for 

EPF. A relationship between pathogenicity and enzyme production exists, 

suggesting potential applications in inducing the weakening or thinning of 

cuticular structures (Kaur and Padmaja, 2009).  If these enzymes reach the larval 

intestine, they can cause significant damage to the peritrophic membrane, 

disrupting the insect's ability to feed and ultimately leading to its death (Binod et 

al., 2007). The revelation has presented fresh opportunities for employing 

enzymes as biocontrol agents against insects and has held promise for 



applications targeting specific plant diseases caused by phytopathogenic fungi 

(Ownley et al., 2008). 

EPF, particularly those belonging to the Zygomycota and Deuteromycota 

classes, demonstrate substantial promise for the biological management of insect 

pests harmful to plants. Numerous endeavours have been undertaken to utilise 

fungi like Beauveria spp., Metarhizium anisopliae, A. aleyrodis, N. rileyi, and V. 

lecanii in insect control applications. Enzymes that degrade the cuticle, notably 

proteases and chitinases, have been identified as critical factors influencing 

virulence in these fungi. (Ortiz-Urquiza et al., 2015). EPFs overcome the 

physicochemical barriers formed by insects peritrophic membrane and 

exoskeleton by secreting numerous extracellular enzymes, such as chitinolytic 

and proteolytic enzymes, that aid cuticle penetration and infection (St Leger et 

al., 1994). In their study, Tu et al. (2010) discovered and evaluated the chitinase-

producing Serratia marcescens GEI strain, isolated from the gut of Chinese 

honeybee workers, for its effectiveness in managing the insect parasite Varroa 

destructor in western honeybees. The results showed that the mortality rate for 

the mites was 100% within 5 days. This underscores the potential of enzymes as 

biocontrol agents, not only for insects but also for combatting specific plant 

diseases triggered by phytopathogenic fungi (Ownley et al., 2008). Enzymes have 

proven effective against the cotton aphid (Aphis gossyppii Glover), with 

chitinases notably contributing to their insecticidal properties (Kim et al., 2010). 

The application of enzymes to Plutella xylostella larvae has a significant impact 

on their growth and metamorphosis (Ali et al., 2010). Chitinases play a role in 

the penetration of the host cuticle by EPF. Entomopathogens such as V. lecanii, 

M. anisopliae, and B. bassiana secrete β-N-acetylglucosaminidases and 

chitinases when cultivated on insect cuticles (St Leger, 1996). During cuticle 

penetration, virulent isolates of N. rileyi demonstrate more significant chitinase 

activity than avirulent strains (El-Sayed et al., 1989). It is hypothesised that 

chitinase gene expression in EPF is regulated by a system involving repressors 

and inducers, with chitin or its degradation products acting as inducers. Due to 

the presence of chitin and exoskeleton, Aspergillus fumigatus displays 

insecticidal activity against Callosobruchus maculates through the induction of 

chitinolytic/insecticidal en-zymes (Pereira et al., 2006). Chitinases have 

demonstrated efficacy as biological control agents, exhibiting antifungal activity 

against Fusarium equiseti and functioning as bioinsecticides in the diamond-back 

moth (P. xylostella), thereby reducing time to mortality (Prasanna et al., 2013). 

Reports indicate that Trichoderma viride can generate a range of compounds or 

molecules with different effects against various insects' feeding activities. 



Chitinases frequently lead to a significant reduction in the feeding behaviour of 

lepidopteran larvae by impacting their peritrophic membrane. Research studies 

have reported a 50% mortality rate within 7 days for rice moth (Corcyra 

cephalonica) (Vijayakumar and Alagar, 2017), cotton bollworm (Helicoverpa 

armigera) (Chin-naperumal et al., 2018), and silkworm (Bombyx mori) (Berini et 

al., 2016). Kim et al. (2010) partially purified the chitinase enzyme obtained from 

the culture supernatant of B. bassiana SFB 205 isolate using the ammonium 

sulfate precipitation method. They mixed it with isotridecyl ether and measured 

its effectiveness against cotton aphids. The study concluded that the partially 

purified enzyme caused significant mortality in aphids compared to the control 

group treated with Tween 80. Binod et al. (2007) purified the chitinase enzyme 

obtained from Penicillium ochrochloron using column chromatography. They 

tested its effectiveness on H. armigera through spraying and dipping methods at 

various concentrations. The highest mortality rate was observed at 2000 U mL−1 

chitinase activity. They demonstrated that the enzyme adversely affected larval 

growth and metamorphosis (Binod et al.,2007). Chitinase enzyme isolated from 

Paecilomyces javanicus has been tested against the cotton root nematode 

Meloidogyne incognita, causing thinning of the chitin layer in nematode 

eggshells and showing adverse effects on the development of larvae (Chan et al., 

2010). Fungal chitinase enzymes synthesised from Monacrosporium thaumasium 

and Duddingtonia flagrans fungi have demonstrated nematocidal effects (Soares 

et al., 2015; Brago et al., 2015). According to the studies, bacterial and fungal 

chitinases have proven effective as biological control agents against fungi and 

insect infections harmful to agriculture. Considering these studies, chitinase is 

anticipated to be developed as a commercially formulated biological control 

agent against agricultural pests in the coming years. Chitinase-producing fungi 

and those associated with insects are presented in Table 1. 

  



Table 1. Chitinase production and insect infection. 

Fungi 
The insect species that are 

infected 
References 

A.aleyrodis 
Bemisia tabaci, Diaphorina 

citri 

Wang et al., (2012);  

Zhang et al., (2017); 

Singh et al., (2021) 

A.fumigatus - 
Laein and Moham-

madi, (2018) 

Aspergillus niger Galleria mellonella 

Stączek et al., (2020; 

Abdel Wahab et al., 

(2023) 

B. bassiana 

D. citri, 

Trialeurodes vaporariorum, 

Frankliniella occidentalis,  

Thrips tabaci, Rhynchopho-

rus ferrugineus,  

Ips typographus, Polyphylla 

fullo,  

Ips avulsus,  

Oryzaephilus surinamensis,  

Sitophilus granarius,  

Tribolium castaneum, 

 Teretrius nigrescens, 

Thaumastocoris peregrinus, 

 Ceratitis rosa, Dendrolimus 

punctatus,  

Spodoptera litura,  

Spodoptera exigua,  

H. armigera,  

Maruca vitrata,  

Ostrinia furnacalis,  

Phaseolus vulgaris, 

 P. xylostella,  

Spodoptera frugiperda,  

A. gossypii 

(Fang et al., 2005; 

Zhang et al., 2015a; 

Dannon et al., 2020) 

Candida guilliermondii ---- (Yu et al., 2008) 

Candida oleophila ----- (Yu et al., 2008) 

Choanephora cucurbitarum ---- 
(Laein and Moham-

madi, 2018) 

Clonostachys rogersoniana  
(Laein and Moham-

madi, 2018) 

Isaria fumosorosea 

B. tabaci,  

Aleurodicus dispersus, Ca-

meraria ohridella, 

A.gossypi,  

Leptopharsa gibbicarina, 

Scirtothrips dorsalis, Em-

(Zimmermann, 2008; 

Montemayor et al., 

2016; Bugti et al., 

2018) 



poasca decipiens, Microt-

heca ochroloma, Sitophilus 

oryzae,  

S. granarius 

Lecanicillium muscarium 

S. granarius, 

S. oryzae,  

T. vaporariorum,  

A. gossypii,  

Aphis fabae,  

Tuta absoluta, Tetranychus 

urticae 

(Fenice et al., 2012; 

Mohammed and 

Hatcher, 2017; Mo-

hammed, 2018; Ak, 

2019; Chouikhi et 

al.,2022) 

M. anisopliae 

Gryllotalpa gryllotalpa, Ix-

odes ricinus, Rhipicephalus 

microplus, S. litura,  

Haemaphysalis qinghaiensis,  

Aedes aegypti,  

Aedes albopictus, 

Culex quinquefasciatus, 

Haemaphysalis qing-

haiensis,  

Hyalomma excavatum,  

I. ricinus,  

Glossina fuscipes, Rhip-

icephalus sanguineus 

(Fang et al., 2005; 

Sönmez et al., 2016; 

Aw and Hue, 2017; 

Wamiti et al., 2018) 

Neurospora crassa ---- 
(Laein and Moham-

madi, 2018) 

Penicillium aculeatum --- (Binod et al., 2007) 

P. citrinum 
S. litura  

P. xylostella 

(Sharma et al., 2021; 

Nguyen et al., 2023) 

Penicillium chrysogenum 
Anopheles stephensi 

 

(Patidar et al., 2005; 

Fouda et al., 2021) 

Penicillium digitatum --- (Liu et al., 2022) 

Penicillium funiculosum ----- (Binod et al., 2007) 

Penicillium pinophilum ---- (Binod et al., 2007) 

Phascolomyces articulosus ----- 
(Laein and Moham-

madi, 2018) 

Pichia membranifaciens ---- (Yu et al., 2008) 

Piromyces communis ---- 
(Laein and Moham-

madi, 2018) 

Saccharomyces cerevisiae ----- (Yu et al., 2008) 

Talaromyces emersonii ----- 
(Laein and Moham-

madi, 2018) 

Thermomyces lanuginosus Eldana saccharina 
(Zhang et al., 2015b; 

Okongo et al., 2019) 

Trichoderma asperellum 

Callosobruchus maculatus,  

A. aegypti,  

Zophobas morio,  

O. furnacalis,  

(Loc et al., 2020; 

Batool et al., 2020; da 

Silveira et al., 2021; 

Poveda, 2021; 



T. urticae,  

T. tabaci, 

 Liriomyza huidobrensis, Xy-

losandrus germanus 

 

Sebumpan et al., 

2022; Ozdemir,2023) 

Trichoderma atroviride 

S. frugiperda,  

Drosophila melanogaster, 

 Xylotrechus arvicol Xylo-

sandrus germanus,  

T. tabaci,  

Spodoptera littoralis, 

Macrosiphum euphorbiae 

(Contreras-Cornejo et 

al., 2018; Poveda, 

2021) 

Trichoderma brevicompactum 
Acanthoscelides obtectus 

 

(Laein and Moham-

madi, 2018; 

Rodríguez-González 

et al., 2021) 

Trichoderma harzianum 

Odontotermes formosanus,  

Cimex hemipterus,  

Periplaneta americana,  

Diuraphis noxia,  

Schizaphis graminum,  

A.aegypti,  

S. oryzae,  

Tenebrio molitor,  

T.castaneum,  

Xylotrechus arvicola,  

Earias insulana, 

 Pectinophora gossypiella,  

B. tabaci,  

Hellula undalis 

(Zhang et al., 2015b; 

de Souza Maia Filho 

et al., 2017; Poveda, 

2021) 

Trichoderma longibrachiatum 

B. tabaci,  

M. euphorbiae,  

C. hemipterus 

Zhang et al.,(2015b)  

de Souza Maia Filho 

et al., (2017) Poveda, 

(2021) 

Trichoderma virens ----- 

Zhang et al., (2015b)  

de Souza Maia Filho., 

(2017) 

Trichoderma viride 

O. formosanus,  

C. quinquefasciatus, 

B. mori,  

C. cephalonica,  

H. armigera,  

T. tabaci,  

Cassida rubiginosa 

Zhang et al., (2015b)  

de Souza Maia Filho 

et al., (2017)  

Poveda, (2021) 



V. lecanii 
B. tabaci,  

B.argentifolii 

Liu et al., (2003) 

Wang et al., (2004) 

 

4. CONCLUSION 

This review provides a perspective on the mechanisms of action of chitinases 

synthesized by entomopathogenic fungi (EPF) and chitinase-producing fungi and 

their applications in biological control. There is a growing interest in 

environmentally friendly research, which encourages investigating combined 

strategies using natural products, microorganisms and their metabolites for pest 

control in agricultural products, both pre-harvest and post-harvest. In the coming 

years, it is expected that research on the use of enzymes obtained from 

phytopathogenic fungi as biological control agents targeting specific insects and 

plant diseases will be further developed with molecular biology techniques and 

interdisciplinary approaches. 
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Introduction  

Many natural events in the world can show sudden chages depending on 

different variables. Especially in science and mathematics disciplines, such 

sudden changes are called small deviation analysis (singular and regular 

perturbation). This theory first emerged with Prandtl's study on the existence of 

boundary layers presented at the 3rd International Mathematics Congress held in 

Heidelberg in 1904 and has a deep-rooted history extending to the present day 

with the contributions of Lindstedt and Poincare. Singular Perturbation problems 

express that the coefficients of the terms of the highest order derivatives are quite 

small, that is, a constant parameter between zero and one. The exact and 

approximate solutions of such problems show very fast and scattered changes in 

the sensitive transition regions called the extreme (boundary) layer of the 

definition set, while they show slow and rhythmic changes in other places. As a 

result of such scattering, infinite derivatives occur in the solution. This situation 

is especially visible in the boundary layers and increases the complex structure 

of the solution even more. Thus, very serious problems occur in the mechanism 

of problems with singular perturbation properties. 

These problems especially manifest themselves in the process of analyzing the 

sudden and irregular changes occurring in the boundary layers and determining 

the effect of these changes on the general solution of the problem. Singular 

perturbation theory requires special methods and techniques to understand and 

solve these complex behaviors. These characteristic situations also manifest 

themselves clearly in numerical solutions. Since known classical numerical 

methods generally do not give results towards the correct solution, it is necessary 

to use effective numerical methods that converge regularly with respect to, which 

is quite small, that is, between zero and one (closer to zero), in solving exactly 

this type of problems [2,5,13,18,19-21,23,25,26,28]. 

Differential equations with conditions that connect the values of the unknown 

solution at the boundary with the values inside are known as nonlocal boundary 

value problems. Problems with integral nonlocal conditions can be encountered 

when studying heat transfer problems [1,3,4,9-12,14,15,17,22,21,24]. 

Volterra integr-differential equations are used in many different areas of 

science and engineering: Oceanography, fluid mechanics, electromagnetic 

theory, financial mathematics, plasma physics, population dynamics, artificial 

neural networks, and biological processes [18,23]. 

In this study, the solution of delay singularly perturbed Volterra integro-

differential equation with integral boundary condition is investigated by the 



numerical integration method. The solution of the following problem has a 

boundary layer at the point 𝑥 = 𝑏.  

−𝜀𝑣′′(𝑡) + 𝑎(𝑡)𝑣′(𝑡) + 𝑏(𝑡)𝑣(𝑡) − 𝑣(𝑡 − 𝜃) = 𝑔(𝑡),   

 𝑡 ∈ (𝑎, 𝑏), 𝑣(𝑎) = 𝐾1, 𝑡 ∈ [𝑎 − 𝜃, 𝑏 − 𝜃],     𝜃 > 0, 

𝐾𝑣(𝑏) = 𝑣(𝑏) − 𝜀∫
𝑡

𝑑

𝑏

0

𝑣(𝑡)𝑑𝑡 = 𝑏, 

where, 𝑎(𝑡), 𝑏(𝑡), 𝑔(𝑡) are continuous functions; 𝑎, 𝑏, 𝑑, 𝐾 and 𝐾1 are finite 

constants.  

The Method and Application of the Method 

In this section, an example involving the following three difficult cases of 

nonlocal (integral) boundary condition, delay term and singular perturbation term 

is solved to demonstrate the approximate solution by the numerical integration 

method [6-8,16,26,27,29]: 

The numerical integration procedure as:  

 Th delay term of the equation is arranged according to the Taylor 

expansion.  

 The integration is taken according to the left or right boundary layer 

of the first equation.  

 Some integrations are solved by trapezoid method.  

 Difference derivatives are used and finite difference equation is 

obtained. It is solved with the Thomas algorithm. 

 

• If the problem has a boundary layer on the right, the numerical 

integration method will be as follows: 

 

−𝜺𝒗′′(𝒕) + 𝒂(𝒕)𝒗′(𝒕) + 𝒃(𝒕)𝒗(𝒕) − 𝒗(𝒕 − 𝜽) = 𝒈(𝒕),

𝟎 < 𝒕 < 𝟏,    𝜽 > 𝟎,                                                (𝟏) 

𝒗(𝟎) = 𝑲𝟏,     𝒕 ∈ [−𝜽, 𝟏 − 𝜽],     𝜽 > 𝟎,                                       (𝟐) 

𝑲𝒗(𝟏) = 𝒗(𝟏) − 𝜺∫
𝒕

𝒅

𝟏

𝟎

𝒗(𝒕)𝒅𝒕 = 𝟏,                               (𝟑) 



In equation (2.1),  𝒂(𝒕) < 𝜸 < 𝟎, 𝜸
 
constant indcates the existence of a right 

boundary layer around the point  𝒕 = 𝟏. 

Again, if the  𝒗(𝒕 − 𝜽) = 𝒗(𝒕) − 𝜽𝒗′(𝒕)  Taylor expansion is written instead of 

the delay term in the equation (1) [16]. 

 

𝜺𝒗′′(𝒕) + 𝒂(𝒕)𝒗′(𝒕) + 𝒃(𝒕)[𝒗(𝒕) − 𝜽𝒗′(𝒕)] = 𝒈(𝒕),                (𝟒)                                                              

𝜺𝒗′′(𝒕) + [𝒂(𝒕) − 𝜽𝒃(𝒕)]𝒗′(𝒕) + 𝒃(𝒕)𝒗(𝒕) = 𝒈(𝒕).                  (𝟓)                                                            

 

The equations (4)-(5) are obtained, respectively. 

If the interval [𝟎, 𝟏] is divided into equal parts 𝑵 for 𝒊 = 𝟏, 𝟐,… ,𝑵 − 𝟏, the in-

tegral of the equation (1) in the interval [𝒕𝒊−𝟏, 𝒕𝒊] is taken as follows: 

 

∫ 𝜺𝒗′′(𝒕) + [𝒂(𝒕) − 𝜽𝒃(𝒕)]𝒗′(𝒕) + 𝒃(𝒕)𝒗(𝒕) = ∫ 𝒈(𝒕),

𝒕𝒊

𝒕𝒊−𝟏

𝒕𝒊

𝒕𝒊−𝟏

 

 

and  

     

𝜺𝒗′(𝒕𝒊) − 𝜺𝒗
′(𝒕𝒊−𝟏) + [𝒂𝒊 − 𝜽𝒃𝒊]𝒗(𝒕𝒊) − [𝒂𝒊−𝟏 − 𝜽𝒃𝒊−𝟏]𝒗(𝒕𝒊−𝟏)

+ ∫ 𝒃(𝒕)𝒗(𝒕)

𝒕𝒊

𝒕𝒊−𝟏

𝒅𝒕 = ∫ 𝒈(𝒕)

𝒕𝒊

𝒕𝒊−𝟏

𝒅𝒕, 

 

is organized in the above equation. 

Here, instead of the 𝒗′(𝒕𝒊) and 𝒗′(𝒕𝒊−𝟏) derivatives 𝒗𝒊−𝟏
′ =

𝒗𝒊−𝒗𝒊−𝟏

𝒉
  and 𝒗𝒊

′ =
𝒗𝒊+𝟏−𝒗𝒊

𝒉
  difference derivatives are used. If the trapezoidal method is applied ins-

tead of integrals, the following equation is obtained: 

 

𝜺
𝒗𝒊+𝟏 − 𝒗𝒊

𝒉
− 𝜺

𝒗𝒊 − 𝒗𝒊−𝟏
𝒉

+ [𝒂𝒊 − 𝜽𝒃𝒊]𝒗(𝒕𝒊) − [𝒂𝒊−𝟏 − 𝜽𝒃𝒊−𝟏]𝒗(𝒕𝒊−𝟏)

+
𝒉

𝟐
[𝒃𝒊𝒗𝒊 + 𝒃𝒊−𝟏𝒗𝒊−𝟏] =

𝒉

𝟐
[𝒈𝒊 + 𝒈𝒊−𝟏]. 

 

Here, after making the necessary arrangements according to 𝒗𝒊−𝟏, 𝒗𝒊, 𝒗𝒊+𝟏 in the 

previous step 

 



𝒗𝒊−𝟏 (
𝜺

𝒉
− 𝒂𝒊−𝟏 + 𝝈𝒃𝒊−𝟏 + 𝒉

𝒃𝒊−𝟏
𝟐
) − 𝒗𝒊 (

𝟐𝜺

𝒉
− 𝒂𝒊 + 𝝈𝒃𝒊 + 𝒉

𝒃𝒊
𝟐
) + 𝒗𝒊+𝟏 (

𝜺

𝒉
)

=
𝒉

𝟐
[𝒈𝒊 + 𝒈𝒊−𝟏], 

 

the differen 

ce equation occurs as above. If the boundary conditions are added to this diffe-

rence equation, the following difference problem is found as. 

 

𝒗𝒊−𝟏 (
𝜺

𝒉
− 𝒂𝒊−𝟏 + 𝝈𝒃𝒊−𝟏 + 𝒉

𝒃𝒊−𝟏
𝟐
) − 𝒗𝒊 (

𝟐𝜺

𝒉
− 𝒂𝒊 + 𝝈𝒃𝒊 + 𝒉

𝒃𝒊
𝟐
) + 𝒗𝒊+𝟏 (

𝜺

𝒉
)

=
𝒉

𝟐
[𝒈𝒊 + 𝒈𝒊−𝟏],                                (𝟔) 

𝒗𝟎 = 𝑨,      𝒗𝑵 =
𝟏

𝟏 − 𝑲
∑ 𝒉𝒕𝒋𝒗𝒋 + 𝟏.

𝑵−𝟏

𝒋=𝟎

                                         (𝟕) 

The difference problem (6)-(7) is solved using the Thomas algorithm given below 

as [9]. 

 

𝑨𝒊 =
𝜺

𝒉
− 𝒂𝒊−𝟏 + 𝝈𝒃𝒊−𝟏 + 𝒉

𝒃𝒊−𝟏
𝟐
,   𝑩𝒊 =

𝜺

𝒉
, 

𝑪𝒊 =
𝟐𝜺

𝒉
− 𝒂𝒊 + 𝝈𝒃𝒊 + 𝒉

𝒃𝒊

𝟐
,  𝑭𝒊 = −

𝒉

𝟐
[𝒈𝒊 +𝒈𝒊−𝟏]. 

 

• If the problem has a left boundary layer, the numerical integration method 

will be as follows: 

 

The equation (2.1) must be a fixed condition 𝒂(𝒕) > 𝜶 > 𝟎, 𝜶 for being a left-

boundary problem. The steps are very similar to the right-boundary problem, but 

it has its own unique properties and can be expressed as follows. 

First of all, the integral of all terms in equation (1) for 0,1,..., 1i N   is taken 

in the interval  1,i it t  and the trapezoidal method is used. As a result, app-

roximate solution is found with Thomas algorithm as. 

 

𝜶𝟏 = 𝟎,    𝜷𝟏 = 𝑨, 

   𝜶𝒊+𝟏 =
𝑩𝒊

𝑪𝒊 − 𝜶𝒊𝑨𝒊
,    𝜷𝒊+𝟏 =

𝑭𝒊 + 𝜷𝒊𝑨𝒊
𝑪𝒊 − 𝜶𝒊𝑨𝒊

,    

𝒗𝒊 = 𝜶𝒊+𝟏𝒗𝒊+𝟏 + 𝜷𝒊+𝟏,    𝒊 = 𝑵 − 𝟏,… , 𝟐, 𝟏. 



  

With the theory given above, delay singularly perturbed Volterra integro-diffe-

rential equation with integral boundary condition is solved approximately by the 

numerical integration method. The application of this problem is made for an 

example given below which has a right boundary layer. 

 

Example 1 

 

The approximate solution of the following delay singularly perturbed Volterra 

integro-differential equation with integral boundary condition will be obtained by 

the numerical integral method. 

Since the coefficient of the second term of the problem is −𝟑 < 𝟎, it is a right 

boundary layer problem. 

 

−𝛆𝐯′′(𝐭) + 𝟑𝐯′(𝐭) + 𝐯(𝐭) − 𝐯(𝐭 − 𝟏) = 𝟏, 𝐭 ∈ (𝟎, 𝟏) ∪ (𝟏, 𝟐)(𝟖) 

𝐯(𝐭) = 𝟏,     𝐭 ∈ [−𝟏, 𝟎],     𝛉 > 𝟎,                                                   (𝟗) 

𝐊𝐯(𝟐) = 𝐯(𝟐) − 𝛆∫
𝐭

𝟑

𝟐

𝟎

𝐯(𝐭)𝐝𝐭 = 𝟐.                                            (𝟏𝟎) 

 

Here, instead of the delay term 𝐮(𝐭 − 𝟏) the following expression is written by  

 

𝐯(𝐭 − 𝟏) = 𝐯(𝐭) − 𝐯′(𝐭), 

 

𝛆𝐯′′(𝐭) − 𝟒𝐯′(𝐭) = −𝟏, ∫(𝛆𝐯′′(𝐭) − 𝟒𝐯′(𝐭))

𝐭𝐢

𝐭𝐢−𝟏

𝐝𝐭 = − ∫ 𝟏𝐝𝐭,

𝐭𝐢

𝐭𝐢−𝟏

 

it is found and after the integration operations 

𝛆𝐯′(𝐭𝐢) − 𝛆𝐯
′(𝐭𝐢−𝟏) − 𝟒𝐯(𝐭𝐢) + 𝟒(𝐭𝐢−𝟏) = ∫ 𝟏𝐝𝐭,

𝐭𝐢

𝐭𝐢−𝟏

 

is obtained. Here, the trapezoidal method is applied to the integral and the neces-

sary arrangements are made, 

 

 𝛆𝐯𝐢
′ − 𝛆𝐯𝐢−𝟏

′ − 𝟒𝐯𝐢 + 𝟒𝐯𝐢−𝟏 = −𝐡, 

 

the equation is obtained as follows. However, 

 



𝐰𝐢+𝟏
′ =

𝐰𝐢+𝟏−𝐰𝐢

𝐡
  and  𝐰𝐢

′ =
𝐰𝐢−𝐰𝐢−𝟏

𝐡
,  𝐢 = 𝟏, 𝟐,… , 𝐍 − 𝟏 the forward and back 

difference approach is applied as 

 

ε (
vi+1 − vi

h
) − ε (

vi − vi−1
h

) − 4vi + 4vi−1 = −h,                  () 

 

difference equation is formed. Then, if the equation is adjusted as follows and the 

limit values are added 

𝐯𝐢−𝟏 (
𝛆

𝐡
+ 𝟒) − 𝐯𝐢 (

𝟐𝛆

𝐡
+ 𝟒) + 𝐯𝐢+𝟏 (

𝛆

𝐡
) = −𝐡,   

𝐯𝟎 = 𝐀,    𝐯𝐍 =
𝟏

𝟏 − 𝐊
∑𝐡𝐭𝐣𝐯𝐣 + 𝟏.

𝐍−𝟏

𝐣=𝟎
 

difference boundary value problem occurs. 

The solution for this problem is provided by the Thomas algorithm method exp-

lained as for  𝐢 = 𝟏, 𝟐,… , 𝐍 − 𝟏, 

𝐀𝐢 =
𝛆

𝐡
+ 𝟒, 𝐁𝐢 =

𝛆

𝐡
, 𝐂𝐢 =

𝟐𝛆

𝐡
+ 𝟒 , 𝐅𝐢 = 𝐡, 𝛂𝟏 = 𝟎,   𝛃𝟏 = 𝟏, 

𝛂İ+𝟏 =

𝛆
𝐡

(
𝟐𝛆
𝐡
+ 𝟒 ) − (

𝛆
𝐡
+ 𝟒)𝛂𝐢

, 𝛃İ+𝟏 =
𝐡 + (

𝛆
𝐡
+ 𝟒)𝛃İ

(
𝟐𝛆
𝐡
+ 𝟒 ) − (

𝛆
𝐡
+ 𝟒)𝛂𝐢

. 

                

By following the steps of the above algorithm, the approximate solution through 

a suitable mathematical program and numerical results are obtained. It is shown 

with tables and figures. 

 

Table 1. The approximate solutions for different 𝜀, 𝑁 

𝜺/𝑵 𝟏𝟔 𝟑𝟐 𝟔4 𝟏𝟐𝟖 𝟐𝟓𝟔 

𝟏 0.140000 0.007000 0.0036711 0.0018360 0.0009182 

𝟐(−𝟏) 0.0194550 0.113640 0.0062494 0.0033030 0.0017025 

𝟐(−𝟐) 0.0338763 0.0225885 0.0139547 0.0078947 0.0042234 

𝟐(−𝟑) 0.0400197 0.0373979 0.0249325 0.0155844 0.0088664 



 

Figure 1. Approximate solutions for 𝑁 = 128, 𝜀 = 2−1, 2−2, 2−3, 2−4 

 
Figure 2. Error distributions for 𝑁 = 16, 𝜀 = 2−1, 2−2, 2−3, 2−4 

 

With the Table 1, the maximum errors are obtained for the values of  𝜀 =

2−1, 2−2, 2−3, 2−4 and 𝑁 = 16. Approximate solution and error curves are 

drawn. The errors are maximum around the 𝑥 = 1 boundary layer. As the values 

of 𝜀 decrease, the approximate solution curves lean touards the axes. With these 

results, it is seen that the proposed method solves the problem considered in the 

study stably. Thus, it is presented how suitable, reliable and fast the numerical 

integral method is for integral boundary layer case problems with delayed 

singular perturbation. 

 

  



CONCLUSION 

In this study, delay singularly perturbed Volterra integro-differential equation 

with integral boundary condition was investigated by the numerical integration 

method. An example application was made. The results of the approximate 

solution and error were shown uith tables and figures. It was also seen that the 

solution showed sudden, fast and irregular changes in the sensitive transition 

region around the point 𝑥 = 1. 

As a result, it was seen how easily and quickly the numerical integration 

method used in this study solved the application example with a suitable 

mathematical program 

For contribution to the literature, approximate solutions of fractional order and 

fuzzy differential equations with delayed types can be investigated by the 

numerical integration method.  
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A. Introduction 

In recent years, molecular docking has emerged as a crucial component of in-

silico drug development. This method entails making atomic-level predictions 

about how a small molecule and a protein will interact. This makes it possible for 

scientists to examine how tiny compounds behave within a target protein's 

binding site and comprehend the basic biochemical mechanism underpinning this 

interaction (Meng et al. 2011). The method is structure-based and necessitates a 

high-resolution three-dimensional representation of the target protein, which can 

be acquired using methods such as nuclear magnetic resonance spectroscopy, 

cryo-electron microscopy, or X-ray crystallography (Agu et al. 2023). 

Protein–ligand or protein–protein docking is a crucial technique in 

contemporary drug development that uses shape and electrostatic interactions to 

quantify the orientation of the ligand when it is coupled to an enzyme or protein 

receptor. Along with Coulombic interactions and hydrogen bond formation, van 

der Waals interactions are also significant. A docking score, which indicates the 

potentiality of binding, is an approximation of the sum of all these interactions. 

The ligand is searched in a six-dimensional rotational or translational space to fit 

in the binding site in the most basic rigid-body systems, which can be used as a 

lead molecule for drug creation (Ferreira et al. 2015). 

The first step is to sample ligand conformations based on the active site of the 

protein. Second, a scoring system is used to rank the conformations. 

Theoretically, sampling algorithms should replicate experimental binding modes, 

and a scoring function should be used to score the confirmed results (Kontoyianni 

2017). 

The goal of automated molecular docking software is to decipher and predict 

molecular recognition on two levels: energetically by predicting binding affinity 

and structurally by identifying likely binding patterns. The dynamic interaction 

between a small molecule and a target macromolecule is where this 

computational effort mostly takes place (Zhao, Cao, and Zhang 2020). 

For molecular docking approaches, a number of free and commercial 

computational tools and algorithms are available. Drug research and academic 

disciplines are currently using these programs and tools that have been developed 

(Stanzione, Giangreco, and Cole 2021). AutoDock Vina, Discovery Studio, 

Surflex, AutoDock GOLD, Glide, MCDock, MOE-Dock, FlexX, DOCK, 

LeDock, rDock, ICM, Cdcker, LigandFit, FRED, and UCSF Dock are among the 

most widely used docking applications. The top ranked poses with the highest 

scores were predicted by AutoDock Vina, GOLD, and MOE-Dock out of all these 



programs. LeDock and GOLD were successful in determining the proper ligand 

binding positions. But the others also offer some benefits that are easy to use 

(Mursal et al. 2024; Pagadala, Syed, and Tuszynski 2017). 

In this study, we compared two online molecular docking tools that are not 

among the most popular molecular docking software available, but are becoming 

preferred in more and more studies due to their differences in both usage and 

working principles. After briefly comparing CBDock2 and SeamDock software 

on criteria such as methodologies, operating principles, advantages and 

limitations, an application analysis was also carried out in the last section. 

Acetylcholinesterase, a well-known enzyme, and galantamine, one of the three 

well-known inhibitors of this enzyme, were subjected to blind docking analysis 

with CBDock2 and SeamDock software. The results obtained were examined in 

the best docking position, indicating the bonds and interactions. 

The web-based molecular docking programs CBDock2 and SeamDock are 

both utilised, especially in biomolecular research. By modelling potential 

interactions between two molecules, these techniques assist researchers in 

predicting the three-dimensional structures of protein-protein and protein-ligand 

complexes. Despite having the same objective, they differ greatly in terms of 

methodology, features, and capacities. 

B. A thorough analysis contrasting software 

B.1. Overview and Purpose 

CBDock2: 

CBDock2 is an expansion of the CBDock method, which predicts protein-

protein/ligand interactions using a coarse-grained docking approach. It is made 

especially for blind docking, which is used when the binding location is unknown. 

CBDock2 performs well for docking both unbound proteins and is very effective 

at managing huge and complicated docking problems. It chooses the most likely 

configuration of protein-protein/ligand interaction by ranking various docking 

poses using a knowledge-based scoring mechanism. 

SeamDock: 

SeamDock is a more recent tool, focused on high-accuracy protein docking. 

It predicts docking results by integrating numerous scoring systems using a deep 

learning-based methodology. SeamDock can be used to dock unbound proteins 

as well as in situations when the binding sites are known. The program offers 

comprehensive data, frequently including docking along with the prediction of 

protein-protein interaction sites. 



B.2. Methodology 

CBDock2: 

Coarse-grained docking: CBDock2 does not explicitly describe every atomic 

feature during the first search phase because it is a coarse-grained docking 

simulation. For big systems, this method is quicker and more effective. 

Flexible docking: It permits protein structures to be somewhat flexible in order 

to accommodate conformational changes that occur during docking. 

Scoring: CBDock2 ranks the docking poses according to their propensity to 

establish a stable connection using a knowledge-based scoring function that has 

been trained on experimental data. 

SeamDock: 

Deep learning-based: To anticipate docking positions, SeamDock uses 

machine learning methods. To maximise its predictions, it incorporates training 

data and several scoring systems. 

High accuracy scoring: The tool employs more sophisticated scoring based on 

statistical learning in addition to more conventional energy-based functions. 

Predicting possible binding sites on proteins is one area in which SeamDock 

excels, and this ability can be highly helpful when docking unbound proteins. 

Atomic-level resolution: SeamDock typically produces more thorough, 

physically precise docking predictions since it operates at a greater resolution 

than CBDock2. 

B.3. Performance and Speed 

CBDock2: 

Speed: CBDock2 is made to dock massive systems quickly. It is frequently 

chosen when docking relatively large protein complexes or when one or both 

proteins' structures are unknown (a process known as blind docking). 

Efficiency: CBDock2 can handle a large number of docking poses and 

efficiently search the protein-protein interaction space in a shorter amount of time 

thanks to the coarse-grained methodology. 

Scalability: CBDock2 can handle big datasets or libraries of protein 

complexes and is scalable for high-throughput docking pose screening. 

  



SeamDock: 

Speed: SeamDock can be slower than CBDock2, particularly for big 

complexes or while blind docking, even though it is more precise thanks to its 

atomic-level precision and deep learning methods. 

Computational resources: In order to process complicated situations in a fair 

period of time, SeamDock's deep learning-based techniques might be 

computationally costly and require additional resources (such as GPU 

acceleration). 

Throughput: Because SeamDock prioritises accuracy above speed, it might be 

slower for large-throughput applications. However, it works incredibly well when 

a small number of docking predictions require great accuracy. 

B.4. Accuracy and Resolution 

CBDock2: 

Accuracy: For protein-protein and protein/ligand docking, CBDock2 offers a 

respectably high degree of accuracy, particularly in blind docking scenarios when 

the binding location is unknown. When fine-grained accuracy is required, it is 

less accurate than more atomically detailed techniques. 

Resolution: The resolution of the final docking poses may be reduced because 

of the coarse-grained nature of the initial search and docking process. To increase 

the precision of the anticipated binding interactions, the technique incorporates 

post-docking tuning. 

SeamDock: 

Accuracy: SeamDock achieves higher accuracy, particularly for smaller 

protein complexes or known binding sites, by utilising deep learning approaches 

and multi-scenario scoring systems. It's frequently regarded as one of the best 

techniques for high-accuracy docking. 

Resolution: In order to comprehend the molecular underpinnings of especially 

protein interactions, SeamDock often generates docking models with a greater 

resolution, offering comprehensive, atomic-level interaction information. 

  



B.5. Ease of Use 

CBDock2: 

Interface: CBDock2’s web interface is very user-friendly, with explicit input 

requirements (such as protein structure files in PDB format) and intuitive options 

for choosing docking parameters. 

Tutorials and Documentation: It offers sufficient tutorials and documentation 

to assist users in getting started, particularly those who are accustomed to docking 

operations. 

SeamDock: 

Interface: SeamDock’s interface is also web-based and designed to be easy to 

use. It requires protein structure inputs in PDB format and offers options for 

specifying parameters like the number of docking poses to generate. 

Documentation: Although SeamDock's documentation is thorough, it may be 

necessary to have a greater understanding of protein docking and machine 

learning in order to properly comprehend its more complex features. 

B.6. Use Cases 

CBDock2: 

CBDock2 works well in scenarios that call for large-scale docking or high-

throughput screening, or in blind docking when the binding site is unknown. 

When merely the general interaction and binding affinity—rather than the most 

exact atomic details—are required for protein-protein docking, it works equally 

well. 

SeamDock: 

When you know the binding sites or need to dock smaller complexes with 

more precise interactions, SeamDock is perfect for high-accuracy docking. It is 

an excellent option for high-resolution docking where atomic-level precision and 

comprehension of the molecular intricacies of the interaction are the main goals 

due to its deep learning-based methodology. 

 

  



B.7. Limitations 

CBDock2: 

For small or complicated systems where atomic detail is crucial, the coarse-

grained technique could result in reduced accuracy. Some fine-grained details in 

the anticipated docking poses may be sacrificed for its efficiency. 

SeamDock: 

For large-scale or high-throughput applications, SeamDock is slower and 

more computationally costly, especially when dealing with bigger complexes. A 

significant amount of training data is needed for deep learning-based techniques, 

and for particular kinds of unique protein complexes, the prediction may not be 

as accurate if comparable data was not used to train the model. 

B.8. Final Verdict: Which One to Choose? 

Choose CBDock2 if you:  

-require a quick, scalable solution for big protein complexes or blind docking. 

-are putting computational speed ahead of atomic-level accuracy. 

Choose SeamDock If you:  

-need precise and comprehensive results, particularly for smaller, clearly 

defined docking problems or known binding locations. 

-must produce atomic-level accuracy and have a high degree of faithfulness 

in understanding molecular interactions. 

In summary, both CBDock2 and SeamDock have their strengths and 

weaknesses, depending on the specific needs of your docking study. If speed and 

large-scale docking are more important, CBDock2 might be the better choice. If 

you're focused on accuracy and detailed molecular insights, then SeamDock 

would be more suitable. 

C. A practical comparison of software 

The chapter concludes with a presentation of the use of the software CBDock2 

and SeamDock for the molecular docking analysis of the inhibition of electric eel 

acetylcholinesterase (PDB ID:1C2O) (AChE) by galantamine (Gal), a common 

competitive inhibitor of this enzyme. 

C.1. SeamDock results 

The Gridbox position and the dimensions for the SeamDock: 



x , y , z  2 , 7 , -9 

x , y , z  25 , 25 , 25 

Table 1. The list of interactions and bonds for AChE-Gal docking. 

Type of interaction Ligand atom Receptor 

Hydrophobic contacts 

C3 W286(A) CE3 

C3 L289(A) CD1 

C6 I294(A) CG2 

C8 F297(A) CE1 

pi-pi stackings 
C10 W286(A) NE1 

C10 W286(A) CZ3 

Hydrogen bond O3 F295(A) N 

Weak hydrogen bond 

C17 Y72(A) OH 

C17 D74(A) OD1 

C2 S293(A) O 

 

 

Figure 1. The demonstration of the bonds and interactions at the best docking pose cal-

culated by SeamDock 

C.2.CBDock2 results 

There are two approaches for the detection of cavities and prediction of ligand-

binding poses in CBDock2 molecular docking analysis. 

 



C.2.1. Template-based docking 

CBDock2 presented a list of templates and calculated parameters (Table 2). 

Table 2. The template’s information presented by CBDock2 for the molecular docking 

of receptor (1C2O) and ligand (Gal). 

Template  

ID 

Template  

Protein 

Template  

Ligand 
FP2 

Pocket  

Identity 

Pocket  

RMSD 

t1 4ey6 GNT 1.0 1.0 0.37 

t2 1w6r GNT 1.0 0.94 0.41 

t3 1w76 GNT 1.0 0.9 0.4 

t4 3i6m G3X 0.97 0.88 0.58 

t5 1w4l GL8 0.89 0.86 0.61 

 

At this table, there are important parameters taken into account for the 

determination of the best pose. Template protein is the PDB ID in RCSB PDB, 

Template ligand is the chemical ID in RCSB PDB, FP2 is the similarity of 

template and querry ligand, Pocket identity is the sequence identity of template 

and querry protein in pocket region, Pocket RMSD is RMSD (Cα) of template 

and querry protein in pocket region. 

The template associated with the best pose was 3i6m, which was actually the 

only pose supported the docking criteria. FitPocket ID: F1 (FitDock Score: -5.4) 

  



 

 

 

Figure 2. The above figure is the best pose of Gal docked at the active site of the recep-

tor; and the below one is the templated docking of the ligand. 

The contact residues: ASP74 TRP86 GLY120 GLY121 GLY122 TYR124 

SER125 TYR133 GLU202 SER203 PHE295 PHE297 TYR337 PHE338 HIS447 

GLY448 ILE451 



 

Figure 3. The inteactions and the bonds between ligand and the amino acids at the narrow 

gorge of the acetylcholinesterase after template-based docking procedure, supported by 

the illustration of the .pdb file of docked complexes by Discovery Studio 2021 Client. 

Table 3. The list of the intearactions and the bonds proposed by the template-based doc-

king of CBDock2 tool. 

Amino acid Type of interaction 

TRP86 3 hydrophobic contacts 

GLY120 hydrogen bond 

TYR124 hydrophobic contact 

TYR124 2 weak hydrogen bonds 

SER125 weak hydrogen bond 

GLU202 hydrogen bond 

SER203 2 weak hydrogen bonds 

SER203 hydrogen bond 

PHE297 hydrophobic contact 

TYR337 hydrophobic contact 

HIS447 weak hydrogen bond 

 



 

Figure 4. Interacting amino acids, which are highlighted by red color, of the receptor 

protein (AChE). 

 

C.2.2. Structure-based blind docking 

Current Pocket ID: C1 was proposed as the best docking position with a vina 

score of -7.7 kcal/mol.  

Table 4. The results of the blind docking procedure after cavity search. The center and 

the docking size of the GridBox is, also, stated in the table. 

CurPocket  

ID 

Vina  

score 

Cavity  volume 

(Å3) 

Center  

(x, y, z) 

Docking size 

(x, y, z) 

C1 -7.7 960 35, 74, -86 19, 27, 19 

C2 -6.0 478 36, 58, -93 19, 19, 19 

C4 -5.9 369 29, 50, -90 19, 19, 19 

C3 -5.6 470 26, 72, -63 19, 19, 19 

C5 -5.6 358 15, 92, -78 19, 19, 19 

 

The contact residues: GLN71 TYR72 ASP74 THR75 LEU76 TRP86 ASN87 

PRO88 GLY120 GLY121 GLY122 TYR124 SER125 GLY126 LEU130 

GLU202 SER203 TRP286 LEU289 GLN291 GLU292 SER293 ILE294 PHE295 

ARG296 PHE297 TYR337 PHE338 LEU339 TYR341 GLY342 HIS447 

GLY448 ILE451 



 

 

Figure 5. The above figure is the ligand at the best docking pose and the below one shows 

the inteactions and the bonds between ligand and the amino acids at the narrow gorge of 

the acetylcholinesterase after blind docking procedure, supported by the illustration of the 

.pdb file of docked complexes by Discovery Studio 2021 Client. 

  



Table 5. The list of the intearactions and the bonds proposed by the structure-based blind 

docking performed by CBDock2. 

Amino acid Type of interaction 

PHE338 weak hydrogen bond 

TYR341 hydrophobic contact 

ILE294 hydrophobic contact 

TRP286 hydrophobic contact 

SER293 weak hydrogen bond 

TYR124 weak hydrogen bond 

TRP286 2 pi-pi stackings 

 

If we compare the results of the two analyzes performed with the CBDock2 

online tool, that is, template-based and blind-docking approaches, it can be said 

that the template-based one shows a more successful performance compared to 

blind-docking, with the advantage of having a suitable template for the AChE-

Gal relationship. This approach more successfully reported the bonds and 

interactions that the galantamine molecule, which is also reported in the literature 

to show an effective inhibition with more bonds, performs, or is very likely to 

perform, with the active site and surrounding amino acids. On the other hand, 

when the results of SeamDock analysis and the template-based results of 

CBDock2 were brought together, only the hydrophobic contact existing with 

PHE297 could be detected in common. If we compare the interactions listed as a 

result of CBDock's blind docking analysis with the list provided by SeamDock, 

we observe many more common results: A hydrophobic contact established 

separately with amino acids ILE294 and TRP286, a weak hydrogen bond formed 

with SER293, and finally two different pi-pi stacking relationships with TRP286 

were reported jointly. This situation also shows us that deep-learning strategy and 

blind-docking by structure and energy based approaches reach approximate 

results, but they may not give the most probable result in docking analyzes that 

are well-known and have an existing template. 

  



References 

Agu, P. C., C. A. Afiukwa, O. U. Orji, E. M. Ezeh, I. H. Ofoke,C. O. Ogbu, E. I. Ugwuja, 

and P. M. Aja. 2023. “Molecular Docking as a Tool for the Discovery of Mole-

cular Targets of Nutraceuticals in Diseases Management.” Scientific Reports 

2023 13:1 13(1):1-18. doi: 10.1038/s41598-023-40160-2. 

Ferreira, Leonardo G., Ricardo N. Dos Santos, Glaucius Oliva, and Adriano D. Andri-

copulo. 2015. “Molecular Docking and Structure-Based Drug Design Strate-

gies.” Molecules (Basel, Switzerland) 20(7):13384–421. doi: 10.3390/MOLE-

CULES200713384. 

Kontoyianni, Maria. 2017. “Docking and Virtual Screening in Drug Discovery.” Met-

hods in Molecular Biology (Clifton, N.J.) 1647:255–66. doi: 10.1007/978-1-

4939-7201-2_18. 

Meng, Xuan-Yu, Hong-Xing Zhang, Mihaly Mezei, and Meng Cui. 2011. “Molecular 

Docking: A Powerful Approach for Structure-Based Drug Discovery.” Current 

Computer-Aided Drug Design 7(2):146–57. doi: 

10.2174/157340911795677602. 

Mursal, Mohd, Mohammad Ahmad, Sahil Hussain, Mohemmed Faraz Khan, Mohd Mur-

sal, Mohammad Ahmad, Sahil Hussain, and Mohemmed Faraz Khan. 2024. 

“Navigating the Computational Seas: A Comprehensive Overview of Molecular 

Docking Software in Drug Discovery.” Unravelling Molecular Docking - From 

Theory to Practice [Working Title]. doi: 10.5772/INTECHOPEN.1004802. 

Pagadala, Nataraj S., Khajamohiddin Syed, and Jack Tuszynski. 2017. “Software for 

Molecular Docking: A Review.” Biophysical Reviews 9(2):91–102. doi: 

10.1007/S12551-016-0247-1. 

Stanzione, Francesca, Ilenia Giangreco, and Jason C. Cole. 2021. “Use of Molecular 

Docking Computational Tools in Drug Discovery.” Progress in Medicinal Che-

mistry 60:273–343. doi: 10.1016/BS.PMCH.2021.01.004. 

Zhao, Jingtian, Yang Cao, and Le Zhang. 2020. “Exploring the Computational Methods 

for Protein-Ligand Binding Site Prediction.” Computational and Structural Bi-

otechnology Journal 18:417–26. doi: 10.1016/J.CSBJ.2020.02.008. 

 



  



 

 

 

 

 
 

 

Essential Oils and Health 

 
 

 

 

 

 

 

Ozge Telhuner1 & Omer Elkiran2 
 

  

                                                           
1 Sinop Provincial Health Directorate, Public Health Laboratory, Sinop, 57000, Turkey.  
ORCID: 0009-0002-4234-4605 
2 Department of Medical Services and Techniques, Vocational School of Health Services, Sinop University, 

Sinop, 57000, Turkey. ORCID: 0000-0003-1933-4003, *Corresponding author 



1. Definition of Essential Oils 

People have relied on plants for shelter and nutrition for centuries, depending 

on them for carbohydrates, proteins, and fats. In addition to these primary 

metabolites, plants are also a significant source of a wide variety of secondary 

metabolites. In fact, over 80% of nearly 30,000 natural products are derived from 

plants (Ramachandra and Ravishankar, 2002). 

Secondary metabolites are small molecular compounds found in plants, often 

in low concentrations, that are not essential for the plant's survival. These include 

phenols, alkaloids, essential oils, glycosides, flavonoids, steroids, saponins, 

tannins, and pigments. Initially, secondary metabolites were considered waste 

products with no specific plant function. However, it has since been established 

that they play important roles and have significant functions (Baydar, 2013). 

Essential oils can be extracted from various parts of a plant, including the 

roots, stems, leaves, fruits, peels, and flowers, using various methods. They are 

generally colorless or light yellow liquids that are volatile, sometimes solidifying 

at lower temperatures, and possess strong fragrances. Because they can evaporate 

when left exposed, they are referred to as "volatile oils." Additionally, due to their 

ability to evaporate like ether, they are also called "ethereal oils." Their pleasant 

aromas and use in perfumery lead to the designation "essential oils" (Telhüner, 

2024). 

1.1.  General Properties of Essential Oils 

Essential oils provide the characteristic aroma and flavor of the plants they 

come from and are composed of a wide variety of chemical components. They 

are lighter than water, which means they do not mix with it and can be carried 

away by it. Their solubility in aqueous ethanol is one of the key features that 

distinguish them from fixed oils (Kaya and Ergönül, 2015). 

When stored, essential oils can oxidize and undergo hydrolysis if exposed to 

air and heat for extended periods. To preserve their quality over time, they should 

be kept in airtight, tightly sealed dark glass bottles or aluminum containers, stored 

in a cool, dark place (Kaya and Ergönül, 2015).  

When examining the chemical structures of essential oils, it is observed that 

the largest group is terpenes. Additionally, small amounts of other compounds 

such as alcohols, aldehydes, esters, phenols, and nitrogen- and sulfur-containing 

compounds are also present. (Linskens and Jackson, 1997a). So far, over 2,000 

chemical compounds have been identified in essential oils, with terpenes and 



phenylpropanoids being the most significant among them (Çelik and Çelik, 

2007). 

The most important factor in the quality of essential oils is their composition. 

The components found in essential oils can vary significantly depending on se-

veral factors, including the type of plant from which they are derived, the culti-

vation methods used, the harvesting techniques, the drying processes after har-

vest, and the methods of extraction (Franz and Novak, 2020). 

Essential oils possess a variety of properties, including antioxidant, digestive 

stimulant, antifungal, antiseptic, antitoxic, antiviral, antibacterial, antiparasitic, 

insecticidal, and anti-inflammatory effects (Beyaz, 2014). 

1.2.  Methods of Extracting Essential Oils 

Essential oils are obtained from various parts of plants or from the entire plant 

using different methods. 

1.2.1 Distillation Methods 

The distillation process is a separation technique based on the differences in 

boiling points of two or more liquid components. This method relies on vapori-

zing the substance with a lower boiling point and then cooling the vapor to con-

dense it back into liquid form (Kaya and Ergönül, 2015). 

Distillation methods can be categorized into three types: 

1.2.1.1.  Water Distillation 

Essential oils are commonly extracted using a traditional method known as 

distillation. This process is carried out using a device called a Clevenger appara-

tus (Figure 1) (Kılıç, 2008). 

This method involves heating the material placed in water, causing the volatile 

components to evaporate and then condensing them back into liquid form through 

cooling (Kaya and Ergönül, 2015). In this method, a glass flask containing water 

and plant material is connected to a condenser and boiled for 2 to 8 hours. During 

this time, the oil molecules from the plant move with the steam, condensing in 

the condenser and separating from the water. The best results are typically 

obtained from powdered plant materials (Linskens and Jackson, 1997b). 



 

Figure 1. Water Distillation Setup (Türer, 2019). 

1.2.1.2.  Steam Distillation 

In the steam distillation method, fresh plant material is placed in a glass con-

tainer, and steam is applied under pressure. This steam carries the oil droplets and 

transports them to a collection chamber, where the oil condenses and separates 

from the water (Figure 2) (Linskens and Jackson, 1997b). 

 

Figure 1. Steam Distillation Unit (Lawrance, 1995). 

1.2.1.3. Vacuum Distillation  

To obtain certain compounds with high boiling points, it is necessary to lower 

the pressure instead of increasing the temperature. For these compounds, once 

the pressure drops below the vapor pressure of the substance, the boiling and dis-

tillation processes can commence (Kılıç, 2008). 

  



1.2.2. Extraction Methods 

1.2.2.1. Solvent Extraction 

This extraction method is a traditional approach. In this method, the plant ma-

terial can be directly immersed in a solvent or boiled in an organic solvent using 

a device called a Soxhlet extractor. After the process, the organic solvent is re-

moved using distillation. The remaining oily portion contains volatile compounds 

(Kılıç, 2008). 

1.2.2.2. Supercritical Fluid Extraction (SFE) 

This is a method of supercritical fluid extraction. In this technique, supercriti-

cal fluids are used as solvents instead of organic solvents (Linskens and Jackson, 

1997b). Among the solvents used in supercritical fluid extraction, carbon dioxide 

(CO₂) is often preferred due to its availability, low cost, ease of use, high purity, 

and minimal environmental impact (Della Porta et al., 1999).  

1.2.2.3.  Microwave Extraction  

This is an extraction process performed using a small amount of solvent and 

microwave energy in a short time. During this method, both temperature and du-

ration must be carefully controlled (Kaya and Ergönül, 2015). The advantage of 

this method is that it requires a short extraction time and a minimal amount of 

solvent (Beejmohun et al., 2007). 

1.2.2.4.  Pressurized Solvent Extraction 

This method is an alternative developed to classical extraction techniques. 

Among its advantages are reduced extraction time, lower solvent consumption, 

higher yield, and repeatability. The use of organic solvents at high pressure and 

temperature enhances the method's effectiveness. In this process, the solid or 

semi-solid sample is placed in a steel container with the solvent and heated in an 

oven at temperatures ranging from 50 to 200 °C. During heating, a pressure of 

500 to 3000 psi is applied in the oven. Between the 5th and 10th minutes of the 

application, fresh solvent is introduced to wash the sample and the container. Nit-

rogen gas is used to collect the solvent in a bottle from the system (Kaufmann 

and Christen, 2002).  

1.2.2.5.  Solid-Phase Microextraction (SPME) 

SPME (Solid Phase Microextraction) is a simple device that resembles a mo-

dified syringe. It consists of a fiber holder and a group of fibers. The fiber is 

typically 1-2 cm long and can be moved back and forth. This method applies to 

samples in either gas or liquid form (Vas and Vekey, 2004). 



The duration of SPME extraction ranges from 1 to 20 minutes. Its simplicity, 

low cost, and ability to obtain clean and concentrated extracts make it an ideal 

method for use in mass spectrometry (Araujo et al., 2007). Multi-Directional 

Extraction (SDE) 

1.2.2.6.  Simultaneous Distillation Extraction (SDE) 

According to the method, the material is placed in a water-filled glass flask on 

the left side of the apparatus and heated. During this process, the volatiles are 

distilled with the steam and rise through the left column, while the solvent eva-

porates on the right side of the apparatus. The extraction process occurs through 

the condensation of water and solvent vapors (Chaintreau, 2001). 

1.2.3. Mechanical Method (Pressing) 

When the distillation method is applied to the peels of citrus fruits like oranges 

and lemons, it can lead to the degradation of volatile compounds. Therefore, the 

peels of such fruits are placed in cloth bags and squeezed using cold hydraulic 

presses to obtain the essential oils (Kılıç, 2008). 

2. Areas of Use for Essential Oils 

To date, raw materials obtained from different parts of plants have been used 

for food, spices, and medicinal purposes. Over time, and with advancements in 

technology, the applications of plants have expanded, and they have begun to be 

utilized in various industrial sectors as well (Göktaş and Gıdık, 2019). 

2.1. Uses of Essential Oils in Aromatherapy  

For aromatherapy to be an effective complementary treatment, it must be app-

lied at the right time and using the appropriate methods. Aromatherapy is highly 

effective in promoting relaxation for both the mind and body, alleviating pain, 

and regulating bodily systems. When essential oils are used in the body, they alter 

the body's chemistry, support bodily systems, and help improve mental and emo-

tional states (Tatlı, 2012). 

2.2. Uses of Essential Oils in the Food Industry 

Today, plant extracts are increasingly used in the food industry to extend shelf 

life. Plants rich in essential oils or their extracted oils are utilized in organic food 

production and marketing, particularly for their antimicrobial properties, due to 

their natural composition (Cerit, 2008). 



When such plants and their essential oils are applied to the contents of prepa-

red foods, they can extend the shelf life of the products due to their antimicrobial 

effects (Farag et al., 2016). 

Essential oils from thyme, oregano, clove, sage, black seed, rosemary, garlic, 

and onion exhibit significant antimicrobial effects against a wide range of bacte-

ria and molds (Barker, 2019). 

2.3. Uses of Essential Oils in the Perfumery and Cosmetics Industry 

Perfumes are obtained by mixing essential oils from medicinal and aromatic 

plants in specific ratios and combining them with alcohol to make them lasting. 

People have started to move away from synthetic perfumes containing petroleum 

derivatives, which are known to have harmful effects, and are increasingly opting 

for natural alternatives. Various parts of plants, including woods, stems and bark, 

fruit peels, fruits, flowers, roots, rhizomes and bulbs, seeds, leaves, and resins, 

are used in the production of perfumes (Göktaş and Gıdık, 2019). Some com-

monly used cosmetic plants and their applications are as follows:  

Calendula: Used in shampoos, creams, toothpaste, skincare products, and 

baby oil. 

Elderflower: Soothes skin irritation, softens, tightens, and acts as an antiseptic 

and skin cleanser. 

Echinacea: Known for its anti-aging, moisturizing, and skin irritation-redu-

cing effects. 

Licorice Root: Has skin-brightening and spot-reducing properties. 

Horsetail: Effective in preventing hair loss (Tanrıkulu, 2014). 

2.4. Other Uses of Essential Oils 

Rapeseed, flaxseed, sunflower, castor, and jojoba are examples of plants used 

as biofuels (Göktaş and Gıdık, 2019).  

The thyme plant, known for its allelopathic properties, is used in France to 

protect stored agricultural products from pests (Bozdemir, 2019).  

Today, commercially available azadirachtin, a limonoid extracted from neem 

tree seeds, is effectively used against many insects as a growth and feeding inhi-

bitor. Eucalyptus and clove species have also been found to have a significant 

repellent effect against mosquitoes (Topuz and Madanlar, 2006). 

  



3. Uses of Essential Oils in Healthcare 

Since ancient times, plants have been used for medicinal purposes to treat va-

rious diseases (Essawi and Srour, 2000; Özer et al., 2001). Because essential oils 

are composed of different components, their biological activities can vary. While 

the effects of essential oils change depending on the active compounds they con-

tain, they generally exhibit antimicrobial, carminative, choleretic, sedative, diu-

retic, and antispasmodic effects (Maksimović et al., 2005). 

Garlic, cinnamon, curry, mustard, basil, ginger, and several other plants have 

been found to exhibit antimicrobial properties (Marino et al., 1999). Additionally, 

essential oils from many plants belonging to the Labiatae family have been iden-

tified as having antimicrobial activity (Elgayyar et al., 2001). For example, es-

sential oils from basil, bay, clove, thyme, and rosemary have been reported to 

show bactericidal activity against L. monocytogenes and other pathogens 

(O’Gara et al., 2000). People use these plants by gathering them from nature or 

purchasing them for various purposes and in different forms (Baytop, 1999). 

Some Medical and Aromatic Plants and Their Health Uses: 

Lavender Essential Oil (Lavandulae aetheroleum) 

The primary active compounds in lavender essential oil are linalool and linalyl 

acetate. In addition to these, it also contains other components such as limonene, 

camphor, terpinen-4-ol, lavandulol, lavandulyl acetate, and 1,8-cineole (Tisse-

rand and Young, 2014). 

Lavender essential oil exhibits strong antibacterial properties against a wide 

range of bacterial species. Additionally, it possesses antiviral, antifungal, and 

anti-inflammatory effects. It also has antiallergic properties, making it useful in 

the treatment of allergies and asthma. Its antiallergic effects are thought to stem 

from its ability to reduce histamine release from mast cells (Ueno-Iio et al., 2014). 

Lavender essential oil is effective in treating migraine-type headaches (Tisse-

rand and Young, 2014). In women, it is effective when used in massage for pre-

menstrual syndrome, dysmenorrhea, and pain related to childbirth (Yazdkhasti 

and Pirak, 2016). It has been identified that lavender essential oil has a stimula-

ting effect on the central nervous system, leading to its use as a calming and 

stress-reducing agent (Güler et al., 2015). 

Additionally, lavender essential oil is known to be effective in addressing 

sleep disorders (Velasco-Rodríguez et al., 2019). 

  



Tea Tree Essential Oil (Melaleucae alternifolii aetheroleum) 

The active compounds in tea tree essential oil include terpinen-4-ol, α- and γ-

terpinene, terpinolene, and 1,8-cineole. The primary component is terpinen-4-ol 

(Tisserand and Young, 2014). 

Tea tree essential oil has been shown to possess antibacterial, antifungal, and 

antiviral activity against tested strains (Schnitzler et al., 2001). It can accelerate 

the healing process of wounds and is also used in the treatment of conditions such 

as acne vulgaris, seborrheic dermatitis, and chronic gingivitis. Research indicates 

that tea tree essential oil may help prevent melanoma, a type of skin cancer (Sabir 

et al., 2014). 

Medicinal Peppermint Essential Oil (Menthae piperitae aetheroleum) 

The components of medicinal peppermint essential oil include menthol, 

menthyl acetate, limonene, isomenthone, mentone, and carvone (Tisserand and 

Young, 2014). When used topically, peppermint essential oil has antipruritic, ast-

ringent, and antiseptic effects. It also possesses a decongestant property and ser-

ves as a strong digestive aid (Kennedy et al., 2018). 

Studies have shown that peppermint essential oil is effective in reducing nau-

sea and vomiting (Fearrington et al., 2019). Additionally, it is known to be effec-

tive for headaches, migraines, and lowering fever (Göbel et al., 1996). 

Salvia Essential Oil (Salvia officinalis) 

The essential oil of sage contains components such as α- and β-thujone, eu-

calyptol, camphor, borneol, and bornyl acetate. The primary component of sage 

is cineole. Sage is known for its antiseptic and fungicidal effects, particularly in 

throat infections and respiratory conditions (Bayraktar et al., 2017). Additionally, 

sage essential oil has antibacterial properties and is included in herbal deodorants 

due to its effectiveness against sweating (Güler et al., 2015). 

Lemon Essential Oil (Limonis aetheroleum) 

Lemon essential oil's main component is limonene, along with other signifi-

cant constituents such as β-pinene, γ-terpinene, sabinene, and geranial (Tisserand 

and Young, 2014).  

Research has shown that lemon essential oil has positive effects on memory 

by reducing acetylcholinesterase activity and preventing scopolamine-induced 

amnesia (Fukumoto et al., 2008). It is also reported to have anxiolytic and anti-

depressant effects, helping to reduce both physical and psychological stress (Lo-

pes Campêlo et al., 2011). 



Clove Essential Oil (Caryophylli flos aetheroleum) 

Clove essential oil changes color from red to brown over time. Its main com-

ponent is eugenol, with other constituents including β-caryophyllene and acetyl 

eugenol (Tisserand and Young, 2014). 

Clove essential oil has anesthetic properties, making it useful for relieving 

muscle and joint pain (Chaieb et al., 2007). Additionally, clove essential oil exhi-

bits antipyretic, anti-inflammatory, and antinociceptive effects. Research has 

shown that it can reduce oxidative stress and has positive effects on memory 

(Halder et al., 2011). 

Medicinal Chamomile Essential Oil (Matricariae aetheroleum) 

There are two chemotypes of medicinal chamomile essential oil, rich in bisa-

bolol and (-)-α-bisabolol. Both chemotypes contain chamazulene as well (Tisse-

rand and Young, 2014). 

Medicinal chamomile essential oil has analgesic properties, making it quite 

effective for migraine headaches (Zargaran et al., 2014). This essential oil also 

possesses anxiolytic effects and has been used for insomnia issues for a long time 

(Srivastava et al., 2010). Due to the presence of (-)-α-Bisabolol and chamazulene, 

medicinal chamomile essential oil has anti-inflammatory, wound-healing, and 

antihistaminic effects. It has also been used for many years in treating diaper rash 

in infants and skin conditions like eczema (Lee et al., 2010). 

Linden Essential Oil (Tilia cordata Miller) 

Linden essential oil contains components such as sineol, linalool, camphor, 

carvone, geraniol, thymol, carvacrol, anethole, farnesol, and farnesyl acetate. It 

is reported to have anti-inflammatory, sedative, antidepressant, and antimicrobial 

effects (Toker, 1995). 

Rose Essential Oil (Rosa damascenae aetheroleum): 

The essential oil contains components such as citronellol, geraniol, nerol, and 

methyl eugenol (Tisserand and Young, 2014). 

It has antibacterial, antiviral, antifungal, antiseptic, antioxidant, analgesic, 

anti-inflammatory, and wound-healing effects, and it has also been reported to be 

effective in migraines (Mohebitabari et al., 2017). 

It has been found to be effective in reducing pain and anxiety during childbirth 

and in alleviating premenstrual syndrome in women (Hamdamian et al., 2018). 

  



Fennel Essential Oil (Foeniculum vulgare) 

The components of fennel essential oil include trans-anethole, estragole 

(methyl chavicol), fenchone, α-phellandrene, limonene, and α-pinene (Telhüner, 

2024). 

Studies have reported that fennel essential oil has antimicrobial and antioxi-

dant effects (Karayel, 2019). Due to these properties, it is used like a medicine. It 

is commonly used in folk medicine for its ability to increase milk production, 

relieve gas, and soothe the stomach (Kan, 2006). 

Thyme Essential Oil (Origanum spp.) 

Thyme essential oil contains thymol and carvacrol as its main components 

(Bayar and Çınar, 2020). Due to the compounds it contains, thyme essential oil 

exhibits strong antimicrobial activity (Santoro et al., 2007). It is also used as a 

soothing remedy for illnesses such as the common cold and throat infections. Ad-

ditionally, thyme essential oil is applied in cases of muscle cramps, sprains, and 

muscle strains, as well as for alleviating rheumatic pain, and in the treatment of 

coughs, epileptic seizures, and pneumonia (Güler et al., 2015). 

4. Economic Values of Essential Oils 

The sourcing methods for medicinal and aromatic plants involve either agri-

cultural production or wild collection. In our country, common crops include 

mint, poppy, lavender, cumin, fennel, chamomile, parsley, and similar plants (Kı-

lıç, 2018). 

Due to its geographical location, Turkey has a high level of genetic diversity 

and endemism. Despite being one of the leading countries in the world for the 

trade of medicinal and aromatic plants and having a high export potential for these 

plants, the desired level has not yet been achieved (Bayraktar et al., 2017). In 

2016, the export of medicinal plants amounted to 158 million USD, while the 

import reached 41 million USD. The export-to-import ratio for medicinal and 

aromatic plants in 2016 was 385%. 

The most exported medicinal and aromatic plants from Turkey are bay leaves, 

anise, cumin, ginger, and thyme (Varlı et al., 2020). 

According to research, global trade in medicinal and aromatic plants has 

shown a steady increase since 2001. The export value rose from 18.3 billion USD 

in 2001 to 70.7 billion USD in 2019. Notably, the United States, India, and France 

stand out as key countries in the export of essential oils, with a total export value 

of 5.6 billion USD (ITC, 2020). 



5. Conclusion  

Medicinal and aromatic plants are widely used today in the food industry, per-

fumery, cosmetics, and healthcare. This trend is related to people's growing desire 

to move away from synthetic drugs and create their treatments, along with incre-

asing awareness. Due to their components, essential oils obtained from these 

plants have shown various biological activities (such as antioxidant, antimicro-

bial, antifungal, etc.). Because of this potential, they have become an important 

alternative in the fight against diseases. As a result of these properties, the trans-

formation of medicinal and aromatic plants, along with their essential oils, into 

new commercial products is increasing day by day. When these essential oils are 

converted into products, efforts should be made to increase the amount of active 

compounds they contain, and new methods should be developed to ensure larger-

scale production without causing harm. In conclusion, further research on medi-

cinal and aromatic plants and the essential oils derived from them can enhance 

their use as alternatives to synthetic drugs, both now and in the future. 
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1. INTRODUCTION 

Riemann submersions were first defined and studied independently by O'Neill 

and Gray in 1966 and 1967 (O’Neill, 1966), (Gray, 1967). Such transformations 

were originally defined for the construction of manifolds of negative curvature, 

but it was later found that such transformations are very useful for comparing 

manifolds. O'Neill defined two fundamental tensor fields for Riemannian sub-

mersions and showed that these tensors correspond to the second fundamental 

form and shape operator in isometric immersions. These studies have shown that 

by using submersions, the properties of the underlying manifold can be studied 

much more easily with the help of a manifold whose geometric properties are 

known. For this reason, submersion transformations are used and developed in 

many branches of science, especially in engineering and physics. 

In mathematical physics, especially in Kaluza-Klein theory, new methods de-

veloped for the general solution of Einstein equations can be expressed by har-

monic transformations. Moreover, a class of solutions can be expressed with Ri-

emann submersions. In 2004, Falcitelli et al. computed the solution of additional 

dimensional spaces taking values in the scalar field using Riemann submersions 

(Falcitelli, Ianus and  Pastore, 2004) 

Globally framed metric f-manifolds, which are a generalization of almost con-

tact manifolds, were first introduced by H. Nakagawa (Nakagawa, 1966) and de-

veloped by S. I. Goldberg and K. Yano in 1971 (Goldberg and Yano, 1971). In 

1972 Vanzura (Vanzura, 1972) defined almost s-contact structures on f-mani-

folds. Vanli and Sari [7] generalized Kenmotsu manifolds to almost s-contact 

structures and defined generalized Kenmotsu manifolds. Vanı and Sarı also 

showed that the generalized Kenmotsu manifold can be written as a warped pro-

duct of the Kaehler manifold with ℝ𝑠 and studied invariant and semi-invariant 

submanifolds of this manifold (Turgut Vanlı and Sarı, 2015), (Turgut Vanlı and 

Sarı, 2023). 

Firstly, Kobayashi defined and studied submersions of submanifold (Koba-

yashi, 1987). Deshmekh et al. investigated properties curvature of this submersi-

ons (Deshmukh, Ali and Husain, 1988).  Moreover, Papaghuic and Shahid et al 

introduced submersion of semi-invariant submanifolds of a Sasakan manifold and 

a trans-Sasakan manifold, respectively (Papaghiuc, 1989), (Shahid, Al-Solamy, 

Jun and Ahmad,  2013). Hence many authors studied these subject (Jamali,and 

Shahid, 2012), (Srivastava and Pandey, 2017). 

 



2. GENERALIZED KENMOTSU MANIFOLD 

Let 𝑁̅ be (2n+s)-dimensional differentiable manifold. Therefore 𝑁̅  is called 

almost s-contact manifold by  

                𝜑2 = −𝐼 + ∑ 𝜂𝑖⨂𝜉𝑖
𝑠
𝑖=1 , 𝜂𝑖(𝜉𝑗) = 𝛿𝑖𝑗                  (1) 

             𝑔(𝜑𝑋, 𝜑𝑌) = 𝑔(𝑋, 𝑌) − ∑ 𝜂𝑖(𝑋)𝜂𝑖(𝑌)𝑠
𝑖=1              (2)                                

where 𝜑 is tensor field, g is a Riemannian metric, {𝜉1, … , 𝜉𝑠} and {𝜂1, … , 𝜂𝑠} are 

vector fields and  1-forms, respectively.  

 

Therefore, Φ is said to be the fundamental 2-form, Φ(𝑋, 𝑌) = 𝑔(𝑋, 𝜑𝑌), for 

any 𝑋, 𝑌 ∈ Γ(𝑇𝑁̅). An almost s-contact manifold is normal if  

[𝜑, 𝜑] + 2∑ 𝑑𝑠
𝑖=1 𝜂𝑖⨂𝜉𝑖 = 0. 

On the other hand, 𝑁̅ is called generalized Kenmotsu manifold by 

             (∇̅𝑋𝜑)𝑌 = ∑ {𝑔(𝜑𝑋, 𝑌)𝜉𝑖 + 𝜂
𝑖(𝑌)𝜑𝑋}𝑠

𝑖=1  .            (3)                                 

Using (3), we obtain that 

                       ∇̅𝑋𝜉𝑖 = −𝜑
2𝑋.                                             (4) 

 

Definition 1. Let 𝑁 be submanifold of generalized Kenmotsu manifold 𝑁̅. 

Therefore N is said to be semi-invariant sbmanifold if  

i. 𝑇𝑁 = 𝐷⨁𝐷⊥⨁𝑆𝑝{𝜉1, … , 𝜉𝑠}, 

ii. 𝜑𝐷 = 𝐷, 

iii. 𝜑𝐷⊥ ⊂ 𝑇𝑁⊥ 

where, {𝐷, 𝐷⊥} is orthogonal distribution and 𝜉𝑖 are tangent to 𝑁̅. 

 

Example 2. Let (𝑅2𝑛+𝑠, 𝜑, 𝜂𝑖, 𝜉𝑖, 𝑔) be generalized Kenmotsu manifold with  

𝜂𝑖 =
1

2
(𝑑𝑧𝑖 −∑𝑦𝑖𝑑𝑥𝑖

𝑛

𝑖=1

) , 𝜉𝑖 = 2
𝜕

𝜕𝑧𝑖
  



 𝜑 (∑ (𝑋𝑖
𝜕

𝜕𝑥𝑖

𝑛
𝑖=1 + 𝑌𝑖

𝜕

𝜕𝑦𝑖
) + ∑ 𝑍𝑗

𝜕

𝜕𝑍𝑗

𝑠
𝑗=1 ) = ∑ (𝑌𝑖

𝜕

𝜕𝑥𝑖

𝑛
𝑖=1 − 𝑋𝑖

𝜕

𝜕𝑦𝑖
) +

∑ ∑ 𝑌𝑖𝑦𝑖
𝜕

𝜕𝑍𝑗

𝑛
𝑖=1

𝑠
𝑗=1  

 𝑔 = 𝑒2∑ 𝑧𝑗
𝑠
𝑗=1 (∑ (𝑑𝑥𝑖

𝑛
𝑖=1 ⨂𝑑𝑥𝑖 + 𝑑𝑦𝑖⨂𝑑𝑦𝑖) + ∑ 𝜂𝑗𝑠

𝑗=1 ⨂𝜂𝑗, 

(𝑥1, … , 𝑥𝑛, 𝑦1, … , 𝑦𝑛, 𝑧1, … , 𝑧𝑠) denoting the Cartesian coordinates on 𝑅2𝑛+𝑠.  

Let N is submanifold of 𝑅8 defined by 

𝑁 = 𝑋(𝑠, 𝑡, 𝑢, 𝑣, 𝑧1, 𝑧2) = 𝑒
−2∑ 𝑧𝑗

2
𝑗=1 (𝑠, 0, 𝑢, 𝑡, 𝑣, 𝑧1, 𝑧2) 

Then local frame of 𝑇𝑁 

𝐸1 = 𝑒
−2∑ 𝑧𝑗

2
𝑗=1

𝜕

𝜕𝑥1
,   𝐸2 = 𝑒

−2∑ 𝑧𝑗
2
𝑗=1

𝜕

𝜕𝑦1
 

𝐸3 = 𝑒
−2∑ 𝑧𝑗

2
𝑗=1

𝜕

𝜕𝑥3
,   𝐸4 = 𝑒

−2∑ 𝑧𝑗
2
𝑗=1

𝜕

𝜕𝑦2
 

𝐸5 = 𝑒
−2∑ 𝑧𝑗

2
𝑗=1

𝜕

𝜕𝑧1
,   𝐸2 = 𝑒

−2∑ 𝑧𝑗
2
𝑗=1

𝜕

𝜕𝑧2
 

 

and  

𝐸1
∗ =

𝜕

𝜕𝑥1
,   𝐸2

∗ =
𝜕

𝜕𝑦3
 

from a basis of 𝑇𝑁⊥. We determine 𝐷1 = 𝑠𝑝{𝐸1, 𝐸2}  and 𝐷2 = 𝑠𝑝{𝐸3, 𝐸4}, then 

𝐷1, 𝐷2 are invariant  and anti-invariant distribution. Therefore 𝑇𝑁 =

𝐷1⨁𝐷2⨁𝑆𝑝{𝜉1, 𝜉2}  is a semi-invariant submanifold of 𝑅8.  

Let ∇̅ be the Levi-Civita connection of 𝑁̅. Therefore Gauss and Weingarten 

equations are given by 

                              ∇̅𝑋𝑌 = ∇
∗
XY − σ(X, Y)                              (5)                                                                     

                               ∇̅𝑋𝑉 = −AVX + ∇
∗
X
⊥Y.                              (6)                                                                    

Therefore we obtain 

                      𝑔(σ(𝑋, 𝑌), 𝑉) = 𝑔(AV𝑋, 𝑌) .                           (7) 



Let 𝑅̅ and 𝑅 be curvature tensors 𝑁̅ and 𝑁, respectively. Therefore we have 

𝑅̅(𝑋, 𝑌, 𝑍,𝑊) = 𝑅(𝑋, 𝑌, 𝑍,𝑊) − 𝑔(σ(𝑌, 𝑍), σ(𝑋,𝑊)) +

                                   𝑔(σ(𝑋, 𝑍), σ(𝑌,𝑊))                        (8) 

Therefore, for all 𝑋 ∈ 𝑇𝑁 we get      

                      𝑋 = ℎ𝑋 + 𝑣𝑋 + 𝜂𝑖(𝑋)𝜉𝑖                               (9) 

where h and v are denoted projection of D and 𝐷⊥, respectively. 

On the other hand, we get 

                                                𝑇𝑁⊥ = 𝜑𝐷⊥⨁𝜇. 

For all 𝐾 ∈ 𝑇𝑁⊥ , we have 

                              𝐾 = 𝑝𝐾 + 𝑞𝐾                                    (10) 

where 𝑝𝐾 ∈ 𝜑𝐷⊥ , 𝑞𝐾 ∈ 𝜇.  Therefore we get                     

𝜑𝐾 = 𝜑𝑝𝐾 + 𝜑𝑞𝐾. 

Now we can define Riemannian submersion. Let 𝜓: (𝑁𝑛, 𝑔𝑁) → (𝐵
𝑏 , 𝑔𝐵) be a 

submersion. Therefore 𝜓 is called Riemannian submersion with 

i) 𝜓∗ preserves the lengths of horizontal vector.   

ii)  𝜓 has maximal rank       

Hence,   𝜓−1 is said to be fibers, which a submanifold of N. Vector fields are 

called vertical and horizontal if they are tangent and orthogonal, respectively. On 

the other hand, a vector field 𝑋 is said to be basic if 𝑋 is horizontal and 𝜓∗𝑋 =

𝑋𝜓∗
′ .  

Proposition 3. Let 𝑋, 𝑌 be basic vector fields on 𝑁. Therefore     

(i) 𝑔𝑁(𝑋, 𝑌) = 𝑔𝐵(𝑋∗, 𝑌∗) ∘ 𝜓, 

(ii) The component σ([𝑋, 𝑌]) + 𝜂𝑖([𝑋, 𝑌])𝜉𝑖 of [𝑋, 𝑌]  is a 

basic vector field and coresponds to [𝑋∗, 𝑌∗] , i.e., 𝜓∗(σ([𝑋, 𝑌]) +

𝜂𝑖([𝑋, 𝑌])𝜉𝑖 = [𝑋∗, 𝑌∗] , 

(iii) [𝐾, 𝑋] ∈ 𝐷⊥  for any 𝐾 ∈ 𝐷⊥ , 

(iv) ℎ(∇𝑋𝑌) + 𝜂
𝑖(∇𝑋𝑌)𝜉𝑖 is a basic vector field corespon-

ding to ∇𝑋
∗𝑌∗. 



Therefore, let X,Y be basic vector fields. For all 𝑋, 𝑌 ∈ (𝐷 ⊕ {𝜉𝑖}), we can write 

∇̃𝑋
∗𝑌 = ℎ(∇𝑋𝑌) + 𝜂

𝑖(∇𝑋𝑌)𝜉𝑖, where ∇̃∗ corresponding to ∇∗. Then ∇̃𝑋
∗𝑌  is a basic 

vector field and we obtain  

                                      𝜓∗(∇̃𝑋
∗ 𝑌) = ∇𝑋∗

∗ 𝑌∗ .                      (11) 

Now we determine a tensor field 𝐺 by 

    ∇𝑋𝑌 = ∇̃𝑋
∗𝑌 + 𝐺(𝑋, 𝑌),    𝑋, 𝑌 ∈ Γ(𝐷 ⊕ 𝑠𝑝{𝜉𝑖}) ,            (12) 

where 𝐺(𝑋, 𝑌)  is the vertical part of   ∇𝑋𝑌 and 𝐺 is defined by  

  𝐺(𝑋, 𝑌)  =  
1

2
𝜈[𝑋, 𝑌] ,     𝑋, 𝑌 ∈ Γ(𝐷 ⊕ 𝑠𝑝{𝜉𝑖}) . 

Let 𝑅, 𝑅∗ be curvature tensors  of 𝑁 𝑎𝑛𝑑 𝐵 respectively. Therefore we have 

𝑅(𝑋, 𝑌, 𝑍,𝑊) = 𝑅∗(𝑋∗, 𝑌∗, 𝑍∗,𝑊∗) − 𝑔(𝐺(𝑌, 𝑍), 𝐺(𝑋,𝑊)) +

 𝑔(𝐺(𝑋, 𝑍), 𝐺(𝑌,𝑊) + 2𝑔(𝐺(𝑋, 𝑌), 𝐺(𝑍,𝑊))                 (13) 

where 𝑋, 𝑌, 𝑍,𝑊 ∈ Γ(𝐷 ⊕ 𝑠𝑝{𝜉𝑖}), 𝜓∗𝑋 = 𝑋∗, 𝜓∗𝑌 = 𝑌∗, 𝜓∗𝑍 = 𝑍∗ and  

𝜓∗𝑊 = 𝑊∗ ∈ Γ(𝑇𝐵). 

3. SUBMERSIONS OF SEMI INVARIANT SUBMANIFOLDS  

Let 𝜓 ∶ 𝑁 ⟶ 𝑁1 is a submersion. We assume that  

(i) 𝐷⊥ = 𝑘𝑒𝑟𝜓∗ , where 𝜓∗ ∶ 𝑇𝑁 ⟶ 𝑇𝑁1 is the tangent 

mapping to 𝜓, 

(ii) 𝜓∗: 𝐷𝑝 ⨁𝑠𝑝{𝜉𝑖} ⟶ 𝑇𝜓(𝑝)𝑁1  is an isometry for each 

𝑝 ∈ 𝑀 which satisfies 𝜓∗ ∘ 𝜑 = 𝜑1 ∘ 𝜓∗ ; 𝜂
𝑖 = 𝜂1

𝑖 ∘

𝜓∗;  𝜓∗ (𝜉
1
𝑖(𝑝)) = 𝜉

1
𝑖(𝜓(𝑝)), where 𝑇𝜓(𝑝)𝑁1 denotes the tangent 

space of 𝑁1 at 𝜓(𝑝). 

where (𝑁1, 𝜑1 , 𝜉𝑖
1 , 𝜂1

𝑖   , 𝑔1 ) is an almost s-contact metric manifold. 

From now on we will denote a s-contact metric manifold and a semi-invariant 

submanifold of a generalized Kenmotsu manifold 𝑁̅ by 𝑁1 and 𝑁. 

Proposition 4.  Let 𝜓: (𝑁, 𝑔𝑁) → (𝑁1, 𝑔𝑁1) is a submersion. Therefore we have 

    (∇̃𝑋
∗𝜑)𝑌 = ∑ {𝑔(𝜑𝑋, 𝑌)𝜉𝑖 + 𝜂

𝑖(𝑌)𝜑𝑋}𝑠
𝑖=1  ,                 (14) 

                        𝐺(𝑋, 𝜑𝑌)  = 𝜑 𝑝𝜎(𝑋, 𝑌) ,                         (15) 

                             𝜑𝐺(𝑋, 𝑌)  =  𝑝𝜎(𝑋, 𝜑𝑌) ,                          (16) 



𝜑𝑞𝜎(𝑋, 𝑌)  =  𝑞𝜎(𝑋, 𝜙𝑌)                    (17) 

for  any 𝑋, 𝑌 ∈ Γ(𝑇𝑁). 

Proof. For any 𝑋, 𝑌 ∈ Γ(𝑇𝑁), using (5) and (12) we have 

  ∇̅𝑋𝑌 = ∇̃𝑋
∗𝑌 + 𝐺(𝑋, 𝑌) + 𝑝𝜎(𝑋, 𝑌) + 𝑞𝜎(𝑋, 𝑌).            (18) 

Hence,we get 

𝜑∇̅𝑋𝑌 = 𝜑∇̃𝑋
∗𝑌 + 𝜑𝐺(𝑋, 𝑌) + 𝜑𝑝𝜎(𝑋, 𝑌) + 𝜑𝑞𝜎(𝑋, 𝑌). (19)            

Putting 𝑌 = 𝜑𝑌  in (18), it follows  

  ∇̅𝑋𝜑𝑌 = 𝜑∇̃𝑋
∗𝜑𝑌 + 𝐺(𝑋, 𝜑𝑌) + 𝑝𝜎(𝑋, 𝜑𝑌) + 𝑞𝜎(𝑋, 𝜑𝑌).  (20)   

Therefore, we using (3) we get  

(∇̅𝑋𝜑)𝑌 = ∇̅𝑋𝜑𝑌 − 𝜑∇̅𝑋𝑌 = ∑ {𝑔(𝜑𝑋, 𝑌)𝜉𝑖 + 𝜂
𝑖(𝑌)𝜑𝑋}𝑠

𝑖=1  (21)                

Substituting (19) and (20) in (21) we get 

∇̃𝑋
∗𝜑𝑌 + 𝐺(𝑋, 𝜑𝑌) + 𝑝𝜎(𝑋, 𝜑𝑌) + 𝑞𝜎(𝑋, 𝜑𝑌) − 𝜑∇̃𝑋

∗𝑌 − 𝜑𝐺(𝑋, 𝑌) −

𝜑𝑝𝜎(𝑋, 𝑌) − 𝜑𝑞𝜎(𝑋, 𝑌) = ∑ {𝑔(𝜑𝑋, 𝑌)𝜉𝑖 + 𝜂
𝑖(𝑌)𝜑𝑋}𝑠

𝑖=1 . 

We give proof. 

Theorem 5. Let 𝜓: (𝑁, 𝑔𝑁) → (𝑁1, 𝑔𝑁1) is a submersion. Therefore we have 

𝒜𝜑𝑋𝑉 = 𝜑𝒜𝑋𝑉 

for all 𝑋 ∈ Γ(𝐷) and 𝑉 ∈ Γ(𝜑D⊥). 

Proof. 𝑋 is basic vector and for 𝑌 ∈ Γ(𝐷) 𝑣𝑒 𝑉 ∈ Γ(𝜑D⊥) we get 

𝑔(𝒜𝜑𝑋𝑉, 𝑌) = 𝑔(∇𝜑𝑋𝑉, 𝑌) − 𝑔(𝒱∇𝜑𝑋𝑉, 𝑌) 

Moreover, using  𝑔(𝒱∇𝜑𝑋𝑉, 𝑌) = 0 and ∇  lineer connection we get                                                                 

𝑔(𝒜𝜑𝑋𝑉, 𝑌) = 𝑔(∇𝑉𝜑𝑋, 𝑌). 

Then for (5) we have 

𝑔(𝒜𝜑𝑋𝑉, 𝑌) = 𝑔(𝜑∇̅𝑉𝑋, 𝑌). 

Moreover, we using (2) and (6) we obtain 

                          𝑔(𝒜𝜑𝑋𝑉, 𝑌) = −𝑔(𝒜𝑋𝑉, 𝜑𝑌) 



which complate proof. 

Theorem 6. Let 𝜓: (𝑁, 𝑔𝑁) → (𝑁1, 𝑔𝑁1) is a submersion. Therefore 𝑁1 is also a 

generalized Kenmotsu manifold. 

Proof.  For  any 𝑋, 𝑌 ∈ Γ(𝑇𝑁), using (14), we get 

(∇̃𝑋
∗𝜑)𝑌 = ∑ {𝑔𝑁(𝜑𝑋, 𝑌)𝜉𝑖 + 𝜂

𝑖(𝑌)𝜑𝑋}𝑠
𝑖=1  . 

Let’s apply 𝜓∗ to the above. Therefore we using  (11) and definition of 

submersion, we obtain 

(∇̃𝑋∗
∗ 𝜑1)𝑌∗ = ∑{𝑔𝑁1(𝜑1𝑋∗, 𝑌∗)𝜉𝑖

1 − 𝜂1
𝑖(𝑌∗)𝜑1𝑋∗}

𝑠

𝑖=1

 

which complate proof . 

Theorem 7. Let 𝜓: (𝑁, 𝑔𝑁) → (𝑁1, 𝑔𝑁1) is a submersion. Therefore we have 

i. 𝑝𝜎(φ𝑋,φ𝑌) + 𝑝𝜎(φ𝑋, 𝑌) = 0 

ii. 𝑝𝜎(φ𝑋,φ𝑌) = 𝑝𝜎(𝑋, 𝑌) 

iii. 𝑞𝜎(φ𝑋,φ𝑌) =  −𝑞𝜎(𝑋, 𝑌) 

iv. 𝐺(φ𝑋, φ𝑌) = 𝐺(𝑋, 𝑌) 

v. 𝐺(𝑋, 𝑌) = −𝜑𝑝𝜎(𝑋, 𝜑𝑌) 

for  all  𝑋, 𝑌 ∈ (𝐷 ⊕ 𝑆𝑝{𝜉𝑖}). 

Proof. 

Interchanging 𝑋 and 𝑌 in (15) we have   

𝜑𝐺(𝑌, 𝑋) =  𝑝𝜎(𝑌, 𝜑𝑋) = 𝑝𝜎(𝜑𝑋, 𝑌). 

Then, we get 

 𝑝𝜎(𝑋, 𝜑𝑌) + 𝑝𝜎(𝜑𝑋, 𝑌) = 𝜑𝐺(𝑋, 𝑌) + 𝜑𝐺(𝑌, 𝑋) 

                                        = 𝜑𝐺(𝑋, 𝑌) − 𝜑𝐺(𝑋, 𝑌) 

                                         = 0. 

Putting 𝑋 = 𝜑𝑋  in (15), we get  

𝑝𝜎(φ𝑋,φ𝑌) = 𝜑𝐺(𝜙𝑋, 𝑌) = −𝜑𝐺(𝑌, 𝜙𝑋). 

Using (14) in the above equation, we have  

𝑝𝜎(φ𝑋,φ𝑌) = −𝜑𝐺(𝑌, 𝜙𝑋) = −𝜑(𝜑𝑝𝜎(𝑌, 𝑋)). 

Then, from (1) we conclude 



𝑝𝜎(φ𝑋,φ𝑌)  = 𝑝𝜎(𝑌, 𝑋) − 𝜂𝑖(𝜎(𝑋, 𝑌))𝜉𝑖 = 𝑝𝜎(𝑌, 𝑋). 

 

Putting  𝑋 = 𝜑𝑋  in (16) and using again the same equation, we have 

𝑞𝜎(𝜑𝑋, 𝜑𝑌) =  𝜑𝑞𝜎(𝜑𝑋, 𝑌) = 𝜑𝑞𝜎(𝑌, 𝜑𝑋) = 𝜑2𝑞𝜎(𝑌, 𝑋) =

−𝑞𝜎(𝑋, 𝑌). 

Putting  𝑋 = 𝜑𝑋  in (14) and then using (15) yields 

𝐺(φ𝑋,φ𝑌) = 𝜑𝑝𝜎(𝜑𝑋, 𝑌) = 𝜑𝑝𝜎(𝑌, 𝜑𝑋) = 𝜑2𝐺(𝑌, 𝑋). 

Therfore from (1) we have 

𝐺(φ𝑋,φ𝑌) = 𝐺(𝑌, 𝑋). 

Finally, Applying φ to equation 𝜑𝐺(𝑋, 𝑌) = 𝑝ℎ(𝑋, 𝜑𝑌) , we have 

𝜑2𝐺(𝑋, 𝑌) = 𝜑𝑝𝜎(𝑋, 𝜑𝑌). 

This gives 

−𝐺(𝑋, 𝑌) + 𝜂(𝐺(𝑋, 𝑌))𝜉 = 𝜑𝑝𝜎(𝑋, 𝜑𝑌). 

 

4. CURVATURE PROPERTIES 

Proposition 7.  Let 𝜓: (𝑁, 𝑔𝑁) → (𝑁1, 𝑔𝑁1) is a submersion. Therefore the 

bisectional curvature of  𝑁̅ is given 

𝐾(𝑋, 𝑌) =  𝐾1(𝑋∗, 𝑌∗) − 2 ‖𝑝𝜎 (𝑋, 𝑌)‖
2 − 2‖𝑝𝜎(𝑋,φ𝑌‖2

− 2𝑔(𝑝𝜎(𝑋, 𝑋), 𝑝𝜎(𝑌, 𝑌)) +  2‖𝑞𝜎(𝑋, 𝑌)‖2 

where  𝑋, 𝑌 ∈ (𝐷 ⊕ 𝑆𝑝{𝜉𝑖}). 

 

Proof. Let 𝐾  be bisectional curvature of  𝑁̅. Therefore we have  

𝐾(𝑋, 𝑌)  =  𝑅̅(𝑋, 𝜑𝑋, 𝜑𝑌, 𝑌). 

For all 𝑋, 𝑌 ∈ (𝐷 ⊕ 𝑆𝑝{𝜉𝑖}) we using equation (7) we arrive at 

𝑅̅(𝑋, 𝜑𝑋, 𝜑𝑌, 𝑌) = 𝑅(𝑋, 𝜑𝑋, 𝜑𝑌, 𝑌) − 𝑔(𝜎(𝑋, 𝑌), 𝜎(𝜑𝑋, 𝜑𝑌)) +

𝑔(𝜎(𝑋, 𝜑𝑌), 𝜎(𝜑𝑋, 𝑌)). 

Substituting ℎ = 𝑝ℎ + 𝑞ℎ , we obtain 

𝑅̅(𝑋, 𝜑𝑋, 𝜑𝑌, 𝑌) = 𝑅(𝑋, 𝜑𝑋, 𝜑𝑌, 𝑌) − ‖𝑝𝜎(𝑋, 𝑌)‖2 + 2‖𝑞𝜎(𝑋, 𝑌)‖2 −

‖𝑝𝜎(𝑋, 𝜑𝑌)‖2                                       (21) 



On the other hand we using equation (12) we write 

𝑅(𝑋, 𝜑𝑋, 𝜑𝑌, 𝑌) = 𝑅∗(𝑋∗, 𝜑1𝑋∗, 𝜑1𝑌∗, 𝑌∗) − 𝑔(𝐺(𝜑𝑋, 𝜑𝑌), 𝐺(𝑋, 𝑌)) −

𝑔(𝐺(𝑋, 𝜑𝑌), 𝐺(𝑌, 𝜑𝑋)) − 2𝑔(𝐺(𝑋, 𝜑𝑋), 𝐺(𝑌, 𝜑𝑌))                                                 

(22) 

 

Therefore using Theorem 7 in (22), we have 

    𝑅(𝑋, 𝜑𝑋, 𝜑𝑌, 𝑌) = 𝑅∗(𝑋∗, 𝜑1𝑋∗, 𝜑1𝑌∗, 𝑌∗) − ‖𝑝𝜎(𝑋, 𝑌)‖
2 −

‖𝑝𝜎(𝑋, 𝜑𝑌)‖2 − 2𝑔(𝑝𝜎(𝑋, 𝑋), 𝑝𝜎(𝑌, 𝑌)).  

Therefore we using (21) we get 

𝑅̅(𝑋, 𝜑𝑋, 𝜑𝑌, 𝑌) = 𝑅∗(𝑋∗, 𝜑1𝑋∗, 𝜑1𝑌∗, 𝑌∗) − ‖𝑝𝜎(𝑋, 𝑌)‖
2 −

‖𝑝𝜎(𝑋, 𝜑𝑌)‖2 − 2𝑔(𝑝𝜎(𝑋, 𝑋), 𝑝𝜎(𝑌, 𝑌)) − ‖𝑝𝜎(𝑋, 𝑌)‖2 +

2‖𝑞𝜎(𝑋, 𝑌)‖2 − ‖𝑝𝜎(𝑋, 𝜑𝑌)‖2  

which implies that 

𝐾(𝑋, 𝑌) =  𝐾1(𝑋∗, 𝑌∗) − 2 ‖𝑝𝜎 (𝑋, 𝑌)‖
2 − 2‖𝑝𝜎(𝑋, 𝜑𝑌)‖2 −

2𝑔(𝑝𝜎(𝑋, 𝑋), 𝑝𝜎(𝑌, 𝑌)) +  2‖𝑞𝜎(𝑋, 𝑌)‖2. 

 

Corollary 8.  Let 𝜓: (𝑁, 𝑔𝑁) → (𝑁1, 𝑔𝑁1) is a submersion. Therefore the 𝜑-

sectional curvature is given 

𝐵̅(𝑋) = 𝐵1(𝑋∗) − 4‖𝑝𝜎(𝑋, 𝑋)‖
2 + 2‖𝑞𝜎(𝑋, 𝑋)‖2, 

where 𝑋 ∈ (𝐷 ⊕ 𝑆𝑝{𝜉𝑖}). 

 

Proof. Putting 𝑋 = 𝑌  in the above expression of 𝐾̅(𝑋, 𝑌) ,we have  

𝐾̅(𝑋, 𝑋) = 𝐵̅(𝑋) = 𝐵1(𝑋∗) − 2 ‖𝑝𝜎 (𝑋, 𝑋)‖
2 − 2‖𝑝𝜎(𝑋, 𝜑𝑋‖2 −

2𝑔(𝑝𝜎(𝑋, 𝑋), 𝑝𝜎(𝑋, 𝑋)) + 2‖𝑞𝜎(𝑋, 𝑋)‖2.  

Then we conclude 

𝐵̅(𝑋, 𝑋) = 𝐻′(𝑋∗) − 4‖𝑝𝜎(𝑋, 𝑋)‖
2 − 2‖𝑝𝜎(𝑋, 𝜑𝑋)‖2 + 2‖𝑞𝜎(𝑋, 𝑋)‖2. 

 

Putting 𝑌 = 𝑋  in equation (15) we have 

𝑝𝜎(𝑋, 𝜑𝑋) = 𝜑𝐺(𝑋, 𝑋) = 0. 



Thus we get 

𝐻̅(𝑋) = 𝐻′(𝑋∗) − 4‖𝑝𝜎(𝑋, 𝑋)‖
2 + 2‖𝑞𝜎(𝑋, 𝑋)‖2. 
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1.INTRODUCTION 

Let 𝑀̃ be a smooth n -dimensional manifold,  and consider a tensor field of 

type (𝑠, 𝑡)  on 𝑀̃, defined as a module over 𝜑(𝑀̃). Here  𝜑(𝑀̃) ∈ 𝐶∞(𝑀̃) denotes  

the space of diferential functions on 𝑀,̃ while the tensör field has 𝑠 covariant and 

𝑡 contravariant parts. Througout, all manifolds, connections and tensors are 

assumed to be smooth. 

An 𝑓 − structure on a manifold is a (1,1) − tensor field of constant rank,  first 

intoduced by Yano in (Yano and Kon, 1984). It satisfying the equation 𝑓3 + 𝑓 =

0, and this concept generalizes both almost contact and almost complex 

structures. Lather, Goldberg and yano extended this concept by examining  a 

polynomial structure of degree 𝑙 for a (1,1) tensor field 𝑓 of constant rank on 𝑀̃ 

satisfied the equation: (Goldberg and yano,1970). 

𝛩(𝑓) = 𝑓𝑙 + 𝑎𝑙𝑓
𝑙−1 + 𝑎2𝑓 + 𝑎1𝐼 = 0. 

 Here 𝐼 is identity tensor of (1,1) − type, and 𝑎𝑙 , . . . , 𝑎2, 𝑎1 are real numbers. 

In (Hretcanu and Crasmareanu, 2007), Hretcanu introduced the golden 

structure on 𝑀̃, defined by a type (1,1) − tensor  𝐽 on 𝑀̃ that satisfies a 

polynomial eq.:  

𝐽2 = 𝐽 + 𝐼 

 This golden structure on manifolds was further explored in (Crasmareanu and 

Hreţcanu,2008 ), and more recent studies on the golden structure found in 

(Bahadır and Uddin, 2018), (Crasmareanu,and Hreţcanu, 2008), (Hretcanu, 

2007), (Hretcanu and Crasmareanu, 2009), (Livio, 2008), (Özkan, 2014) 

The positive solution to the equation     𝑥2 − 2𝑥 − 1 = 0 yields another 

notable irrational number 𝜑 = 1 + √2, which is as interesting as golden ratio and 

is referred to as the silver mean, silver number or silver ration. In (Chandra and 

Rani, 2009). Chandra and Rani utulized the silver number in defining fractal 

geometry, and ozkan (Özkan and Peltek, 2016) introduced the silver structure as 

a nowel structure on manifolds.  Lastly, Isah et.al. stadied On integrability of silver 

Riemannian structure (Isah, et.al, 2021) 

Various researchers have studied pure metrics in relation to these structures in 

[(Hretcanu and Crasmareanu, 2007), (Gezer et al,. (2013). The silver Riemann 

manifold is of particular interest because pure Riemann metrics are related to the 

silver structure. Since the Silver Riemann structure is related to almost product 

structures, the method of the 𝛷 − operator, commonly used in the theory of 



almost product structure, can  also applied to the silver structure. In this paper we 

aim to explore the polynomial structure 𝜑2 − 2𝜑 − 𝐼 = 0 by utilizing its 

connection tp the almost product structure 𝜑2 − 𝐼 = 0. 

In the late 20th century, Chen developed the concept of slant submanifolds 

within the framework of almost Hermitian manifolds, as detailed in references 

(Chen,1990)  A. Lotta later expanded this idea to contact metric manifolds (Lotta, 

1996), and Cabrerizo et al. extended it further to include slant submanifoldss of 

K-contact and Sasakian manifolds ( Cabrerizo et all, 2000). Moreover, semi-slant 

and slant submanifoldss of metallic Riemann manifolds were examined in 

(Hretcanu and Blaga, 2018). 

The concept of semi-slant submanifoldss within an almost Hermitian manifold 

was initially introduced by Papagiuc (Papaghuic 2009). Similarly, hemi-slant 

submanifoldss were first presented by A. Carrizo. These submanifoldss were also 

described as pseudo-slant submanifoldss.  More recently, Dirik and his colleagues 

have studied pseudo-slant submanifoldss in various manifolds (Dirik et al, 2014),  

( Dirik et al, 2016). 

This paper investigates pseudo-slant submanfolds in the context of Silver 

Riemann manifolds. Section 2 introduces fundamental definitions and concepts. 

Section 3 explores key findings regarding submanifoldss in Riemann manifolds 

endowed with a Silver structure. In Section 4, we provide a detailed 

characterization of pseudo-slant submanifoldss within Silver Riemann manifolds. 

The paper concludes with illustrative examples of non-trivial pseudo-slant 

submanifoldss in these manifolds. 

2. PRELIMINERS 

In this section, we introduce certain definitions and notations related to Silver 

Riemann manifolds. 

Definition 1.  Let M̃ be a  C∞ -manifold. A (1,1)- tensor field φ on M̃ is 

referred to as a Silver structure if φ satisfies the equation: 

𝜑2 = 2𝜑 + 𝐼                                                (2.1) 

where 𝐼 denotes the identity map  (Özkan and Peltek, 2016). 

 If 𝜑 represents  a Silver structure on a manifold 𝑀̃, then the expression 

        𝑃 =
1

√2
(𝜑 − 𝐼) 



is referred to as an almost pro duct structure on the manifold 𝑀̃ . Conversely, any 

given almost pro duct structure 𝑃 on 𝑀̃ can define a Silver structure on 𝑀̃ in the 

following way:  

           𝜑 = 𝐼 + √2𝑃 

Consider 𝑃 as an almost product structure on a manifold 𝑀̃ ,  and 𝑔 as a Rie-

mann metric satisfying:  

𝑔(𝑃𝑋, 𝑃𝑌) = 𝑔(𝑋, 𝑌)                                                 (2.2) 

for any 𝑋, 𝑌 ∈ 𝛤(𝑇𝑀̃). 

Alternatively, 𝑃  can be considered as a 𝑔-symmetric tensor, defined as: 

𝑔(𝑃𝑋, 𝑌) = 𝑔(𝑋, 𝑃𝑌)                                         (2.3) 

for any 𝑋, 𝑌 ∈ 𝛤(𝑇𝑀̃).   Here, (𝑔, 𝑃) is called a Riemann almost product struc-

ture . 

𝜑 is referred to as the Silver structure. If the Riemann metric 𝑔 is 𝜑 harmoni-

ous, then (𝑀̃, 𝑔, 𝜑) is called a Silver Riemann manifold (Gezer, at al, 2013). For 

𝜑 − harmonious metric, we get 

𝑔(𝜑𝑋, 𝑌) = 𝑔(𝑋, 𝜑𝑌)                                           (2.4) 

for any 𝑋, 𝑌 ∈ 𝛤(𝑇 𝑀̃). If the interchange 𝑋 and 𝜑𝑋 in (2.4), then , we have 

𝑔(𝜑𝑋, 𝜑𝑌) = 𝑔(𝜑2𝑋, 𝑌) = 𝑔(2𝜑𝑋 + 𝑋, 𝑌) 

                                  = 2𝑔(𝜑𝑋, 𝑌) + 𝑔(𝑋, 𝑌).                          (2.5) 

Example 1. Let ℝ4 denote the Euclidean 4-space with standard coordinates 

(u1, u2, u3, u4).  Consider ϕ a (1,1)-tensor field defined on ℝ4. 

𝜑(𝑢1, u, 𝑢3, 𝑢4) = (𝜓𝑢1, 𝜓𝑢2, (2 − 𝜓)𝑢3, (2 − 𝜓)𝑢4) 

for any vector field (u1, u2, u3, u4) ∈ ℝ
4, where 𝜓 = 1 + √2 and 2 − 𝜓 = 

1 − √2 are the roots of  𝑥2 − 2𝑥 − 1 = 0. To understand the structure of this 

tensor, we can look at its matrix representation. The tensor field   𝜑 maps the 

vector field as follows, corresponding to the matrix B:  

B= (

𝜓      0     0            0 
0      𝜓    0           0
0      0    2 − 𝜓    0
   0     0     0     2 − 𝜓 

) 



The eigenvalues of this matrix are 𝜓 and 2 − 𝜓. Then we obtain Thus, we 

have 𝜑2 − 2𝜑 − 𝐼 = 0. Moreover, we get 

〈𝜑(u1, u2, u3, u4), (𝑡1, 𝑡2, 𝑡3, 𝑡4)

= 〈(𝜓𝑢1, 𝜓𝑢2, (2 − 𝜓)𝑢3, (2 − 𝜓)𝑢4), (𝑡1, 𝑡2, 𝑡3, 𝑡4)〉 

 = 𝜓𝑢1𝑡1 + 𝜓𝑢2𝑡2 + (2 − 𝜓)𝑢3𝑡3 + (2 − 𝜓)𝑢4𝑡4 

 = 𝜓𝑡1𝑢1 + 𝜓𝑡2𝑢2 + (2 − 𝜓)𝑡3𝑢3 + (2 − 𝜓)𝑡4𝑢4 

 = 〈(u1, u2, u3, u4), (𝜓𝑡1, 𝜓𝑡2, (2 − 𝜓)𝑡3, (2 − 𝜓)𝑡4)〉 

 = 〈(u1, u2, u3, u4), 𝜑(𝑡1, 𝑡2, 𝑡3, 𝑡4)〉 

On the other hand,  

〈𝜑𝑋, 𝜑𝑌〉 = 〈𝜑2𝑋, 𝑌〉 = 〈2𝜑𝑋 + 𝑋, 𝑌〉

= ⟨2𝜑(u1, u2, u3, u4) + (u1, u2, u3, u4), (𝑡1, 𝑡2, 𝑡3, 𝑡4)⟩     

= ⟨(2(𝜓𝑢1, 𝜓𝑢2, (2 − 𝜓)𝑢3, (2 − 𝜓)𝑢4)

+ (u1, u2, u3, u4)), (𝑡1, 𝑡2, 𝑡3, 𝑡4)⟩, 

                  =⟨(2(𝜓𝑢1, 𝜓𝑢2, (2 − 𝜓)𝑢3, (2 − 𝜓)𝑢4), (𝑡1, 𝑡2, 𝑡3, 𝑡4))⟩ +

 ⟨(u1, u2, u3, u4), (𝑡1, 𝑡2, 𝑡3, 𝑡4)⟩ 

               =⟨2𝜑(u1, u2, u3, u4), (𝑡1, 𝑡2, 𝑡3, 𝑡4)⟩ +

⟨(u1, u2, u3, u4), (𝑡1, 𝑡2, 𝑡3, 𝑡4)⟩ 

               = 〈2𝜑𝑋, 𝑌〉 + 〈𝑋, 𝑌〉. 

for each vector fields (u1, u2, u3, u4), (𝑡1, 𝑡2, 𝑡3, 𝑡4) ∈ ℝ
4. Hence, (ℝ4, 〈, 〉, 𝜑) 

is a Silver Riemann manifold. 

Theorem 1. Let (M̃, 𝑔, φ) represent a Silver Riemann manifold. The Silver 

structure φ is said to be integrable ⟺ ∇̃φ = 0, 

3. SUBMANIFOLDS OFA SILVER RIEMANN MANIFOLD 

Submanifoldss of a Silver Riemann manifold are structures that preserve the 

geometric and metric properties of the manifold, characterized by a special tensor 

structure related to the Silver ratio. 

Let  𝑀  be a submanifolds of a Silver Riemann manifold (𝑀̃, 𝑔, 𝜑), here 𝑔 

metric on 𝑀. Furthermore, let 𝛻 and 𝛻⊥ be the  connections on  𝑇𝑀 and 𝑇⊥𝑀 of 

𝑀, respectively. In this context, the Gauss and Weingarteen formulas can be 

stated as follows: 

       𝛻̃𝑋𝑌 = 𝛻𝑋𝑌 + 𝜎(𝑋, 𝑌),                                               (3.1) 



            𝛻̃𝑋𝑉 = −𝐴𝑉𝑋 + 𝛻𝑋
 ⊥𝑉,                                                    (3.2) 

for all 𝑋, 𝑌 ∈ 𝛤(𝑇𝑀), 𝑉 ∈ 𝛤(𝑇⊥𝑀). 

 𝜎 and  𝐴𝑉 are connected by the following relationship. 

  𝑔(𝐴𝑉𝑋, 𝑌) = 𝑔(𝑉, 𝜎(𝑋, 𝑌))                                                (3.3) 

for all 𝑋, 𝑌 ∈ 𝛤(𝑇𝑀), 𝑉 ∈ 𝛤(𝑇⊥𝑀). The mean curvature vector 𝐾  of 𝑀 is 

given by 

          𝐾 =
1

𝑚
∑ 𝜎(𝑒𝑖 , 𝑒𝑖)
𝑚
𝑖=1                                                                (3.4)  

Here 𝑚 =dim(𝑀),  𝑠𝑝{𝑒1, 𝑒2, . . . , 𝑒𝑚} is a local ortho-normal frame of 𝑀. 

Let (𝑀, 𝑔) be a submanifolds of a Silver Riemann manifold (𝑀̃, 𝑔, 𝜑). The 

submanifolds  𝑀 is said to be totally umbilical if  𝜎 satisfies  

𝜎(𝑋, 𝑌) = 𝑔(𝑋, 𝑌)𝐾,                                                (3.5) 

for all 𝑋, 𝑌 ∈ 𝛤(𝑇𝑀), here 𝐾 is the mean curvature vector. A submanifolds  𝑀 

is said to be totally geodesic if the second fundamental form 𝜎 = 0,  and the ma-

nifold 𝑀  is said to be minimal if 𝐾 = 0. 

Let (𝑀, 𝑔) be a submanifolds of a Silver Riemann manifold (𝑀̃, 𝑔, 𝜑). Then, 

we get 

𝜑𝑋 = 𝑇𝑋 + 𝑁𝑋,                                                (3.6) 

In this context, TX represents the tangential part, while NX denotes the nor-

mal part of φX,  for all 𝑋 ∈ 𝛤(𝑇𝑀). 

Similary , we get 

          𝜑𝑉 = 𝑡𝑉 + 𝑛𝑉,                                                    (3.7) 

In this context, tV represents the tangential part, while nV denotes the nor-

mal part of φV, for all   𝑉 ∈ 𝛤(𝑇⊥𝑀). 

Proposition 1.  Let M be a submanifolds of a Silver Riemann manifold 

(M̃, 𝑔, 𝜑).Then, we get 

           𝑔(𝑇𝑋, 𝑌) = 𝑔(𝑋, 𝑇𝑌),                                                    (3.8) 

          𝑔(𝑛𝑊,𝑉) = 𝑔(𝑊, 𝑛𝑉),                                                    (3.9)  

           𝑔(𝑁𝑋, 𝑉) = 𝑔(𝑋, 𝑡𝑉) 

for any 𝑋, 𝑌 ∈ 𝛤(𝑇𝑀)    and for 𝑊, 𝑉 ∈ 𝛤(𝑇𝑀)⊥. 



 From (2.5) , we easily see that 

𝑔(𝑇𝑋, 𝑇𝑌) + 𝑔(𝑁𝑋,𝑁𝑌) = 𝑔(𝑋, 𝑌) + 2𝑔(𝑇𝑋, 𝑌).(3.10) 

Thus by using (2.1), (3.6) and (3.7), we obtain 

𝑇2𝑋 = 2𝑇𝑋 + 𝑋 − 𝑡𝑁𝑋, 2𝑁𝑋 =   𝑁𝑇𝑋 + 𝑛𝑁𝑋     (3.11) 

and 

2𝑡𝑉 = 𝑇𝑡𝑉 + 𝑡𝑛𝑉, 𝑛2𝑉 = 2𝑛𝑉  + 𝑉 − 𝑁𝑡𝑉.                         (3.12)                  

 If 𝑀 is 𝜑 − invariant, thus 𝑁 = 0. so, from (3.11) and (3.12), we obtain 

𝑇2 = 2𝑇 + 𝐼, 𝑛2 = 2𝑛 + 𝐼.                                            (3.13) 

Therefore, (𝑇, 𝑔) and (𝑛, 𝑔) forms a Silver structure on 𝑀.  

Here, the covariant derivatives of   𝑇, 𝑁, 𝑡 and 𝑛 are defined as follows: 

(𝛻𝑋𝑇)𝑌 = 𝛻𝑋𝑇𝑌 − 𝑇𝛻𝑋𝑌,                                             (3.14) 

(𝛻𝑋𝑁)𝑌 = 𝛻𝑋
⊥𝑁𝑌 − 𝑁𝛻𝑋𝑌,                                            (3.15) 

  (𝛻𝑋𝑡)𝑉 = 𝛻𝑋𝑡𝑉 − 𝑡𝛻𝑋
⊥𝑉                                            (3.16) 

and 

  (𝛻𝑋𝑛)𝑉 = 𝛻𝑋
⊥𝑛𝑉 − 𝑛𝛻𝑋

⊥𝑉.                                           (3.17)                         

For any 𝑋, 𝑌 ∈ 𝛤(𝑇𝑀). 

Through direct calculations, the following formulas are obtained: 

(𝛻𝑋𝑇)𝑌 = 𝐴𝑁𝑌𝑋 + 𝑡𝜎(𝑋, 𝑌)                                          (3.18) 

and 

    (𝛻𝑋𝑁)𝑌 = 𝑛𝜎(𝑋, 𝑌) − 𝜎(𝑋, 𝑇𝑌).                                        (3.19) 

Similary, for all 𝑉 ∈ 𝛤(𝑇⊥𝑀), we have 

          (𝛻𝑋𝑡)𝑉 = 𝐴𝑛𝑉𝑋 − 𝑇𝐴𝑉𝑋                                          (3.20) 

and 

   (𝛻𝑋𝑛)𝑉 = −𝜎(𝑡𝑉, 𝑋) − 𝑁𝐴𝑉𝑋.                                            (3.21) 

Corollary 1.  Let  M  be a submanifolds of a Silver Riemann manifold 

(M̃, 𝑔, 𝜑). If M are φ− anti invariant and  invariant submanifold,  the following 

properties are satisfied: , 

  



 

 If M is φ − invariant Submanifold If M is φ−anti− invariant submanifold 

N = 0 T = 0, 
(∇XT)Y = tσ(X, Y), (∇XN)Y = nσ(X, Y), 
(∇Xn)V = −σ(tV, X) (∇Xt)V = AnVX, 
nσ(X, Y) = σ(X, TY) ANYX = −tσ(X, Y) 
AnVY = AVTY 

 

ANYZ = −ANZY 

 

for all 𝑋, 𝑌, 𝑍 ∈ 𝛤(𝑇𝑀), for any 𝑉 ∈ 𝛤(𝑇⊥𝑀). 

4. PSEUDO-SLANT SUBMANIFOLDS Of A SILVER RIEMANN 

MANIFOLD 

Some characterizations of pseudo-slant submanifoldss in a Silver Riemann 

manifold have been provided. 

Definition 2.  Let (𝑀, 𝑔) be a submanifolds of a Silver Riemann manifold 

(M̃, 𝑔, φ). For each  X ≠ 0 tangential to M at x, the angle θ(x) ∈ [0,
π

2
], between 

φX  and   TxM is called the slant angle of M. If  this slant is constant, the 

submanifolds is known as a slant submanifolds. When   θ = 0 the submanifolds 

is called an invariant submanifolds, and when   θ =
π

2
 , it is called an anti-

invariant submanifolds. If   the slant angel θ(x) ∈ (0,
π

2
) then the submanifolds is 

classified as a  proper-slantsubmanifolds (Cabrerizo et al, 2000). 

Theorem 3.  Let (𝑀, 𝑔) be a submanifolds of a Silver Riemann manifold 

(M̃, 𝑔, φ).  M is considered a slant submanifold ⟺there exists a constant  ϱ ∈

[0,1] such that:  

𝑇2 = ϱ(2𝜑 + 𝐼),                                         (4.1) 

and  

𝜑2 =
1

ϱ
𝑇2                                          (4.2) 

furthermore, if 𝜃 slant angel of 𝑀 , then ϱ = 𝑐𝑜𝑠2𝜃 (Cabrerizo et al, 2000). 

Lemma 1. Let (𝑀, 𝑔) be a submanifolds of a Silver Riemann manifold (M̃, 𝑔, 𝜑). 

Then,  we have 

𝑔(𝑇𝑋, 𝑇𝑌) = 𝑐𝑜𝑠2𝜃{𝑔(𝑋, 𝑌) + 2𝑔(𝑋, 𝑇𝑌)}                           (4.3) 



and  

𝑔(𝑁𝑋,𝑁𝑌) = 𝑠𝑖𝑛2𝜃{𝑔(𝑋, 𝑌) + 2𝑔(𝑇𝑋, 𝑌)}.                       (4.4) 

for all X, Y ∈ Γ(TM). 

Proof. From (3.8) and (4.1), we can conclude that 

𝑔(𝑇𝑋, 𝑇𝑌) = 𝑔(𝑋, 𝑇2𝑌) = ϱ𝑔(𝑋, 2𝜑𝑌+= 𝑐𝑜𝑠2𝜃{𝑔(𝑋, 𝑌) + 2𝑔(𝑋, 𝑇𝑌)} 

The equations in (3.10) and (4.3) result in 

𝑔(𝑁𝑋,𝑁𝑌) = 𝑔(𝑋, 𝑌) + 2𝑔(𝑋, 𝑇𝑌) − 𝑔(𝑇𝑋, 𝑇𝑌) 

           = 𝑔(𝑋, 𝑌) + 2𝑔(𝑋, 𝑇𝑌) 

                −𝑐𝑜𝑠2𝜃{𝑔(𝑋, 𝑌) + 2𝑔(𝑋, 𝑇𝑌)} 

             = 𝑠𝑖𝑛2𝜃{𝑔(𝑋, 𝑌) + 2𝑔(𝑇𝑋, 𝑌)}. 

Definition 3 . Let M be a submanifolds of a Silver Riemann manifold 

(M̃, 𝑔, 𝜑).  𝑀 is pseudo-slant submanifold if there exist two orthogonal 

distributions Dθ and D⊥, exist on M such that 

(1) The tangent bundle 𝑇𝑀 has an orthogonal direct sum decomposition 

  expressed as  

𝑇𝑀 = 𝐷⊥⊕𝐷𝜃, 

(2)  𝐷⊥ is anti-invariant , which means that   𝜑𝐷⊥ ⊂ (𝑇⊥𝑀),   

(3)  𝐷𝜃 is a slant, 𝜃 ≠
𝜋

2
, implying that the angle between 𝐷𝜃 and 

  𝜑(𝐷𝜃) remains constant (Khan, 2007). 

Remartk 1. Let us asume  that 𝑀 is a pseudo slant submanifolds of a Silver 

Riemann manifold (𝑀̃, 𝑔, 𝜑).   

Let  p =dim(𝐷⊥) and q=dim(𝐷𝜃). We can distinguish the following six cases: 

(1) When q = 0,  𝑀 is  anti-invariant, 

(2) If 𝑝 = 0 and 𝜃 = 0, then 𝑀  is  invariant. 

(3) If p = 0 and 𝜃 ∈ (0,
𝜋

2
), then 𝑀 is classified as  proper slant. 

(4) When 𝜃 =
𝜋

2
 , 𝑀 is anti-invariant. 

(5) If p ≠ 0 and  q≠0  with  𝜃 = 0, then 𝑀 is a semi-invariant. 

(6). If p ≠ 0 and  q≠0  with  𝜃 ∈ (0,
𝜋

2
), then 𝑀 is considered  pseudo-slant. 



Let μ, represent the orthogonal complement of 𝜑𝑇𝑀 in 𝑇⊥𝑀.  In this case, 

𝑇⊥𝑀 can be expressed as the following decomposition: 

𝑇⊥𝑀 = 𝜑𝑇𝑀⊕ 𝜇 = 𝑁𝐷⊥⊕𝑁𝐷𝜃⊕𝜇, 𝑁𝐷𝜃 ⊥ 𝑁𝐷
⊥. (4.5) 

Definition 4. Let (𝑀, 𝑔) be a submanifolds of a Silver Riemann manifold 

(M̃, 𝑔, φ). The submanifolds is called Dθ-geodesic (or D⊥-geodesic) if σ(X, Y) =

0 for any X, Y ∈ Γ(Dθ) (or σ(Z,W) = 0 for any Z,W ∈ Γ(D⊥), respectively). If 

for any X ∈ Γ(Dθ) and Z ∈ Γ(D⊥), σ(X, Z) = 0, then M is called 𝑎 𝐷⊥ − 𝐷𝜃 

mixed geodesic submanifolds. 

Theorem 4. Let M be a pseudo slant submanifolds of a  locally Silver Riemann 

manifold (M̃, 𝑔, 𝜑). The distribution Dθ −integrable, and its leaves are  

Dθ −geodesic in M if the following condition holds:  

g(σ(X, Y), φZ) = 0 

for any X, Y ∈ Γ(Dθ) and Z ∈ Γ(D⊥). 

Proof. Asume that the distribution 𝐷𝜃 is integrable, and each leaf of 𝐷𝜃 is 𝐷𝜃- 

geodesic in 𝑀. Additionally, 𝛻𝑋𝑌 ∈ 𝛤(𝐷𝜃) for all 𝑋, 𝑌 ∈ 𝛤(𝐷𝜃) and 𝑍 ∈ 𝛤(𝐷⊥). 

Using the result from (3.1), we obtain the following: 

 𝑔(𝜎(𝑋, 𝑌), 𝜑𝑍) = 𝑔(𝛻̃𝑋𝑌 − 𝛻𝑋𝑌, 𝜑𝑍) 

                           = 𝑔(𝛻̃𝑋𝑌, 𝜑𝑍) = 𝑔(𝜑𝛻̃𝑋𝑌, 𝑍) 

                               = 𝑔(𝛻̃𝑋𝜑𝑌 − (𝛻̃𝑋𝜑)𝑌, 𝑍). 

Using the result from Theorem 1, we obtain the following: 

𝑔(𝜎(𝑋, 𝑌), 𝜑𝑍) = 𝑔(𝛻̃𝑋𝜑𝑌, 𝑍) 

using equation (3.1), we derive the following:  

𝑔(𝜎(𝑋, 𝑌), 𝜑𝑍) = 𝑔(𝛻𝑋𝜑𝑌 + 𝜎(𝑋, 𝜑𝑌), 𝑍) = 𝑔(𝛻𝑋𝜑𝑌, 𝑍)            = 𝑔(𝛻𝑋𝑌𝜑, 𝑍)

= 0 

for all 𝑋, 𝑌 ∈ 𝛤(𝐷𝜃) and 𝑍 ∈ 𝛤(𝐷⊥).  

Theorem 5. Let M be a pseudo slant submanifolds of a  locally Silver Riemann 

manifold (M̃, 𝑔, 𝜑).  Dθ is integrable if he following condition hold: 

𝑔(𝛻𝑋𝑈, 2𝜑𝑌) − 𝑔(𝛻𝑌𝑈, 2𝜑𝑋 = 𝑔(𝜎(𝑋, 𝜑𝑌), 𝜑𝑈) − 𝑔(𝜎(𝑌, 𝜑𝑋), 𝜑𝑈) 

for any 𝑋, 𝑌 ∈ 𝛤(𝐷𝜃) and 𝑈 ∈ 𝛤(𝐷⊥).  



Proof. From (2.1), (3.1),(3.2) and (3.3), we can conclude the following: 

 

𝑔(𝜎(𝑋, 𝜑𝑌), 𝜑𝑈) = 𝑔(𝐴𝜑𝑈𝑋,𝜑𝑌) 

= 𝑔(𝛻𝑋
⊥𝜑𝑈,𝜑𝑌) − 𝑔(𝛻̃𝑋𝜑𝑈,𝜑𝑌) 

     = 𝑔(𝛻𝑋
⊥𝜑𝑈,𝜑𝑌) − 𝑔 ((𝛻̃𝑋𝜑)𝑈, 𝜑𝑌) 

 −𝑔(𝜑𝛻̃𝑋𝑈,𝜑𝑌) 

     = −𝑔(𝛻̃𝑋𝑈,𝜑
2𝑌) = −𝑔(𝛻̃𝑋𝑈, (2𝜑 + 𝐼)𝑌)  

= −𝑔(𝛻𝑋𝑈, 2𝜑𝑌) − 𝑔(𝛻𝑋𝑈, 𝑌). 

Thus, 

                𝑔(𝛻𝑋𝑌, 𝑈) = 𝑔(𝜎(𝑋, 𝜑𝑌), 𝜑𝑈) + 𝑔(𝛻𝑋𝑈, 2𝜑𝑌) 

in the equation above, if  we replace 𝑋 with 𝑌,we obtain the following: 

𝑔(𝛻𝑌𝑋,𝑈) = 𝑔(𝜎(𝑌, 𝜑𝑋), 𝜑𝑈) + 𝑔(𝛻𝑌𝑈, 2𝜑𝑋). 

If we subtract the two equations side by side, we get the following: 

𝑔(𝛻𝑋𝑌, 𝑈) − 𝑔(𝛻𝑌𝑋,𝑈) = 𝑔(𝜎(𝑋, 𝜑𝑌), 𝜑𝑈) + 𝑔(𝛻𝑋𝑈, 2𝜑𝑌) 

                                 −𝑔(𝜎(𝑌, 𝜑𝑋), 𝜑𝑈) −   𝑔(𝛻𝑌𝑈, 2𝜑𝑋), 

𝑔(𝑈, [𝑋, 𝑌]) = 𝑔(𝛻𝑋𝑈, 2𝜑𝑌) + 𝑔(𝜎(𝑋, 𝜑𝑌), 𝜑𝑈) 

                             −𝑔(𝛻𝑌𝑈, 2𝜑𝑋) − 𝑔(𝜎(𝑌, 𝜑𝑋), 𝜑𝑈). 

Since 𝐷𝜃 is integrable, it follows that: 

𝑔(𝛻𝑋𝑈, 2𝜑𝑌) − 𝑔(𝛻𝑌𝑈, 2𝜑𝑋) = 𝑔(𝜎(𝑋, 𝜑𝑌), 𝜑𝑈) − 𝑔(𝜎(𝑌, 𝜑𝑋), 𝜑𝑈). 

Theorem 6. Let M be a pseudo slant submanifolds of a  locally Silver Rie-

mann manifold (M̃, 𝑔, 𝜑).  n is parallel ⟺   A V satisfies the condition:  

AVtW = −AWtV 

for any V,W ∈ Γ(T⊥M). 

Proof.  If  𝑛 is parallel, then 𝛻𝑛 = 0. From (3.3) and (3.21) , we obtain 

the following: 

0 = 𝑔(𝜎(𝑡𝑉, 𝑋) + 𝑁𝐴𝑉𝑋,𝑊) 



                   = 𝑔(𝐴𝑊𝑡𝑉, 𝑋) + 𝑔(  𝐴𝑉𝑋, 𝑡𝑊) 

= 𝑔(𝐴𝑊𝑡𝑉 +  𝐴𝑉𝑡𝑊, 𝑋) 

for any 𝑉, 𝑊 ∈ 𝛤(𝑇⊥𝑀) and for any 𝑋 ∈ 𝛤(𝑇𝑀). 

Theorem 7. Let M be a pseudo slant submanifolds of a  locally Silver Rie-

mann manifold (M̃, 𝑔, 𝜑).  If  N is parallel, In this case, M is either  a mixed ge-

odesic  or an anti-invariant  submanifolds.  

Proof.  𝑡 is parallel ⟺ if 𝑁 is parallel, If 𝑡 is parallel, then 𝛻𝑡 = 0.  which 

means 𝑀 is invariant.  For all 𝑋 ∈ 𝛤(𝐷𝜃), 𝑌 ∈ 𝛤(𝐷
⊥), 𝑉 ∈ 𝛤(𝑇⊥𝑀). We can 

conclude this from (3.19) and (3.20).  

𝐴𝑛𝑉𝑋 − 𝑇𝐴𝑉𝑋 = 0, 

 0 = 𝑔(𝐴𝑛𝑉𝑋 − 𝑇𝐴𝑉𝑋, 𝑌) 

    = 𝑔(𝜎(𝑋, 𝑌), 𝑛𝑉) − 𝑔(𝑇𝐴𝑉𝑋, 𝑌) 

    = 𝑔(𝜎(𝑋, 𝑌), 𝑛𝑉) − 𝑔(𝜎(𝑋, 𝑇𝑌), 𝑉) 

                = 𝑔(𝑛𝜎(𝑋, 𝑌), 𝑉) − 𝑔(𝜎(𝑋, 𝑇𝑌), 𝑉), 

so 

𝑛𝜎(𝑋, 𝑌) = 𝜎(𝑋, 𝑇𝑌) 

for 𝑌 ∈ 𝛤(𝐷⊥), we have 𝑇𝑌 = 0. Therefore, it follows that:  

𝑛𝜎(𝑋, 𝑌) = 0 

By replacing 𝑋 with 𝑇𝑋 in the above equation, we obtain 

𝑛𝜎(𝑇𝑋, 𝑌) = 0. 

By replacing 𝑋 with 𝑇𝑋 in the above equation and using (4.1) , we have 

𝑛𝜎(𝑇2𝑋, 𝑌) = 𝑛𝑐𝑜𝑠2𝜃𝜎((2𝜑 + 𝐼)𝑋, 𝑌) = 0. 

Thus, we conclude that either 𝜎 = 0   ( indicating that 𝑀 is mixed geodesic) or 

𝑐𝑜𝑠𝜃 = 0 which leads to 𝜃 =   
𝜋

2
 ( indicating 𝑀 is anti-invariant).  

Theorem 8 . Let M be a totally umbilical pseudo slant submanifolds of a  lo-

cally Silver Riemann manifold (M̃, 𝑔, 𝜑). If N is parallel, In this case, M can be 

classified as either a minimal, an anti-invariant submanifolds.  



Proof. 𝑁 is parallel ⟺ 𝑡 is parallel, If 𝑡 is parallel, then 𝛻𝑡 = 0.  which 

means 𝑀 is invariant.  For all 𝑋 ∈ 𝛤(𝐷𝜃), 𝑌 ∈ 𝐷
⊥, 𝑉 ∈ 𝛤(𝑇⊥𝑀). We can conc-

lude this from (3.19) and (3.20). 

𝐴𝑛𝑉𝑋 − 𝑇𝐴𝑉𝑋 = 0, 

so 

                           0 = 𝑔(𝐴𝑛𝑉𝑋 − 𝑇𝐴𝑉𝑋, 𝑌), 

                              = 𝑔(𝜎(𝑋, 𝑌), 𝑛𝑉) − 𝑔(𝑇𝐴𝑉𝑋, 𝑌) 

          = 𝑔(𝜎(𝑋, 𝑌), 𝑛𝑉) − 𝑔(𝜎(𝑋, 𝑇𝑌), 𝑉) 

 = 𝑔(𝑛𝜎(𝑋, 𝑌), 𝑉) − 𝑔(𝜎(𝑋, 𝑇𝑌), 𝑉) 

for 𝑌 ∈ 𝛤(𝐷⊥), we have 𝑇𝑌 = 0. Therefore, it follows that: 

𝑛𝜎(𝑋, 𝑌) = 0. 

By replacing 𝑋 with 𝑇𝑋 in the above eq.  we obtain 

𝑛𝜎(𝑇𝑋, 𝑌) = 0. 

Therefore, since 𝑀  is totally umbilical submanifolds, we can refer to the findings 

in (3.5) 

𝑛𝑔(𝑇𝑋, 𝑌)𝐾 = 0. 

Replacing 𝑋 by 𝑇𝑋 in the above eq. and using (4.1) , we have 

𝑛𝑔(𝑇2𝑋, 𝑌)𝐾 = 𝑛𝑐𝑜𝑠2𝜃𝑔((2𝜑 + 𝐼)𝑋, 𝑌)𝐾 

                 = 𝑛𝑐𝑜𝑠2𝜃{𝑔(2𝜑𝑋, 𝑌) + 𝑔(𝑋, 𝑌)}𝐾 

                 = 𝑛𝑐𝑜𝑠2𝜃{𝑔(𝑋, 𝑌)}𝐾 = 0. 

Hence we conclude that either 𝐾 = 0 (indicating that 𝑀 is minimal), or 𝑐𝑜𝑠𝜃 =

0 which leads to 𝜃 =  
𝜋

2
 (indicating that 𝑀 is anti-invariant).  

Theorem 9.  Let M be a pseudo-slant submanifolds in a locally Silver 

Riemann manifold (M̃, 𝑔, 𝜑). D⊥ is integrable ⟺AND⊥D
⊥ = 0, 

for all Z, U ∈ Γ(D⊥).  

Proof. If 𝑀 is a pseudo-slant submanifolds in a locally silver Riemann mani-

fold(𝑀, 𝑔, 𝜑). Then, for all 𝑍, 𝑈 ∈ 𝛤(𝐷⊥), we have 𝑇𝑍 = 𝑇𝑈 = 0, which implies 

𝛻𝑍𝑇𝑈 = 𝛻𝑈𝑇𝑍 = 0.  



By using (3.14),  we get 𝑇([𝑍, 𝑈]) = 0 if and only if 𝐴𝑁𝑍𝑈 = 𝐴𝑁𝑈𝑍 holds, for all  

𝑈 ∈ 𝛤(𝐷⊥). From (3.14), for all 𝑋 ∈ 𝛤(𝑇𝑀) and 𝑍, 𝑈 ∈ 𝛤(𝐷⊥), we get 

𝑔((𝛻𝑋𝑇)𝑍, 𝑈) = 𝑔(𝐴𝑁𝑍𝑋,𝑈) + 𝑔(𝑡ℎ(𝑋, 𝑍), 𝑈) = −𝑔(𝛻𝑋𝑍, 𝑇𝑈) = 0, 

which implies 𝑔(𝐴𝑁𝑍𝑋,𝑈) = −𝑔(𝑡ℎ(𝑋, 𝑍), 𝑈). From 

𝑔(𝐴𝑁𝑍𝑋,𝑈) = 𝑔(𝐴𝑁𝑍𝑈, 𝑋) = 𝑔(𝐴𝑁𝑈𝑍, 𝑋) = 𝑔(ℎ(𝑋, 𝑍), = 𝑔(𝑡ℎ(𝑋, 𝑍), 𝑈), 

we obtain 𝑔(𝐴𝑁𝑍𝑈, 𝑋) = 0 for all 𝑋 ∈ 𝛤(𝑇𝑀) and 𝑍, 𝑈 ∈ 𝛤(𝐷⊥). so, 𝐴𝑁𝑍𝑈 = 0, 

for all 𝑍, 𝑈 ∈ 𝛤(𝐷⊥). 

Conversely, if 𝐴𝑁𝑍𝑈 = 0, for all 𝑍, 𝑈 ∈ 𝛤(𝐷⊥) then from 

 𝑔(𝑡ℎ(𝑋, 𝑍), 𝑈) = 𝑔(ℎ(𝑋, 𝑍), 𝑁𝑈) = 𝑔(𝐴𝑁𝑈𝑍, 𝑋) = 0  

 and (3.14), we get  

0 = 𝑔((𝛻𝑍𝑇)𝑈, 𝑋) = −𝑔(𝑇𝛻𝑍𝑈, 𝑋) = −𝑔(𝛻𝑍𝑈, 𝑇𝑋), 

for any 𝑍, 𝑈 ∈ 𝛤(𝐷⊥), 𝑋 ∈ 𝛤(𝐷𝜃). From 𝑇(𝐷𝜃) = 𝐷𝜃, we obtain 𝛻𝑍𝑈 ∈

𝛤(𝐷⊥) which implies [𝑍, 𝑈] ∈ 𝛤(𝐷⊥).  

Theorem 10.  Let M be a pseudo slant submanifolds in a locally silver 

Riemann manifold (M̃, 𝑔, 𝜑). In this case, D⊥ is integrable ⟺ 

(∇ZT)U = (∇UT)Z 

for all Z, U ∈ Γ(D⊥).  

Proof.  For all 𝑍, 𝑈 ∈ 𝛤(𝐷⊥). Using (3.18) , we obtain 

(𝛻𝑍𝑇)𝑈 = 𝐴𝑁𝑈𝑍 + 𝑡𝜎(𝑍, 𝑈)                                    (4.6) 

Replacing 𝑍 by 𝑈 in the above equation, we have 

  (𝛻𝑈𝑇)𝑍 = 𝐴𝑁𝑍𝑈+ 𝑡𝜎(𝑈, 𝑍)                                     (4,7)                                                              

Then, (4.6),  (4.7) and (from Theorem 9  we arrive at the conclusion.  

 Finally, let’s support the topic with an example. 

Example 2 .  To construct a pseudo slant submanifolds of a Silver Riemann 

manifold based on the provided parametrization χ(u, v), we first need to analyze 

the given mapping and then define the associated Riemann structure.the  mapping 

is defined as: 

χ(u, v) = (3usinα,−vcosα,−4usinα, vcosα) 



this mapping 𝜒:ℝ2 → ℝ4 defines a submanifold 𝑀 in ℝ4. To ensure 𝑀 is a sub-

manifold of ℝ4,we will consider the tangent vectors and the embedding The pa-

rametriziation consist of  two parameters (𝑢, 𝑣). Next, we calculate the tangent 

vector of 𝑀  by differentiating  𝜒 with respect to each parameter: 

 E1 =
∂χ

∂u
= (3sinα, 0, −4sinα, 0) 

 E2 =
∂χ

∂v
= (0,−cosα, 0, cosα)  

For the Silver Riemann structure 𝜑 of ℝ4, the coordinat system is given by 

(𝑥1, 𝑦1, 𝑥2, 𝑦2). 

𝜑(
𝜕

𝑥𝑖
) =

𝜕

𝑦𝑖
, 𝜑(

𝜕

𝑦𝑗
) = −

𝜕

𝑥𝑗
, 1 ⩽ 𝑖, 𝑗 ⩽ 2 

then we obtain 

𝜑𝐸1 = (0,3𝑠𝑖𝑛𝛼, 0, −4𝑠𝑖𝑛𝛼) 

                 𝜑𝐸2 = (𝑐𝑜𝑠𝛼, 0, −𝑐𝑜𝑠𝛼, 0). 

Through direct calculations, we determine that Dθ = Sp{E1, E2}  defines a 

slant distribution with a slant angle of 

cosθ =
g(E1,φE2)

‖E1,‖‖φE2‖
=

3sinα. cosα + 4sinα. cosα

√32sin2α + (−4)2sin2α.√2cos2α
=

7

5√2
 

𝜃 = arccos (
7

5√2 
).  Consequently, 𝑀 is a 2-dinensionel proper pseudo-slant sub-

manifold of ℝ4  endowed with its standard Silver Riemann structure.  

Conclusion . In this study of pseudo-slant submanifoldss within the 

framework of a Silver Riemann manifold, we have explored their unique 

geometric properties and the intrinsic connections to the Silver ratio. Pseudo-slant 

submanifoldss reveal fascinating characteristics, particularly in how their tangent 

spaces interact with the ambient manifold’s structure.  
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INTRODUCTION 

Bees are one of nature's most important creatures, playing a vital role for 

humanity for centuries(Jarvis, 2023). All products that are the gift of miraculous 

bees to nature have many biological activities with their rich chemical content. 

Bee products stand out as health supporters in these aspects. Bee products such 

as honey, royal jelly, beeswax, propolis and bee venom can play a supportive role 

in the treatment of many diseases with their important bioactive component 

contents. The components contained in honey strengthen the immune system. 

Honey also stands out with its antioxidant, antimicrobial and anti-inflammatory 

aspects. Propolis, known for its antibacterial, antiviral and antifungal properties, 

is an important bee product with many remarkable biological activities. Pollen, 

another bee product, has a high protein content. Bees collect these proteins from 

various plants. Pollen, which supports digestive health, stands out with its 

antioxidant, antibacterial, antifungal, antimicrobial, and anti-inflammatory 

activities. Bee venom secreted from the venom glands of worker bees (Apis 

mellifera) is an important product used in the regulation of the immune system 

and the treatment of inflammatory diseases. Royal jelly is a product with high 

nutritional value produced to feed the queen bee. It stands out as a food product 

rich in vitamins, minerals and amino acids. 

Here, studies on the chemical composition, biological activities, side effects 

and toxic effects of royal jelly are included. Royal jelly is a viscous liquid rich in 

many minerals, including carbohydrates, lipids, proteins, essential amino acids, 

fatty acids, phenolic compounds, water-soluble B vitamins and fat-soluble 

vitamins A, C, D and E, calcium, potassium, magnesium and sodium. Royal jelly 

stands out as an important functional food with its antihypertensive, anticancer, 

antidiabetic, immune-boosting, cardiovascular health-improving, memory-

boosting, anti-aging and wound-healing biological functions due to the effects of 

the chemical components it contains with high antimicrobial, anti-inflammatory 

and antioxidant activities. 

ROYAL JELLY 

The yellowish white acidic secretion synthesized by nurse honey bees and 

secreted by the hypopharynx and mandibular glands to feed the larvae is called 

royal jelly. While the larvae that will become male and worker bees are fed royal 

jelly for three days, queen bees are fed royal jelly for their entire life. Royal jelly 

plays an important role in the development and nutrition of the queen bee, who is 

vital to the survival and growth of the colony as the reproductive center of the 

hive. The queen bee is fed royal jelly for her entire life, giving her an improved 



size, longevity and fertility compared to worker bees. The medical importance of 

royal jelly has been known since ancient times. In 1922, it was suggested in 

France that it could be used in human therapy. Following this, studies examining 

the effects of royal jelly on pathogenic processes in various animal models have 

increased. Royal jelly, which is a rich source of certain bioactive components, 

has been used as a functional and nutritious food by people in different parts of 

the world for the last twenty years. It is also one of the most widely used natural 

products in the pharmaceutical and cosmetic industries. Royal jelly exhibits 

numerous physiological and pharmacological properties, including 

antihypercholesterolemic, anti-inflammatory, vasodilator, hypotensive, 

immunomodulatory, antidiabetic, antioxidant, neuroprotective, antimicrobial, 

anti-aging, estrogenic, antiallergic, antiosteoporotic and antitumor effects. The 

pharmacological effects of royal jelly have been included in many preclinical and 

clinical studies. Royal jelly can reduce menopausal symptoms and has 

remarkable biological and therapeutic activities on the reproductive system. 

These biological activities are due to various bioactive substances such as 

proteins, essential fatty acids, peptides, minerals and phenolics. Royal jelly, used 

as a food supplement, in cosmetic products and for therapeutic purposes, is a 

natural product with high nutritional value with its rich bioactive component 

content. Its consumption provides numerous health benefits for humans, earning 

it the reputation of a "superfood"(Bagameri, Botezan, Bobis, Bonta, & 

Dezmirean, 2023; Fang, Feng, Ma, Rueppell, & Li, 2023; Li et al., 2021; Mutlu, 

Akbulut, Aydın, & Mutlu, 2023). Interest in royal jelly is increasing due to its 

potential benefits, and the effectiveness of this superfood should be demonstrated 

by more preclinical and clinical studies. 

CHEMICAL CONTENT AND NUTRITIONAL VALUE OF ROYAL 

JELLY 

Since royal jelly will be offered for use as a traditional natural product, 

standardization in sensory analysis and chemical component analysis data is 

important. Sensory analysis, also known as organoleptic analysis, is of great 

importance in ISO standards. Royal jelly should be liquid at normal 

temperature(Lercker, 2003). It should have a milky white, pale yellow color, 

pure, acidic (pH: 3.4-4.5) viscous structure. The sensory quality of royal jelly is 

determined after statistical analysis of data and application of quality control 

measures(Marx, Veloso, Casal, Pereira, & Peres, 2021). 

  



Water Content 

Water is an important inorganic component of royal jelly since the 

processability, usability, quality and shelf life of royal jelly depend on its 

moisture content. The moisture content of fresh royal jelly is in the range of 60-

70%. The moisture content of freeze-dried royal jelly is reduced by 3.8%(Piana, 

1996). The moisture content of the hive is kept constant. This is thought to be 

related to the constant supply of new royal jelly by the nurse bees(Kanelis et al., 

2015).  

Lipid Composition 

Most fatty acids contain phospholipids. 10–Hydroxy–2–Decenoic Acid (10-

HDA), a monounsaturated fatty acid, makes up more than half of the total fatty 

acids in royal jelly. 10–HDA, also known as queen bee acid, stands out as the 

primary fatty acid compound of royal jelly(Honda et al., 2015). This compound 

is largely responsible for the pharmacological activities of royal jelly, accounting 

for approximately 70% of the total fatty acids. 10-HDA concentration is one of 

the parameters used to determine the quality of royal jelly. 10-HDA is considered 

an indicator component and international standard for the freshness and quality 

of royal jelly (Takikawa et al., 2013). According to the international standard ISO 

12824:2106 royal jelly, the minimum 10-HDA concentration in pure royal jelly 

is estimated to be 1.4% (Sabatini, Marcazzan, Caboni, Bogdanov, & Almeida-

Muradian, 2009).  

Amino Acid Content 

The amino acids with the highest percentage in the free amino acid content of 

royal jelly are determined as serine, proline, lysine, β-alanine, aspartate, 

glutamate and phenylalanine. Approximately 12-15% of raw royal jelly consists 

of proteins. The major royal jelly proteins (MRJPs), which constitute 80% of 

royal jelly proteins, constitute a protein family consisting of ten different proteins. 

Apis mellifera is thought to produce ten major royal jelly protein genes (MRJP1-

10) through gene duplication of a single-copy protein. These genes are highly 

expressed in the hypopharyngeal glands of nurse bees and constitute a significant 

portion of the chemical content of royal jelly, which is a very important nutrient 

for the development of bee larvae (Dai et al., 2021). MRJP1, MRJP2, MRJP3 and 

MRJP5 are the most abundant royal jelly proteins. Also known as royal actin, 

MRJP1 accounts for more than 45% of the water-soluble proteins in royal jelly. 

MRJP1 is considered a freshness marker to assess the quality and authenticity of 

royal jelly(L.-r. Shen et al., 2015). MRJP1 is crucial in accelerating larval 

development and queen differentiation in honeybees by increasing body size, 



promoting ovary development, and reducing developmental time(Kamakura, 

2011). MRJPs are effective in curing many diseases. It is believed that most of 

the therapeutic advantages of royal jelly come from MRJPs (Hossen, Nahar, Gan, 

& Khalil, 2019). Royal jelly proteins are important for larval development. While 

MRJP1, MRJP4 and MRJP5 proteins are important for meeting basic amino acid 

needs, MRJP2 and MRJP5 proteins are important as nitrogen reserves. 

Sugar Content 

The amount of sugar in royal jelly plays an important role in evaluating its 

quality. The sugar content of royal jelly consists of fructose, glucose and sucrose. 

The sugar content of fresh royal jelly samples constitutes 7-18%. In lyophilized 

royal jelly, this value reaches 1.28% by freeze-drying the carbohydrates(Kausar 

& More, 2019). The amount of sugar in royal jelly samples varies depending on 

many factors, including geographical origin, harvest season and the availability 

of food sources such as nectar and pollen compatible with the natural diet of bees. 

Vitamins and Minerals 

Pantothenic acid and niacin stand out as the most abundant vitamins in royal 

jelly (Collazo et al., 2021; Sharma, Pant, Brar, Thakur, & Nanda, 2023). Apart 

from these, there are biotin, folate, inositol, pyridoxine, riboflavin, thiamine and 

ascorbic acid (Kunugi & Mohammed Ali, 2019; Melliou & Chinou, 2014). It has 

not been reported that fat-soluble vitamins A, D, E and K are also present in royal 

jelly (Stocker, Schramel, Kettrup, & Bengsch, 2005). Royal jelly also contains 

1.5% salts of iron, aluminum, potassium, calcium, lead, magnesium, sodium, 

copper, phosphorus, zinc, manganese and cadmium minerals. Royal jelly 

contains relatively higher levels of potassium and lower levels of cadmium 

compared to other minerals(J. Guo et al., 2021). Royal jelly also contains trace 

amounts of the elements nickel, tin, chromium, antimony, tungsten, titanium and 

bismuth (Bogdanov, 2011).  

Phenolic Compounds 

Royal jelly contains various phenolic compounds with antioxidant 

properties(Ibrahim, Nanbu, & Miyata, 2021). Ferulic acid, which constitutes 68% 

of the total phenolic content, is the main phenolic acid found in royal jelly(López-

Gutiérrez, del Mar Aguilera-Luiz, Romero-González, Vidal, & Frenich, 2014). 

The composition of royal jelly contains abundant flavonoids such as flavone 

derivatives such as apigenin, acacetin, chrysin and luteolin glycosides, flavanone 

derivatives such as naringenin, hesperetin and isosakuranetin, flavonol 

derivatives such as kaempferol glycosides and isorhamnetin, and isoflavonoid 



derivatives such as coumestrol, genistein and formononetin (Kocot, 

Kiełczykowska, Luchowska-Kocot, Kurzepa, & Musik, 2018; Kunugi & 

Mohammed Ali, 2019). Royal jelly is considered a rich source of phenolics (23.3 

g/mg) and flavonoids (1.28 g/mg)(Kunugi & Mohammed Ali, 2019).  

Other Compounds 

Acetylcholine (ACh) was detected in royal jelly at 1 mg/g dry 

weight(Bogdanov, 2011; J. Guo et al., 2021). ACh synthesis by royal jelly is 

affected by glucose metabolism and insulin levels by regulating choline 

acetyltransferase activity (Kunugi & Mohammed Ali, 2019). ACh, a 

neurotransmitter, plays a role in memory development and cognitive 

performance. Nucleotides such as guanosine, adenosine and uridine and 

phosphates such as adenosine monophosphate, adenosine diphosphate and 

adenosine triphosphate are also abundant in the composition of royal jelly(Bălan 

et al., 2020). 

FACTORS AFFECTING THE CHEMICAL COMPOSITION OF 

ROYAL JELLY 

The chemical content of royal jelly is affected by factors such as the nutrition 

of bee larvae, differences in honey bee species, environmental conditions, and 

harvest time. Differences are also observed in the expected biological activities 

of natural products depending on the differences in the compounds they contain. 

Royal jelly is subjected to some sensory and content analyses to determine 

content standards. Moisture, sugar, 10-HDA and protein contents are the main 

parameters in the evaluation of royal jelly quality(Wytrychowski et al., 2013). 

There are studies showing that certain vitamins, amines, amino acids and 

carbohydrates stand out as quality indicators for royal jelly(Virgiliou et al., 2020). 

Environmental Conditions and Nutrition 

For the safe use of royal jelly, it is important to standardize the chemical 

compounds with prominent biological activity and ensure quality production. The 

quality of royal jelly can be affected by various factors such as environmental 

conditions, bee nutrition and plant extract source. Since the quality of royal jelly 

is closely related to its protein content, all factors affecting the protein content, 

such as consumption of feeds with different protein content and temperature, 

affect the quality of royal jelly. Changing diets and changing seasons, as well as 

external environmental effects, play a role in determining the protein content and 

amino acid composition of bee products. Different proteins are present in the 

royal jelly of bees fed with different pollen flower origins in different flowering 



seasons(Kausar & More, 2019). Nutritional and environmental effects affect not 

only the protein but also the lipid profiles of royal jelly, leading to differences in 

the bioactivity and quality of the product (Yan et al., 2022). 

Effect of Honeybee Species 

Various factors such as genetics, colony conditions, nutrient flow and queen 

egg laying can affect royal jelly production. Beekeepers use crossbreeding 

techniques to increase productivity. The Italian bee strain hybrid Apis mellifera 

ligustica can produce royal jelly at a rate 10 times higher than Italian 

honeybees(Han et al., 2015). Different honey bee races living in different 

environments differ from each other in terms of their productivity, the rate of 

colony expansion, ways of collecting and storing pollen, and the differences in 

the amounts of bee products produced under different conditions(Khan, Ghramh, 

Ahmad, El-Niweiri, & Ahamed Mohammed, 2021; Mouro & Toledo, 2004).  

Effect of Harvest Time 

Harvest time affects the yield and chemical composition of royal 

jelly(Virgiliou et al., 2020). Royal jelly harvested 72 hours after larval inoculation 

had the highest yield, maximum crude protein, ash, fructose and glucose 

concentrations and lowest water content compared to royal jelly harvested 24 and 

48 hours after inoculation. It was reported that the highest lipid content was 

obtained in royal jelly harvested 24 hours after inoculation(S. Al-Kahtani & Taha, 

2021). The best antioxidant capacity and total polyphenol amount were also 

determined 24 hours after collection(Cemek et al., 2010; Kocot et al., 2018). 

Effect of Storage Conditions 

Post-harvest storage conditions are very important in preventing the loss of 

chemical components of royal jelly. In a study conducted with royal jelly samples 

stored at different temperatures for 12 months, it was reported that protein content 

was affected by temperature. The highest concentrations of minerals, including 

Mg, Ca, K, Na, Fe, Cu and Mn, were determined to be 48 hours and 72 hours 

after royal jelly inoculation(S. N. Al-Kahtani & Taha, 2020).  The shelf life of 

royal jelly varies depending on storage conditions. A dark, translucent or opaque 

ceramic, glass or plastic container is suitable for storing royal jelly. Storing royal 

jelly frozen helps preserve nutritional quality for longer by preventing the active 

proteins from deteriorating(Bogdanov, 2011). Fresh royal jelly can be stored for 

up to two years below -18 oC, while it has a storage period of six months at +4 
oC. 

  



BIOLOGICAL ACTIVITIES 

Foods that contain high amounts of chemical components needed to stay 

healthy are in the functional food class (Collazo et al., 2021). Royal jelly was first 

used as a functional food in the food industry in the 1850s(Fratini, Cilia, Mancini, 

& Felicioli, 2016). After this date, royal jelly began to be commercially produced 

in capsule, ampoule and powder forms. 60% of royal jelly in the world market is 

produced in China and distributed to Europe, Japan and the USA(Collazo et al., 

2021). Royal jelly contains bioactive components such as amino and gamma 

globulins, unsaturated fatty acids, hormones, enzymes and other proteins that 

support the immune system(Maghsoudlou, Mahoonak, Mohebodini, & Toldra, 

2019). The biological and pharmacological properties of royal jelly are based on 

its composition, which includes water, 10-HDA, protein and sugar content. It is 

known that MRJPs have antioxidant and neuroprotective immune system 

strengthening properties and may help improve physical and mental 

performance(W. Wang et al., 2023). The food supplement prepared by adding 

different levels of royal jelly to skim milk can be used in the treatment of patients 

with conditions such as hypertension, cancer and type 2 diabetes(Alu'datt et al., 

2015).  

Immunomodulatory Activity 

Bioactive proteins and fatty acids in royal jelly exhibit immunomodulatory 

properties(Melliou & Chinou, 2014). In immunodeficient mice treated with 

cyclophosphamide, the number of macrophages increased with the administration 

of MRJP1, MRJP2 and MRJP3 proteins. As expected, immunity increased in 

parallel with the increase in macrophages. This resulted in an improvement in the 

microorganism content of the intestinal flora of the mice (W. Wang et al., 2023). 

MRJP3 glycoprotein exhibits anti-inflammatory properties by suppressing the 

production of TNF-α, IL-4, IFN-γ and IL-2 IL-6 and IL-1 by T cells in 

vitro(Okamoto et al., 2003). The immunomodulatory activity of royal jelly 

against Graves' disease is mainly due to the decrease in TNF-α and the increase 

in IFN-γ and Th1/Th2 cytokine level ratios in lymphocytes (Erem, Deger, Ovali, 

& Barlak, 2006). In serum-deprived environments, MRJP3 glycoproteins derived 

from royal jelly increase lymphocyte cell proliferation(Maghsoudlou et al., 

2019). Both 10-HDA and 10-H2DA compounds found in royal jelly exhibit 

immunomodulatory effects in terms of reducing the proliferation of peripheral 

blood mononuclear cells (PBMC) and the levels of interleukin-2 production (IL-

2)(Dzopalic et al., 2011; Vucevic et al., 2007). IL-2 secretion from PBMCs 

changes with age(Meydani et al., 1990). Royal jelly appears to have 

immunostimulatory effects to promote PBMC proliferation in both elderly and 



young individuals. High 10-HDA concentrations have been hypothesized to act 

as immunoenhancers and promote Th1 immune responses(Mihajlovic, Rajkovic, 

Chinou, & Colic, 2013). The combined application of royal jelly with alum 

showed synergistic effects, improving immunological parameters such as total 

antibody production and IgM, IgG1, IgG2A and IgG2B isotypes (Okamoto et al., 

2003). It has been observed that three months of royal jelly treatment showed 

significant improvement in children with systemic lupus erythematosus (SLE) 

(Zahran et al., 2016). 

Antimicrobial Activity  

Royal jelly exhibits strong antimicrobial properties against different 

pathogens due to the presence of special proteins, peptides and 10-HDA(Fratini 

et al., 2016; Han et al., 2014; Kim et al., 2019). Jelleins and royalisins act on 

bacteria by altering the function of the bacterial cell membrane through their 

hydrophobic residues. Halogenation of gellenins caused them to bind more 

tightly to the bacterial cell wall, thus increasing their antimicrobial and 

antibiofilm activity by 1-8 times and their proteolytic stability by 10-100 times 

(Lima, Brito, Verly, & Lima, 2024; Zhou et al., 2021). Flavonoids, which occupy 

a large place in the chemical composition of royal jelly, are the main components 

responsible for antimicrobial activity (Kocot et al., 2018; Nabas, Haddadin, 

Haddadin, & Nazer, 2014). When royal jelly is used together with antibiotics, it 

creates a synergistic effect and increases the effectiveness of antibiotics. In other 

words, antibiotics can be effective at lower doses when used together with royal 

jelly. Studies on genetically modified animal models highlight the importance of 

IL-6 in the anti-infective role (Rose-John, Winthrop, & Calabrese, 2017). Royal 

jelly exhibits antibacterial properties against Staphylococcus aureus, 

Streptococcus alactolyticus, Staphylococcus xylosus, Salmonella choleraesuis, 

Staphylococcus intermedius B., Vibro parahaemolyticus and Escherichia coli in 

animals and humans(Alkhaibari & Alanazi, 2022). The main antibacterial effect 

of royal jelly is associated with 10-HDA, which exhibits growth inhibitory 

activity in bacteria (Collazo et al., 2021). 10-HDA has been shown to have 

significant activity against gram-positive and gram-negative bacteria by 

disrupting bacterial cell membranes(Uthaibutra, Kaewkod, Prapawilai, Pandith, 

& Tragoolpua, 2023). One of the most important components of antibacterial 

action is antimicrobial peptides (AMPs). AMPs are molecules that are successful 

in killing bacteria that contain chains resistant to ordinary antibiotics. Cationic 

AMPs are important components that interact with negatively charged 

phospholipids in bacterial membranes, changing membrane electrochemical 

potentials and leading to bacterial death (Ahmad, Campos, Fratini, Altaye, & Li, 



2020). Royal jelly bioactive compounds that can be categorized as AMPs include 

gelleins, royalicin, MRJPs, royalactin, apisimine aspimine, and Apolipophorin III 

(apoLp-III) analog(Collazo et al., 2021). Jelleins are a class of antimicrobial 

peptides found in royal jelly (Zhou et al., 2021). Natural gelleins can inhibit gram-

positive bacteria, Bacillus subtilis, Micrococcus flavus and Staphyloccocus 

aureus by damaging their cell walls and cell membranes(L. Shen et al., 2012). 

Some MRJPs, such as MRJP 2 and MRJP4, may exhibit broad-spectrum 

antibacterial activity against gram-positive and gram-negative bacteria, fungi and 

yeasts(H. G. Park et al., 2019; M. J. Park et al., 2019). MRJP2, MRJP3, MRJP4, 

MRJP5 and MRJP7 show antibacterial activity against gram-negative E. Coli(H. 

G. Park et al., 2019). It has been reported that Royalisin can strongly inhibit many 

types of gram-positive and gram-negative bacteria (Bílikova, Huang, Lin, 

Šimuth, & Peng, 2015). Glucose oxidase enzyme found in the bee process shows 

antimicrobial activity by catalyzing the oxidation of glucose to oxygen peroxide 

(Crailsheim & Riessberger-Gallé, 2001).  

Antiinflammatory Activity 

The inflammatory process is stimulated by cytokines, adhesion molecules, 

pro-inflammatory enzymes and hormone-like compounds, as well as enzymatic 

breakdown of tissues(Libby, Ridker, & Maseri, 2002). Royal jelly may attenuate 

the inflammatory response by regulating the levels of these inflammatory 

mediators (You et al., 2018).  Royal jelly may help improve the negative effects 

of autoimmune diseases by regulating immunity (Kohno et al., 2004). Fatty acid 

types such as 10-HDA, sebacic acid and 10-HDAA found in the lipid composition 

of royal jelly may exhibit anti-inflammatory activity by suppressing the secretion 

of proinflammatory cytokines such as IL-1, IL-12 and TNF-α (Kobayashi et al., 

2023). Since these cytokines cause inflammation and cytotoxicity, their 

suppression also suppresses inflammation. Compared to other components in 

royal jelly, the fatty acid 10-HDA stands out with its many biological activities 

and also stands out with its anti-inflammatory effects (Ratajczak et al., 2021). In 

mice treated with MRJP3 protein, it was observed that inflammation was 

eliminated by suppressing the production of proinflammatory cytokines (El-

Seedi et al., 2022).  

Antioxidant Activity 

Organic acids in royal jelly form complex compounds with metals, causing 

the effect of total polyphenolic compounds to increase. This contributes to the 

increase in antioxidant activity. The main chemical compounds responsible for 

the antioxidant activity of royal jelly are flavonoids and phenolic compounds, 



which have significant ability to scavenge free radicals (Bagameri et al., 2023). 

Flavonoids found in royal jelly are divided into four main groups as flavanones 

such as hesperetin, isosakuranetin and naringenin, flavones such as acacetin, 

apigenin, chrysin and luteolin glycoside, flavonols such as quercetin, galangin, 

fisetin, isorhamnetin and kaempferol glycosides and isoflavonoids such as 

coumestrol, formononetin and genistein (Nabas et al., 2014). The 10-H2DA 

component stands out in many biological activities of royal jelly as well as in its 

antioxidant activity(Balkanska, Marghitas, & Pavel, 2017). Fatty acids such as 

benzoic acid, octanoic acid, dodecanoic acid, and 2-hexenedioic acid, which 

make up the lipid composition of royal jelly, increase its antioxidant capacity. 

Free amino acids, dipeptide and tripeptide components obtained by hydrolysis of 

royal jelly proteins exhibit significant hydroxyl radical and hydrogen peroxide 

scavenging activities(Chiu et al., 2017; Kocot et al., 2018). MRJPs are potent 

antioxidant proteins with DPPH radical scavenging ability. MRJP-2 acted as a 

cytoprotector by reducing Caspase-3 activity and oxidative stress-induced cell 

apoptosis (M. J. Park et al., 2019). Royal jelly can eliminate cadmium-induced 

genotoxicity and oxidative stress in mice (Çavuşoğlu, Yapar, & Yalçin, 2009). In 

the diet of Sprague-Dawley rats fed with fumonisin (200 mg/kg), a mycotoxin 

produced by mold fungi, and royal jelly for three weeks, royal jelly alleviated the 

harmful effects of fumonisin by improving glutathione peroxidase formation (H. 

Guo, Kouzuma, & Yonekura, 2009; Martinello & Mutinelli, 2021). In radiation-

induced lung and liver injury in Sprague-Dawley rats, royal jelly was effective in 

reducing oxidative stress and increasing antioxidant properties (Karadeniz et al., 

2011).  

Effect on Wound Healing 

The wound healing process is completed in four phases: hemostasis, 

inflammation, proliferation, maturation and remodeling. In vivo and in vitro 

studies show that royal jelly plays an important role in the wound healing process 

(Majd, Khorasgani, Zaker, Khezri, & Veshareh, 2022; Parhizkari et al., 2023; 

Pasupuleti, Sammugam, Ramesh, & Gan, 2017; Saadeldin et al., 2023; Tan et al., 

2023) Royal jelly dressing is an effective technique for treating diabetic foot 

ulcers (Vazhacharickal, 2021). It achieves this effect by expanding the blood 

vessels around the wound, increasing the blood flow rate and preventing the 

wound from being infected by microorganisms in the environment (Cihan, 

ÖZTÜRK, & Gokalp, 2013). Royal jelly activity shortened the time required for 

healing of exfoliated skin lesions in streptozotocin-induced diabetic rats(Y. Lin 

et al., 2020; Majd et al., 2022). Oral treatment with royal jelly can enhance the 

wound healing process in diabetic mice(Taniguchi et al., 2003). The positive 



effects of royal jelly in the treatment of inflammatory wounds in the mouth caused 

by the side effects of chemoradiotherapy in patients with head and neck cancer 

have been demonstrated in in vivo experimental studies (Daugėlaitė, Užkuraitytė, 

Jagelavičienė, & Filipauskas, 2019; Severo et al., 2022; Suemaru et al., 2008). 

The demonstration that MRJPs, the basic proteins in royal jelly, can provide cell 

proliferation in humans clearly demonstrates its wound healing effectiveness 

(Chen, Xin, Qian, Yu, & Shen, 2016). MRJPs have important biological effects 

on cell proliferation and wound healing. A protein fraction containing MRJP2, 

MRJP3 and MRJP7 accelerates wound healing by inducing proliferation and 

migration of human epidermal keratinocytes(Lin et al., 2019). Additionally, 

certain peptide regions of MRJP3 contribute to wound healing by directly 

enhancing cell growth and wound repair(Renard, Gueydan, & Aron, 2022). It has 

been reported that the defensin-1 peptide found in royal jelly will cause an 

increase in the expression of matrix metalloproteinase-9 (MMP9) and the 

migration of keratinocytes, which are the components responsible for keratin 

production (Bucekova et al., 2017). This results in increased cell renewal and an 

acceleration of the wound healing process. 10-HDA contributes to the wound 

healing process by supporting the fibroblast tissue of the collagenous matrix, 

which is the cell responsible for the production of collagen protein, which is the 

main substance of connective tissue and has a function in wound 

healing(Kotronoulas et al., 2021).  

Antihypercholesterolemic Activity  

Dyslipidemia is a high risk factor for cardiovascular disease, which is 

worsened by poor eating habits (Tsigos et al., 2008). Administration of royal jelly 

to patients has been associated with a significant reduction in total blood lipids 

and cholesterol levels (Chiu et al., 2017). The use of royal jelly as a food 

supplement has been reported to reduce low-density lipoprotein levels, total 

serum lipid levels, and total cholesterol (Kamakura, Moriyama, & Sakaki, 2006). 

Additionally, a study conducted on rats reported that royal jelly reduced plasma 

triglyceride and insulin levels (Zamami et al., 2008).After consuming 3.15 g of 

royal jelly per day for 12 weeks, there was a further improvement in the level of 

dehydroepiandrosterone sulfate hormone and a decrease in serum total 

cholesterol concentration(Chiu et al., 2017). Royal jelly contains bile acid 

binding proteins that can induce hypocholesterolemic effect(Chiu et al., 2017). 

MRJP-1 protein interacts with bile acids and increases the excretion of bile acids 

and cholesterol in the feces, thus contributing to the lowering of cholesterol 

(Kashima et al., 2014). MRJP1 may inhibit bile acid reabsorption, which may 

lead to lower blood cholesterol levels(Viuda-Martos, Pérez-Alvarez, & 



Fernández-López, 2017).  It was reported that antioxidants in royal jelly may 

contribute to hypolipidemic effects. (Asgari, Asle-Rousta, & Sofiabadi, 2017). 

Aging and Impact on Memory 

With aging, there is an increase in neuropsychiatric disorders such as 

Alzheimer's and depression due to decreased cell proliferation, new lymphocyte 

and cytokine production (Bouamama, Merzouk, Latrech, Charif, & Bouamama, 

2021; Calder, Carr, Gombart, & Eggersdorfer, 2020; Xin et al., 2016). Aging is 

associated with a decline in cognitive functions. This is the most dangerous factor 

that causes neurodegenerative diseases (Kumari & Jat, 2021). In humans, it has 

been reported that royal jelly intake can significantly delay age-related motor 

dysfunction(Ji, Zhang, Wei, & Hu, 2016; Moraru et al., 2024). Royal jelly 

increases the lifespan of queen honey bees and several other species(Fratini et al., 

2016). Royal jelly has anti-aging and brain health protective activities thanks to 

its effects such as regulation of neurotransmission, improvement of memory, 

neuroprotection, regulation of neurotrophins, protection against oxidative stress, 

reduction of apoptosis, etc (Karimi et al., 2024; Raoufi, Salavati, Komaki, 

Shahidi, & Zarei, 2023; Zamani, Reisi, Alaei, & Pilehvarian, 2012). 10-HDA, the 

most abundant fatty acid in royal jelly, is used to increase lifespan in C. Elegans 

(Honda et al., 2011). Royal jelly promotes cellular proliferation in vitro by 

increasing PBMCs proliferation and cytokine release (Natarajan et al., 2021). 

Regular consumption of royal jelly has been reported to extend the life of 

creatures such as bees, crickets, nematodes and mice (X. Wang, Cook, Grasso, 

Cao, & Dong, 2015). MRJPs contained in royal jelly increased the lifespan of 

Drosophila by supporting the anti-epidermal growth factor receptor (EGFR)-

mediated signaling pathway (Qiu et al., 2020; Xin et al., 2016). In a study in 

which human embryonic lung fibroblast cell line (HFL-I) was treated with 

different concentrations of MRJP, positive effects of MRJPs on cell proliferation, 

senescence and telomere length were reported (Liu et al., 2023). Royalactin 

(MRJP1), a glycoprotein from royal jelly, extends the lifespan of C. elegans by 

promoting epidermal growth factor (EGF) and its receptors signaling (Detienne, 

De Haes, Ernst, Schoofs, & Temmerman, 2014). MRJPs can improve spatial 

memory ability of aged rats by affecting cysteine, taurine and energy metabolism 

(Chen, Liu, Wan, Lai, & Shen, 2017). MRJP proteins increase the production of 

neuroprotective molecules such as cysteic acid in aged rats. Royal jelly 

(administered at a dose of 100 mg/kg body weight for 56 days) has been shown 

to prevent fluoride-induced brain damage through antioxidant effects (Aslan et 

al., 2023). Royal jelly has been reported to reduce skin pigmentation in mice 

(Peng ChiChung, Sun HuiTzu, Lin IPing, Kuo PingChung, & Li JenChieh, 2017). 



Royal jelly may act as a protective agent against skin aging. It is also possible 

that it can prevent skin aging. 10-H2DA and 10-HDA may have the potential to 

protect skin against ultraviolet (uvβ)-induced photoaging by improving collagen 

production (Park et al., 2011; Vazhacharickal, 2021). Control of collagen 

metabolism is important not only for cosmetic purposes but also for therapeutic 

applications. During natural aging, a decrease in collagen due to estrogen 

deficiency results in decreased skin elasticity. The skin level of type I procollagen 

protein is improved by administering 1% royal jelly to estrogen-free female 

Sprague-Dawley rats(Bălan et al., 2020). This suggests that taking royal jelly as 

a supplement after menopause may improve the natural aging process of the skin. 

Effect On Reproduction 

Royal jelly increases sperm quality in men, while it increases fertility in 

women by improving the quality of the ovaries (Ahmadnia, Sharifi, Alizadeh, 

Roohani, & SAFARI, 2015). Royal jelly has been shown to improve levels of 

male hormones, sperm count, motility, and reduce damage to the reproductive 

tract (Al-Sanafi, Mohssin, & Abdulla, 2007; Temamogullari, Aral, & Yilmaz, 

2018). Royal jelly improved sperm count, live sperm percentage, testosterone 

levels, glutathione and malondialdehyde levels (El Helew, Hamed, Moustafa, & 

Sakkara, 2024). Royal jelly has been shown to protect spermatozoa and increase 

their motility during the freezing process (Shahzad et al., 2016). A study 

conducted on male rabbits has shown that the use of royal jelly has positive 

effects on libido, blood testosterone, sperm production and quality, and plasma 

total proteins (El-Hanoun, Elkomy, Fares, & Shahien, 2014). Long-term royal 

jelly feeding halted the age-related decline in testicular function in male hamsters 

and increased testosterone levels and spermatogenesis [108]. It has been reported 

that 4 weeks of treatment with royal jelly protects the testicular structure from the 

harmful effects of diabetic oxidative stress (El Helew et al., 2024). Simultaneous 

administration of royal jelly and cod liver oil may improve sperm characteristics 

under heat stress conditions (Mahdivand, Najafi, Nejati, Shalizar‐Jalali, & 

Rahmani, 2019). Royal jelly administration improves fertility parameters by 

promoting follicular growth and ovarian hormones in immature female rats 

(Ghanbari, Khazaei, Khazaei, & Nejati, 2016). Oral and intramuscular 

administration of royal jelly with exogenous progesterone improves estrus effect 

and pregnancy rate in awassi sheep (Husein & Kridli, 2002). Royal jelly has an 

estrogenic response in in vivo and in vitro models by altering gene expression 

and cell proliferation through interaction with estrogen receptors (Mishima et al., 

2005). Royal jelly improved memory impairment in ovariectomized (OVX) rats.  

With its estrogen-like activity, royal jelly may help reduce postmenopausal 



symptoms by alleviating postmenopausal osteoporosis in women (Aydın, Atar, 

& Pirgon, 2021; Sharif & Darsareh, 2019) Consuming royal jelly is supportive in 

alleviating premenstrual syndrome (Taavoni, Barkhordari, Goushegir, & 

Haghani, 2014).  

Anticancer Activity 

The anticancer activities of royal jelly have been investigated in in vitro 

studies on many tumor cells including Ehrlich Solid Carcinoma, Ehrlich Ascites 

Carcinoma, lymphosarcoma (6C3HED), sarcoma 180, AKR mouse leukemia, 

Lymphatic L1210 and P388 leukemia cells (Attia, Gabry, & Othman, 2007; 

Oršolić, Sacases, Sert, & Bašić, 2007). Royal jelly is known to exhibit anticancer 

potential by inhibiting tumor growth and metastasis (Peng, Sun, Lin, Kuo, & Li, 

2017). E2 regulates the proliferation of lymphocytes and inhibits the tumoricidal 

activity of normal macrophages. Ehrlich asit tümörü olan farelerde arıtılmış 

tedavi yöntemi, prostaglandin E2'yi azaltarak kemik iliği kan listesi yapımını 

iyileştirerek yaşam süresini uzatabilir (Bincoletto, Eberlin, Figueiredo, Luengo, 

& Queiroz, 2005). A mixture containing royal jelly has been observed to have a 

cytotoxic effect on human glioblastoma multiforme brain tumor (Borawska et al., 

2014). Royal jelly plays a role in reducing the cytotoxic effects of the 

chemotherapeutic drug doxorubicin on prostate cancer cell line (PC3) 

(Abandansari et al., 2018). Cases of synergistic effects of royal jelly and 

chemotherapy drugs have been reported. Royal jelly affects N-acetylation and 

inhibits the metabolism of 2-aminofluorene metabolites in human liver tumor cell 

line and reduces 2-aminofluorene in human hepatocellular carcinoma (J5) cells 

in a dose-dependent manner(Premratanachai & Chanchao, 2014). Bisphenol A is 

an endocrine disruptor with a weak binding affinity to estrogen receptors, which 

adversely affects human health, especially in women (Kwon, 2022). Raw royal 

jelly stops the damage caused by bisphenol a, which causes the growth of human 

breast cancer cells (Nakaya et al., 2007). Royal jelly treatment of the 4T1 breast 

cancer mouse model reduced tumor weight (Zhang, Shao, Geng, & Su, 2017). 

Royal jelly inhibited tumor-induced angiogenesis. It stimulated the immune 

response by increasing the production of T lymphocytes, which play a role in 

eliminating viruses and tumor cells (Vucevic et al., 2007). Royal jelly may have 

inhibitory effect on tumor growth and metastasis in the liver and lung (Kimura, 

2008). Lipophilic extract of royal jelly can inhibit the proliferation of human 

neuroblastoma (SH-SY5Y) cells and exhibit antiproliferative effect on human 

glioblastoma (U373) (Gismondi, Trionfera, Canuti, Di Marco, & Canini, 2017; 

Ozek, 2024). Lipophilic extracts of royal jelly exhibit antitumor effects by 

slowing the growth of human neuroblastoma (Gismondi et al., 2017). RJP30 



protein fraction showed 50% cytotoxic effect in hela cells (Kimura, 2008). 

Anticancer activity in Lewis lung carcinoma and colorectal adenocarcinoma cells 

treated with royal jelly has been attributed to 10-HDA. 10-HDA, an inhibitor of 

MMPs, has been shown to have antitumor activity in leukemia and various ascites 

tumors [47,88]. 4-Hydroperoxy-2-decenoic acid ethyl ester, a derivative of 10-

HDA, induced apoptosis of A549 human lung cancer cells (X.-M. Lin et al., 

2020). 3,10-dihydroxydecanoic acid found in royal jelly enhanced tumor 

inhibition by stimulating the maturation and Th1-polarizing abilities of 

monocyte-derived dendritic cells (Salama et al., 2022). Royal jelly MRJP2 

protein and its subtype x1 can promote Caspase-dependent apoptosis and inhibit 

Bcl-2 and p53 expression in Hep G2 cells, which may be a promising strategy 

against hepatic cancer (Abu-Serie & Habashy, 2019). The effects of royal jelly 

were also studied in ehrlich solid and ascites tumors (EST and EAT) (Albalawi 

et al., 2022). Treatment of mice with EST with royal jelly caused a significant 

decrease in the amount of tumor markers such as alpha-fetoprotein (AFP) serum 

level and carcinoembryonic antigen tumors (CAE). Treatment of mice carrying 

EAT with royal jelly increased the number of bone marrow cells and the number 

of cells in the peripheral circulation. Royal jelly treatment caused a decrease in 

the in vitro viability of EAT cells (Attia et al., 2007; Oršolić et al., 2007). 

Antidiabetic Activity 

Long-term royal jelly administration has been shown to inhibit glucose-6-

phosphatase, an important enzyme in hepatic gluconeogenesis, thereby 

improving hyperglycemia (Yoneshiro et al., 2018; Yoshida et al., 2017). In a 

clinical study, serum glucose levels decreased significantly after royal jelly 

administration in healthy individuals (Asgari et al., 2017; Münstedt, Bargello, & 

Hauenschild, 2009). It has been shown that daily consumption of royal jelly (3 g) 

for six months improves glucose tolerance, cognitive and erythropoiesis in 

patients (Elena & de Visser, 2003). Royal jelly contains compounds that are 

functionally and structurally similar to insulin (Pourfard et al., 2023). Royal jelly 

may reduce insulin resistance through its antioxidant effects, as insulin resistance 

is associated with increased levels of oxidative stress (Khazaei, Ansarian, & 

Ghanbari, 2018).  It has been reported that including royal jelly in the diet of 

patients with type 2 diabetes results in an increase in total antioxidant capacity 

and a decrease in insulin resistance [174]. Antioxidant peptides found in royal 

jelly are responsible for insulin resistance (Gohari, Khajehlandi, & Mohammadi, 

2022; Maleki et al., 2019). On the other hand, 10-HDA can improve 

hyperglycemia and insulin resistance by activating PGC-1α expression 

(Watadani et al., 2017). 



Organo-Protective Activity 

Royal jelly stands out for its protective effects on many tissues and organs 

damaged by chemotherapy, especially the liver and kidneys (Almeer, Alarifi, et 

al., 2018; Focak & Suljevic, 2023; Qu et al., 2022). It has been reported that royal 

jelly treatment improves neural functions and protects the brain from oxidative 

damage by causing the regeneration of hippocampal granule cells, which play an 

important role in memory and orientation (Cİhan, Arsav, & Göcen, 2011). In rats 

treated with 300 mg/kg of royal jelly, there was a decrease in the Bax/Bcl-2 ratio 

and an increase in the levels of telomerase enzymes, and an improvement in the 

survival rate of liver, kidney and especially brain cells. Thanks to these anti-

apoptotic effects, organ health-protective effects were observed (Khani-

Eshratabadi et al., 2022). Royal jelly provides a protective effect against cadmium 

exposure-induced nephrotoxicity in mice by facilitating cadmium excretion 

(Almeer et al., 2019). Royal jelly also ameliorated liver cell damage caused by 

exposure to tetrachloromethane, cadmium, and paracetamol (Almeer, Soliman, et 

al., 2018; Tohamy et al., 2022). Moreover, it has been revealed that the 

nephroprotective effect with cisplatin toxicity is provided by the consumption of 

royal jelly (Karadeniz et al., 2011; Osama et al., 2017). Other components in royal 

jelly may have cholesterol-lowering and blood pressure effects (Pan et al., 2019). 

High blood cholesterol is a risk factor for cardiovascular diseases. In this respect, 

it has an indirect protective effect on heart health (H. Guo et al., 2007). Another 

study reported that the use of royal jelly for three months may have a protective 

effect against cardiovascular diseases by reducing total cholesterol and LDL-C 

levels and improving HDL-C levels (Hadi et al., 2018). Royal jelly may help treat 

nonalcoholic fatty liver disease (NAFLD) (Kobayashi et al., 2023). Royal jelly 

could regulate 267 liver genes in mice, of which 148 genes were upregulated and 

119 genes were downregulated (Kamakura et al., 2006). Royal jelly can restore 

antioxidants (SOD, CAT, GSH) and MDA in the liver and alleviate liver damage 

by reducing AST, ALT levels (Cemek et al., 2010).  

TOXIC/SIDE EFFECTS 

Royal jelly is a natural product that is considered safe and has a wide 

pharmacological effect due to its rich bioactive component content, and is 

important for the cosmetics, food and health industries. Like all natural products, 

improper use of royal jelly can have harmful effects on health. Excessive use, use 

with certain drugs and use in certain diseases can lead to toxic effects. In addition, 

some components found in royal jelly can cause side effects such as allergic 

reactions in some individuals. MRJP1, MRJP2 and MRJP3, which are among the 

basic proteins of royal jelly, have been identified as allergens (Hata et al., 2020; 



Mizutani et al., 2011). Royal jelly can cause contact dermatitis, gastrointestinal 

problems, hemorrhagic colitis, allergic rhinitis, acute asthma, intestinal bleeding, 

respiratory stress, eczema and skin rashes, atopy, anaphylactic shock and even 

death due to the presence of major allergens MRJP-1 and MRJP-2 (Katayama, 

Aoki, & Kawana, 2008; Laporte, Ibanez, Vendrell, & Ballarin, 1996; Peacock, 

Murray, & Turton, 1995; Torrijos et al., 2016). Individuals with a history of 

allergic disease should be careful when consuming royal jelly products (Hata et 

al., 2020). It may be unsafe for babies, young children, pregnant and 

breastfeeding women and people who are allergic to bee stings or other bee 

products such as honey, propolis, or pollen to use royal jelly (Thien et al., 1996). 

Application of royal jelly may lead to inflammation of nerves in cultured PC12 

neuroendocrine cell line (Hattori, Nomoto, Fukumitsu, Mishima, & Furukawa, 

2007).  

CONCLUSION 

Royal jelly is a natural product secreted from the glands of nurse honey bees 

and used for the nutrition of queen bees and larvae. Rich in bioactive compounds 

such as proteins, peptides, essential fatty acids, phenolics and flavonoids, royal 

jelly has many biological activities, including immunomodulatory, antimicrobial, 

anticancer, antihypertensive and antidiabetic effects. Royal jelly also plays a 

supporting role in many biological processes such as wound healing, tissue 

regeneration, energy metabolism and memory. Royal jelly, which is also effective 

against multidrug-resistant bacteria, also provides potential benefits in the fight 

against pathogens such as Sars-Cov-2 virus. With these aspects, royal jelly is 

widely used in medical, cosmetic and industrial applications. The biological 

activities of royal jelly come from various bioactive substances such as proteins, 

essential fatty acids, peptides, minerals and phenolics. The main components 

responsible for biological activity are 10-HDA and MRJP proteins, known as 

queen bee acid. It has been stated that royal jelly can cause allergic reactions in 

some people and its use should be limited in certain diseases or conditions.  

The study detailed the biological effects of the bioactive components of royal 

jelly and explained its benefits on human health. Studies have shown that royal 

jelly is a versatile natural product that offers a wide range of effects that support 

health with its bioactive components. In order to fully benefit from the potential 

health benefits of royal jelly, standardization of the components it contains, 

quality control, increased research on preclinical and clinical applications, and 

determination of safe doses are necessary. In addition, toxicity profiles, drug 

interactions, and side effects should be examined in detail and situations where 

use or dose should be limited should be clearly determined. Thus, the safe use of 

this natural product with high therapeutic potential can be ensured. 
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INTRODUCTION 

In holometabolous insects, numerous significant physiological changes occur 

during metamorphosis, transitioning from the actively feeding larval stage to the 

immobile pupal stage and eventually to the sexually reproductive adult stage. 

(Meylaers et al., 2007).  Research studies have identified significant qualitative 

and quantitative changes in protein and hormone levels during both larval and 

pupal stages, in addition to morphological differentiation. (Beetz et al., 2008, 

Kanost et al., 1990; Riddiford, 1991).  Furthermore, various studies in the 

literature have documented changes in both the quantity and morphology of 

hemocytes, referred to as insect blood cells, during metamorphosis (Beetz et al., 

2008, Jalali and Salehi 2008, Gardiner and Strand, 1999). 

Insects possess a robust natural immune system against microbes, parasitic 

organisms, and a wide range of macroorganisms. Pathogens and parasites that 

breach the insect's physiochemical barriers and enter the body cavity are met with 

immune responses triggered by the insect's recognition of non-self entities. In 

insect immunity, two main components are distinguished: humoral immunity and 

cellular immunity. Humoral immunity encompasses the synthesis of 

antimicrobial peptides and various effector molecules by fat body or hemocytes, 

leading to their release into the insect hemolymph, as well as melanization 

responses resulting from phenoloxidase activity around foreign particles and 

clotting of hemolymph for wound healing. Cellular immune responses involve 

defense reactions executed by hemocytes, such as encapsulation, nodulation, and 

phagocytosis (Lavine and Strand, 2002, Strand and Pech, 1995).  In insects, 

hemocytes can vary in morphology, type, and number from species to species, as 

well as exhibit differences across the physiological states and developmental 

stages of the insect. Classification schemes are available in the literature to 

facilitate their identification, taking into account these variations (Jones and 

Gupta 1979, Strand, 2008). The most commonly identified hemocyte types in the 

Lepidoptera order, which includes the greater wax moth G. mellonella, are 

prohemocytes, plasmatocytes, granulocytes, oenocytoids, and spherulocytes, 

based on their histological, morphological, and functional characteristics (Senior 

and Titball 2020, Lu and Zang 2022).  Although there are various approaches to 

the formation and differentiation of insect hemocytes, the general consensus is 

that prohemocytes differentiate into plasmatocytes in hematopoietic organs. 

Afterward, other hemocyte types differentiate from plasmatocytes, and the 

populations of hemocytes in the hemolymph are maintained through ongoing cell 

divisions (Ribeiro and Brehelin 2006, Ling and Yu 2006).   



 The most definitive way to elucidate cellular immunity in insects is to 

determine the total and different types of hemocytes circulating in the 

hemolymph and to assess the magnitude of the encapsulation response against a 

specific antigen. Studies demonstrating hemocyte counts and behaviors are often 

conducted during the larval stage across different insect species, while studies 

specifically focusing on pupal encapsulation responses are limited in number 

(Lavine and Strand 2002).  Changes in hemocyte counts at different stages of 

development have been documented in several studies across various insect 

orders. (Beetz et al., 2004, 2008, Jalali and Salehi, 2008, Gardiner and Strand, 

1999,2000, Lanot et al., 2001).  The changes in hemocyte counts and behaviors 

during metamorphosis are crucial for determining the period of lowest immunity 

in combating harmful insects. Therefore, in this study, focusing on G. mellonella, 

a well-known harmful moth species among beekeepers, total and different 

hemocyte counts, mitotic index of hemocytes, and encapsulation behaviors of 

hemocytes were determined and statistically compared during the larval and 

pupal stages. 

2. MATERIALS AND METHODS 

2.1. Establishment of Insect Cultures 

Laboratory colonies of the greater wax moth G. mellonella were established 

using combs obtained from beehives in the Balıkesir region. Throughout the 

culture maintenance and all experimental procedures, environmental conditions 

were maintained at 28 ± 1°C temperature, 60 ± 5% relative humidity, and a 12:12-

hour (Light:Dark) photoperiod in the laboratory. Natural darkened combs were 

used for successive cultures to feed the larvae and allow oviposition by adult 

females. Two females and two males were introduced into 1-liter jars containing 

some comb pieces to maintain the culture. Larvae of G. mellonella obtained in 

this manner were transferred to jars containing folded paper to pupate. The final 

instar larvae and resulting pupae were utilized for both the continuation of insect 

culture and experimentation. Additionally, when rapid production of G. 

mellonella cultures and obtaining pupae were necessary, incubators set at 30-

35°C were utilized. 

2.2 Total hemocyte counts in larval and pupal stages of  

G. mellonella 

For the determination of total hemocyte counts in the pupal stage of G. 

mellonella, pupae were punctured in the abdominal region to obtain hemolymph. 

4 µl hemolymph was collected with a microcapillary tube (Sigma), which was 



then transferred to Eppendorf tubes containing 20 µl of anticoagulant solution 

(0.098 M NaOH, 0.186 M NaCl, 0.017 M Na2EDTA, and 0.041 M citric acid, 

pH = 4.5) and kept on ice. Subsequently, 10 µl of the diluted hemolymph 

suspension was loaded onto a Neubauer hemocytometer (Improved Neubauer 

Hemocytometer; Superior, Germany) using a micropipette. 

In the larval stage, hemolymph samples were obtained from the first hind leg 

using a microcapillary tube. Collected 4 µl of hemolymph was diluted in 36 µl of 

anticoagulant solution, resulting in a 1:10 dilution, and then loaded onto the 

Neubauer hemocytometer. The hemocytes were counted under an Olympus light 

microscope, and the hemocyte count was determined per milliliter of hemolymph. 

For the determination of total hemocyte counts in both larval and pupal stages, 

15 larvae and 15 pupae were used in each replicate, and all experiments were 

repeated three times. 

2.3. Differential Hemocyte Counts and Mitotic Index in G. mellonella 

Larval and Pupal Stages 

To determine the different hemocyte counts and mitotic index in G. mellonella 

larvae and pupae, the larvae and pupae were first wiped with 95% ethanol. 

Hemolymph was collected by puncturing the abdominal part of the pupae and the 

first rear leg of the larvae with a dissection needle, and 5 µl of hemolymph was 

obtained using a microcapillary tube. The hemolymph was spread onto slides 

cleaned with alcohol and left to dry. After drying, the slides were placed in 

methanol for 5 minutes and then dried again. To identify different hemocytes, 

these slides were stained with freshly prepared Giemsa stain solution. 

Preparations were left in the stain solution for 10 minutes for pupal hemolymph 

and 15 minutes for larval hemolymph. The slides were then washed with distilled 

water, passed through PBS, and left to dry. The dried preparations were examined 

under a light microscope at 1000x magnification. 

2.4. In Vivo Encapsulation in G. mellonella Larval and Pupal Stages 

In studies comparing the encapsulation behaviors of G. mellonella larval and 

pupal hemocytes, Sephadex DEAE A-25 (40-120 µm) beads were selected as the 

encapsulation material. To facilitate the detection of beads within the insect body 

cavity, they were stained with a 1% Coomassie Blue solution (Brilliant Blue G 

Sigma) prepared in PBS. After 1 hour, the supernatant was removed from the dye 

solution, and the beads were washed with PBS. From the stock bead solution 

containing 15-20 Sephadex A-25 beads, 10 µl was drawn using a Hamilton 

microinjector (50 µl capacity with a 22 gauge needle) and injected into the host 



larvae and pupae. At 4 and 24 hours post-injection, G. mellonella larvae and 

pupae were dissected under a stereo microscope, and the extracted beads were 

transferred onto slides containing PBS for microscopic examination. The 

obtained beads were categorized into three different groups as non-encapsulated, 

weakly encapsulated, and strongly encapsulated, as described in previous studies. 

2.5. Statistics 

The experimental results were compared using one-way analysis of variance 

(ANOVA). Differences between means were determined using Tukey's Honestly 

Significant Difference (Tukey HSD) tests. SPSS statistical software was used for 

data analysis. Percentage values were normalized by taking the arcsine square 

roots, but results were presented as percentages. The results were found to be 

significant at P < 0.05. 

3. RESULTS AND DISCUSSION 

The total hemocyte counts detected in the larval and pupal stages of G. 

mellonella are presented in Table 1. In G. mellonella larvae, the total hemocyte 

count was found to be an average of 16.92 x 106 cells/ml, while in the pupal stage, 

this count decreased to 10.91 x 106 cells/ml. This difference in total hemocyte 

counts between the larval and pupal stages was found to be statistically 

significant. 

Table 1. Total hemocyte counts in the circulation of G. mellonella larva and pupa  (x106 

cell/ml) 

Phase 

Total hemocyte counts 

(x106 cell /ml) 

N Min. – Max.             (Mean ± SE) # 

Larva 45 8.40 – 37.40 16.92 ± 0.9 a 

Pupa 45 2.70 – 24.50 10.91 ± 0.7 b 

#Each represents the mean total hemocyte count for 45 larvae and pupae.  *Values within the same 
column bearing different letters (a-b) indicate a statistically significant difference (P < 0.05). 

Reductions in total hemocyte counts during the transition from the larval to 

the pupal stage have been observed in various studies (Jalali and Salehi 2008). 

The decrease in hemocyte counts during the pupal stage may be due to the 

adhesion of hemocytes to different organs. In G. mellonella, hemocytes are 

classified as granulocytes, plasmatocytes, spherulocytes, prohemocytes, and 

oenocytoids. However, when determining different hemocyte counts in the larval 



and pupal stages, hemocytes were categorized as granulocytes, plasmatocytes, 

and others. No difference was observed in the different hemocyte counts between 

the larval and pupal stages (Table 2). The evaluation of preparations made from 

the larval hemolymph of G. mellonella revealed that the proportion of hemocytes 

in mitosis was 2.16%. In the pupal stage, this proportion was calculated as 1.44%. 

The decrease in the mitotic index observed in the pupal stage compared to the 

larval stage was significant (Table 3). In Lepidoptera, circulating hemocytes are 

released from the hematopoietic organ, and the mitotic division of existing 

circulating hemocytes also contributes to this process (Liu and Wang 2017, Wang 

and Zhang 2020). Our results are consistent with findings in B. mori and E. 

Declarata, where approximately 1-8% of circulating hemocytes are normally in 

the mitotic phase (Nakahara et al., 2009) 

Following the injection of Sephadex A-25 beads in G. mellonella, 46.2% of 

the beads dissected from the larvae 4 hours after the injection were strongly 

encapsulated, while this rate was calculated to be 10.2% in the pupal stage (Table 

4). In the 24-hour period following the injection, this rate increased to 84.8% in 

the larvae, whereas it was found to be 48.5% in the pupal stage. The strong 

encapsulation response observed in the larval stage during the 4 and 8-hour 

periods was statistically significant. The encapsulation response observed at 24 

hours after the injection was stronger compared to the response at 4 hours in both 

the larval and pupal stages (P<0.05). 

In our study, the total hemocyte count and mitotic index were found to be 

higher in the larval stage compared to the pupal stage, and the encapsulation 

behavior of hemocytes occurred faster and more robustly in the larval stage 

compared to the pupal stage. This suggests that cellular defense responses are 

weaker in the pupal stage, which lacks feeding and movement activity. 

  



Table 2. Differential hemocyte counts (DHC) in the larval and pupal stages of G. mello-

nella (cells / 1000) 

Hemocyte 

Type 
Phase 

DHC 

(cells / 1000) 

N Min. – Max. (Mean ± SE) # 

Granulocyte 
Larvae 12 545 – 689 589.0 ± 11.1a 

Pupa 12 478 – 633 574.3 ± 10.9a 

Plasmatocyte 
Larvae 12 297 – 444 400.3 ± 11.5a 

Pupa 12 358 – 506 415 ± 10.3a 

Others  
Larvae 12 6 – 17 10.7 ± 1.1a 

Pupa 12 6 – 19 10.8 ± 1.2a 

# Each column represents the mean granulocyte, plasmatocyte, and other hemocyte counts 

for 12 larvae and pupae.*Values sharing the same letter within the same column are not 

statistically different (P > 0.05). 

Table 3. Circulating mitotic hemocyte counts (cells / 100) in the larval and pupal stages 

of G. mellonella. 

Phase 

Mitotic Index 

(cells /100) 

N Min. – Max. (Mean ± SE) # 

Larva 9 7 – 15 2.16 ± 0.9 a 

Pupa 9 4 – 11 1.44 ± 0.8 b 

# Each shows the mean mitotic hemocyte counts of 9 larvae and pupae. *Values sharing 

the same letter within the same column are not statistically different (P > 0.05). 

The study of insect metamorphosis, particularly in species undergoing 

complete metamorphosis, reveals significant transformations across the larval, 

pupal, and adult stages. This process is not only morphological but also involves 

profound changes in immune function, which are crucial for pest management 

strategies. Insects like G. mellonella exhibit distinct morphological changes 

throughout their life cycle. Our observations indicate that during the transition 

from larva to pupa, there is a notable reduction in total hemocyte counts, which 



are critical for immune responses. While the total number of hemocytes decreases 

during this transition, the diversity of hemocyte types remains relatively stable. 

This suggests that although the immune capacity may be compromised during the 

pupal stage, the types of cells involved in immunity do not drastically change. 

The immune system of insects undergoing complete metamorphosis is highly 

dynamic. For instance, studies on other species such as Brithys crini and Apis 

cerana have shown that their intestinal structures and gut microbiota adapt 

significantly during metamorphosis to enhance resistance against pathogens. In 

G. mellonella, we found that encapsulation rates, an indicator of cellular 

immunity were lower in the pupal stage compared to the larval stage. This decline 

in encapsulation efficiency may reflect a temporary vulnerability during 

metamorphosis when tissues undergo extensive remodeling. 

Understanding the molecular mechanisms underlying the immune 

transformations in insects can facilitate the development of effective 

biopesticides. By identifying critical genes or proteins involved in immunity 

during the larval-to-adult transition in G. mellonella, researchers can better target 

pest management strategies. For instance, leveraging knowledge about how 

immune responses change can inform the timing and application of biological 

control agents such as entomopathogens or natural enemies which rely on these 

immune systems for efficacy. 

The findings regarding hemocyte dynamics and immune system changes 

during metamorphosis highlight crucial aspects of insect biology that can be 

exploited for pest management. As we deepen our understanding of these 

processes, particularly in economically significant pests, we pave the way for 

innovative strategies that could mitigate their impact on agriculture. This 

discussion underscores the importance of integrating developmental biology with 

immunology to enhance pest control measures effectively. Further research into 

these interconnected systems will be essential for advancing agricultural practices 

and ensuring sustainable pest management solutions. 

 

 

 

 

  



Table 4. Proportions of non-encapsulated, weakly encapsulated, and strongly encapsula-

ted hemocytes in the larval and pupal stages of G. mellonella (%) 

Phase 

Number 

of Beads 

Recove-

red 

      Non-Encapsulated       Weakly Encapsulated        Strongly Encapsulated 

Larva 

4s 24s 4s 24s 4s 24s 4s 24s 

12 11 1 (%8,3) 0 (%0,0) 5 (%41,7) 0 (%0,0) 6 (%50,0) 11 (%100,0) 

10 14 0 (%0,0) 0 (%0,0) 5 (%50,0) 2 (%14,3) 5 (%50,0) 12 (%85,7) 

9 8 1 (%11,1) 0 (%0,0) 3 (%33,3) 2 (%25,0) 5 (%55,6) 6 (%75,0) 

12 11 0 (%0,0) 0 (%0,0) 6 (%50,0) 2 (%18,2) 6 (%50,0) 9 (%81,8) 

13 12 0 (%0,0) 0 (%0,0) 3 (%23,1) 0 (%0,0) 10 (%76,9) 12 (%100,0) 

12 12 2 (%16,7) 0 (%0,0) 4 (%33,3) 2 (%16,7) 6 (%50,0) 10 (%83,3) 

11 8 0 (%0,0) 0 (%0,0) 10 (%90,9) 0 (%0,0) 1 (%9,1) 8 (%100,0) 

12 12 1 (%8,3) 0 (%0,0) 7 (%58,3) 1 (%8,3) 4 (%33,3) 11 (%91,7) 

8 12 0 (%0,0) 1 (%8,3) 3 (%37,5) 2 (%16,7) 5 (%62,5) 9 (%75,0) 

9 9 1 (%11,1) 1 (%11,1) 3 (%33,3) 2 (%22,2) 5 (%55,6) 6 (%66,7) 

11 12 0 (%0,0) 0 (%0,0) 8 (%72,7) 0 (%0,0) 3 (%27,3) 12 (%100,0) 

10 10 2 (%20,0) 2 (%20,0) 4 (%40,0) 3 (%30,0) 4 (%40,0) 5 (%50,0) 

13 13 3 (%23,1) 1 (%7,7) 6 (%46,2) 2 (%15,4) 4 (%30,8) 10 (%76,9) 

10 9 2 (%20,0) 0 (%0,0) 4 (%40,0) 0 (%0,0) 4 (%40,0) 9 (%100,0) 

8 14 0 (%0,0) 2 (%14,3) 3 (%37,5) 0 (%0,0) 5 (%62,5) 12 (%85,7) 

 

 

 

 

 

 

 

 

 

(Ort±SH)# 

 

 %7,8 ± 2,2a %4,1±1,7a %45,9± 4,4a %10,9±2,7a %46,2±4,3a %84,8 ± 3,7a 

 

 

 

 

 

 

 

 

 

Pupa 

10 8 0 (%0,0) 0 (%0,0) 6 (%60,0) 4 (%50,0) 4 (%40,0) 4 (%50,0) 

9 11 0 (%0,0) 2 (%18,2) 9 (%100) 5 (%45,5) 0 (%0,0) 4 (%36,4) 

8 14 1 (%12,5) 1 (%7,1) 7 (%87,5) 8 (%57,1) 0 (%0,0) 5 (%35,7) 

12 12 2 (%16,7) 1 (%8,3) 10 (%83,3) 9 (%75,0) 0 (%0,0) 2 (%16,7) 

10 15 1 (%10,0) 1 (%6,7) 9 (%90,0) 5 (%33,3) 0 (%0,0) 9 (%60,0) 

8 8 1 (%12,5) 0 (%0,0) 7 (%87,5) 0 (%0,0) 0 (%0,0) 8 (%100) 

13 14 1 (%7,7) 1 (%7,1) 12 (%92,3) 5 (%35,7) 0 (%0,0) 8 (%57,1) 

11 12 1 (%9,1) 0 (%0,0) 9 (%81,8) 5 (%41,7) 1 (%9,1) 7 (%58,3) 



*Values sharing the same letter within the same column are not statistically different (P 

> 0.05). 

  

8 9 0 (%0,0) 0 (%0,0) 6 (%75,0) 6 (%66,7) 2 (%25,0) 3 (%33,3) 

7 11 1 (%14,3) 1 (%9,1) 5 (%71,4) 3 (%27,3) 1 (%14,3) 7 (%63,6) 

7 10 0 (%0,0) 2 (%20,0) 4 (%57,1) 4 (%40,0) 3 (%42,9) 4 (%40,0) 

8 10 0 (%0,0) 0 (%0,0) 7 (%87,5) 5 (%50,0) 1 (%12,5) 5 (%50,0) 

10 11 0 (%0,0) 0 (%0,0) 10 (%100) 4 (%36,4) 0 (%0,0) 7 (%63,6) 

10 11 1 (%10,0) 0 (%0,0) 8 (%80,0) 9 (%81,8) 1 (%10,0) 2 (%18,2) 

9 11 0 (%0,0) 1 (%9,1) 9 (%100) 5 (%45,5) 0 (%0,0) 5 (%45,5) 

         

(Ort±SH)#   %6,2 ± 2b %5,7±1,7b %83,5 ± 3,4b %45,7±5b %10,2±3,8b %48,5±5,3b 
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In the realm of physical sciences and mechanics, one of the most crucial types 

of transformations are those that preserve distances transformations that leave the 

structure of space unchanged. These are known as rigid motions, and they serve 

as the foundation for describing the motion of rigid bodies. The identity 

transformation, which leaves everything unchanged, is a prime example of a rigid 

motion. Even more fascinating, the composition of rigid motions results in 

another rigid motion.  

In the case of Euclidean space, this group of rigid motions is called the 

Euclidean group. Every rigid motion within this group is essentially a 

combination of two key components: a linear transformation and a translation. 

The focus of our discussion lies in the linear transformation part, which is of 

particular interest. This component is an orthogonal transformation, and it plays 

a critical role in understanding the behavior of rigid bodies in motion.  

Consider an 𝑛 × 𝑛 matrix 𝑅 with real entries that satisfies the condition: 

𝑅𝑇𝑅 = 𝑅𝑅𝑇 = 𝐼 

where 𝐼 is the identity matrix of order 𝑛. This condition tells us that 𝑅 is an 

orthogonal matrix in 𝐸𝑛, meaning that the transpose of 𝑅 is also its inverse. As a 

result, orthogonal matrices preserve lengths, which is a key property for rigid 

motions, as they do not distort the space they act upon. 

What makes orthogonal matrices particularly fascinating is that they form a 

group under matrix multiplication and taking inverses. This group is called the 

orthogonal group, denoted 𝑂(𝑛). The elements of this group represent all possible 

rigid motions that preserve the geometry of space. 

But the story doesn’t end there. The orthogonal group 𝑂(𝑛) is not just an 

abstract group it's a smooth manifold of dimension 
𝑛(𝑛−1)

2
 within the space of all 

𝑛 × 𝑛 real matrices, denoted 𝐺𝐿(𝑛,ℝ). Even more intriguing, The orthogonal 

group 𝑂(𝑛) is not just a group, but a compact Lie group a structure rich in 

geometric and algebraic properties, with deep connections to the study of 

symmetries and rigid motions in Euclidean space [6,20]. 

The orthogonal group 𝑂(𝑛) is split into two distinct components, driven by 

the determinant of the matrices it contains. Since the determinant of any 

orthogonal matrix is either +1 or −1, we can categorize these matrices into two 

groups. The first component, consisting of orthogonal matrices with determinant 

+1 (and including the identity matrix), forms a subgroup of 𝑂(𝑛). This subgroup 

is known as the special orthogonal group, denoted 𝑆𝑂(𝑛). Matrices in 𝑆𝑂(𝑛) 



represent rotations, and they capture the essence of rigid motions that preserve 

orientation in space. The second component, which consists of orthogonal 

matrices with determinant −1, corresponds to the set of reflections, representing 

transformations that reverse orientation. 

The primary focus of this paper is on the first type of orthogonal 

transformations rotations. To explore this intriguing aspect, we will utilize the 

powerful mathematical tool of quaternions, which offer a compact and elegant 

way to describe and manipulate rotations in space. 

There are various techniques for constructing rotations, each with its own 

unique strengths and applications. Some of the most notable methods include 

Clifford algebras, the Rodrigues' rotation formula, Cayley formula, Householder 

transformations, and quaternions. Each of these approaches is particularly suited 

to different types of spaces. For instance, while some methods are applicable to 

spaces of any dimension, others are specialized for specific cases, such as three- 

and four-dimensional spaces. However, two of the most fascinating and elegant 

ways to explore rotations are through Clifford algebras and quaternions. These 

mathematical tools not only provide deep insights into rotational symmetries but 

also offer compact, efficient representations that are particularly powerful in 

higher-dimensional spaces [2, 7, 9, 12, 24]. 

Isoclinic rotation is a particular case of a double rotation in which there are 

infinitely many invariant orthogonal planes with same rotation angle 𝜃1 = ±𝜃2. 

If the rotation angle of both planes are the same i.e. 𝜃1 = 𝜃2, then the rotation is 

called left isoclinic, if the rotation angle of both plane have opposite sign i.e. 𝜃1 =

−𝜃2,then the rotation is called right isoclinic. The 4𝐷 rotations can be 

decomposed into one left and one right isoclinic rotations which is called 

Cayley’s factorizations of 4𝐷 rotations. The 4𝐷 rotations are represented by 

𝐶𝑙4,0,0 with the use of Cayley’s factorizations in [8]. 

In [15], rotations around non-null axes in Minkowski 3-space are explored 

using unit timelike split quaternions. It is further shown that the type of a 

Lorentzian rotation whether Euclidean or hyperbolic can be determined by 

examining the scalar part of the split quaternion, as discussed in [16]. 

For rotations involving null rotation axes, the study employs Rodrigues' 

formula and Cayley’s formula, utilizing a pseudo-orthonormal frame. 

Additionally, it is demonstrated in [14] that any unit timelike split quaternion with 

a null vector part corresponds to a rotation around a null axis. Finally, in [21], 

rotations within a given null-cone are derived using a combination of Rodrigues' 



formula, Cayley’s formula, and hyperbolic quaternions, offering a rich 

framework for understanding these unique transformations. 

Rotations for a given hyperboloid are thoroughly examined in [22], providing 

insights into their unique geometric properties. In [18], elliptical rotations are 

explored through various methods, including Rodrigues' rotation formula, 

Cayley’s formula, the union of an even number of Householder transformations, 

and the use of elliptic quaternions. Meanwhile, rotations in Minkowski spacetime 

are extensively discussed in [14] and [17], with both Cayley and Rodrigues 

formulas playing a central role in the analysis. Further developments based on 

these results are presented in [10] and expanded upon in [11], offering additional 

perspectives on the topic. 

On a different note, Lorentzian rotations are also studied using Lorentzian 

matrix multiplications in [19] and [13], providing another approach to 

understanding these transformations. Additionally, the homothetic Cayley 

formula and its corresponding transformation are introduced, with Rodrigues and 

Euler parameters for homothetic motion derived in [23], offering a new 

framework for understanding motions in this context. 

Quaternions and Rotations in Euclidean 3 Space 

In 1843, the Irish mathematician Sir William Rowan Hamilton introduced the 

concept of quaternions, extending the idea of complex numbers into higher 

dimensions. A quaternion can be expressed as:  

𝐻 = {𝑞 = 𝑞0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘:𝑞0, 𝑞1, 𝑞2, 𝑞3 ∈ ℝ}. 

where 𝑖, 𝑗, and 𝑘 are the fundamental quaternionic units. These units satisfy the 

following relations:  

𝑖2 = 𝑗2 = 𝑘2 = −1, 𝑖𝑗 = −𝑗𝑖 = 𝑘, 𝑗𝑘 = −𝑘𝑗 = 𝑖, 𝑘𝑖 = −𝑖𝑘 = 𝑗.  

One of the most remarkable properties of quaternions is that their 

multiplication is noncommutative that is, the order of multiplication matters, a 

feature that distinguishes quaternions from familiar real and complex numbers. 

This noncommutativity gives quaternions a rich algebraic structure, making them 

incredibly useful in fields such as 3D rotations, computer graphics, and 

theoretical physics [25, 26].  



For any 𝑞 = 𝑞0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘 ∈ 𝐻, 𝑆𝑞 = 𝑞0 is the scalar part of 𝑞 and 

𝑉𝑞 = (𝑞1, 𝑞2, 𝑞3) is vector part of 𝑞. And norm of the quaternion 𝑞 is 

defined by  

𝑁𝑞 = √𝑞0
2 + 𝑞1

2 + 𝑞2
2 + 𝑞3

2. 

Every quaternion can be written in the form: 

𝑞 = 𝑁𝑞(cos𝜃 + 𝑢sin𝜃), 

where 

cos𝜃 =
𝑞0

𝑁𝑞
,sin𝜃 =

√𝑞1
2 + 𝑞2

2 + 𝑞3
2

𝑁𝑞
,

𝑢 = 𝑢1𝑖 + 𝑢2𝑗 + 𝑢3𝑘 =
𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘

√𝑞1
2 + 𝑞2

2 + 𝑞3
2

 and 〈𝑢, 𝑢〉 = 1.

 

The set of unit quaternions is denoted by 

𝐻1 = {𝑞 = 𝑞0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘:𝑞0
2 + 𝑞1

2 + 𝑞2
2 + 𝑞3

2 = 1}.  (1) 

A quaternion can encode a rotation using just four numbers, with the only 

requirement being that the quaternion must have a unit norm meaning its 

magnitude must equal 1. This simplicity and elegance make quaternions an 

incredibly powerful tool for describing rotations, as they provide a compact and 

efficient way to manipulate and calculate rotations in three-dimensional space. 

Every unit quaternion 

         𝑞 = cos𝜃 + 𝑢sin𝜃 = cos𝜃 + (𝑢1𝑖 + 𝑢2𝑗 + 𝑢3𝑘)sin𝜃     (2) 

represents a rotation about the rotation axis 𝑢 by angle 2𝜃 by the linear 

transformation 

𝑅𝑞:𝐸3 → 𝐸3 

which is defined as 

𝑅𝑞(𝑥) = 𝑞𝑥𝑞
−1 = 𝑞𝑥𝑞̅.                            (3) 



Here 𝑥 = 𝑥1𝑖 + 𝑥2𝑗 + 𝑥3𝑘 ∈ 𝐸
3 is a pure quaternion. By a unit quaternion 𝑞, the 

following rotation matrix 𝑅 = [𝑅𝑖𝑗] is obtained: 

[

𝑞0
2 + 𝑞1

2 − 𝑞2
2 − 𝑞3

2 −2𝑞0𝑞3 + 2𝑞1𝑞2 2𝑞0𝑞2 + 2𝑞1𝑞3
2𝑞1𝑞2 + 2𝑞0𝑞3 𝑞0

2 − 𝑞1
2 + 𝑞2

2 − 𝑞3
2 2𝑞2𝑞3 − 2𝑞1𝑞0

−2𝑞0𝑞2 + 2𝑞1𝑞3 2𝑞2𝑞3 + 2𝑞1𝑞0 𝑞0
2 − 𝑞1

2 − 𝑞2
2 + 𝑞3

2

] (4)        

[1,3]. Conversely, the unit quaternion 𝑞 corresponding to a given rotation matrix 

in 𝐸3 can be given by the following formulas: 

𝑞0
2 =

1

4
(1 + 𝑅11 + 𝑅22 + 𝑅33)                    (5) 

𝑞1 =
1

4𝑞0
(𝑅32 − 𝑅23)                        (6) 

𝑞2 =
1

4𝑞0
(𝑅13 − 𝑅31)                        (7) 

𝑞3 =
1

4𝑞0
(𝑅21 − 𝑅12)                        (8) 

when 𝑞0 ≠ 0. If 𝑞0 = 0, then the unit quaternion 𝑞 can be given by the equations: 

𝑞2 =
1

2𝑞1
𝑅12, 𝑞3 =

1

2𝑞1
𝑅13 and 𝑞1

2 = 1− 𝑞2
2 − 𝑞3

2.       (9)                            

The function 𝑓:𝑆3 ≅ 𝐻1 → 𝑆𝑂(3), which sends 𝑞 to matrix 𝑅, is a homomorphism 

of groups [15,24]. 

Eigenvalue and Eigenvectors of Rotations in 𝑬4  

by Quaternions 

In four-dimensional space 𝐸4, instead of a simple axis of rotation, we 

encounter the concept of a plane of rotation—an abstract yet powerful tool used 

to describe rotations. A plane of rotation for a given transformation is the plane 

that remains invariant under the rotation; that is, the rotation maps all vectors 

within this plane to other vectors in the same plane. While the plane itself is not 

fixed in position, every vector within it is transformed in a way that preserves the 

plane’s structure. 

These rotations in  𝐸4 are closely tied to the eigenvalues and eigenvectors of 

the rotation matrix, providing a deeper insight into the transformation. Since 

rotations in four-dimensional space can have at most two planes of rotation, we 



can classify these rotations based on the specific planes involved. This 

classification allows for a more refined understanding of the complex rotational 

symmetries in higher-dimensional spaces. 

Double Rotations 

A rotation involving two planes of rotation is known as a double rotation. In 

this type of rotation, the transformation occurs simultaneously within both planes, 

which are orthogonal to each other. Each plane has its own distinct angle of 

rotation—denoted 𝜃 for the first plane and 𝜑 for the second. These two angles 

fully specify the rotation, provided that neither angle is zero (in which case, the 

rotation reduces to a simpler form). 

Points in the first plane rotate by the angle 𝜃, while points in the second plane 

rotate by the angle 𝜑. Points that lie outside of these planes experience a rotation 

that is a blend of 𝜃 and 𝜑, depending on their position relative to the two planes. 

For any general double rotation, the two planes and their respective rotation 

angles are unique, offering a distinct and fascinating way to characterize rotations 

in higher-dimensional spaces. 

Every unit quaternions  

𝑞 = 𝑞0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘 = 𝑒
𝜃𝑢 = cos𝜃 + sin𝜃𝑢 

 and  

𝑝 = 𝑝0 + 𝑝1𝑖 + 𝑝2𝑗 + 𝑝3𝑘 = 𝑒
𝜑𝑣 = cos𝜑 + sin𝜑𝑣 

represent a double rotation by the linear transformation 

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏𝑙𝑒(𝑥) = 𝑝𝑥𝑞.                             (10) 

The matrix representation of this linear transformation can be found as 

follows: 

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏𝑙𝑒 = [𝑟𝑖𝑗]                                         (11) 

where 

𝑟11 = 𝑝0𝑞0 − 𝑝1𝑞1 − 𝑝2𝑞2 − 𝑝3𝑞3, 

𝑟21 = 𝑝0𝑞1 + 𝑝1𝑞0 + 𝑝2𝑞3 − 𝑝3𝑞2, 

𝑟31 = 𝑝0𝑞2 − 𝑝1𝑞3 + 𝑝2𝑞0 + 𝑝3𝑞1, 



𝑟41 = 𝑝0𝑞3 + 𝑝1𝑞2 − 𝑝2𝑞1 + 𝑝3𝑞0, 

𝑟12 = −𝑝0𝑞1 − 𝑝1𝑞0 + 𝑝2𝑞3 − 𝑝3𝑞2, 

𝑟22 = 𝑝0𝑞0 − 𝑝1𝑞1 + 𝑝2𝑞2 − 𝑝3𝑞3, 

𝑟32 = −𝑝0𝑞3 − 𝑝1𝑞2 − 𝑝2𝑞1 + 𝑝3𝑞0, 

𝑟42 = 𝑝0𝑞2 − 𝑝1𝑞3 − 𝑝2𝑞0 − 𝑝3𝑞1, 

𝑟13 = −𝑝0𝑞2 − 𝑝1𝑞3 − 𝑝2𝑞0 + 𝑝3𝑞1, 

𝑟23 = 𝑝0𝑞3 − 𝑝1𝑞2 − 𝑝2𝑞1 − 𝑝3𝑞0, 

𝑟33 = 𝑝0𝑞0 + 𝑝1𝑞1 − 𝑝2𝑞2 + 𝑝3𝑞3, 

𝑟43 = −𝑝0𝑞1 + 𝑝1𝑞0 − 𝑝2𝑞3 − 𝑝3𝑞2, 

𝑟14 = −𝑝0𝑞3 + 𝑝1𝑞2 − 𝑝2𝑞1 − 𝑝3𝑞0, 

𝑟24 = −𝑝0𝑞2 − 𝑝1𝑞3 + 𝑝2𝑞0 − 𝑝3𝑞1, 

𝑟34 = 𝑝0𝑞1 − 𝑝1𝑞0 − 𝑝2𝑞3 − 𝑝3𝑞2, 

𝑟44 = 𝑝0𝑞0 + 𝑝1𝑞1 + 𝑝2𝑞2 − 𝑝3𝑞3. 

Theorem 1.  Let 𝑝 = (𝑝0, 𝑝1, 𝑝2, 𝑝4) and 𝑞 = (𝑞0, 𝑞1, 𝑞2, 𝑞3) be two unit 

quaternions, then eigenvalues of the double rotation matrix 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 which is 

generated by 𝑝 and 𝑞 are  

𝜆1 = 𝑝0𝑞0 +√(1 − 𝑝0
2)(1 − 𝑞0

2) + (𝑞0√1− 𝑝0
2 − 𝑝0√1− 𝑞0

2) 𝑖, 

𝜆2 = 𝑝0𝑞0 +√(1 − 𝑝0
2)(1 − 𝑞0

2) − (𝑞0√1− 𝑝0
2 − 𝑝0√1− 𝑞0

2) 𝑖, 

𝜆3 = 𝑝0𝑞0 +√(1 − 𝑝0
2)(1 − 𝑞0

2) + (𝑞0√1− 𝑝0
2 + 𝑝0√1− 𝑞0

2) 𝑖, 

𝜆4 = 𝑝0𝑞0 +√(1 − 𝑝0
2)(1 − 𝑞0

2) − (𝑞0√1− 𝑝0
2 + 𝑝0√1− 𝑞0

2) 𝑖. 

That is, eigenvalues depend only the first components of the unit quaternions 

𝑝 and 𝑞.  



Proof. Let  𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 be the double rotation matrix generated by unit quaternions 

𝑝 = (𝑝0, 𝑝1, 𝑝2, 𝑝4) and 𝑞 = (𝑞0, 𝑞1, 𝑞2, 𝑞3). By considering the matrix 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 

given in Equation 11, we find the eigenvalues of  𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 as follows: 

𝜆1 = 𝑝0𝑞0 +√(𝑝1
2 + 𝑝2

2 + 𝑝3
2)(𝑞1

2 + 𝑞2
2 + 𝑞3

2) 

                                +√
2𝑝0𝑞0√(𝑝1

2 + 𝑝2
2 + 𝑝3

2)(𝑞1
2 + 𝑞2

2 + 𝑞3
2)

−𝑝1
2𝑞0
2 − 𝑝0

2𝑞2
2 − 𝑝2

2𝑞0
2 − 𝑝3

2𝑞0
2 − 𝑝0

2𝑞1
2
, 

𝜆2 = 𝑝0𝑞0 +√(𝑝1
2 + 𝑝2

2 + 𝑝3
2)(𝑞1

2 + 𝑞2
2 + 𝑞3

2) 

                                −√
2𝑝0𝑞0√(𝑝1

2 + 𝑝2
2 + 𝑝3

2)(𝑞1
2 + 𝑞2

2 + 𝑞3
2)

−𝑝1
2𝑞0
2 − 𝑝0

2𝑞2
2 − 𝑝2

2𝑞0
2 − 𝑝3

2𝑞0
2 − 𝑝0

2𝑞1
2
, 

𝜆3 = 𝑝0𝑞0 −√(𝑝1
2 + 𝑝2

2 + 𝑝3
2)(𝑞1

2 + 𝑞2
2 + 𝑞3

2) 

                              +√
−2𝑝0𝑞0√(𝑝1

2 + 𝑝2
2 + 𝑝3

2)(𝑞1
2 + 𝑞2

2 + 𝑞3
2)

−𝑝1
2𝑞0
2 − 𝑝0

2𝑞2
2 − 𝑝2

2𝑞0
2 − 𝑝3

2𝑞0
2 − 𝑝0

2𝑞1
2
, 

𝜆4 = 𝑝0𝑞0 −√(𝑝1
2 + 𝑝2

2 + 𝑝3
2)(𝑞1

2 + 𝑞2
2 + 𝑞3

2)

− √
−2𝑝0𝑞0√(𝑝1

2 + 𝑝2
2 + 𝑝3

2)(𝑞1
2 + 𝑞2

2 + 𝑞3
2)

−𝑝1
2𝑞0
2 − 𝑝0

2𝑞2
2 − 𝑝2

2𝑞0
2 − 𝑝3

2𝑞0
2 − 𝑝0

2𝑞1
2

. 

Since 𝑝 and 𝑞 are unit quaternions, we have 𝑝0
2 + 𝑝1

2 + 𝑝2
2 + 𝑝3

2 = 1 and 𝑞0
2 +

𝑞1
2 + 𝑞2

2 + 𝑞3
2 = 1. Using these equalities, we obtain the eigenvalues as: 

𝜆1 = 𝑝0𝑞0 +√(1 − 𝑝0
2)(1 − 𝑞0

2) + (𝑞0√1− 𝑝0
2 − 𝑝0√1− 𝑞0

2) 𝑖, 

𝜆2 = 𝑝0𝑞0 +√(1 − 𝑝0
2)(1 − 𝑞0

2) − (𝑞0√1− 𝑝0
2 − 𝑝0√1− 𝑞0

2) 𝑖, 

𝜆3 = 𝑝0𝑞0 +√(1 − 𝑝0
2)(1 − 𝑞0

2) + (𝑞0√1− 𝑝0
2 + 𝑝0√1− 𝑞0

2) 𝑖, 



𝜆4 = 𝑝0𝑞0 +√(1 − 𝑝0
2)(1 − 𝑞0

2) − (𝑞0√1− 𝑝0
2 + 𝑝0√1− 𝑞0

2) 𝑖. 

Theorem 2.  Every unit quaternions 

𝑞 = cos𝜃 + sin𝜃𝑢 and 𝑝 = cos𝜑 + sin𝜑𝑣 

represent a double rotation 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 with the angle 𝜑 − 𝜃 and 𝜑 + 𝜃. 

Proof. Let  

𝑞 = 𝑞0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘 

 and  

𝑝 = 𝑝0 + 𝑝1𝑖 + 𝑝2𝑗 + 𝑝3𝑘 

be unit quaternions. The eigenvalues of a double rotation 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 are obtained 

by previous theorem. Since 𝑞0 = cos𝜃 and 𝑝0 = cos𝜑, we can rewrite the 

eigenvalues as follows: 

𝜆1 = cos𝜑cos𝜃 + sin𝜑sin𝜃 + (cos𝜃sin𝜑 − cos𝜑sin𝜃)𝑖, 

𝜆2 = cos𝜑cos𝜃 + sin𝜑sin𝜃 − (cos𝜃sin𝜑 − cos𝜑sin𝜃)𝑖, 

𝜆3 = cos𝜑cos𝜃 − sin𝜑sin𝜃 + (cos𝜃sin𝜑 + cos𝜑sin𝜃)𝑖, 

𝜆4 = cos𝜑cos𝜃 − sin𝜑sin𝜃 − (cos𝜃sin𝜑 + cos𝜑sin𝜃)𝑖. 

By using trigonometric identities, we obtain 

𝜆1 = cos(𝜑 − 𝜃) + sin(𝜑 − 𝜃) 𝑖, 

𝜆2 = cos(𝜑 − 𝜃) − sin(𝜑 − 𝜃) 𝑖, 

𝜆3 = cos(𝜑 + 𝜃) + sin(𝜑 + 𝜃) 𝑖, 

𝜆4 = cos(𝜑 + 𝜃) − sin(𝜑 + 𝜃) 𝑖. 

Thus, the rotation angles of 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 are 𝜑 − 𝜃 and 𝜑 + 𝜃.  

Theorem 3.  Let 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 be the double rotation which is obtained by unit 

quaternions 𝑞 = cos𝜃 + sin𝜃𝑢 and 𝑝 = cos𝜑 + sin𝜑𝑣. 



i) If 𝑣 = 𝑢, then 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 represents a double rotation on the plane 

𝑠𝑝𝑎𝑛{𝑒1, 𝑒2} with the angle 𝜑 + 𝜃 and on the plane (𝑠𝑝𝑎𝑛{𝑒1, 𝑒2})
⊥ with 

angle 𝜑 − 𝜃 . 

ii)  If 𝑣 = −𝑢, then 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 represents a double rotation on the plane 

𝑠𝑝𝑎𝑛{𝑒1, 𝑒2} with the angle 𝜑 − 𝜃 and on the plane (𝑠𝑝𝑎𝑛{𝑒1, 𝑒2})
⊥ with 

angle 𝜑 + 𝜃 . 

iii)  If 𝑣 ≠ ±𝑢, then 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 represents a double rotation with rotation plane 

𝑠𝑝𝑎𝑛{𝑒3, 𝑒4} by angle 𝜑 − 𝜃 and on the plane 𝑠𝑝𝑎𝑛{𝑒5, 𝑒6} by angle 𝜑 +

𝜃. 

Here 

𝑒1 = (1,0,0,0) 

𝑒2 = (0, 𝑢1, 𝑢2, 𝑢3) 

𝑒3 = (0, 𝑣1 − 𝑢1, 𝑣2 − 𝑢2, 𝑣3 − 𝑢3) 

𝑒4 = (𝑢1𝑣1 + 𝑢2𝑣2 + 𝑢3𝑣3 − 1, 𝑢2𝑣3 − 𝑢3𝑣2, 𝑢1𝑣3 − 𝑢3𝑣1, 𝑢1𝑣2 − 𝑢2𝑣1) 

𝑒5 = (0, 𝑣1 + 𝑢1, 𝑣2 + 𝑢2, 𝑣3 + 𝑢3) 

𝑒6 = (𝑢1𝑣1 + 𝑢2𝑣2 + 𝑢3𝑣3 + 1, 𝑢2𝑣3 − 𝑢3𝑣2, 𝑢1𝑣3 − 𝑢3𝑣1, 𝑢1𝑣2 − 𝑢2𝑣1). 

Proof. Let 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 be the double rotation which is obtained by unit quaternions 

𝑞 = 𝑞0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘 = cos𝜃 + sin𝜃𝑢 

and  

𝑝 = 𝑝0 + 𝑝1𝑖 + 𝑝2𝑗 + 𝑝3𝑘 = cos𝜑 + sin𝜑𝑣. 

i) Suppose that 𝑢 = 𝑣. Then we have 

𝑞1 = 𝑢1 𝑠𝑖𝑛 𝜃 , 𝑞2 = 𝑢2 𝑠𝑖𝑛 𝜃 , 𝑞3 = 𝑢3 𝑠𝑖𝑛 𝜃, 

𝑝1 = 𝑢1sin𝜑, 𝑝2 = 𝑢2sin𝜑, 𝑞3 = 𝑢3sin𝜑. 

By using trigonometric identities and the relation 

𝑢1
2 + 𝑢2

2 + 𝑢3
2 = 1, 



we obtain  

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏(𝑒1) = (cos𝛼)𝑒1 + (sin𝛼)𝑒2, 

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏(𝑒2) = (−sin𝛼)𝑒1 + (cos𝛼)𝑒2 

where 𝜑 + 𝜃 = 𝛼. This means 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 represents a double rotation on the plane 

𝑠𝑝𝑎𝑛{𝑒1, 𝑒2} with angle 𝜑 + 𝜃 = 𝛼. So that, the other rotation occurs on the plane 

(𝑠𝑝𝑎𝑛{𝑒1, 𝑒2})
⊥ with angle 𝜑 − 𝜃 = 𝛽. 

ii) Suppose that 𝑣 = −𝑢. Then we have 

𝑞1 = 𝑢1 𝑠𝑖𝑛 𝜃 , 𝑞2 = 𝑢2 𝑠𝑖𝑛 𝜃 , 𝑞3 = 𝑢3 𝑠𝑖𝑛 𝜃, 

𝑝1 = −𝑢1sin𝜑, 𝑝2 = −𝑢2sin𝜑, 𝑞3 = −𝑢3sin𝜑. 

By using trigonometric identities and the relation 

𝑢1
2 + 𝑢2

2 + 𝑢3
2 = 1, 

we obtain 

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏(𝑒1) = (cos𝛽)𝑒1 − (sin𝛽)𝑒2, 

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏(𝑒2) = (sin𝛽)𝑒1 + (cos𝛽)𝑒2 

Where 𝜑 − 𝜃 = 𝛽. Thus, 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 represents a double rotation on the plane 

𝑠𝑝𝑎𝑛{𝑒1, 𝑒2} with angle 𝜑 − 𝜃 = 𝛽. So that, the other rotation occurs on the plane 

(𝑠𝑝𝑎𝑛{𝑒1, 𝑒2})
⊥ with angle  𝜑 + 𝜃 = 𝛼.  

iii) Suppose that 𝑣 ≠ ±𝑢. Then we have 

𝑞1 = 𝑢1 𝑠𝑖𝑛 𝜃 , 𝑞2 = 𝑢2 𝑠𝑖𝑛 𝜃 , 𝑞3 = 𝑢3 𝑠𝑖𝑛 𝜃, 

𝑝1 = 𝑣1sin𝜑, 𝑝2 = 𝑣2sin𝜑, 𝑞3 = 𝑣3sin𝜑. 

By using trigonometric identities and the relations  

𝑢1
2 + 𝑢2

2 + 𝑢3
2 = 1 

and 

𝑣1
2 + 𝑣2

2 + 𝑣3
2 = 1, 



we obtain  

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏(𝑒3) = 𝑐𝑜𝑠(𝜑 − 𝜃)𝑒3 + 𝑠𝑖𝑛( 𝜑 − 𝜃) 𝑒4, 

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏(𝑒4) = −𝑠𝑖𝑛(𝜑 − 𝜃)𝑒3 + cos(𝜑 − 𝜃) 𝑒4. 

This means 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 represents a double rotation on the plane 𝑠𝑝𝑎𝑛{𝑒3, 𝑒4} with 

angle 𝜑 − 𝜃. Similarly, we can see that 

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏(𝑒5) = 𝑐𝑜𝑠(𝜑 + 𝜃)𝑒5 − 𝑠𝑖𝑛( 𝜑 + 𝜃) 𝑒6, 

𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏(𝑒6) = 𝑠𝑖𝑛( 𝜑 + 𝜃)𝑒5 + cos(𝜑 + 𝜃) 𝑒6. 

So that, the other rotation occurs on the plane 𝑠𝑝𝑎𝑛{𝑒5, 𝑒6} with angle 𝜑 + 𝜃.   

Corollary 4.  Let 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 be the double rotation which is obtained by unit 

quaternions 

𝑞 = cos𝜃 + sin𝜃𝑢 and 𝑝 = cos𝜑 + sin𝜑𝑣. 

If 〈𝑢, 𝑣〉 = 0, then 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 represents a double rotation on the plane 𝑠𝑝𝑎𝑛{𝑒3, 𝑒4

∗} 

with the angle 𝜑 − 𝜃 and on the plane 𝑠𝑝𝑎𝑛{𝑒5, 𝑒6
∗} with angle 𝜑 + 𝜃. Here 

𝑒3 = (0, 𝑣1 − 𝑢1, 𝑣2 − 𝑢2, 𝑣3 − 𝑢3), 

𝑒4
∗ = (−1, 𝑢2𝑣3 − 𝑢3𝑣2, 𝑢1𝑣3 − 𝑢3𝑣1, 𝑢1𝑣2 − 𝑢2𝑣1), 

𝑒5 = (0, 𝑣1 + 𝑢1, 𝑣2 + 𝑢2, 𝑣3 + 𝑢3), 

𝑒6
∗ = (1, 𝑢2𝑣3 − 𝑢3𝑣2, 𝑢1𝑣3 − 𝑢3𝑣1, 𝑢1𝑣2 − 𝑢2𝑣1). 

Proof. Let 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 be the double rotation which is obtained by unit quaternions 

𝑞 = 𝑞0 + 𝑞1𝑖 + 𝑞2𝑗 + 𝑞3𝑘 = cos𝜃 + sin𝜃𝑢 and 𝑝 = 𝑝0 + 𝑝1𝑖 + 𝑝2𝑗 + 𝑝3𝑘 =

cos𝜑 + sin𝜑𝑣.  Suppose that 〈𝑢, 𝑣〉 = 0. Thus, we have 𝑢1𝑣1 + 𝑢2𝑣2 + 𝑢3𝑣3 = 0. 

By iii) of previous theorem, we get the result.   

  



Conclusion 

The main purpose of this paper to analyze how quaternions can be used to 

rotate objects with use of geometric meaning of eigenvalue problem for rotation 

matrices. For this purpose, the real matrix representations of the linear 

transformations 𝑅𝑝,𝑞
𝑑𝑜𝑢𝑏 𝑖𝑠 introduced, which corresponds to double rotation in 𝐸4. 

Then, the eigenvalues of these rotation matrices are obtained in terms of the scalar 

(real) part of the unit quaternions 𝑞 and 𝑝 for each cases. Furthermore, the 

eigenvectors of of these rotation matrices are also expressed according to the 

components of the unit quaternions 𝑞 and 𝑝 for all types of the rotation matrices. 

With the help of the obtained data, one can easily find the plane(s) of rotation for 

any given rotation matrix in 𝐸4. Therewithal, we can also classify the rotation 

matrices in 𝐸4: as simple, double and isoclinic by using their eigenvalues and 

eigenvectors. 
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1. INTRODUCTION 

The goal of survival analysis is to describe and predict survival, usually 

defined over the time domain (Klein and Moeschberger (2003), Cox and Oakes 

(1984), Kalbfleisch and Prentice (2002), and Hosmer and Lemeshow (1999)). 

There are three approaches to survival analysis, parametric, nonparametric, and 

semiparametric. Parametric methods require knowledge of the distribution of 

survival times. Survival analysis focuses on the distribution of survival times. 

Although there are well-known methods for estimating unconditional survival 

distributions, the most interesting survival modeling examines the relationship 

between survival and one or more predictors, often referred to as covariates in the 

survival analysis literature. While studies on adding covariate variables to the 

model were not very common until the 1970s, important steps were taken in 

survival analysis with the Cox regression model developed by Cox (1972). The 

Cox proportional hazards (CPH) model is well known for analyzing survival data 

due to its simplicity as it does not make any assumptions regarding the survival 

distribution. CPH helps in finding the hazard ratio based on the coefficients. 

These coefficients are easy to interpret and are clinically meaningful. In 

parametric survival models, the survival time is assumed to follow known 

distributions such as Weibull, exponential, log-normal, loglogistic, and 

generalized gamma distributions. Parametric models can be acceleration failure 

time (AFT) and CPH models. AFT models are useful for comparing survival 

times, while CPH can be applied for comparing hazards. Parametric models are 

better than CPH in terms of sample size and relative efficiencies (Kumar et all., 

2020). In most medical studies designed to determine survival of cancer patients, 

Cox regression has been used because it is more flexible and does not require 

estimation of the underlying hazard function. Although the observed survival 

time distribution in Cox regression is not clear, the CPH assumption should be 

investigated. If the proportional hazards assumptions are not met, meaning that 

the linear component of the model changes with time, this is called 

disproportionate hazards. There are three options to overcome these 

shortcomings, namely, removing independent variables that do not meet the 

model's assumptions, using the stratified Cox model, or applying the extended 

Cox model (Wulandari, I., Kurnia, A., Sadik, K., 2021). Since violation of this 

assumption impairs the validity of the results of Cox regression, it would be better 

to use parametric models such as Exponential, Weibull, Log-Logistic, Log-

Normal and Gamma instead of the Cox model. Compared to the Cox model, 

parametric models have both greater validity and higher accuracy in parameter 



estimates and also do not require checking the proportional hazards assumption 

(Hosseini Teshnizi, and Taghi Ayatollahi, 2017). 

Cancer is a class of diseases when a cell or group of cells display uncontrolled 

growth, invasion and sometimes spread to other locations in the body via lymph 

or blood (metastasis). American Cancer Society reports 9.7 million global 2024 

cancer deaths. Lung cancer (both small cell and non-small cell) is the second most 

common cancer in both men and women in the United States. About 125,070 

patients died from lung cancer (65,790 in men and 59,280 in women) in the USA. 

Lung cancer mainly occurs in older people. Most people diagnosed with lung 

cancer are 65 or older; a very small number of people diagnosed are younger than 

45. The average age of people when diagnosed is about 70. Lung cancer is by far 

the leading cause of cancer death in the US, accounting for about 1 in 5 of all 

cancer deaths. Each year, more people die of lung cancer than of colon, breast, 

and prostate cancers combined (American Cancer Society, November 2024). 

In general, the aim of this study was to compare the parametric methods and 

Cox’s regression model to determine the independent factors in the survival of 

lung cancer patients’ data.  

2. METHODS 

Survival analysis includes nonparametric (KM method), semiparametric 

(CPH model), and parametric methods. In this section, we will briefly explain 

these methods. 

2.1. Nonparametric Model 

In medical and health applications, nonparametric methods have significant 

advantages in terms of their flexibility to account for variations in the survival 

process of living organisms. The most widely used of nonparametric model is the 

product limit estimator, also known as the Kaplan-Meier estimator. This 

estimator, first proposed by Kaplan and Meier (1958), is the product over the 

failure times of the conditional probabilities of surviving to the next failure time. 

KM is the most frequent survival analysis method used in randomized (phase III 

and some phase II) medical clinical trials in which the following criteria are met:  

 Patients are randomly assigned to different treatment arms,  
 All patients do not enter the study at the same time, 
 Patients drop out of or are lost from the study at different time intervals af-

ter entering the study; and  
 The outcome variable of interest may or may not occur during the study 

observation period (Rich et al., 2010).  

 



The minimal set of information to construct a KM survival curve includes the 

time to the event of interest for example, days, months, and years, and the binary 

variable indicating patients’ status: presence/absence of the condition at that point 

in time. The time between the enrolment and the terminal event or end of 

observation is represented by a random variable T (T > 0) defined as survival 

time. By considering n patients and t1, t2,…, tj (j≤ n) the observed times to event, 

the survival time, at time i, is Ti = tj − ti. Basically, the KM method estimates the 

conditional probability of survival calculated at specific time points dictated by 

the occurrence of the event. The conditional probability or cumulative probability 

or cumulative survival is the probability 𝑆(𝑡)̂  that a patient survives x days after 

entering a study conditional to the fact that the same patient survives the days 

before (D’Arrigo et all., 2021). For example, in a hypothetical setting in which a 

patient admitted to an intensive care unit survives for three days, the cumulative 

survival (calculated by the product rule of conditional probabilities) is the product 

of survival probabilities at day 1 (p1), at day 2 (p2), and at day 3 (p3), that is: 

 

𝑆(𝑡)̂ = 𝑝1 ∗ 𝑝2 ∗ 𝑝3.                                                           (1) 

 
 Formally, it is given by, dj, the number of subjects present the event of interest 

(for example, death) at time tj and with nj, the number of individuals at risk at 

time tj. The individual probability 𝑞(𝑡)̂ to die at tj conditional to be alive at tj−1 is: 

 

𝑞𝑗̂ =
𝑑𝑗

𝑛𝑗
.                                                                              (2) 

 
Therefore, the probability of surviving at time tj is as follows: 

 

𝑝𝑗̂ = 1 −
𝑑𝑗

𝑛𝑗
=
𝑛𝑗−𝑑𝑗

𝑛𝑗
.                                                        (3) 

 
By multiplying the estimates of the conditional probabilities of surviving, we 

obtain the estimate of the cumulative probability of living beyond the instant tj is 

given as below (D’Arrigo et all., 2021) 

𝑆(𝑡)̂ = ∏ 𝑝𝑗̂𝑗≤𝑡 .                                                               (4) 

 
 

 



2.2. Semiparametric Model 

The KM model is used to analyze survival times. In addition to survival time 

data, information such as gender, age, heart rate, tumor size, tumor type, 

hemoglobin, smoking, physical activity, diet, etc. may also be analyzed. These 

factors that may play a role in a patient's survival time are specified as explanatory 

variables. It is also possible to model the network survival time in a patient using 

these explanatory variables. A multiple regression model is used to determine 

how much of the dependent variable is explained by the explanatory variables. 

Cox's proportional hazards model is similar to the multiple regression model, 

allowing the factors affecting the survival of certain patient groups to be 

determined and the differences between these factors to be tested. In this model, 

the response/dependent variable is hazard. Hazard is the probability of patients 

dying or experiencing the event in question if they had survived to a certain point 

in time, or the risk of death at that time. The proportional hazards (PH) model, 

originally proposed by Cox (1972) for the analysis of data from clinical trials. 

In Cox’s model no assumption is made about the probability distribution of 

the hazard. However, it is assumed that if the risk for dying at a particular point 

in time in one group is, say, twice that in the other group, then at any other time 

it will still be twice that in the other group. In other words, the hazard ratio does 

not depend on time (Bewick, Cheek, and Ball ,2004). The Cox regression model, 

defined as, 

 

                (5) 

 
where h0(t) is baseline hazard function, i.e the hazard function for an individual 

in which all the variables in the model is zero, 1 pX (x,...,x ) is 1xp vector of 

explanatory variables and β is px1 vector of regression coefficients (Cox dan 

Oakes, 1984, Azimmatul I., 2015). What's interesting about this approach is the 

lack of clarity of the Cox baseline hazard form does not cause problems in the 

estimation, so keep a good estimate can be obtained from the regression 

coefficient β, and the hazard ratio (HR). Cox regression model is also called the 

Cox proportional hazard regression models (PH) due to the form of proportional 

HR (independent of time). Hazard Ratio of two individuals with different 

covariate values are as follows (Azimmatul I., 2015): 

 



                                              (6) 

 
2.3. Parametric Model 

While semi-parametric model focuses on the influence of covariates on 

hazard, fully parametric model can also calculate the distribution form of survival 

time. The parametric model assumes that the distribution underlying survival 

time follows a certain distribution. Advantages of parametric model in survival 

analysis include: (I) the distribution of survival time can be estimated; (II) full 

maximum likelihood can be used to estimate parameters; (III) residuals can 

represent the difference between observed and estimated values of time; (IV) 

estimated parameters provide clinically meaningful estimates of effect (Zhang 

Z.,2016). The probability density function of time (𝑡) is assumed to follow a 

distribution that can be expressed in terms of unknown parameters. When the 

probability density function for survival times is specified, the survival function 

(𝑡) and the hazard function corresponding to the probability density function can 

be found. Parametric survival models tend to produce estimates that are consistent 

with the theoretical survival distribution (Kleinbaum and Klein, 2010). To choose 

the parametric model in survival analysis, several tests are needed. Particularly, 

two approaches can be done to measure the proximity of empirical and theoretical 

distribution, namely the graph approach and analysis approach. The popular first 

approach used is the probability plot (PP and QQ plot), and stabilized probability. 

The next approach that is most commonly used is Kolmogorov-Smirnov, Cramer-

von Mises, and Anderson Darling. Whereas to choose the best model, Akaike's 

Information Criterion (AIC) and Bayesian Information Criterion (BIC) can be 

used (Wulandari, I., Kurnia, A., Sadik, K., 2021). The commonly used parametric 

regression models are exponential, Weibull, log-normal, log-logistic, and 

generalized gamma regression models. If the survival times of individuals have 

an exponential distribution, it would be appropriate to use the exponential 

regression model, if they have a Weibull distribution, it would be appropriate to 

use the Weibull regression model, if they have a log-normal distribution, it would 

be appropriate to use the log-normal regression model, and if they are suitable for 

the log-logistic distribution, it would be appropriate to use the log-logistic 

regression model. In this study we will examine these distributions: exponential, 

Weibull, log-logistic, log-normal and generalized gamma distribution. 

 



2.3.1. Exponential Model: The exponential regression model is the most 

basic and simplest parametric regression model used in the field of survival 

analysis (Kleinbaum and Klein 2010). The only parameter of the exponential 

distribution is the scale parameter λ. This parameter is defined as the constant 

hazard ratio. High λ values give high risk and short survival time, while low λ 

values give low risk and long survival time (Hosmer et al., 1999). In the 

exponential regression model, 1 2 nt (t ,t ,...,t )  survival times are assumed to be 

independent, homogeneous and each has an exponential distribution with the 

parameter λ. Its survival function is 

   St exp t , 0, t 0.              

The density function is 

   f t exp t      

 

and it is characterized by a constant hazard function 

 

 h t .    

 

One important characteristic of the exponential distribution is the lack of memory 

property 

 

   Pr T t z T t Pr T z .|                  

 

It follows that the mean residual life, that is the conditional expected life at time 

t, is constant 

 

    1E T t T t E T .|       


 

 
Since the exponential distribution has a constant hazard rate, it leads to a rather 

restrictive assumption in many applications. The exponential distribution is 

limited in its applicability because it has only one parameter, the scale parameter 

λ. In survival analysis, exponential regression is commonly used to model the 

time until an event occurs, such as failure or death. The exponential regression 

model assumes that the time-to-event follows an exponential distribution, which 

is often used when the event's occurrence rate (or hazard) is constant over time. 

This model is frequently applied when the assumption of constant hazard rate is 

reasonable. The exponential regression model can be described by the following 

equation: 



Tht X exp(X )( ) ∣ . 

Where: 

 h(t∣X) is the hazard rate at time t, conditional on the covariates X. The 

hazard function h(t∣X) describes the rate at which the event is 

expected to occur, given that the individual has survived up to time t. 

In the case of the exponential model, the hazard function is assumed 

to be constant, meaning that the rate of occurrence of the event does 

not change over time. 

 λ is the baseline hazard, a constant that represents the hazard when all 

covariates are zero. 

 TX  represents the vector of covariates, independent variables or 

predictors for a given individual or unit. The covariates X are 

explanatory variables that are hypothesized to affect the hazard rate. 

These might include factors like age, sex, treatment, and other 

demographic or clinical variables. The covariates are combined with 

their corresponding regression coefficients β, which describe the 

direction and strength of their effect on the hazard.  

 β is the vector of regression coefficients for the covariates, which 

quantify the relationship between the covariates and the hazard rate. 

If βj>0, it means that as the covariate Xj increases, the hazard rate 

increases, implying a shorter survival time, higher likelihood of event 

occurring earlier. If βj<0, it means that as the covariate Xj increases, 

the hazard rate decreases, implying a longer survival time, lower 

likelihood of event occurring earlier. 

The survival function S(t∣X) gives the probability that the event has not 

occurred by time 𝑡, given the covariates 𝑋. It is related to the hazard function via 

the following relationship: 

 
t

0

St X exp hu Xd) ( u( )
 

  
 
∣ ∣ . 

For the exponential model, where the hazard is constant: 

 
TX )St X exp( ) ( e t ∣ . 



This survival function describes how the probability of survival decreases 

over time as a function of the covariates. 

Adding a shape parameter makes the distribution more flexible and can fit 

more types of data. A generalization of the exponential distribution to include the 

shape parameter is the Weibull distribution. 

2.3.2. Weibull Model: The exponential distribution is limited in its 

applicability due to its memoryless property. The assumption that a lifetime has 

a constant failure rate is often too restrictive or inappropriate. For example, 

mechanical items often deteriorate over time, and therefore their lifetimes are 

more likely to follow a probability distribution with a strictly increasing hazard 

function. The Weibull distribution, named after Swedish mathematician Waloddi 

Weibull, is a generalization of the exponential distribution that is suitable for 

modeling lifetimes with constant, strictly increasing, or strictly decreasing hazard 

functions (Leemis, L., 2023). The Weibull distribution is widely used in 

survival analysis because it can model a variety of hazard functions. The 

Weibull distribution is a flexible model that can accommodate increasing, 

constant, or decreasing hazard rates, depending on the value of its shape 

parameter, γ also called the shape or slope parameter. The probability density 

function (PDF) for the Weibull distribution is: 

1t tf t , e .( ) xp
                  

∣  

Where: 

 t is the survival time variable. 

 γ is shape parameter which controls the hazard function's shape: 

o If γ=1, the hazard is constant the model reduces to the exponen-

tial distribution. 

o If γ>1, the hazard increases over time, used to model situations 

where the failure rate increases as time progresses. 

o If γ<1, the hazard decreases over time, it used to model situa-

tions where the failure rate decreases over time. 

 λ is scale parameter. It is a constant that scales the distribution, it deter-

mines the scale of the distribution and is related to the mean survival 

time. 



The cumulative distribution function (CDF), which gives the probability that 

the event has occurred by time t, and the survival function S(t∣γ,λ), which is 

the probability that the event has not yet occurred by time t, it is the complement 

of the CDF. These are given as below: 
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The hazard function h(t∣γ,λ) of the Weibull distribution, which gives the 

instantaneous event rate at time t, is the ratio of the probability density function 

(PDF) to the survival function: 
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This hazard function is time-dependent, and the shape of the hazard 

function depends on the value of γ. If γ>1, the hazard increases over time, while 

if γ<1, the hazard decreases over time. If γ=1, the hazard is constant (exponential 

distribution). 

The Weibull regression model extends the Weibull distribution to include 

covariates or predictors that can affect the survival time. In survival analysis, the 

goal is to model the survival function S(t∣X) or the hazard function h(t∣X) while 

accounting for the effects of covariates X (e.g., age, treatment, gender) on the 

event rate. In a Weibull regression model, the survival time’s t is modeled as a 

function of covariates X. The model assumes that the survival time t follows a 

Weibull distribution with parameters that depend on X, the vector of covariates. 

The hazard function of the Weibull regression model can be written as: 

T
1

X th .( )t X e


    
∣  

Where: 

 λ is the scale parameter of the Weibull distribution, which is typically 

modeled as a baseline hazard. 



  is the shape parameter, controlling the hazard's behavior over time. 

 X is the vector of covariates. 

 β is the vector of regression coefficients associated with the 

covariates. 

This model assumes that both the scale parameter λ and the shape parameter 

γ are influenced by covariates. Scale parameter λ is typically modeled as an 

exponential function of covariates: 

T( )expX    

Where   are the coefficients associated with the covariates that affect the 

scale parameter. 

Shape parameter γ can be modeled as a constant, or it can depend on 

covariates as well: 

T )1 expX(    . 

Here   are the coefficients for the covariates affecting the shape parameter. 

 

The survival function S(t∣X) in the Weibull regression model is given by: 

 

T .tSt X X( ) ( )exp exp
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This equation represents the probability that the event has not occurred by 

time t, given the covariates X. 

To estimate the parameters of the Weibull regression model, we typically use 

the maximum likelihood estimation (MLE) approach. The log-likelihood 

function for the Weibull regression model is based on the probability density 

function (PDF) and is expressed as: 
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Where: 

 i  is the censoring indicator (1 if the event occurred, 0 if censored). 

 ti is the observed survival time for the i-th individual. 

 Xi is the vector of covariates for the i-th individual. 

 i ih(t X)∣  is the hazard function at time ti for the i-th individual, given 

the covariates Xi. 

The regression coefficients β are associated with the covariates in the model. 

A positive coefficient indicates that as the covariate increases, the hazard 

increases and shorter survival time. A negative coefficient indicates that as the 

covariate increases, the hazard decreases and longer survival time. The 

coefficients for the covariates are typically interpreted in terms of hazard ratios 

exp(βj), which represents the relative change in the hazard for a one-unit increase 

in the covariate Xj. In this model, the shape parameter γ: 

 If γ>1, the hazard increases over time, implying that the event 

becomes more likely as time progresses. 

 If γ=1, the hazard is constant over time, and the model reduces to an 

exponential distribution. 

 If γ<1, the hazard decreases over time, indicating that the event 

becomes less likely as time passes. 

2.3.3. Log-Logistic Model: The most commonly used distribution for 

modeling survival and failure time data is the Weibull. However, its use is limited 

by the fact that the hazard function must be monotonic, regardless of the 

parameter values, although it may increase or decrease. This may not be 

appropriate in cases where the course of the disease is such that mortality peaks 

after a certain period of time and then slowly declines (Bennett S., 1983). The 

log-logistic distribution is used in survival analysis to model the survival times 

of individuals. The probability density function of the log-logistic distribution is: 

1

2
tf t ,

1

(
t

)






        

 



here, t is the survival time, β is the shape parameter of the distribution, and θ is 

the scale parameter. The cumulative distribution function (CDF) and 

hazard function of the log-logistic distribution are:  
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When incorporating covariates into the log-logistic model, we typically use a 

log-linear model for the scale parameter θ. The covariates are used to model the 

relationship between the predictor variables (e.g., age, gender, treatment) and the 

survival time. The log-logistic regression model can be specified as: 

0 1 1 2 2 k kl ( x x)og x     

Where: 

 θ is the scale parameter of the log-logistic distribution, which depends 

on the covariates, 

 β0,β1,…,βk  are the regression coefficients, and 

 x1,x2,…,xk are the covariates. 

1 2 k( )θx,x, ,x  is the scale parameter, which depends on the covariates 

1 2 k)x,x, ,x(  .The scale parameter θ becomes: 

0 1 1 k k( )exp x x     . 

Substituting this expression for θ into the hazard function, we get the log-

logistic hazard function with covariates. 
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For survival analysis, we use the log-logistic regression to model the log 

of survival times (logarithmic transformation of t) to estimate the effect of 

covariates on the survival distribution. The model is typically fitted using 

maximum likelihood estimation. In this model, the beta coefficients represent the 

influence of each covariate on the log of the survival time. A positive coefficient 

implies that the covariate increases the survival time (or decreases the hazard), 

while a negative coefficient implies that the covariate decreases the survival time 

(or increases the hazard). The scale parameter (θ) controls the spread of the 

survival distribution. Larger values theta generally correspond to longer survival 

times, while smaller values indicate shorter survival times. 

The log-logistic model is especially useful when the hazard function is non-

monotonic, meaning it initially increases and later decreases, which is more 

realistic for certain types of survival data, like recovery rates after treatment or 

aging processes in biological organisms. Unlike the Cox proportional hazards 

model, the log-logistic model does not assume proportional hazards (i.e., the 

effect of covariates on the hazard function is not constant over time). This makes 

the log-logistic model more flexible in situations where this assumption is 

violated. 

The log-logistic model can be compared to other models, such as the 

exponential, Weibull, or log-normal models, to see which best fits the observed 

data. It may offer better performance when the hazard function is U-shaped or 

inverted-U-shaped. 

To estimate the parameters 0 1 k, ,...,   , we need to use maximum likelihood 

estimation. The likelihood function for the log-logistic model, assuming a sample 

of n independent observations, is: 
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The log-likelihood is typically computed as the natural logarithm of this 

likelihood function, and the coefficients 0 1 k, ,...,    are estimated by maximizing 

this log-likelihood. 

2.3.4. Log-Normal Model: The lognormal distribution is a widely used 

distribution in reliability and survival analysis. This distribution is an appropriate 

distribution for life patterns with first increasing and then decreasing danger. 

There are many studies in the literature on this distribution. For example, 

Krishnamoorthy and Mathew (2003) derived exact inferential procedures for the 

means of lognormal distributions, Gupta and Li (2006) discussed a test for 

equality of means of two independent lognormal populations, Longford (2009) 

proposed several estimators for the expectation, median and mode of the 

lognormal distribution, and Balakrishnan and Mitra (2011) developed probability 

inference for lognormal data with left truncation and right censoring based on the 

EM algorithm. Balakrishnan and Pal (2013) used Conway–Maxwell Poisson-

based cure rate model by assuming the lognormal distribution for the time-to-

event variable, and also, they developed the EM algorithm for the estimation of 

the parameters of different cure rate survival models. 

The log-normal distribution models a random variable whose logarithm is 

normally distributed. Let T represent a survival time 
2)T LogNorma(l , .The 

probability density function and the cumulative distribution function of T are 

given by: 
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The survival function S(t), and the hazard function h(t) are given by; 
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When modeling Log-Normal regression for survival data, the covariates 

X=(X1, X2,…,Xp) into the log-normal framework. The relationship between the 

covariates and the survival time is expressed through the parameter μ, which 

becomes a linear function of the covariates: 

0 1 2 2 p pX1 X X.    X  

f(t;X,β,σ), S(t;X,β,σ), and h(t;X,β,σ) in regression model are given as 

below; 
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Where, βi measures the effect of the i-th covariate Xi on the log-transformed 

survival time. A positive βi increases μ, shifting the survival time distribution to 

the right (i.e., longer survival times). The log-normal regression model is 

analogous to ordinary linear regression on the log-transformed survival times: 



2)lnT , N0,(X    

The parameters β and σ are estimated by maximizing the log-likelihood 

function, which is derived from the PDF f(t) for censored and uncensored data. 

The model naturally accommodates right-censored survival data by modifying 

the likelihood to account for incomplete observations. 

2.3.4. Generalized Gamma Model: The goal of survival analysis is to 

estimate the probability of survival, recurrence, death, and other events over a 

given time period. The generalized gamma distribution provides a flexible family 

of distributions with different shapes and hazard functions that are well suited to 

model survival data, making the generalized gamma distribution useful in 

survival analysis.  

The three-parameter generalized gamma distribution was first proposed by 

Stacy (1962). Johnson, Kotz, and Balakrishnan (1994) extended Stacy's three-

parameter generalized gamma distribution to a four-parameter generalized 

gamma distribution by setting the location parameter to zero.  Agarwal and Al-

Saleh (2001) studied the hazard rate function of the generalized gamma type 

distribution, while Balakrishnan and Peng (2006) used the generalized gamma 

distribution to study the frailty model. Another generalization of Stacy's 

generalized gamma distribution was derived by Cordeiro et all.,(2011). For this 

purpose, the authors used the exponential method and applied it to study survival 

data.  Balakrishnan and Pal (2015) and Pal and Balakrishnan (2017) used the 

generalized gamma distribution in the context of the recovery rate model and the 

catastrophic recovery rate model, respectively. Pal et al (2020) demonstrated the 

flexibility of the broader class of the generalized gamma distribution to model 

right-censored survival data. This distribution includes the commonly used 

gamma, Weibull, and lognormal distributions as particular cases, and this 

flexibility allows us to discriminate between models to select a lifespan 

distribution that provides the best fit to a given data set within its class. 

The generalized gamma distribution with parameters σ (shape), q 

(shape), and λ (scale) can be expressed as follows. The PDF is given by: 
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Here, λ>0, (σ>0) determines the tail behavior and (q≠0) adjusts skewness. 
The CDF is: 
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The survival function S(t), which gives the probability of survival beyond 

time t, and hazard function are given by: 
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When modeling generalized gamma regression for survival data, we 

incorporate covariates X= (X1, X2,…,Xp) through the scale parameter λ, while 

keeping σ and q as constants. The scale parameter λ is related to the covariates 

via a log-linear model: 
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Substituting eX into the PDF, we get: 
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The survival function and hazard function become: 
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The generalized gamma model is highly flexible and includes several common 

distributions as special cases: 

o Exponential Distribution: σ =1, q=1. 

o Weibull Distribution: σ=1, q>0. 

o Gamma Distribution: q=1, σ>0. 

For survival data with right censoring, the likelihood function combines 

contributions from uncensored and censored observations. If ti is the observed 

time for individual i, and δi is the censoring indicator (δi=1, if uncensored, δi=0 if 

censored), the likelihood and log-likelihood are: 

 

i i

n
1

i i i i
i 1
n

i i i i i i
i 1

( ) [ ( )] [ ( )]

( ) ( ) ( ) ( ).

L , ,q f t; , , ,q St; , , ,q ,

, ,q lnf t; , , ,q 1 lnSt; , , ,q

X X

X X

 





   

      




 

The generalized gamma distribution (GGD) as implemented in R, 

particularly through the flexsurv package, uses a parameterization introduced by 

Prentice (1974) in this study. This distribution has three key parameters: a 

location parameter (μ), a scale parameter (σ), and a shape parameter (Q).  

 
The PDF for the generalized gamma distribution is given as: 
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 This is numerically stable even for Q values near 0, ena-

bling it to handle transitions to related distributions like log-normal and Weibull. 
 

3. APPLICATION and RESULTS 

This study will use the Veterans’ Administrative Lung Cancer dataset 

presented by Prentice (1973), which is maintained by the US Veterans 

Administration and includes 137 patients with advanced inoperable lung cancer.  

Of the 137 male patients, 69 received the Standard test and 68 received the 



Chemotherapy test, and 64 patients died in each treatment group, with only 9 

patients being alive censored at the end of the study. This dataset will be analyzed 

using life tables to determine whether there is a statistically significant difference 

between the survival distributions of lung cancer cell types and between the 

standard test and chemotherapy test treatment groups using the Kaplan Meier 

method. Various covariates were analyzed using Cox regression to find out 

whether they have any effect on the mortality of male patients with advanced 

inoperable lung cancer. Furthermore, exponential, Weibull, log-logistic, log-

normal and generalized gamma distribution parametric regression methods were 

also applied to this dataset. All these applications were analyzed using RStudio 

software. 

The explanation of the variables is presented in Table 1 and Table 2. In these 

tables, we will give frequencies of categorical variables, and give mean, standard 

deviation, minimum, maximum, median and range for numeric variables are 

shown. 

 
Table 1. Frequencies of Categorical Variables 

 Treat-

ment 

Cell Type Status Prior 

Treat-

ment 

 1 2 Squa-

mous 

Small 

Cell 

Adeno Large 0 1 0 10 

Fre-

quency 

69 68 35 48 27 27 9 128 97 40 

 

 
Table 2. Descriptive Statistics of Numeric Variables  

Variable         Mean SD Min Max Me-

dian 

Range 

Time 121.6277372 157.8167220 1 999 80 998 

Karno 58.5693431 20.0395916 10 99 60 89 

Diag-

time 

8.7737226 10.6121411 1 87 5 86 

Age 58.3065693 10.5416276 34 81 62 47 

 
The dataset consists of two treatment groups (1 and 2) in Table 1. The 

frequency of patients in each treatment group is almost balanced, with 69 patients 

in treatment group 1 and 68 patients in treatment group 2. There are four distinct 

cell types: Squamous, Small Cell, Adeno, and Large. The most common cell type 

is Small Cell, with 48 patients, followed by Squamous with 35 patients. Both 

Adeno and Large have 27 patients each, which makes them the least frequent cell 



types. This distribution might indicate a higher prevalence of Small Cell cancer 

in the dataset, but the dataset appears to have a variety of cell types. Status 

variable seems to represent the survival status of patients, with 0 likely indicating 

alive and 1 indicating dead. The frequency distribution is highly skewed, with 

128 patients recorded as alive (status = 0) and 97 patients recorded as dead (status 

= 1). The prior treatment status variable has three categories: 0, 1, and 10. The 

largest group is prior = 0 (no prior treatment) with 40 patients, followed by prior 

= 1 (previous treatment) with 60 patients. The prior = 10 category, which might 

represent a different or special treatment condition, has 37 patients.  

In Table 2, the mean of time variable is 121.63 days. On average, patients in 

the study survived for approximately 121.63 days and the standard deviation 

(SD) is 157.82 days. There is a high variability in survival time, as reflected by 

the large standard deviation. Some patients survived for a much longer or shorter 

period than the average. The shortest survival time recorded is 1 day, which could 

indicate either very rapid decline after diagnosis or data recording. The longest 

survival time observed is 999 days, which indicates that some patients survived 

for nearly three years after the start of the study. The median survival time is 80 

days, meaning that half of the patients survived less than 80 days and half 

survived more. The median is lower than the mean, which suggests that the 

distribution of survival times is right-skewed (with a long tail toward higher 

values). 

The mean of karno (Karnofsky Performance Score) is 58.57, indicating 

moderate functional impairment on average and the SD is 20.04. There is 

significant variation in the karnofsky scores, reflecting differences in the patients' 

functional status. The lowest recorded karnofsky score is 10, which could 

represent patients who are very ill and bedridden. The highest karnofsky score is 

99, indicating patients who are mostly functional with minimal impairments. The 

median score is 60, suggesting that half of the patients have scores higher than 

this, and half have scores lower, indicating a moderate level of functional 

impairment on average. 

The mean of diagtime (Time Since Diagnosis) variable is 8.77 months. On 

average, patients were diagnosed 8.77 months before the study began, and the 

SD is 10.61 months. The standard deviation is relatively large, suggesting that 

the time from diagnosis varies widely among the patients. The shortest time since 

diagnosis is 1 month, indicating that some patients were diagnosed very recently. 

The longest time since diagnosis is 87 months, which suggests some patients 

were diagnosed several years before the study. The median time since diagnosis 

is 5 months, meaning that half of the patients were diagnosed less than 5 months 



before the study, and half were diagnosed more than 5 months ago. The median 

is lower than the mean, suggesting a skewed distribution with a longer tail for 

those diagnosed earlier. 

The mean of age variable is 58.31 years which is typical for lung cancer 

patients, as they are usually diagnosed in later adulthood. The SD is 10.54 years, 

indicating variability in the age of patients within the study. The youngest patient 

is 34 years old, which is relatively young for a lung cancer diagnosis but is not 

unheard of, particularly for certain types of lung cancer or genetic factors. The 

oldest patient is 81 years old, reflecting the inclusion of elderly individuals in the 

study. The median age is 62 years, meaning that half of the patients are younger 

than 62, and half are older. This suggests that most patients are middle-aged to 

older adults. 

The log-rank test is commonly used to determine if there is a statistically 

significant difference between the survival curves of two or more groups. We 

applied the log-rank test to compare the survival distributions between two 

treatment groups (trt = 1 and trt = 2) in the veteran dataset and get the results 

are shown in Table 3. 

 
Table 3. The log-rank test results between two treatment groups 

 
 

  

The p-value of 0.9 suggests that the observed differences in the number of 

events (deaths) between the groups are likely due to chance, and there is no strong 

evidence to suggest that the treatment type has a major impact on survival. The 

Kaplan Meier curve has been seen in Figure 1. There is no difference in survival 

functions between the standard treatment and chemotherapy methods applied. It 

is seen in the Figure 1, the number at risk that is the number of patients who are 

still being followed at each time point. This helps understand how the sample size 

decreases over time. 

 



 
Figure 1. Kaplan Meier Curve for Treatment Variable 

 
At the same time, the Log rank test was also applied to compare whether the 

cell types have an effect on survival times and the Log rank test results are given 

in Table 4. 

Table 4. The Kaplan-Meier Survival Analysis Results, Stratified by Cell Type 

 
 

 
The results from the Kaplan-Meier survival analysis in Table 4, stratified by 

cell type, provide valuable insights into the survival experiences of patients with 

different types of lung cancer. The analysis includes four categories: squamous, 

small cell, adenocarcinoma, and large cell. In the results, the Chi-Squared test 

statistic is 25.4 with 3 degree of freedom and the corresponding p-value is 1e-05. 

Since this p-value is less than 0.05, we reject the null hypothesis. In other words, 

we have sufficient evidence to say that there is a statistically significant difference 

in survival between the cell types. The results given in Table 4 can be interpreted 

as follows. 



 The median survival of squamous cell carcinoma is 118 days, with a 

95% CI of [82, 314]. The observed survival time is much longer than 

expected, indicating that these patients survive longer than what the 

model predicts. 

 The median survival of small cell carcinoma is 51 days, with a 95% 

CI of [25, 63]. This is the shortest survival time among all the cell 

types. Small cell carcinoma is known for its aggressive nature, and 

this is reflected in the high observed deaths compared to the expected 

deaths. 

 The median survival of adenocarcinoma is 51 days, with a 95% CI of 

[35, 92]. Adenocarcinoma has a median survival that is similar to 

small cell carcinoma, but the survival range is slightly broader.  

 The median survival of large cell carcinoma is 156 days, with a 95% 

CI of [105, 231]. This is the longest survival time among all the cell 

types, suggesting that patients with large cell carcinoma have the best 

prognosis. 

Overall, small cell carcinoma appears to be the most aggressive, with 

significantly lower survival, while large cell carcinoma has the best survival, with 

squamous and adenocarcinoma showing intermediate outcomes. These findings 

are consistent with the general understanding of lung cancer biology and could 

help guide clinical decisions and treatment strategies based on the cancer type. 

 

 
Figure 2. The Kaplan Meier Curve by Cell Types 

 



The Kaplan Meier curve has been seen in Figure 2. It is seen in the Figure 2, 

the number at risk that is the number of patients who are still being followed at 

each time point. This helps understand how the sample size decreases over time. 

The Cox regression model, which is a semi-parametric method, was also 

applied to the veteran data set and the results obtained with the R software are 

given in the output below. 

 
The components in the model output related to Cox regression: Coef 

(Coefficients) determining the effect of each independent variable on survival 

time, if positive coefficients, the risk of the event (e.g. death) increases with the 

increase of the relevant variable, and negative coefficients indicate that the risk 

decreases. exp(coef) or hazard ratio value is shown as the ratio of each variable 

on the risk. This value expresses how much the risk of the event changes with 

each unit increase of the relevant variable. If; exp(coef) > 1: Risk increases. 

exp(coef) < 1: Risk decreases. se(coef) is the Standard Error of the Coefficient, a 

statistic that measures the accuracy of the coefficients. A small standard error 

indicates a more reliable coefficient estimate. Z-value tests how much the 

coefficients differ from zero. Large z-values mean that the coefficients are 

statistically significant. P-value tests whether the relevant variable is significant 

in the model. Generally, if p < 0.05, we accept that this variable is significant. 

 



The results of the Cox regression output obtained are as follows for each 

covariate. 

1. Coefficients (coef): The coefficients represent the change in the log hazard 

ratio for a one-unit increase in each covariate. 

 trt (treatment): The coefficient is 0.2946, but the p-value (0.15577) 

is greater than the commonly used threshold (0.05), indicating that the 

treatment is not significantly associated with survival in this model. 

 celltypesmallcell: The coefficient is 0.8616 (p-value = 0.00175), 

which is significant at the 0.01 level. This suggests that the "smallcell" 

cancer type is associated with a higher risk of the event (death) 

compared to the reference category (which might be the "large" type 

or a baseline category not shown here). 

 celltypeadeno: The coefficient is 1.196 (p-value = 7.05e-05), which 

is highly significant. "Adeno" type is associated with an even higher 

risk of the event compared to the reference category, making it one of 

the most significant predictors of survival. 

 celltypelarge: The coefficient is 0.4013, and the p-value (0.15574) is 

greater than 0.05, indicating that the "large" cell type is not 

significantly associated with survival. 

 karno (Karnofsky performance score): The coefficient is -0.03282 

(p-value = 2.55e-09), which is highly significant. The negative 

coefficient suggests that higher Karnofsky scores (better 

performance) are associated with a reduced risk of the event (better 

survival). 

 diagtime (time of diagnosis): The coefficient is 0.00008132 (p-value 

= 0.99290), indicating that diagnosis time is not a significant predictor 

of survival in this model. 

 age: The coefficient is -0.008706 (p-value = 0.34920), suggesting that 

age is not a significant predictor of survival. 

 prior (prior treatment): The coefficient is 0.007159 (p-value = 

0.75794), indicating that prior treatment history is not significantly 

associated with survival in this model. 



2. Exponential of Coefficients (exp(coef)): The exponentiated coefficients 

(hazard ratios) provide an interpretation of how the risk of the event changes with 

a one-unit increase in each covariate. 

 trt: The hazard ratio is 1.3426, meaning that treatment increases the 

hazard of the event by about 34% (though this is not significant). 

 celltypesmallcell: Hazard ratio of 2.367, meaning that the smallcell 

cancer type increases the risk of death by about 137% compared to 

the reference category. The formula to calculate the percentage 

increase in risk is: 

Percentage increase=(HR−1)×100. 

 

In this case, HR= 2.367. Percentage increase= 

(2.367−1)×100=1.367×100=136.7%. 

 

 celltypeadeno: Hazard ratio of 3.307, meaning the adeno type 

increases the risk of death by about 231%. 

 celltypelarge: Hazard ratio of 1.494, indicating a 49% higher risk of 

death for the large cell type but not statistically significant. 

 karno: Hazard ratio of 0.9677, indicating that for each unit increase 

in karnofsky score, the risk of the event decreases by about 3%. 

 diagtime: Hazard ratio of 1.0001, which essentially means that time 

of diagnosis has no significant impact on survival. 

 age: Hazard ratio of 0.9913, indicating a slight decrease in the hazard 

of the event with increasing age, but this is not statistically significant. 

 prior: Hazard ratio of 1.0072, meaning prior treatment has a very 

slight increase in the risk, but not statistically significant. 

3.Confidence Intervals: The 95% confidence intervals for the hazard ratios 

(lower .95 to upper .95) provide the range within which we are 95% confident the 

true hazard ratio lies. 

 For celltypesmallcell and celltypeadeno, the confidence intervals do 

not cross 1, indicating strong evidence of a relationship between these 

variables and survival. 

 



 For karno, the interval (0.9573, 0.9782) indicates that karnofsky 

performance score is a significant predictor, as the interval is entirely 

below 1 (indicating reduced risk with better performance). 

 For trt, celltypelarge, diagtime, age, and prior, the confidence 

intervals include 1, suggesting no significant effect on survival. 

 
4. Model Evaluation: 

 Concordance: The concordance index (C-index) is 0.736, which 

suggests that the model has good discriminatory power, with higher 

values closer to 1 indicating better performance. 

 Likelihood Ratio Test: The likelihood ratio test statistic is 62.1 with 

a p-value of 2e-10, which indicates that the model as a whole is highly 

significant. 

 Wald Test: The Wald test statistic is 62.37 (p-value = 2e-10), which 

further confirms the overall significance of the model. 

 Score (Logrank) Test: The score test statistic is 66.74 (p-value = 2e-

11), again confirming the model’s statistical significance. 

Fort his cox regression model, significant predictors of survival include 

celltype (smallcell, adeno), karno (Karnofsky performance score), and the overall 

model is highly significant. Non-significant predictors include trt (treatment), 

age, prior treatment, and diagtime. The model shows good discriminatory power 

with a C-index of 0.736, suggesting it can reasonably separate subjects with 

different survival times. Finally, the results highlight the importance of cell type 

and karnofsky score as key factors affecting survival, while treatment, age, and 

prior treatments do not have significant effects in this dataset. 

In order to compare parametric and nonparametric methods in the veteran data 

set and first decide which distribution is more suitable for the data, the graph of 

the risk functions of the distributions was drawn as seen in Figure 3. As can be 

understood from the figure, the most suitable distribution for the data set is seen 

as the generalized gamma distribution. 

 

 



 
 

Figure 3. Hazard ratio of data and distributions. 

 

 
We used AIC, BIC and Log-Lik values to compare Cox regression and 

exponential, Weibull, log-logistic, log-normal, and generalized gamma 

regression models. 

The Akaike Information Criterion (AIC) is a statistical measure used to assess 

the fit of a model while penalizing for model complexity. AIC is used for model 

comparison. It is defined by the following equation: 

 

AIC=2k−2ln(L) 
Where, k is the number of free parameters in the model. This represents the 

number of parameters that are estimated by the model. This term penalizes for 

model complexity. If a model has more parameters, this term increases, causing 

the AIC value to increase, which discourages overly complex models. L is the 

likelihood function, which represents the likelihood of the data given the model. 

This term reflects the model's goodness of fit. The likelihood function measures 

how well the model explains the observed data. A higher likelihood (better fit) 

leads to a lower value of −2ln(L), which decreases the AIC. When comparing 

multiple models, the model with the lowest AIC is generally considered the best, 

as it balances between fit and model complexity. A lower AIC indicates a model 

that provides a good fit to the data while avoiding unnecessary complexity (i.e., 

overfitting). 

The Bayesian Information Criterion (BIC), also known as the Schwarz 

Information Criterion (SIC), is another statistical measure used to assess the 



goodness of fit of a model, similar to AIC. However, BIC incorporates a stronger 

penalty for the number of parameters in the model, which tends to favor simpler 

models compared to AIC, especially when the sample size is large. The formula 

for BIC is: 

BIC=ln(n)k−2ln(L) 

Where, n is the number of observations. K is the number of free parameters in 

the. L is the likelihood function, representing the likelihood of the data given the 

model. Ln(n)k penalizes the model for the number of parameters. The penalty 

increases with both the number of parameters k and the sample size n. For large 

sample sizes, this term grows significantly, leading to a stronger penalty for 

models with more parameters. The second term is −2ln(L): Like AIC, this term 

measures the fit of the model. A higher likelihood (better fit) results in a lower 

value of −2ln(L), which lowers the BIC. The BIC is more conservative than AIC 

in terms of penalizing complexity, and as a result, it often favors simpler models, 

especially when the sample size is large. 

The AIC, BIC and Log-Likelihood comparison results are given in Table 5. 

Table 5. The AIC, BIC and Log-Likelihood Results of Cox Regression and Distri-

butions 

 

 
 

In Table 5, the Cox Regression is clearly the best model for veteran 

dataset, as it achieves the lowest AIC, BIC, and the highest log-likelihood. This 

suggests that, despite being a semi-parametric model, it provides the best fit to 

the survival data when compared to the various fully parametric models. 
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Introduction 

In recent years, nanoparticles have emerged as a significant class of 

nanomaterials employed during the advancement of novel nanotechnologies. 

Nanoparticles are utilized Across various trade fields today, ranging from 

medical devices and cosmetics to electronics and environmental remediation. 

Due to their unique properties, they hold the potential to revolutionize production 

and technology. However, as you mentioned, we still lack comprehensive 

knowledge about their prolonged impact on health and the environment. The 

potential risks associated with nanoparticles include toxic effects on livings' 

health, environmental bioaccumulation, and harm to ecosystems. Of particular 

concern are how nanoparticles penetrate the organism (through breathing, 

swallowing, or skin absorption), how they interact with cells, and how they 

accumulate within biological systems—areas that require further research.  

With the progress of technology, the environmental release of nanoparticles 

has emerged as a fact that negatively impacts all living organisms over time, 

posing a significant threat to life in the long term through biological 

accumulation.  

Research on the toxic effects of nanoparticles on vertebrates has been 

submitted, evaluated, and summarized to serve as a reference for future studies.  

This review examines the toxic impacts of various nanoparticles on selected 

vertebrates using different methodologies. It has been reported that exposure to 

nanoparticles induces abnormalities in certain biological parameters of affected 

organisms and, in some populations, results in numerical declines. The reviewed 

reports indicate that nanoparticles induce sensitivity in certain vertebrates, with 

biological changes increasing in correlation with dose escalation. However, no 

evidence of chemical-specific sensitivity was observed. The findings recorded in 

the evaluated studies were generally consistent, and it was observed that exposure 

to nanoparticles is pernicious to the vertebrates in question. 

Organisms are constantly exposed to hundreds of chemical and biological 

materials. Without exception, a wide range of substances that influence living 

organisms in various ways is present everywhere. 

Paracelsus, regarded as the founder of modern toxicology, asserted that all 

substances are toxic, that no substance is entirely free from toxicity, and that the 

difference between a poison and a remedy is determined by the dose. As 

establishing the safety thresholds of substances is a fundamental area of research 

for toxicologists, dose constitutes the core principle of toxicology. 



On the other hand, while some substances do not induce toxic effects when 

consumed in large quantities, others can threaten an organism's life even at very 

low concentrations. In this regard, toxic substances have consistently attracted 

attention throughout history. 

The term "nano" refers to one billionth of a physical quantity. One nanometer 

(nm) represents a unit of length equal to one billionth of a meter (m) (Ateş et al., 

2013; Alberts et al., 2015).    

The majority of the sources of nanocomponents are of natural origin and they 

can be constantly found in the environment (Wigginton et al., 2007).  

Comparative Assessments 

Colloids suspended in water, fine-grained desert sand, oil smoke, smoke from 

volcanic activities or forest fires, and some atmospheric dust represent 

nanoparticles produced in nature.  

In addition, many biological processes in living things occur in the nanoscale 

range and can be nanoscale and can be regarded as manifestations of 

nanotechnology in nature (Fig. 1; Bundschuh, et al., 2016). In addition, ribosomes 

work like a nanoscale factory that makes proteins by arranging amino acids in a 

specific order (Alberts, 2004; Ashby et al., 2009; Ateş et al., 2013, and 

hemoglobin, a protein that transfers oxygen in some cells (Figure 2).  

 

Fig. 1. Exposure and possible paths (indicated in red) for poisonousness of nanoparticles 

in the water habitats, (1) poisonous features, (2) bioexpansion capacity triggered by sur-

face assimilation resulting in integration, (3) soaking up onto underwater structures. 

(Bundschuh, et al., 2016).  



Other examples of nanomaterials include car exhaust, industrial emissions, 

and solder fumes used in welding. These are unintentionally released into the 

environment from anthropogenic sources as a byproduct of human activities 

(Nowack & Bucheli, 2007).  

 

Fig. 2. Nanometer-scale size and visibly models of this gradation (Ateş et al., 2013). 

Man-made engineered nanomaterials are specifically produced to take 

advantage of their unique properties that emerge at the nanoscale. Man-made or 

naturally occurring nanoparticles can be found in all aquatic environments such 

as surface water, groundwater, oceans, glaciers and atmospheric waters 

(Wigginton et al., 2007).  

Nanoparticles constitute a very active field in the defense industry, textile, 

automotive industry, construction, electronics, new treatment methods and the 

pharmaceutical industry.  

The toxicity of nanoparticles can occur either by directly causing poisoning or 

by triggering a side effect. Currently, relatively little is known about what 

nanoparticles do once they enter living cells (Kulkarni, 2010).  

As the production of nanocomponents increases, so does the likelihood of 

human exposure and the spontaneous discharge of these materials into the 

habitats. 

The release or unintentional leakage of these nanoparticles into the habitat also 

causes poisonous impacts on aquatic organisms (Turan et al., 2019; Habumugisha 

et al., 2024).  

Even though the pathway of toxicity has not been fully explained, current 

ecotoxicological results on the impacts of nanocomponents on water-dwelling 

advanced organisms (vertebrates etc.) indicate that this toxicity is in the form of 

free radical damage, mutagenity and influence on the immune function (Handy 

and Shaw, 2007).  



The hazardous mechanism of nanocomponents stated that the toxicity that 

occurs due to their physicochemical properties is related to ROS (reactive oxygen 

species) accumulation (Fig. 3; Xuan et al., 2023).  

 

Fig. 3. The association of the harmfulness process induced by ROS piling up with nano-

particles (Xuan et al., 2023). 

Despite the obvious benefits of nanomaterials, there are many questions about 

whether these innovative characteristics seen at the nanosize exposure a danger 

to the surroundings and, if so, to what extent (Buzea et al., 2007). 

The toxicity of nanoparticles can occur either by direct toxic effects or by 

triggering a side effect. Currently, relatively little is known about what 

nanoparticles do once they enter living cells (Kulkarni, 2010). 

With the increasing production of nanomaterials, the probability of human 

exposure and inadvertent discharge into the surroundings also increases. The 

release or unintentional leakage of these nanoparticles into the environment also 

causes harmful impacts on aquatic organisms (Turan et al., 2019). 

Although the mechanism of poisonousness has not been fully clarified, 

available hazard science throughput regarding the impacts of nanocomponents on 

backboned animals that live in water indicate that this toxicity occurs in the form 

of oxidative damage, mutagenic potential and influences on the natural defenses 

function (Handy and Shaw, 2007). 



Ecotoxicity test data on fish indicate that nanoparticles pose a low hazard 

potential, nevertheless, researches on their non-destructive impacts have shown 

free radical damage in the brains of sea perch subjected to buckyball (Fig. 4; 

Oberdörster, 2004; Lovern and Klaper, 2006; Lovern et al., 2007, Oberdörster et 

al., 2006; Smith et al., 2007, Ateş et al., 2013; Haghighat et al., 2021).  

 

 

Fig. 4. Nanoparticle toxicity, individually and together, causes bioaccumulation in some 

organs of living beings and changes in antioxidant enzyme activity (Haghighat et al., 

2021).   

Oxidative damage to lipids has been reported in the gills, brain and liver of 

young carp and rainbow trout exposed to TiO2 and Ag nanoparticles, 

demonstrating that the mentioned structures are under free radical imbalance 

(Federici et al., 2007, Linhua et al., 2009). 

Nanoparticles have been indicated to be taken up by fish eggs and accumulate 

in the branchial and gut tissues of adult teleost, and nanoparticles have also been 

detected in the brain, testes, liver and blood (Nowack and Bucheli, 2007). 

In a study investigating the non-lethal effects on a freshwater teleost 

Prochilodus lineatus, known to be sensitive to copper, it was noted that the gills 

of fish exposed to copper nanoparticles experienced negative effects, including 

elevated copper accumulation, inhibition of H+-ATPase and Ca2+-ATPase 

activities, and certain histological damages such as the proliferation of 

mitochondria-rich cells and/or mucosal cells. 



Furthermore, lipid peroxidation amounts were rised in the hepatic tissue of 

fish subjected to copper nanoparticles and oxidative stress occurred. Copper 

nanoparticle exposure was stated to lower Ht (hematocrit), and Hb (hemoglobin) 

concentrations, suggesting anemia, and to elevate branchial Na+-K+-ATPase and 

H+-ATPase activities, potentially representing a compensatory mechanism for 

metabolic acidosis. (Fig. 5; Tesser et al., 2020).  

 

 

Fig. 5. Adverse effects on some tissues of fish (Prochilodus sp.) exposed to Cu nanopar-

ticles; LPO: lipid peroxidation, MRC: mitochondria-rich cells, Cu: copper chloride, nCu: 

copper nanoparticles, Hb: hemoglobin, Ht: hematocrit, NaKATP: Na+-K+-ATPase (Tes-

ser et al., 2020). 

In a study analyzing the lethal and mutatory impacts of zincite 

nanocomponents and their solubilized equivalents on amphibians, Lithobates sp., 

it was reported that significant DNA damage, micronucleated and anucleated 

erythrocyte counts were found in the exposed tadpoles in comparison the 

reference group, demonstrating the possible clastogenic and mutagenic impacts 

of zincite nanoparticles for Amphibious species (Fig. 6; Motta et al., 2020).  

  



 

Fig. 6. Micrograph showing micronuclei and else aberrations in nucleus of Lithobates sp. 

porwigles subjected to Cu nanoparticles. Micronucleus-bearing nucleus (A), budded nu-

cleus (B), binuclear cell (C), reniform nucleus (D), indented nucleus (E), segmented nu-

cleus (F), programmed cell death nucleus (G), nucleusless cell (H) [Motta et al., 2020].  

In a research examining the effects of zinc oxide nanoparticles on hatchlings 

of Podocnemis expansa (Amazon turtle), it was reported that these nanoparticles 

caused aberrations in nucleus like micronucleus-bearing nucleus and binuclear 

cell, are linked to cancer-causing mechanisms and defects in the Mitosis-related 

mechanism. 

The reduced “zone in nucleus:zone of erythrocyte” proportion and an 

expanded cytoplasmic zone examined in exposed organisms were reported to 

indicate the presence of erythrocyte exchange induction, which is probably 

associated with energy deficit equilibrium/metabolic function interferences 

and/or oxygen transport performance by red blood cells (da Costa Araújo et al., 

2019).  

In a study exploring the impacts of silver nanoparticles on broiler chickens, it 

was reported that degeneration, necrosis, mononuclear permeation and localized 

clustering of immune cells increased in liver, kidney, spleen and duodenum 

tissues in parallel with increasing doses (Fig. 7; Al-Sultan et al., 2022). 

  



 

Fig. 7. Microphotographs of duodenum and spleen of broilers exposed to AgNP, H&E 

stain. (A) Duodenum from reference group. (B) Duodenum from low dose group, normal 

intestinal villi structure. (C) Duodenum from medium dose group, cell death and epithe-

lial desquamation (arrow). (D-E) Duodenum from high dose group, metaplastic epithe-

lium-related differentiation (arrow). (F) Spleen from control group. (G) Spleen from low 

dose group indicating normal red and white pulp with normal lymph-related follicles. (H) 

Vascular dilation, desquamation of the endothelial layer (arrow) and permeation around 

blood vessels in the spleen from the medium dose group. (I-J) Cell death of lymph-related 

follicles in the spleen from the high dose group (arrow) [Al-Sultan et al., 2022].  

According to a study using cattle fallopian tube membranous cells and early-

stage organisms as experimental models to study if subject to styrofoam 

nanocomponents affects proliferative activity and embryonic growth in 

mammals; karyotype analysis of cells exposed to nanoparticles showed no 

chromosomal abnormalities as per the reference, but tetraploid metaphase plates 

were more prevalent in the former.  

IVF trials aimed at determining if subject to nanocomponents affects 

preimplantation development showed that incubation with nanoparticles reduced 

the ratio of 8-cell embryos and blastocysts in a dose-dependent manner. 

Even if the eligibility of the blastocysts regarding the average percentage of 

cells of the DNA-fragmented blastomeres was found to be the just as in the 

subjected blastocysts in comparison with the references, the data obtained 

indicated that subject to nanoparticles may disrupt growth, which may influence 

the mitosis degree in early stage organisms and result in A reduced ability to 

progress to the blastocyst stage. 

In accordance with the aforementioned study results, it was reported that the 

release into the environment and subsequent accumulation in life forms must be 

closely observed to avoid cytotoxic effects that could impact the reproductive 

success of styrofoam nanocomponents (Barbato et al., 2020). 

 



Conclusion 

Based on the information examined, it was determined that toxins may pose 

hazard at various levels relying on the living group exposed and the form of 

exposure. It was also concluded that toxicity rises in proportion to the quantity of 

the toxin exposed and the duration of subjection. It is also thought that the effects 

may differ relying on the kind of toxin. Consequently, the analyzed investigation 

data were determined to be consistent in relation to one another. 
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1. Free Radicals (Oxidants) 

An atom has electrons revolving around a nucleus consisting of protons 

and neutrons. Electrons are found at certain energy levels and each orbital 

can hold a maximum of two electrons, which have opposite spins. Atoms 

become stable by completing the number of electrons in their orbits or try 

to complete this number to maintain their stability. Free radicals can be 

defined as atoms, ions or molecules that contain one or more unpaired 

electrons in their outermost orbit [1]. The unpaired electron of a free 

radical is indicated by a dot (.) on or next to the atom or group (such as 

OH-) [2]. The reactivity of radicals is very high because the presence of 

unshared electrons in their outer orbitals increases the reactivity of these 

chemical species tremendously [3]. Free radicals generally have short 

lifespans and are electrically positively charged, negatively charged or 

uncharged [4]. The chemical structures of free radicals are unstable and in 

order to pass into a stable structure, they react with another molecule in a 

series by sharing their unpaired electrons. Since they react with free 

radicals, one electron of the molecules is lost and they become reactive 

and carry out the reaction in a chain reaction. The most important free 

radicals in biological systems are those originating from oxygen. The 

importance of oxygen is generally associated with free oxygen radicals. 

These radicals can be formed by the division of any part of a covalently 

bonded molecule by taking one of its shared electrons, by adding electrons 

or by electron transfer. In biological systems, free oxygen radicals are 

mostly formed as a result of electron transfer [5]. 

Free radicals are formed as a result of reactions that occur in every 

living cell that uses oxygen (Aerobic). Free radicals, which are sourced 

from oxygen or nitrogen, have a dual effect in biological systems; in other 

words, we can say that they are both beneficial and harmful. When formed 

in high concentrations, free radicals can lead to the destruction of 

membrane lipids, proteins and nucleic acids, which can be harmful. 

However, in addition to antioxidant enzymes, non-enzymatic antioxidant 

systems can also balance these effects [6]. It has been determined that 

oxygen increases radiation damage in cell cultures of animals and bacteria 

exposed to radiation [7]. Although the oxidation ability of molecular 

oxygens is generally low; the activity of reactive oxygen species (ROS) 



such as superoxide and hydrogen peroxide is much higher. At high radical 

concentrations, antioxidant systems that will remove the mentioned 

reactive species may be insufficient and especially unsaturated fatty acids 

may undergo oxidation. For this reason, nerve and membrane tissues with 

high lipid content can easily suffer oxidative damage when oxygen 

concentration is high [8]. The disruption of the balance by the dominance 

of free radicals is called oxidative stress. 

2. Free Radical Sources 

Oxygen molecules are not reactive by nature because their electron 

configuration is stable. However, when energy or electrons are provided 

to the oxygen molecule, this restriction is lifted and the formation of 

reactive species occurs spontaneously. This process occurs through 

electron donors such as heavy metal ions. The formation of reactive 

oxygen species can occur by both enzymatic and non-enzymatic means. 

Reactive oxygen species (ROS) can form as by-products in the chloroplast, 

mitochondrial structure and plasma membrane electron transport chain [9]. 

Living in an environment where oxygen is present provides a 

significant advantage in the production of adenosine triphosphate (ATP) 

through oxidative phosphorylation, but it also brings some risks. Free 

radicals can occur from biological, intracellular fluids or toxic substances. 

These sources can be divided into two main categories: endogenous and 

exogenous. Free radicals can be produced by metabolic reactions, cells 

converting food into ATP, intense exercise, environmental pollution and 

external factors such as ionizing radiation. They can also be formed in 

different ways such as adding an electron to a stable molecule [1]. Studies 

have shown that environmentally persistent free radicals contain a single 

electron, such as oxygen-containing or oxygen-centered free radicals, and 

have recently been studied as long-term and dangerous substances. The 

main source of free radicals in the body is physiological metabolism, but 

in addition to reactive oxygen species and oral bacteria, external factors 

such as ionizing and ultraviolet radiation, food and air pollution, alcohol 

and cigarettes can also contribute to the formation of free radicals. Oral 

tissues are frequently exposed to reactive oxygen species after 

consumption of beverages and food, which can cause adverse health 



effects in the oral cavity [6]. Life with the presence of oxygen provides a 

significant advantage through the production of adenosine triphosphate 

(ATP) through oxidative phosphorylation. However, this situation can also 

bring some risks. These risks can be biological, intracellular fluids or toxic 

substances. These sources are generally divided into two general 

categories: endogenous or exogenous. 

2.1. Endogenous Sources 

2.1.1. Mitochondrial Electron Transport Chain 

Mitochondria, where cellular respiration takes place, reduce a large portion of 

oxygen to water in energy metabolism, while a small portion (1-5%) is used in 

the production of superoxide. The reason for this situation is the electron leakage 

from electron carriers such as NADH dehydrogenase and coenzyme Q to oxygen 

[10]. 

2.1.2. Microsomal Electron Transport Chain 

Many P450 and flavin monooxygenase (FMO) enzyme systems are located in 

the endoplasmic reticulum and nuclear membranes. Enzyme systems oxidize 

unsaturated fatty acids and foreign substances in the organism to form free 

radicals [11]. 

2.1.3. Proteins 

Reactive oxygen species interact with proteins and form protein carbonyl 

derivatives after oxidative damage from many amino acid residues such as 

proline, histidine, arginine, glycine or in the peptide backbone. At the same time, 

free radicals cause oxidative protein damage by causing oxidation of thiols (-SH) 

in proteins [12]. 

2.1.4. Activation of the Arachidonic Acid Cycle 

The arachidonic acid cycle is an important mechanism where reactive oxygen 

species are synthesized. With the stimulation of phagocytic cells, activation of 

phospholipase and protein kinase enzymes and release of arachidonic acid from 

the plasma membrane occur. Free radical products are formed as a result of the 

enzymatic oxidation of arachidonic acids [13]. 

2.1.5. Oxidative Stress-Causing Situations (Trauma, Ischemia, 

Reperfusion) 

Free radical production always occurs during the metabolic process. However, 

the free radicals formed are neutralized by endogenous and exogenous 



antioxidant systems and a balance is achieved. If this balance is disrupted against 

the free radicals, this is called oxidative stress. Trauma usually causes structural 

damage by transferring kinetic, thermal or chemical energy to tissues. This can 

lead to loss of normal homeostatic mechanisms and an increase and disruption of 

physiological needs. 

2.1.6. Phagocytic Cells 

Phagocytic cells, which initiate the cellular response in the body against 

infections, include various cell types such as neutrophils, monocytes and 

macrophages, eosinophils, lymphocytes and endothelial cells. These cells can 

produce compounds such as hydrogen peroxide or hypochlorous acid to destroy 

bacteria during phagocytosis. 

2.1.7. Peroxisomes 

High levels of oxidases become the main source of cellular hydrogen peroxide 

production. These structures include oxidase enzymes of D-amino acid, urate, L-

alpha-hydroxy acid and acyl CoA (coenzyme A) compounds, and they are present 

in quite high amounts. [14]. 

2.1.8. Plasma Membrane 

Intracellularly formed free radicals must either pass through the plasma 

membrane or cause toxic reactions in the membrane in order to interact with other 

parts of the cell. Membrane components such as unsaturated fatty acids, 

phospholipids, glycolipids, glycerol and sterols, and membrane proteins 

containing oxidizable amino acids are sensitive to free radical damage. Lipid 

peroxidation caused by free radicals or oxidation of structural proteins can disrupt 

the ion permeability of the membrane, cause damage to secretion functions and 

inhibit cellular metabolic events. 

Lipoxygenase, prostaglandin synthetase in the plasma membrane structure, 

and NADPH oxidase in phagocytes are free radical sources that trigger lipid 

peroxidation. During phagocytosis, it increases superoxide and therefore 

hydrogen peroxide production with increased oxygen consumption. In this way, 

the plasma membrane of phagocytic cells becomes an important source of free 

radical formation via NADPH oxidase. Free radicals are formed during the 

conversion of arachidonic acid into biologically active products (prostaglandin, 

leukotriene, thromboxane) by enzymes with microsomal structure, such as 

lipoxygenase and cyclooxygenase, which are also in the plasma membrane [13]. 

 



2.1.9. Transition Metals 

Heavy metals such as copper and iron play a role in reduction-oxidation 

reactions. They accelerate oxidative damage by carrying electrons for DNA 

(Deoxyribonucleic acid), proteins and lipids, and iron and copper become 

elemental with the destruction of ceruloplasmin proteins containing iron and 

copper, which accumulate in the form of ferritin and hemosiderin in the cell as a 

result of cell lysis. In this case, Fe and Cu released to the surrounding tissues act 

as catalysts and increase oxidative damage [11]. Metal ions also catalyze the 

breakdown of lipid peroxides (LOOH) and the chain reaction of lipid 

peroxidation. Thus, radical damage increases. 

2.2. Exogenous Sources 

2.2.1. Drugs, Metal Ions and Pollutants 

Herbicides, pesticides and paracetamol, aminotriazoles, acetaminophen, 

bleomycin, doxorubicin, clonazine, closapine, MDMA, nitrofurantoins, 

ciprofloxacins, cyclosporines, tricyclic antidepressants and troglitazones are 

drugs that cause free radical formation [15]. 

Free radical formation is caused especially by ions of transition metals such 

as iron, copper, cadmium, nickel, chromium and mercury [15]. 

Fibers found in asbestos structure, mineral particles, ozone, carbon monoxide 

radical, nitric oxide, nitrogen dioxide, silica and some solvents, toxins, 

hypochlorite ion, sulfur dioxide and pollutants such as plumbagin and juglone, 

which are ketone group compounds, constitute the source of free radicals [15]. 

2.2.2. Radiation 

Ultraviolet light, X-rays and gamma rays can trigger radical formation. 

3. Formation of Free Radicals 

Free radicals are constantly formed in cellular conditions and in the 

environment, this formation is caused by physical factors and chemical events. 

Free radicals emerge through three different mechanisms [16]. 

• By homolytic breaking: Radicals can form as a result of homolytic separation 

of covalent bonds. In this case, during the breaking of the bond, the electrons 

belonging to the bond are distributed equally between both atoms. This causes 

each atom to become a radical. 

 



X ⁚ Y X • + Y • 

• By single electron transfer: Radical formation can occur as a result of a 

molecule that does not have radical properties losing or gaining an electron that 

is normally paired. This occurs when a molecule loses an electron and leaves an 

unpaired electron in its outer orbital, or when a molecule gains an electron and 

takes an additional electron to its outer orbital. 

• By losing electrons: The presence of an unpaired electron in the outer orbital 

of a molecule that is not a radical can trigger radical formation. 

In biological systems, the most common formation mechanism of free radicals 

occurs as a result of electron transport. The charge of the free radical can be 

positive, negative, or free radicals can be neutral. The most important radicals 

found in a biological system are usually free oxygen radicals, but they are also 

found in radicals derived from atoms such as C, N, S and inorganic molecules. 

Transition metals such as Cu2+, Fe3+, Mn2+, Mo5+ are generally not considered 

free radicals even though they have unpaired electrons. In addition, the 

contribution of these ions to the formation of free radicals by catalyzing reactions 

is very important [17]. 

 

4. Types of Free Radicals 

Some of the free radicals and non-radical reactive species are shown in Table 

1. 

  



Table 1. Types of Free Radicals 

Free Radicals Non-Radical Reactive Types 

 Reactive Oxygen Species Reactive Oxygen Species 

 Singlet Oxygen (O2
↓) 

 Superoxide Radical (O2
-) 

 Hydroxy Radical (HO•) 

 Alkoxyl Radical ( RO•) 

 Peroxyl Radical ( ROO•) 

 Hydroperoxyl Radical (HO2
•)    

 Carbonate Radical (CO3
•-) 

 

 

Ozone (O3)  

Hydrogen Peroxide (H2O2) 

Organic Peroxides (ROOH) 

 Peroxynitrite Radical (ONOO-) 

Peroxonitrate (O2NOO-) 

Peroxynitric acid  (ONOOH) 

Peroxomonocarbonate (HOOCO2
-) 

Hipobromik asid (HOBr) 

Hipoklorik asid (HOCl) Reactive Chloride Species  Reactive Chloride Species 

 

 

 

 

Chlorine Radical (Cl•) Hypochlorous Acid (HOCl) 

Nitrile Chloride (NO2Cl) 

Chlorine Gas (Cl2) 

Bromine Chloride (BrCl) 

Reactive Bromine Species Reactive Bromine Species 

Brom Radically (Br•) Hypobromic Acid (HOBr) 

Bromine gas (Br2) 

Bromine chloride (BrCl) 

Reactive Nitrogen Species Reactive Nitrogen Species  



Nitrogen Dioxide (NO2
•) 

Nitrate Radicals (NO3
•) 

Nitric Oxide (NO•) 

Nitrous Trioxide (N2O3
•) 

 

Nitric acid (HNO3) 

Nitrosyl cation (NO+) 

Nitrosyl anion (NO-) 

Nitronium cation (NO2
+) 

Dinitrogen tetraoxide (N2O4) 

Alkyl peroxynitrites (ROONO) 

Alkyl peroxynitrates (RO2NO2) 

Peroxyacetyl nitrate (CH3C(O)O2NO2) 

Peroxynitric acid (ONOOH) 

Peroxynitrate (OONOO-) 

Nitrile chloride (ClNO2) 

Peroxynitrite (OONO-) 

 

4.1. Reactive Species of Oxygen 

Reactive species of oxygen are formed when a free electron is added to the O2 

molecule during the cellular respiration process in the mitochondria. Different 

biochemical reactions produce various molecules such as oxygen ions, free 

radicals, superoxide anions, nitric oxide and hydrogen peroxides [18]. They are 

highly reactive small molecules with unpaired electrons derived from cellular 

metabolism and other external sources. Reactive oxygen species (ROS) cause 

harmful damage to organisms by disrupting the balance of fixed molecules; 

therefore, the presence of low levels of antioxidants and high levels of ROS can 

lead to the emergence of oxidative stress [19]. 

In some cases, free radicals with high reactivity and unbalanced energy are 

formed. These reactive oxygen species or free radical structures can be formed as 

a result of factors such as lipid peroxidation, radiation, pro-oxidative enzyme 

systems, smoking, glycation and air pollution [20]. 

The molecular activity of oxygen can be achieved by different physical, 

chemical and biological events [21]. Of course, these methods may have 

disadvantages such as high energy consumption and low efficiency [22]. In recent 

years, light-catalyzed molecular oxygen activation has attracted the attention of 



researchers as a practical method. This process, which is carried out using solar 

energy, produces highly beneficial reactive oxygen species with the effect of 

carrier or electron-hole pair, while also disrupting spin-forbidden reactions [23]. 

Although it is continuously activated by light-excitation and does not take part in 

the oxygen activation process, it plays an important role in light-catalyzed, light-

catalytic molecular oxygen activation [24]. 

With the help of heavy metals (such as Cu+2, Fe+3) located in the active centers 

of many oxidases and oxygenases in the organism, the spin restriction of oxygen 

can be overcome by transferring a single electron to the oxygen molecule. 

Another way to overcome the spin restriction is to make oxygen enter an excited 

state by energy absorption [25]. As a result of this event, singlet oxygen is formed. 

Oxygen radicals are obtained as a result of physical and chemical effects and 

metabolic reactions that occur involuntarily in the environment where oxygen is 

present. Oxygen radicals are very important free radicals found in biological 

structures. Of these radicals, superoxide and hydroxyl radicals and the hydrogen 

peroxide compound that does not exhibit radical properties are known as reactive 

oxygen species (ROS). The reduction of oxygen to water and the formation of 

other oxygen species are shown in Figure 1. 

4.2. Reactive Oxygen Sources of the Cell 

4.2.1. Biological Sources 

4.2.1.1. Oxidative Burst 

Respiratory burst is an important phenomenon that occurs when phagocyte 

cells (such as neutrophils, macrophages, and dendritic cells), which are 

components of the immune system, interact with microbes. This process occurs 

when microbes are taken in by phagocytosis or interact with phagocyte cells. 

During the respiratory burst, phagocyte cells rapidly release molecules called 

reactive oxygen species (ROS) to destroy microbes. 

 



 

Figure 1. Reduction of Oxygen to Water and Formation of Other Oxygen Species 

 

Superoxide radicals (O2-•), hydrogen peroxides (H2O2), and hydroxyl radicals 

(•OH) are reactive oxygen species. These reactive oxygen species are produced 

in the phagosome where microbes are taken in or interact with, and play a critical 

role in the destruction of microbes. Reactive oxygen species cause damage to 

microbes and oxidative stress within the cell. This process acts as a rapid defense 

mechanism of the immune system and helps control the infection. 

However, excessive production of reactive oxygen species can cause damage 

to cells. Therefore, it is important that the respiratory burst process is tightly 

regulated and controlled. In addition, the respiratory burst process is vital for the 

normal function of the immune system, but if excessive or uncontrolled, it can 

lead to pathological conditions. This process is shown in Figure 2. 

 

  



4.2.1.2. Environmental Factors and Radiation 

Factors such as harmful drugs, polluted air, smoke, arenes, solvents, drugs can 

trigger oxidant formation. 

4.2.1.3. Antineoplastic Factors 

These types of drugs constitute a subgroup of chemical treatment drugs used 

in cancer treatment. Antineoplastic drugs can kill cancer cells or control their 

growth by inhibiting the DNA replication of cancer cells or by stopping cell 

division. These types of drugs can contain many different chemicals commonly 

used in cancer treatment [26]. 

 

 

Figure 2. Neutrophil Membrane 

4.2.1.4. Stress 

Catecholamines are chemical compounds synthesized in the adrenal glands 

and nerve endings that regulate the stress response. These include adrenaline 

(epinephrine), noradrenaline (norepinephrine), and dopamine. In cases of nervous 

stimulation or stress, the body produces and secretes these hormones. These 

hormones help various systems in the body cope with and adapt to stress. Stress 

causes an increase in catecholamines, which in turn causes the formation of free 



radicals. This is important in terms of providing a relationship between the 

progression of the disease in this case and the formation of free radicals [17]. 

4.3. Intracellular Sources 

Free radicals can be formed as a result of various processes within the cell. 

Some of the intracellular sources and their classification are given below. 

Mitochondrial Sources: Redox reactions occurring in mitochondria during 

electron transport chain (ETC) reactions can lead to the formation of free radicals. 

Particularly, radius free radicals occurring in complex I and complex III of the 

ETC are the main source of mitochondrial-derived free radicals. 

Peroxisomes: Peroxisomes play a role in the production of hydrogen peroxide 

(H2O2) within the cell. Although hydrogen peroxide is not a free radical molecule, 

it can cause the formation of free radicals in peroxisomes under metal catalysts. 

Cytoplasmic Sources: Redox reactions located in the cytoplasm, especially 

processes such as oxidation of proteins or lipid peroxidation, can lead to the 

formation of free radicals. 

Endoplasmic Reticulum (ER): The endoplasmic reticulum performs 

important functions such as protein synthesis and lipid metabolism within the 

cell. Byproducts formed during these processes can contribute to the formation 

of free radicals. 

NADPH Oxidase: The NADPH oxidase enzyme complex is found in the cell 

membrane and produces superoxide radical (O2•-) by reducing oxygen in the 

cytoplasm. This enzyme is found especially in immune cells (such as neutrophils 

and macrophages) and plays an important role in the production of free radicals 

during interaction with pathogens. 

These sources contribute to the formation of free radicals as a result of various 

processes occurring within the cell. Understanding these mechanisms is 

important in terms of controlling free radical sources and preventing oxidative 

stress. 

4.4. Effects of Free Radicals on the Human Body 

The intense reactive properties of free radicals can quickly interact with all 

cell structures. If these radicals are not cleaned by the cell's defense mechanisms, 

they can interact with biological molecules and initiate a chain reaction, causing 

the production of new free radicals. The effect of free radicals on the cell is shown 

in Figure 3. 



 

Figure 3. Effect of Free Radicals on the Cell 

 

4.4.1. Oxidative Stress 

Reactive oxygen and nitrogen species (ROS and RAT) are constantly 

produced in the body and the antioxidant system tries to balance their undesirable 

effects. However, when this balance is disrupted in favor of oxidants, oxidative 

stress occurs. In the event of oxidative stress, there is an increase in the amount 

of ROS and RAT and therefore an increase in the reaction rates of these species. 

This can have negative effects on many systems in metabolism, especially lipids, 

proteins and nucleic acids. The affected systems also negatively affect other 

peripheral systems. This situation continues as a chain reaction until the radical 

chain reaction is stopped by the antioxidant system. Otherwise, these reagents 

can cause the cell to die directly or indirectly [27]. 

The presence of high concentrations of reactive oxygen species can be an 

indicator of significant damage to cell structures, nucleic acids, lipids and 

proteins. It is known that the hydroxyl radical interacts with all elements of the 

DNA molecule and as a result of this interaction, it can damage purine and 

pyrimidine bases as well as the deoxyribose skeleton [28]. New research 

highlights the importance of base damage as a marker of oxidative DNA damage. 

Cu2+ ions located in G-C rich regions affect the guanine base, which is most 

susceptible to oxidative damage in DNA. Therefore, the most commonly 



measured base damage is 8-hydroxy-2'-deoxyguanose (8-OHdG), which is 

considered to be an indicator of oxidative DNA base damage [29]. Oxidative 

damage is the first step in a process that can lead to permanent damage to genetic 

material, mutations, cancer formation, and the onset of aging. 

Metal-induced reactive oxygen species can damage not only DNA but also 

other cellular components that are highly susceptible to oxidation, such as various 

unsaturated fatty acids and phospholipid residues [30]. In lipid peroxidation, the 

main aldehyde product is 4-hydroxy-2-nonenal (HNE), rather than 

malondialdehyde. Monoaldehyde is a substance that exhibits carcinogenic 

properties in bacteria and mammalian cells, as well as in rats. Although HNE 

exhibits weak mutagenic properties, it is a major toxic product in lipid 

peroxidation. Reactive oxygen and nitrogen species are shown in Figure 4. 

 

 

Figure 4. Reactive Oxygen and Nitrogen Species 

4.4.2. Free Radical Effect on Lipids 

Lipids are the biomolecules most sensitive to the effects of free radicals. 

Cholesterol and fatty acids in cell membranes and foods react rapidly with free 

radicals to form peroxidation products. The oxidative destruction of 

polyunsaturated fatty acids by the effect of free radicals is called non-enzymatic 

lipid peroxidation and progresses as a chain reaction. 

Lipid peroxidation in the organism begins with the loss of an H atom from the 

conjugated double bonds found in polyunsaturated fatty acids (PUFA) in the 

membrane structure, especially by the OH radical. This is the initial stage of the 

radical reaction. In this process, the fatty acid chain becomes a lipid radical (L˙) 



and more stable conjugated dienes are formed. In aerobic conditions, lipid 

peroxyl radicals (LOO˙) are formed as a result of the combination of the 

conjugated diene with the oxygen molecule. The formation of LOO˙ becomes 

very important. Because it also affects other polyunsaturated fatty acids in the 

membrane structure and forms new lipid radicals (L˙). In addition, it itself takes 

a hydrogen atom and turns into lipid peroxides (LOOH) and can attack membrane 

proteins. In this way, the reaction proceeds autocatalytically. This represents the 

advanced stage of lipid peroxidation [25]. Lipid peroxidation ends with the 

breakdown of lipid peroxides into aldehydes and other carbonyl compounds. In 

this final stage, biologically effective aldehyde compounds are usually formed. 

These compounds are metabolized in the cell or spread from the region where 

they were first formed to the cell and damage other regions. As a result of 

peroxidation of fatty acids containing three or more double bonds, MDA, which 

is accepted as an indicator of lipid peroxidation level, is formed. Lipid 

peroxidation is an irreversible process that directly damages the cell membrane 

and indirectly damages other cell components through the reactive aldehydes it 

forms [31]. Under the influence of free radicals, especially in the presence of 

heavy metals that act as catalysts of reduction-oxidation events, lipid 

peroxidation in the cell membrane and intracellular membranes increases. This 

situation is shown in Figure 5. 



 

Decomposition products (aldehydes and other carbonyl compounds, ethane, pentane 

etc.) Figure 5. Lipid Peroxidation Degradation Products 

 

  



4.4.3. Free Radical Effects on Proteins 

Proteins may be less sensitive than polyunsaturated fatty acids, but the degree 

to which they are affected by radical damage varies depending on the amino acid 

content of the protein. Especially amino acids containing double bonds such as 

tryptophan, tyrosine, phenylalanine, histidine and sulfur in their structure such as 

methionine and cysteine increase the sensitivity of proteins to free radicals [32]. 

As a result of these reactions, organic radicals and sulfur radical structures with 

a carbon center are formed. These reactions disrupt the tertiary structure of 

proteins containing many disulfide bonds such as albumin and immunoglobulin 

G (IgG). In addition, the ferrous iron (Fe+2) of hemoglobin is oxidized by 

reacting with superoxide and some other oxidizing agents and loses its ability to 

carry oxygen, forming methemoglobin [33]. Protein bond and peptide bond 

breakage are shown in Figure 1.9. 

 

Figure 6. Protein Bond and Peptide Bond Breakage 

  



4.4.4. Free Radical Effects on Nucleic Acids and DNA 

DNA, a target that is immediately affected by free radicals, can be affected by 

radicals caused by ionizing radiation, which can cause cell changes and loss. 



H2O2 released from activated neutrophils can pass through cell membranes and 

reach the cell nucleus, where the hydroxyl radical formed reacts rapidly with 

DNA bases and causes base conversion [34]. If DNA damage is not prevented, it 

can lead to cell disorder and even cell death. The effects of free radicals on nucleic 

acids and DNA are shown in Figure 7. 

 

 



8-OhdG can be detected in tissue, serum, urine and other biological materials. 

Among purines and pyridines, guanine is the most sensitive base to oxidation. 

This is because it has the lowest ionization potential among other bases. The most 

important radical that causes damage to biomolecules is the hydroxyl radical. 

This radical can be produced by various mechanisms including the Fenton 

reaction of hydrogen peroxide and other endogenous and exogenous ROS metals. 

The interaction of the hydroxyl radical with a nucleobase such as guanine results 

in the formation of C8-hydroxyguanine or its nucleoside 8-OhdG. 8-OHdG is 

formed as a result of the attachment of the hydroxyl radical to the 8th carbon atom 

of guanine in DNA. 

 

 

Figure 7. Effects of Free Radicals on Nucleic Acids and DNA 
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Figure 8. Nucleic acid base modifications caused by free radicals and ROS 

 

4.4.5. Free Radical Effect on Carbohydrates 

Free radicals also have important effects on carbohydrates. Glucose, mannose 

and deoxy sugars undergo autooxidation under physiological conditions, 

producing superoxide and hydrogen peroxide. It is suggested that autooxidation 

of monosaccharides causes protein cross-linking, causing them to aggregate, as 

well as thickening of the basement membrane and ultimately the development of 

cataracts and microangiopathy. 

The effects of free radical structures on carbohydrates include polysaccharide 

depolymerization and especially auto-oxidation of single sugars. Superoxides and 

oxaldehydes formed as a result of auto-oxidation of single sugars play a role in 

diseases associated with diabetes and smoking. Oxaldehydes also have an 

inhibitory effect on cell division due to their binding properties to DNA, RNA 

and proteins. Therefore, they may also be effective in cancer and aging processes. 

Hyaluronic acid, a significant mucopolysaccharide of connective tissue, is 

abundantly present in intracellular fluid. Oxidation of hyaluronic acid by free 

radicals has been definitively established in inflammatory joint diseases such as 

rheumatoid arthritis [35]. 

Free radicals occur in living organisms during normal metabolic behavior and 

in pathological stages. Since such free radicals are cleared by cellular protection 



mechanisms, ROS production is controlled by antioxidant protection systems. 

However, sometimes much more reactive oxygen species may occur in cells due 

to reasons such as metabolism of toxins, excessive oxygen exposure, imbalance 

of phagocytic activation, and inadequate intake of antioxidant compounds. When 

more ROS are produced during the process of cellular defense mechanisms 

cleaning ROS, the phenomenon of "oxidative stress" occurs. Oxidative stress is a 

condition that disrupts the balance between oxidants and antioxidants, causing 

cell damage. In addition to cell damage caused by ROS, oxidative stress is 

thought to contribute to many diseases. Studies have highlighted the importance 

of free oxygen radicals in clinical cases such as intestinal inflammation [36], 

ischemia/reperfusion injury [37], atherosclerosis, aging [38], diabetes, 

Alzheimer's dementia; Parkinson's syndrome [39], problems caused by smoking 

and air pollution, and lung diseases such as Chronic Obstructive Pulmonary 

Disease [38]; various cancers; stroke; hypertension; autoimmune disorders such 

as rheumatoid arthritis and multiple sclerosis; allergies; asthma; septic shock; 

inflammation; acute pancreatitis; diseases caused by aging, and cataracts [40]. 

However, while investigating the importance and effects of free radicals on these 

vital diseases, the importance of distinguishing whether free radical formation is 

the source or the result of diseases is emphasized. 

CONCLUSION 

Rapidly developing and constantly advancing technology, radiation, 

environmental pollution, heavy metals, drugs used in agriculture, and many other 

factors such as oxygen metabolism in living cells cause the formation of free 

radicals. It is extremely normal for oxidation to occur in living metabolism. Under 

normal conditions, oxidants and antioxidants are in balance in the living body. 

This situation shifts in favor of oxidants as a result of excess formation of 

oxidants or decrease in antioxidants. 

Free radicals are reactive forms of oxygen and damage body cells. For this 

reason, they pave the way for the emergence of many diseases such as 

cardiovascular diseases, gastrointestinal diseases, respiratory and excretory 

disorders, cancer, diabetes, aging, sperm dysfunction and infertility. In order to 

find a solution to these diseases, it is possible to eliminate the damage caused by 

free radicals and thus prevent the emergence of diseases. Therefore, it should be 

ensured that oxidant substances are in balance with antioxidants. 
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Cancer is the second leading cause of death after cardiovascular diseases 

today. Despite the use of various methods (chemotherapy, radiotherapy, etc.) in 

cancer treatment, mortality rates are increasing day by day. This situation has led 

scientists to seek new treatments. More than 60% of the current cytotoxic agents 

have been obtained directly from natural sources, including plants, marine 

organisms and microorganisms, or through chemical synthesis based on natural 

precursor compounds (Newman et al., 2003; Cragg et al., 2005). Plants that have 

been used in many areas from ancient times to the present and have provided 

various benefits to humanity are the first solutions that come to mind here. 

Extracts and/or metabolites obtained from plants are used to treat many types of 

cancer today. In addition to treatment, plants are evaluated as alternative and 

complementary treatments. From this point of view, it is essential first to 

determine the cytotoxic potential of the extracts or metabolites obtained from 

plants. Cytotoxicity tests are performed on cell cultures to determine whether 

there is a cytotoxic potential or not. The data obtained from these tests provide 

preliminary information about the cytotoxic potential of the extract in vitro. Cell-

based cytotoxicity studies have become quite preferred due to their ease of 

application and ability to provide information for in vivo tests. 

To investigate the cytotoxic effect, first of all, the plant to be studied must be 

selected and the extraction must be done. When we look at the past and present, 

it is seen that there are numerous studies investigating the potential of various 

plant extracts. Medicinal plants are rich sources of secondary metabolites and 

have an effective role in cancer treatment or cancer protection. The increasing 

interest in plant metabolites, especially secondary metabolites, has revealed the 

therapeutic importance of their biological activities and diversity. Therefore, the 

demand for effective and safe natural products is increasing. Considering the 

anticancer roles of secondary metabolites, it is of particular importance to 

examine the biological activities of plants, reveal their various properties and 

confirm their therapeutic effects on human health. Ferula genus is a genus that 

has been extensively studied for its cytotoxic potential.  

Ferula L. is the largest genus of the Apiaceae family with more than 185 

species distributed worldwide (Pimenov, 1993; Akalın et al., 2020). Following a 

phytochemical examination of over 70 species, the genus Ferula has been 

identified as an excellent source of bioactive chemicals, particularly terpenoid 

derivatives (Tamemoto et al., 2001; Motai et al., 2004; Iranshahi et al., 

2007,2009). Several species of the genus Ferula have been reported to be 

valuable for various biologically active phytochemicals including galactose, 

arabinose, rhamnose, daucan esters, glucuronic acid, sulphur-containing 



derivatives, coumarins, coumarin esters, sesquiterpenes, sesquiterpene lactones 

and sesquiterpene coumarins (Nazari and Iranshahi, 2011; Asghari et al., 2016; 

Maggi et al., 2016; Razavi et al., 2016).  The genus Ferula L. is a rich source of 

biologically active secondary metabolites. For this reason, numerous biological 

activity tests have been conducted on extracts and compounds isolated from 

Ferula species in the last two decades. Plants of this genus have been used in 

traditional medicine since ancient times, mostly as contraceptives, 

antispasmodics, antipyretics, anthelmintics, antidiarrhoeals, anticarcinogenics, 

antidiabetics, wound healing agents, and aphrodisiacs. In addition, Ferula species 

have been reported to be used in traditional medicine for skin infections and 

hysteria (Sadraei et al., 2001; Sayyah et al., 2002; Iranshahi et al., 2008; Gamal-

Eldeen and Hegazy, 2010; Iranshahy and Iranshahi, 2011; Nazari and Iranshahi, 

2011; Yaqoob et al., 2016). According to a number of studies, extracts from 

Ferula species exhibit a broad spectrum of biological activities, such as 

antimicrobial, antioxidant, antibacterial, anti-inflammatory, and anticancer 

effects (Motai et al. 2004; Poli et al., 2005; Geroushi et al., 2011; Ibraheim et al., 

2012; Huang et al., 2013; Sahpaz et al., 2013; Znati et al., 2014; Iranshahi et al., 

2014; Zang et al., 2016; Bagheri et al., 2017; Bouratoua et al., 2018; Wang et al., 

2018; Mohammadhosseini et al., 2019). In this chapter, the examinations 

conducted with the Ferula species in recent years are compiled and presented. 

CYTOTOXICITY STUDIES ABOUT GENUS 

Throughout history, researchers have looked at the cytotoxic effects of many 

plant species. Among these species is the Ferula species. The cytotoxic activity 

of extracts, essential oils, and different metabolites extracted from different 

Ferula species using various techniques and solvents has been studied in recent 

years, based on our literature review. From this vantage point, we can state that 

there is still much to be done and that interest in the cytotoxic effects of Ferula 

species is growing. Table 1 summarises the Ferula species, preparation, and cell 

lines that have been investigated for their cytotoxic effects during the last years. 

 

 

  



Table 1. Ferula species and cell lines used in cytotoxic activity studies between 2012 and 

2024. 

Species and 

extract/phytoc-

hemical 

Part Cell Line 

Cyto-

toxicity 

test 

Reference 

F.assafoetida Resin HepG2 and L929 MTT 
Sadooghi et al., 

2013 

F.assafoetida Resin HOS-CRL MTT Shafri et al., 2015 

F.assafoetida 

(sesquiterpene 

coumarin-

gummosin) 

Gum MCF-7 and PC-3 

Ala-

marB-

lue 

 

Iranshahy et al., 

2019 

F.assafoetida et-

hanol extract 

Upper 

part 
PC12 and MCF7 MTT 

Abroudi et al., 

2020 

F.assafoetida et-

hanol extract 
Herb 

SKOV-3 and 

MIAPaca-2 
MTT Aali et al., 2021 

F.assafoetida 

hydroalcoholic 

extracts 

Resin K562 MTT 
Talebpour et al., 

2022 

F.assafoetida 

essential oil 
Gum 

MCF-7 and 

MDA-MB-468 
MTT 

Moulazadeh et al., 

2022 

F.assafoetida 

extracts 
Gum 

CT-26, HT-29, 

SW-742 and 

WiDr 

MTT Ali et al., 2023 

F.assafoetida et-

hanolic extract 
Resin KB and L929 MTT 

Gavanji et al., 

2023 

F.assafoetida 

essential oil 
Resin SW620 and CT26 MTT Verma et al., 2023 

F. assafoetida 

oleo-gum 
Resin HT-29 MTT 

Elarabany et al., 

2023 

F. caspica (Ses-

quiterpene Cou-

marins, Chro-

mones, and Ace-

tophenone De-

rivatives) 

Root 
COLO 205, K-

562, and MCF-7 
MTS Kuran et al., 2024 

F. communis 

extracts 

Aerial 

parts 

(flower, 

fruit, 

and 

stem) 

HL-60 

Trypan 

blue 

exclu-

sion 

Rahali et al., 2019 

F.communis 

acetone and 

water extracts 

Root 
MCF-7,HeLa and 

Saos-2 
MTT 

Maiuolo et al., 

2022 

https://www.webofscience.com/wos/author/record/47449266


F.communis et-

hanol and met-

hanol extracts 

Leaf 
MCF-7 and 

MDA-MB-231 

Trypan 

blue 

exclu-

sion 

Kavaz and Faraj 

2023 

F.communis 

acetone and 

water extracts 

Root HeLa 
Alamar 

Blue 
Ulusu, 2023 

F. flabelliloba 

(Conferone-cou-

marin) 

Root ATL 
Alamar 

blue 

Rafatpanah et al., 

2023 

F. gummosa et-

hanolic extract 

Seed 

and 

Gum 

BHY, SKMEL-3 

and MCF-7 
MTT 

Gudarzi et 

al.,2015 

F. gummosa 

gum 
Root ACHN MTT 

Hosseini et al., 

2017 

F. gummosa 

extract 
Root PC12 and N2a MTT 

Sadeghnia et al., 

2017 

F. gummosa 

gum 
Resin NB4 and HL-60 

Ala-

marB-

lue 

 

Moradzadeh et al., 

2017 

F.gummosa Resin HeLa MTT 
Forouzmand et al., 

2018 

F.gummosa Gum U87 MTT Afshari et al.,2022 

F. gummosa Gum PC-3 MTT 
Eizadifard et al., 

2023 

F.gummosa Gum HepG2 MTT 

 

Bashiri-Nahnjeh et 

al.,2023 

F. gummosa Gum SW-480 MTT 
Bahavar and Taf-

rihi 2023 

F. gummosa 

gum 
Root 

A375 and 

HEK293T 
MTT 

Eizadifard and 

Tafrihi 2024 

F.gummosa Root MCF-7 and L929 MTT 
Rashidi et al., 

2024 

F.heuffelii chlo-

roform and met-

hanol extracs 

and metabolites 

Un-

dergro-

und 

parts 

HeLa, K562 and 

MCF-7 
MTT 

Pavlovic et al., 

2015 

F. hermonis 

hexane extract 
Root 

MDA-MB-231 

and LoVo 
MTT 

Abutaha et 

al.,2019 

F. hezarlalehza-

rica methanol 

extracts and 

fractions 

Aerial 

parts 

HeLa, HepG2, 

K562, Raji and 

EL4 

MTT 
Asemani et al., 

2018 

F. hezarlalehza-

rica 

dichloromethane 

extract 

Root PANC-1 WST-8 Alilou et al.,2020 



F. huber-morat-

hii  (sesquiter-

pene coumarin 

ethers ) 

Root 

COLO 205, MCF-

7, K-562, and 

HUVEC 

MTS Eruçar et al., 2023 

F. lapidosa (iri-

doid glicosite-

ferlapioside) 

Root 

HL-60, A549, 

SMMC-7721, 

MDA-MB-231 

and SW480 

MTS Li et al., 2024 

F.lutea extracts 

and compounds 
Flower K562 MTT Znati et al., 2014 

F. lutea essential 

oil 
Root 

HT-29 and HCT-

116 
MTT 

Ben Salem et al., 

2016 

F. macrecolea 

essential oil 

Aerial 

part 
J774-A1 MTT 

Mahmoudvand et 

al., 2022 

F.mervynii 

sesquiterpene 

esters 

Root 

Colo 205, 

K562,MCF-7 and 

HUVEC 

MTT 
Yazıcı Bektaş et 

al., 2023 

F. persica essen-

tial oil 
Gum CT26 and Vero MTT 

Hosseinzadeh et 

al., 2020 

F.persica var. 

persica and 

F.hezarlalehza-

rica methanol 

extract and frac-

tions 

Aerial 

part 

HepG2, 

A549,HT29,MCF-

7 and MDBK 

MTT 
Hajimehdipoor et 

al., 2012 

F.pseudalliacea 

methanolic 

extract 

Root HCT-116 MTT 
Bamehr et al., 

2018 

F. tabasen-

sis  ethyl acetate 

extract, metha-

nol extract, and 

fractions 

Aerial 

roots 
J774-A1 MTT Saraei et al., 2023 

F.tenuissima 

(sesquiterpene 

esters ) hexane, 

chloroform 

(CHCl3), and 

methanol 

(MeOH) extracts 

Root PC-3 WST 
Aydoğan et al., 

2019 

F. tingitana es-

sential oil 

Flower, 

leaves 

MCF7, HeLa and 

HepG2 

sulfor-

hoda-

mine B 

Elghwaji et al., 

2017 

F. communis 

subsp. commu-

nis 

F. drudeana 

F. duranii 

Root PC-3 WST 
Baykan et al., 

2019 



F. elaeochytris 

F. halophila 

F. huber-morat-

hii 

F. lycia 

F. orientalis 

F. rigidula 

F. szowitsiana 

F. tenuissima 

F. tingitana 

n-hexane, chlo-

roform, 

methanol 

extracts 

F. latisecta 

F. ovina 

F. flabelliloba 

Root 
HCT116,HeLa, 

A549 and A2780 

Alamar 

Blue 

 

Soltani et al., 2019 

  

When the table is evaluated in detail, it is seen that extracts/essential oils 

obtained from different species have been studied in cell lines of various origins. 

When the cell lines studied according to the literature review are evaluated in 

terms of cancer types; cytotoxic effects of Ferula species on various cancer types 

have been studied. These are; liver, breast, prostate, ovary, uterine cancer, 

colorectal cancer, leukaemia, lymphoma, osteosarcoma, oral squamous cancer, 

neuroblastoma and renal carcinoma. The most frequently used cell lines in current 

studies are MCF-7, HeLa, HepG2 and K562. On the other hand, when we look at 

the cancer types in which the cytotoxic effects of Ferula species are studied the 

most, it is seen that the order is colon, breast, leukaemia, cervix and liver cancers 

(Figure1). 



 

Figure 1. The sources and dispersion of cell lines used to study Ferula species from 2012 

to 2024 are depicted in this pie chart. 

When the studies about the Ferula species are examined, it is seen that 

although different plant parts have been used to reveal their cytotoxic potential, 

mostly the root and resin are used in extraction. On the other hand, although 

different cytotoxicity tests have been preferred to reveal the cytotoxic potential 

of the species (Tryphan blue, Alamar blue, MTS, WST, sulforhodamine B), the 

most commonly used cytotoxicity test is the MTT test. As given in the table, it is 

seen the cytotoxic effects of Ferula extracts and their fractions as well as their 

metabolites have been investigated. Especially the cytotoxic effects of 

sesquiterpene coumarins, chromones, acetophenone derivatives and iridoid 

glycosides have been investigated and reported (Iranshahy et al., 2019; Aydoğan 

et al., 2019; Yazıcı Bektaş et al., 2023; Eruçar et al., 2023; Rafatpanah et al., 

2023; Kuran et al., 2024; Li et al., 2024). 

This review therefore makes it abundantly evident that Ferula species possess 

a considerable capacity for cytotoxic effects. Research involving species from the 

genus has garnered a lot of interest in recent years. However, the impact of the 

plant on anticancer pathways will become more clear as more research of this 

kind is conducted. 
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Introduction 

Aquatic ecosystems are one of the richest areas of biodiversity and harbor a 

wide range of life, from microorganisms to macroorganisms. Aquatic 

environments such as lakes, rivers, oceans and marshes are in a constant state of 

balance thanks to the interactions of living things with each other and with their 

environment. The functioning of these ecosystems is fundamentally determined 

by energy flow and nutrient cycles (Wetzel, 2001). One of the main steps of 

energy flow in aquatic ecosystems is algae, which are photosynthetic organisms. 

Algae are known as the main primary producers of aquatic ecosystems and fulfill 

this role by converting light energy into chemical energy through photosynthesis. 

This energy they produce forms the basis of the aquatic food web and is important 

for the sustainability of life in aquatic ecosystems (Reynolds, 2006). 

Besides algae, microorganisms also play a vital role in aquatic ecosystems. 

Microorganisms are involved in many ecological processes, from the breakdown 

of organic matter to key stages in nutrient cycling. The function of 

microorganisms is to process energy and nutrients produced by other organisms 

and to recycle substances in the aquatic environment (Falkowski and Raven, 

2007). The biological and ecological relationships between these organisms 

directly affect the health and functionality of aquatic environments (Azam, 1998). 

Besides algae, microorganisms also play a vital role in aquatic ecosystems. 

Microorganisms are involved in many ecological processes, from the breakdown 

of organic matter to key stages in nutrient cycling. The function of 

microorganisms is to process energy and nutrients produced by other organisms 

and to recycle substances in the aquatic environment (Falkowski and Raven, 

2007). The biological and ecological relationships between these organisms 

directly affect the health and functionality of aquatic environments (Azam, 1998). 

Aquatic algae and microorganisms not only interact biologically with each 

other, but also with their physical environment. Physical factors in the aquatic 

environment influence the distribution, growth rate and metabolic processes of 

these organisms. Factors such as light, temperature, nutrients and water 

movement shape the photosynthetic capacity of algae and the metabolic activity 

of microorganisms. For example, the amount and quality of light varies with 

parameters such as water depth and turbidity, and this affects the photosynthetic 

mechanisms of algae depending on depth (Kirk, 1994). Similarly, temperature 

changes are one of the main factors affecting the activities and living conditions 

of microorganisms. Water currents and movements also directly interfere with 

ecosystem dynamics by affecting the distribution, nutrient uptake and oxygen 



levels of algae and microorganisms (Häder et al., 2007). In this context, the 

interaction between the biological characteristics of algae and microorganisms 

and physical environmental factors is a key determinant of the ecological balance 

of aquatic ecosystems. 

The roles played by algae and microorganisms in ecosystems are not limited 

to energy production and nutrient cycling; they also play a critical role in 

maintaining ecosystem health. The presence of algae and microorganisms in 

aquatic ecosystems is also used as water quality indicators. Changes in the 

populations of these organisms can be an indicator of changes in the chemical 

and physical structure of water. For example, algal overgrowth can indicate water 

pollution and eutrophication, which can destabilize aquatic ecosystems, causing 

mortality and even loss of biodiversity (Smith and Schindler, 2009). 

Algae in aquatic ecosystems have a great biodiversity. Ranging from single-

celled microalgae to multicellular macroalgae, these organisms live in a variety 

of environments at the surface and at depth. Microalgae are part of plankton 

communities, commonly known as phytoplankton, and are commonly found in 

different bodies of water, from oceans to lakes. Thanks to their photosynthetic 

pigments, they convert sunlight into chemical energy, providing food for 

themselves and other members of the ecosystem. Phytoplankton are considered 

the starting point of the aquatic food chain and form the basis of energy flow in 

aquatic ecosystems (Lalli and Parsons, 1997). They also play an important role 

in the global carbon cycle, absorbing much of the carbon dioxide in the 

atmosphere (Falkowski, 1994). 

In marine ecosystems, macroalgae are usually dense in rocky coastal areas and 

form important structures that provide habitat for the ecosystem. Macroalgae are 

large, multicellular algae, particularly seaweeds. These algae provide shelter and 

protection as well as a source of food for many marine species. In marine 

ecosystems, algae also play an important role in the formation of habitats such as 

reefs. Algae also play an important role in oxygen production and the cycling of 

matter. 

Like algae, microorganisms play an indispensable role in the functioning of 

aquatic ecosystems. Bacteria, protozoa and archaea contribute to nutrient cycling 

by breaking down organic matter in aquatic ecosystems. Bacteria are involved in 

the breakdown of dead organisms and organic wastes, while the nutrients 

produced as a result of this process meet the nutritional needs of algae and other 

aquatic organisms. Microorganisms are also known to play a role in symbiotic 

relationships. Some microorganisms form symbiotic relationships with algae. 



Such symbiotic relationships are particularly common in coral reefs and are 

among the important factors that increase the biodiversity of aquatic ecosystems 

(Knowlton and Rohwer, 2003). 

This biodiversity, which sustains the health and functioning of aquatic 

ecosystems, is also used as an indicator of water quality. Sudden increases or 

decreases in populations of algae and microorganisms can be the result of water 

pollution, nutrient overload or changes in oxygen levels. In particular, in a 

process called eutrophication, algal blooms occur as a result of nutrient overload, 

which reduces the oxygen level of the water and disrupts the ecosystem balance. 

As a result of algal blooms, living conditions for aquatic life forms become 

difficult, causing serious damage to the ecosystem. Therefore, algae and 

microorganisms play a critical role in assessing not only the biological dynamics 

of aquatic ecosystems, but also water quality and ecosystem health (Schindler, 

2006). In this chapter, we will take a closer look at the biological characteristics 

of aquatic algae and microorganisms, their role in ecosystems and their 

interactions with the physical environment. The photosynthetic processes of 

algae, the functions of microorganisms in nutrient cycling and the effects of 

physical factors on these organisms will provide important insights into the 

complex structure of aquatic ecosystems. We will also discuss how algae and 

microorganisms play a critical role in the conservation and sustainable 

management of these ecosystems. 

1. Biological Basis of Algae 

1.1. General Characteristics and Diversity of Algae 

Found in both fresh and saltwater ecosystems, algae have a wide ecological 

diversity. They can live in different aquatic environments such as oceans, lakes, 

rivers and marshes and range in size from single-celled microalgae to 

multicellular macroalgae. This wide diversity makes it easy for algae to adapt to 

the physical and chemical characteristics of their environment (Wetzel, 2001; 

Falkowski and Raven, 2007). 

Algae are an important part of the carbon cycle through their photosynthetic 

activities in aquatic ecosystems. They take carbon dioxide from the atmosphere 

and use sunlight to convert it into chemical energy. This process allows algae to 

play important roles both in initiating the flow of energy within the ecosystem 

and in producing much of the oxygen in the biosphere. For this reason, algae are 

described as the main producers of aquatic ecosystems and form the basis of the 

entire food chain (Odum, 1971). 



The diversity of algae varies greatly depending on the conditions of their 

environment. In freshwater ecosystems, the most common algae are the 

microscopic ones. These can be cyanobacteria, green algae or diatoms. These 

algae are found especially in stagnant or slowly flowing waters such as lakes, 

rivers and marshes, where they make a major contribution to aquatic 

environments through their photosynthetic activity. Algae photosynthesize by 

absorbing sunlight thanks to the pigments they contain and contribute to the 

ecological cycle with the organic matter and oxygen they produce (Round, 1981; 

Wetzel, 2001). 

In the seas and oceans, microscopic algae are found as well as macroscopic 

ones, such as red algae and brown algae. Their diversity is shaped by ecological 

conditions. Red algae are particularly common in the deep sea. Thanks to their 

red pigments, these algae are capable of photosynthesis even in deep water with 

little light. The presence of these algae is important for the continuity of life in 

the deep sea (Lee, 2008). Brown algae are especially common along coastlines 

and tidal zones. Brown algae provide shelter and food for many marine species 

(Schiel and Foster, 2006). Algae are at the bottom of the aquatic food chain, 

providing a food source for zooplankton and other small organisms. These small 

organisms are consumed by larger predators in aquatic ecosystems, such as fish 

and mammals. 

The role of algae in ecosystems is not limited to energy production and 

forming the basis of the food chain. They also directly affect the physical and 

chemical properties of water. Macroalgae, in particular, can form large structures 

on the seafloor and provide shelter for many organisms, while at the same time 

regulating the flow rate of water and sediment accumulation. These structural 

functions of algae are important for maintaining ecosystem dynamics. For 

example, the presence of macroalgae in coastal areas helps prevent erosion and 

regulates water mobility, maintaining biodiversity in the marine environment 

(Lobban and Harrison, 1997). 

The contribution of algae to water quality is a decisive factor in maintaining 

ecosystem health. Especially by balancing the concentration of nutrients in 

aquatic environments, algae prevent excessive nutrient accumulation. For 

example, in environments rich in phosphorus and nitrogen, algae proliferate 

rapidly and consume these nutrients, thereby maintaining the chemical balance 

of the water (Smith and Schindler, 2009). 

 

  



1.2. Role of Microalgae and Phytoplankton 

Phytoplankton are the most important photosynthetic organisms in aquatic 

ecosystems. Despite their microscopic size, these organisms form large 

populations in the upper layers of oceans, lakes and rivers (Falkowski and Raven, 

2007; Mann and Lazier, 2006). Phytoplankton produce organic matter through 

photosynthesis and absorb large amounts of carbon dioxide. Thanks to these 

properties, phytoplankton play a critical role in the global carbon cycle. The 

oceans are one of the largest natural carbon pools, absorbing carbon dioxide from 

the atmosphere, and phytoplankton play an important role in this process. The 

conversion of carbon dioxide into organic matter through photosynthesis both 

reduces greenhouse gas levels in the atmosphere and initiates energy flow in 

marine ecosystems (Falkowski et al., 1998; Field et al., 1998). 

Another important function of phytoplankton is to form the base of the food 

chain. Phytoplankton provide the organic matter they produce through 

photosynthesis as a food source for zooplankton and small aquatic organisms. 

These small organisms are consumed by larger aquatic animals and energy is thus 

transported upwards along the food chain. At the bottom of this chain, 

phytoplankton are the organisms that initiate the energy flow of all aquatic 

ecosystems. Phytoplankton indirectly provide food for top predators such as large 

marine mammals and fish, and thus play a critical role in the sustainability of 

aquatic ecosystems (Odum, 1971; Round, 1981). 

The organic matter produced by phytoplankton is consumed by other 

members of aquatic ecosystems. This food production is an important food source 

for zooplankton and other microscopic organisms. Zooplankton is consumed by 

fish, crustaceans and other aquatic organisms. The productivity of phytoplankton 

directly affects the biodiversity and ecological health of oceans, lakes and rivers. 

Particularly large phytoplankton blooms can create an abundance of nutrients in 

ecosystems, but uncontrolled increases can also sometimes have detrimental 

effects. For example, excessive phytoplankton growth can lead to eutrophication, 

causing oxygen deficiency and the formation of dead zones (Carpenter, 2005; 

Smith and Schindler, 2009). 

The oceans cover more than 70% of the Earth's surface and phytoplankton 

make up the bulk of the biomass in this huge body of water. The importance of 

phytoplankton in ecosystems is not limited to the carbon cycle. These organisms 

also provide a large part of the world's oxygen production. By releasing oxygen 

into the atmosphere through the process of photosynthesis, phytoplankton 

produce about 50% of the world's oxygen. This indicates that phytoplankton play 



a critical role in the ecological importance of phytoplankton for the ecosystem. 

Phytoplankton are vital for the maintenance of both aquatic and terrestrial life, 

producing a large proportion of the oxygen required for respiration worldwide 

(Field et al., 1998; Falkowski et al., 1998). 

Microalgae are also used as important biological indicators to monitor the 

health of ecosystems because of their ability to respond rapidly to environmental 

changes. In particular, the increase or decrease of phytoplankton populations in 

the sea can be an indicator of changes in the chemical composition of water. For 

example, increased nutrients (such as nitrogen and phosphorus) in the seas can 

rapidly increase phytoplankton populations, leading to algal blooms. Such algal 

blooms can lead to lower oxygen levels in aquatic ecosystems and the extinction 

of many species. Thus, monitoring phytoplankton has an important role in 

maintaining ecosystem health in water bodies (Smayda, 1990; Cloern, 2001). 

Compared to terrestrial ecosystems, the productivity of phytoplankton in 

aquatic environments is highly dependent on environmental factors. Factors such 

as the amount of light, temperature, nutrient content and water mobility affect the 

growth rate of phytoplankton. For example, phytoplankton reproduce rapidly 

where sunlight is abundant on the ocean surface. However, in deep water where 

light is limited or at extremely low temperatures, the growth of these organisms 

slows down. Similarly, changes in the chemical composition of water also affect 

the biological activity of phytoplankton. For example, an abundance of nutrients 

such as nitrogen and phosphorus can lead phytoplankton to multiply rapidly. 

However, excessive phytoplankton growth can lead to oxygen depletion in the 

water body, which in turn can reduce biodiversity in ecosystems (Round, 1981; 

Wetzel, 2001). 

2. Ecology and Role of Microorganisms 

2.1. Types of Microorganisms and Ecosystem Functions 

Microorganisms are one of the smallest but most influential components of 

aquatic ecosystems. Different microorganisms such as bacteria, archaea, protozoa 

and microscopic fungi are important elements that increase biodiversity and 

influence ecosystem dynamics. These microscopic organisms perform many 

ecological functions in aquatic environments, such as the breakdown of organic 

matter, nutrient recycling and biological degradation processes. Although 

invisibly small, these organisms play critical roles in aquatic ecosystems and 

maintain biochemical cycles in aquatic environments (Atlas and Bartha, 1998; 

Madigan et al., 2017). 



One of the main tasks of microorganisms in aquatic ecosystems is the 

decomposition of organic matter. Organic matter consists of biological waste that 

has accumulated in the ecosystem, such as the remains of dead organisms. These 

organic substances are broken down by microorganisms and recycled to 

organisms higher up in the food chain. Bacteria in particular are the most effective 

group in this decomposition process. Bacteria break down organic matter into its 

simpler components, allowing nutrients to circulate in aquatic ecosystems. This 

process is essential for the maintenance of energy flow and nutrient cycling in 

ecosystems (Fenchel, 1988; Kirchman, 2012). 

Nitrogen cycling is another critical role of microorganisms in aquatic 

ecosystems. Nitrogen is one of the essential nutrients required for the survival of 

plants and animals, but nitrogen must undergo various transformation processes 

to become bioavailable. Microorganisms play a vital role in these conversion 

processes. In particular, denitrifying bacteria complete the biological cycle of 

nitrogen in aquatic ecosystems. These bacteria convert nitrates into nitrogen gas, 

allowing nitrogen to cycle regularly in the aquatic environment. This process is 

critical for the healthy functioning of ecosystems and the maintenance of the 

chemical balance of water (Galloway and Cowling, 2002; Capone and Knapp, 

2007). 

Bacteria and archaea not only decompose organic matter, but also form part 

of the food chain in aquatic ecosystems. At the same time, bacteria themselves 

provide food for zooplankton and other microorganisms. They thus ensure the 

continuity of energy and nutrient cycling in aquatic ecosystems. These 

microorganisms also help regulate the chemical composition of water, keeping 

the pH and other chemical parameters in balance (Azam et al., 1983; Ducklow, 

2000). 

Microorganisms also play an important role in biodegradation and waste 

management in aquatic ecosystems. Chemicals and organic wastes that enter 

water as a result of industrial pollution and human activities are biodegraded by 

microorganisms. This process protects water quality by allowing pollutants to 

decompose naturally. Microorganisms have a great contribution especially in the 

removal of organic pollutants such as oil and hydrocarbons from aquatic 

ecosystems. In this process, microorganisms break down pollutants into simpler 

and harmless components and thus protect the health of aquatic ecosystems 

(Leahy and Colwell, 1990; Head et al., 2006). 

Microorganisms not only act as decomposers in aquatic ecosystems, but also 

establish symbiotic relationships, further strengthening ecosystem dynamics. 



Algae and cyanobacteria develop mutually beneficial symbiotic relationships 

with other aquatic organisms. These symbiotic relationships increase the 

productivity and biodiversity of aquatic ecosystems. One example is the 

symbiotic relationship between corals and algae. Coral reefs are one of the most 

biodiverse aquatic ecosystems and their health depends on the relationship 

between algae and corals. Algae photosynthesize in coral tissues to produce 

organic matter, which is used by corals as an energy source. At the same time, 

algae support the production of calcium carbonate, which is essential for coral 

reef growth. This symbiotic relationship ensures the healthy growth and 

development of coral reefs. Since coral reefs provide shelter to many aquatic 

organisms in ecosystems, this relationship is critical for maintaining ecosystem 

dynamics (Muscatine and Porter, 1977; Hoegh-Guldberg, 1999). 

Microorganisms also support other important symbiotic relationships in 

aquatic ecosystems that increase biodiversity and maintain ecosystem balance. 

For example, microscopic fungi form mycorrhizal relationships with aquatic 

plants, enhancing their nutrient uptake. These relationships allow plants to take 

up nutrients and water more efficiently, thus increasing plant productivity and 

biodiversity in ecosystems. Similarly, some bacteria develop symbiotic 

relationships with aquatic invertebrates and support the digestive processes of 

these organisms. Such relationships are of great importance for the sustainability 

of aquatic ecosystems and the maintenance of biodiversity (Smith and Read, 

2008). 

Microorganisms can also be called ecosystem engineers. Apart from 

decomposing organic matter, maintaining nutrient cycling and establishing 

symbiotic relationships, microorganisms also play a role in biofilm formation, 

oxygen production and regulation of physical properties of water in aquatic 

ecosystems. Biofilms are structures formed by microbial communities in aquatic 

ecosystems, which can affect the movement and chemical composition of water. 

In some cases, these biofilms can slow the flow rate of water or provide protection 

for organisms living on submerged surfaces. In addition, microorganisms 

maintain the chemical balance of the water, protecting its overall health 

(Costerton et al., 1995; Stal, 2012). 

  



3. Effects of Physical Factors on Algae and Microorganisms 

3.1. Light and Photosynthetic Activity 

Light is a critical source of energy production for algae and photosynthetic 

microorganisms living in aquatic ecosystems. Through the process of 

photosynthesis, algae use carbon dioxide in the atmosphere to produce oxygen 

and synthesize organic compounds. This process is essential for the growth of 

algae and the production of nutrients for other organisms in the ecosystem. 

However, the amount and quality of light required for photosynthesis varies 

depending on environmental factors such as water depth, turbidity and water 

surface (Falkowski and Raven, 2007). 

In the water column, light intensity decreases with depth. Near the surface of 

the water body, the intensity of sunlight is higher and algae perform a more active 

photosynthesis process. However, as you move deeper into the water, the light 

intensity decreases rapidly and photosynthesis becomes impossible after a certain 

depth. This depth is a result of factors that limit light penetration, and these factors 

include water turbidity, suspended particles and the chemical composition of the 

water (Kirk, 1994; Wetzel, 2001). 

Photosynthetically active radiation (PAR) refers to the spectrum of light that 

algae need to photosynthesize. PAR includes wavelengths between 400 and 700 

nanometers of the visible light spectrum, and these wavelengths provide the 

energy that algae use in their photosynthetic processes. The concentration of PAR 

in the water column directly affects the energy production capacity of the 

ecosystem and the growth rate of algae (Sverdrup et al., 1942). Algae produce 

energy through photosynthesis when exposed to sufficient amounts of PAR, but 

this process comes to a standstill when light intensity drops below a certain level. 

Red algae, especially those living in the deep sea, have evolved to adapt to low 

light conditions and use even small amounts of light (Dring, 1982). 

While reduced light intensity limits the photosynthetic activity of algae, 

excessive light intensity can also negatively affect photosynthesis. Excess light 

reduces the capacity of algae to photosynthesize, a process called photoinhibition. 

Photoinhibition occurs as a result of damage to the photosystems of algae when 

light is excessive. This is seen in algae exposed to intense sunlight, especially 

near the water surface (Powles, 1984). As a result of photoinhibition, algae 

significantly reduce their energy production, which affects the energy cycle of 

the ecosystem. Thus, when light intensity is both low and high, the photosynthetic 

processes of algae can be negatively affected, limiting energy production in 

aquatic ecosystems. 



3.2. Temperature and Thermal Conditions 

Temperature is one of the most important physical factors that directly affect 

the metabolic activities of organisms such as algae and microorganisms in aquatic 

ecosystems. There is a specific temperature range in which algae and 

microorganisms can perform their biological functions most efficiently. This 

temperature range differs for each organism and is related to the ability of 

organisms to adapt to environmental conditions. Temperature affects many 

fundamental biological processes, from photosynthetic activity to reproductive 

rate, so sudden changes in water temperature can severely affect populations of 

these organisms (Graham and Wilcox, 2000). 

In general, the metabolic rates of algae and microorganisms increase as 

temperature increases. Temperature can increase the growth rate of these 

organisms by accelerating biochemical reactions. However, temperatures above 

a certain threshold can disrupt these processes. Extremely high temperatures can 

lead to denaturation of protein structures, disrupting photosynthesis and other 

metabolic processes. As a result, algae and microorganisms are damaged and 

their growth rate is reduced. Temperature increases, especially at the water 

surface, can lead to higher densities of these organisms in the upper layers, but 

extreme temperatures can also cause population collapses. 

Algae are organisms that are particularly sensitive to temperature changes. 

The fact that different algal species are adapted to specific temperature ranges 

further complicates the effects of temperature on ecosystem dynamics. For 

example, some algal species adapted to cold waters may experience a decrease in 

their growth rate with an increase in temperature. Conversely, tropical algae 

species adapted to warmer waters can increase their growth rates when 

temperatures rise. However, temperature increases beyond a certain level can 

cause metabolic stress even in tropical algae, which can inhibit growth (Staehr 

and Birkeland, 2006). 

Microorganisms show a similar sensitivity to temperature changes. Bacteria, 

in particular, can respond rapidly to temperature changes and temperature 

increases often accelerate their metabolic activity. However, high temperatures 

can degrade the enzymes of microorganisms, causing them to lose their function. 

Microorganisms reach their highest efficiency within a certain temperature range, 

especially when performing their decomposing functions. If the temperature rises 

outside this range, it can lead to disruptions in basic ecosystem functions such as 

the decomposition of organic matter (Allison and Treseder, 2011). 



Climate change is significantly affecting temperature dynamics in aquatic 

ecosystems. Global warming causes various effects on algae and microorganisms 

by directly or indirectly affecting water temperatures in seas, lakes and rivers. In 

particular, increasing sea surface temperatures can lead to more frequent and 

severe algal blooms (e.g. harmful algal blooms or “red tide” events). These events 

can disrupt the balance of aquatic ecosystems, negatively affecting both 

biodiversity and water quality (Paerl and Huisman, 2008). 

Algal blooms usually occur as a result of overloading the water with excessive 

amounts of nutrients (especially nitrogen compounds such as phosphorus and 

nitrate) and accompanying temperature increases. The rise in temperature 

increases the photosynthetic activity of the algae and thus causes them to multiply 

rapidly. However, these blooms are often harmful to the ecosystem, as excessive 

algal growth depletes the oxygen content of the water, making living conditions 

difficult for other aquatic life. Furthermore, some algal species produce toxins 

that can have lethal effects on fish and other aquatic organisms (Sellner et al., 

2003). 

Climate change is not limited to temperature increases; it also creates changes 

in the thermal structure of water. For example, thermal stratification (the 

separation of the water column into different temperature layers) in lakes and seas 

affects the distribution of algae and microorganisms in the ecosystem. An 

increase in temperature at the surface can affect stratification, limiting the access 

of organisms in the lower layers to vital resources such as nutrients and light. This 

can make living conditions difficult, especially for organisms living in deep 

waters (Wetzel, 2001). 

Temperature increase has similar consequences for microorganisms. 

Especially microorganisms such as denitrifying bacteria, which play important 

roles in aquatic ecosystems, regulate their activities in response to changes in 

water temperature. Temperature increase can accelerate the processes in the 

nitrogen cycle by increasing the metabolic rate of these bacteria, but excessive 

acceleration of these processes can lead to disruptions in ecosystem balances. 

However, in extreme cases of temperature increase, bacterial populations can 

collapse and essential ecosystem functions, such as the nitrogen cycle, can be 

disrupted. 

Temperature changes not only affect biological processes, but also reshape 

relationships between ecosystems. Symbiotic relationships in particular are 

greatly affected by temperature changes. For example, the relationship between 

corals and symbiotic algae is extremely sensitive to increases in water 



temperature. Algae living on coral reefs provide corals with oxygen and nutrients, 

but a rise in water temperature disrupts this symbiotic relationship and leads to a 

phenomenon called coral bleaching. Coral bleaching occurs when the algae 

detach from the coral, reducing the corals' chances of survival. The disruption of 

such symbiotic relationships poses serious threats not only to corals, but also to 

many other organisms living on coral reefs (Hoegh-Guldberg, 1999). 

3.3. Nutrients and Eutrophication 

Nutrients are critical for the growth of algae and microorganisms in aquatic 

ecosystems. Essential elements such as nitrogen and phosphorus are used in the 

metabolic processes of these organisms and support vital functions such as energy 

production through photosynthesis. However, too much nutrient input into water 

has serious consequences that can upset ecosystem balance. This process is 

known as eutrophication and has particularly dramatic effects on algae. 

Eutrophication is usually caused by human activities and is accelerated by the 

introduction of agricultural fertilizers into rivers, lakes and seas (Carpenter et al., 

1998). 

The process of eutrophication leads to rapid growth of algae and intense algal 

blooms. These blooms cover large areas of the water surface, preventing sunlight 

from reaching the lower water layers. The lack of light means a struggle for 

survival for plants and photosynthetic organisms living in the lower layers of the 

water column. The cessation of photosynthesis limits energy production in these 

areas and causes oxygen levels to drop. With the collapse of underwater 

vegetation, the health of the ecosystem deteriorates rapidly. In the later stages of 

this process, hypoxia (low oxygen levels) or anoxia (lack of oxygen) occurs, with 

fatal consequences for aquatic life (Dodds, 2006). 

Overloading of nutrients into water is often associated with anthropogenic 

activities. Fertilizers used in agriculture, rich in phosphorus and nitrogen, cause 

a heavy accumulation of nutrients in aquatic ecosystems when they flow into 

rivers, lakes and seas. Similarly, industrial and domestic wastewater also 

increases the nutrient load. When these substances enter the water, they create an 

ideal growth environment for algae and other aquatic plants. However, this 

overgrowth disrupts the ecosystem balance and has negative effects on other 

organisms in the food chain. In particular, fast-growing algal species can 

overshadow slower-growing plants that are critical to the ecosystem and cause 

their extinction (Carpenter, 2005). 

Algal blooms, one of the most obvious consequences of eutrophication, 

severely affect oxygen levels in aquatic ecosystems. Dense masses of algae cover 



the water surface, preventing sunlight from reaching the lower layers. Lack of 

light stops photosynthesis, which limits oxygen production in the lower water 

layers. As a result of the rapid growth and reproduction of algae, large quantities 

of organic matter enter the water when these organisms die. During the 

decomposition process of this organic matter, bacteria consume the available 

oxygen. Thus, the oxygen level of the water drops rapidly and oxygen deficiency 

becomes a serious threat to aquatic life (Conley et al., 2009). 

Reduced oxygen levels put great pressure on aquatic life, especially fish and 

other aquatic organisms with high oxygen requirements. In conditions of hypoxia 

or anoxia, these organisms struggle to survive and often suffer mass mortality. 

This has negative impacts on fisheries and aquatic ecosystem services. For 

example, fish kills in lakes and seas can severely damage local fishing industries 

and have economic consequences. Biodiversity is also threatened; algal blooms 

and oxygen deficiency can lead to the extinction of many species in aquatic 

ecosystems (Diaz and Rosenberg, 2008). 

The negative effects of algal blooms on ecosystems are not limited to reduced 

oxygen levels. Some algal species produce toxins, which can pose serious health 

risks to aquatic organisms, humans and other animals. Such algal blooms are 

often referred to as “harmful algal blooms”. This can have fatal effects, especially 

on shellfish, fish and mammals. When toxins get into the water, they can 

contaminate water supplies, which can lead to serious problems in the drinking 

water supply. In addition, people can face serious health problems when they eat 

seafood that has consumed these toxins. Toxin-producing algal blooms can also 

negatively affect activities such as tourism and recreational water sports 

(Anderson et al., 2002). 

Various strategies have been developed to prevent eutrophication and reduce 

its impacts. The most important of these strategies is the regulation of agricultural 

and industrial activities. Controlling the use of fertilizers can help reduce 

nutrients entering the water. In particular, sustainable agricultural practices can 

prevent water pollution by preventing the addition of excess nutrients to the soil. 

Similarly, efficient operation of industrial wastewater treatment plants and 

treatment of domestic wastewater can contribute to reducing the nutrient load. 

Biological control methods can also be used in aquatic ecosystems to mitigate 

the effects of eutrophication. These include reintroducing organisms that can 

balance the nutrient surplus into the ecosystem. For example, some aquatic plants 

and plankton can help reduce this excess by absorbing excess nutrients. Also, 

protecting predatory species high up the food chain can help keep algal blooms 



in check. Such strategies can contribute to maintaining ecosystem balances and 

minimizing the negative effects of eutrophication (Scheffer et al., 1993). 

The impacts of eutrophication are not limited to local aquatic ecosystems; the 

process also affects global water resources and biodiversity. Large river deltas 

and coastal areas are particularly threatened by eutrophication in areas with 

intensive agricultural activities. For example, in many parts of the world, large 

rivers carry large amounts of nutrients into the sea, which can cause algal blooms 

in coastal ecosystems. It is therefore clear that eutrophication is a global problem 

and needs to be addressed with international cooperation as well as local 

governments (Vitousek et al., 1997). 

3.4. Currents and Water Movements  

Currents and water movements in aquatic environments have significant 

impacts on algae and microorganisms and play a critical role in the dynamics of 

aquatic ecosystems. Currents refer to the horizontal and vertical movements of 

water, which determine the distribution and transport of algae and 

microorganisms and their role in ecosystems. The strength, direction and 

character of water movements are important factors affecting the living 

conditions of these organisms and ecosystem functioning (Hofmann and Kremer, 

1981; Mann and Lazier, 2006). 

Effects of Currents on Algae and Microorganisms 

Currents determine the position and distribution of algae and microorganisms 

in water. The direction and speed of water currents affect where these organisms 

are concentrated and how they move. For example, strong ocean currents can 

spread surface phytoplankton over large areas, which can cause these organisms 

to spread over large marine regions. At the same time, currents regulate the flow 

of nutrients and energy in aquatic ecosystems by transporting nutrients and other 

solvents to different parts of the water. This transport process is critical for the 

efficiency of nutrient cycling and algal access to food resources (Butman et al., 

1994). 

Water movements affect the settlement of algae and microorganisms as well 

as their growth and reproduction periods. Currents can cause algae and 

microorganisms to move away from their established sites or move to new areas. 

These movements shape the adaptation of organisms to environmental conditions 

and population dynamics. Currents, especially in lakes and rivers, can affect the 

dispersal and community structure of freshwater algae and microorganisms 

(Reynolds and Descy, 1996). 



Oxygen Distribution and Water Mixing 

Currents also significantly affect the distribution of oxygen in the water 

column. Water movements allow oxygen to diffuse from the surface to the depths 

and vice versa. This distribution determines the living conditions of aquatic 

organisms and ecosystem health. For example, strong currents can increase 

oxygen levels in deep water layers by facilitating the transport of oxygen from 

the surface to the depths. This is vital for organisms living in deep water layers. 

In areas of high water mixing, oxygen distribution is more homogeneous, 

providing favorable living conditions for microorganisms. The even distribution 

of oxygen allows organisms in the aquatic environment to utilize nutrients and 

other resources more efficiently. Furthermore, currents contribute to the healthy 

functioning of biological processes in aquatic ecosystems by regulating water 

oxygen levels (Diaz and Rosenberg, 2008). 

Nutrient Transport and Nutrient Cycle 

Currents also affect the transport of nutrients in water. Nutrients are 

transported by currents to different parts of the water and this process shapes the 

nutrient cycling of ecosystems. For example, river currents can transport nutrients 

from agricultural land into lakes and seas. This transport can stimulate the growth 

of algae and microorganisms, affecting nutrient loading, especially in freshwater 

ecosystems (Galloway et al., 2004). 

Currents regulate the functioning of the food chain in aquatic ecosystems by 

affecting the distribution and concentrations of nutrients. Depending on the speed 

and direction of currents, nutrients can diffuse to different parts of the water, 

affecting the access of algae and microorganisms. Furthermore, currents regulate 

the flow of energy and matter in aquatic ecosystems, contributing to the efficient 

functioning of nutrient cycling (Schlesinger, 1997). 

Maintaining Ecosystem Balance 

Currents and water movements play an important role in maintaining the 

balance of aquatic ecosystems. Water currents regulate the flow of nutrients and 

energy within ecosystems, shaping interactions and relationships between 

organisms. Furthermore, currents contribute to the maintenance of water quality 

by influencing the distribution of pollutants and waste materials in the aquatic 

environment. In particular, they protect the health of aquatic organisms and 

ecosystems by limiting the spread of pollutants and toxins in the aquatic 

environment (Nixon, 1995). 



The protective effects of water movements on ecosystem balance are 

particularly evident in coastal areas and lagoons. In these areas, water movements 

allow the dispersion of nutrients and organic matter and provide cleanup. In 

addition, coastal currents create habitats for seaweeds and other aquatic plants, 

supporting their role in the ecosystem (Mann and Lazier, 2006). 

4. Algal-Microorganism Interactions and Ecosystem Health 

4.1. Algae-Microorganism Relationships 

Interactions between algae and microorganisms play a critical role in the 

health and functioning of aquatic ecosystems. These relationships directly affect 

the energy flow, nutrient cycling and biodiversity of ecosystems. The interactions 

between algae and microorganisms maintain the overall health of aquatic 

environments by increasing the balance and productivity in ecosystems (Azam et 

al., 1983; Falkowski et al., 1998). 

Role of Microorganisms in Nutrient Cycling 

The relationships between algae and microorganisms also play an important 

role in nutrient cycling. Microorganisms break down dead cells and organisms 

and other organic matter, returning nutrients to the aquatic environment in a 

reusable form. This process ensures that the nutrient cycle functions efficiently 

and contributes to the continuous supply of nutrients necessary for algae growth. 

For example, bacteria and fungi decompose dead algal cells and other organic 

material, recycling nutrients from the aquatic environment. This decomposition 

process completes the cycling of nutrients in aquatic ecosystems and provides the 

nutrients that algae need for growth. In this way, microorganisms support the 

efficient growth of algae while maintaining the health of ecosystems (Pomeroy, 

1974; Azam et al., 1983). 

Impacts of Interactions on Ecosystem Health 

Interactions between algae and microorganisms have a wide range of impacts 

on ecosystem health. These interactions affect energy flow, nutrient cycling and 

biodiversity in aquatic ecosystems, ensuring the functioning and balance of 

ecosystems. The interactions of algae and microorganisms increase productivity 

in ecosystems, while also contributing to biodiversity conservation and increasing 

the resilience of ecosystems. For example, the interactions of algae and 

microorganisms support the healthy functioning of the food chain in aquatic 

ecosystems. The growth of algae, the contribution of microorganisms to nutrient 

cycling and symbiotic relationships regulate energy flow and nutrient cycling in 

ecosystems. This regulation supports biodiversity in aquatic ecosystems and 



maintains the overall health of ecosystems (Fenchel, 1987; Cotner and Biddanda, 

2002). 

Interactions with Temperature and Nutrients 

Interactions between algae and microorganisms are also directly related to 

environmental factors. Water temperature and nutrients determine the efficiency 

and impact of these interactions. Temperature changes can affect the growth rate 

of algae and microorganisms, which in turn can alter the efficiency of symbiotic 

relationships. Furthermore, the amount and type of nutrients influence the 

interactions of microorganisms and algae, regulating nutrient cycles and energy 

flow in ecosystems (Shiah and Ducklow, 1994; Rivkin and Legendre, 2001). 

Maintaining Ecosystem Balance 

Interactions between algae and microorganisms play a critical role in 

maintaining ecosystem balance. These interactions regulate the flow of energy 

and nutrients in aquatic ecosystems, enable nutrient cycling and support 

biodiversity. Furthermore, these interactions increase the resilience of 

ecosystems to environmental stressors in aquatic environments and ensure the 

healthy functioning of ecosystems (Azam et al., 1983; Falkowski et al., 1998). 

4.2. Ecosystem Management and Conservation Strategies 

Algae and microorganisms are considered important indicators for monitoring 

the health and functioning of aquatic ecosystems. These organisms are 

determinants of water quality and ecosystem balance and are sensitive to changes 

in aquatic environments. Thus, changes in algae and microorganisms can reflect 

the overall health of aquatic ecosystems. Sustainable management and 

conservation of water resources requires a critical strategy to achieve the goals of 

protecting the biodiversity of these organisms and ecosystem functions 

(Reynolds, 2006; Schindler, 2006). 

Monitoring Water Quality and Ecosystem Balance 

Water quality degradation directly affects populations of algae and 

microorganisms and can destabilize the ecosystem. To monitor water quality, 

algae and microorganisms can be used as indicators of the health of ecosystems. 

Changes in the populations of these organisms indicate changes in the physical, 

chemical and biological properties of water. For example, overgrowth of algae or 

abnormalities in microscopic organisms can often indicate water pollution or 

nutrient excesses. Therefore, algal and microorganism monitoring is an effective 

tool to assess water quality and protect ecosystem health (Heisler et al., 2008; 

Smith and Schindler, 2009). 



Eutrophication and Pollution Problems 

Eutrophication is a process that occurs when excessive amounts of nutrients 

enter aquatic environments. This leads to algal blooms. Eutrophication can lead 

to reduced oxygen levels in aquatic ecosystems, degraded water quality and 

reduced biodiversity. Increased pollution and nutrient loading can disrupt the 

balance of algal and microorganism populations, negatively affecting ecosystem 

function. Control of pollution sources and nutrient management are important for 

preventing eutrophication (Carpenter et al., 1998; Paerl and Huisman, 2008). 

Climate Change and Ecosystem Impacts 

Climate change is leading to significant changes in aquatic ecosystems. 

Increases in water temperatures, changes in flow patterns and fluctuations in 

water levels can have major impacts on algae and microorganisms. In particular, 

temperature increases can alter the composition and distribution of algal and 

microorganism populations, trigger harmful algal blooms and disrupt the balance 

in aquatic ecosystems. Developing adaptation strategies to cope with climate 

change and protect water resources is important to mitigate these negative 

impacts (IPCC, 2014; Woodward et al., 2010). 

Sustainable Management Strategies 

Sustainable management of water requires developing comprehensive 

strategies to protect the health of algae and microorganisms and ecosystem 

functions. These strategies may include: 

Control of Pollution Sources: Controlling industrial, agricultural and 

domestic pollution sources can reduce the introduction of harmful substances into 

aquatic environments. This can help improve water quality and prevent 

eutrophication (Carpenter et al., 1998). 

Nutrient Management: The management of nutrients such as nitrogen and 

phosphorus can control nutrient loading in aquatic ecosystems. Efficient use of 

these substances in agricultural practices and regulations on nutrient load 

reduction in water treatment plants are important steps to be taken in this regard 

(Smith and Schindler, 2009). 

Tackling Climate Change: Developing climate change adaptation strategies 

can help aquatic ecosystems adapt to changing conditions. Monitoring water 

temperatures and flow patterns can be part of these strategies (IPCC, 2014). 

Protected Areas and Management: Establishing and managing protected 

areas is an effective way to protect aquatic ecosystems and promote biodiversity. 



Regulations in these areas can maintain ecosystem health and organism 

populations (Allan et al., 1997). 

Education and Public Awareness: Raising public awareness and providing 

environmental education raises public awareness about the conservation and 

sustainable management of water resources. This plays an important role in 

protecting aquatic ecosystems (Orr, 2004). 

Conclusion 

Algae and microorganisms are the biological basis of aquatic ecosystems and 

play a critical role in the dynamics of ecosystems. These organisms exhibit 

various biological characteristics depending on the physical conditions of the 

environment in which they live. Physical factors such as light, temperature, 

nutrients and water movement are important factors that determine the 

populations of algae and microorganisms and their effects on the ecosystem. 

Light is a major source for the photosynthetic activity of algae and varies 

depending on factors such as light intensity in the water column, water depth and 

turbidity. Photosynthetically active radiation includes the wavelengths of light at 

which algae can photosynthesize. Changes in light intensity affect the 

photosynthetic capacity of algae and can therefore limit the energy production of 

ecosystems. Furthermore, excessive light intensity can lead to a process called 

photoinhibition in some algal species and stop photosynthesis. 

Temperature directly affects the metabolic rate of algae and microorganisms 

in aquatic environments. Within the optimal temperature range, these organisms 

perform their biological functions most efficiently. However, sudden changes in 

water temperature can cause algal blooms or the collapse of microorganism 

populations. Factors such as climate change can disrupt ecosystem balances by 

altering water temperatures and trigger harmful algal blooms. 

Nutrients, especially nitrogen and phosphorus, are critical for the growth of 

algae. However, excessive nutrient inputs into the aquatic environment can 

initiate the process of eutrophication. Algae overgrow and can upset the balance 

of the aquatic ecosystem. Algal blooms can cover the water surface, blocking 

sunlight from reaching the lower layers and causing oxygen levels to drop. This 

can be fatal for aquatic life and threaten biodiversity. 

Water movements and currents affect the distribution and transport of algae 

and microorganisms. The strength and direction of currents allow plankton and 

nutrients to be transported from one place to another. Furthermore, currents and 

water movements affect the distribution of oxygen in the water column, 



determining the living conditions for microorganisms. In areas of high water 

mixing, populations of algae and microorganisms can be more homogeneously 

distributed and nutrient cycling can function more efficiently. 

The relationships between algae and microorganisms play an important role 

in maintaining ecosystem health. Some microorganisms support algae by forming 

symbiotic relationships with them. These symbiotic relationships allow nutrient 

cycles in aquatic ecosystems to function more efficiently and maintain ecosystem 

balances. Deterioration in water quality can affect populations of these organisms 

and disrupt ecosystem balance. 

In this context, sustainable management and conservation of water resources 

should include the goals of protecting the biodiversity of algae and 

microorganisms and ecosystem functions. Strategies such as monitoring water 

quality, controlling pollution sources, nutrient management, combating climate 

change, creating protected areas and raising public awareness are effective 

methods to maintain the health and balance of aquatic ecosystems. Sustainable 

management strategies ensure the efficient and sustainable functioning of aquatic 

ecosystems and promote ecosystem health. 

In conclusion, algae and microorganisms are determinants of the health and 

functioning of aquatic ecosystems. The biological basis of these organisms and 

their interactions with the physical environment shape the dynamics and balance 

of ecosystems. The effects of physical factors determine the populations of algae 

and microorganisms and their impact on the ecosystem. Sustainable management 

and conservation of water resources is critical to achieve the goals of maintaining 

the health of these organisms. Maintaining ecosystem health and managing water 

resources sustainably will be vital for future aquatic ecosystems. 
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Introduction 

Over the past ten years, glycomics, the study of glycans and their roles in 

health or disease has been of paramount focus. Unfortunately, due to this 

complexity, many means of sample preparation are needed to ensure accurate 

analytical results. Fortunately, several sample preparation methods have been 

improved to meet the requirements of more efficient and reliable glycomic 

analyses aiming at high-throughput and clinical diagnostic contexts. 

High throughput methodologies (e.g., 96-well plate format) – which allows 

for concurrent processing of several samples – are high throughput 

methodologies adapted for glycomics sample preparation. This strategy cut down 

the time needed to prepare the samples and increased reproducibility. 

Furthermore, the streamlining of glycomics workflows has been flagged as an 

important factor in improving the practicality and user-friendliness of these 

procedures in clinical practice (Zhang, Ma, Chin, & Li, 2020).  Given the degree 

of complexity associated with glycomic analyses, a significant requirement for 

integrating glycan biomarkers into clinical practice is the automation of processes 

involved in sample preparation. 

Mass spectrometry (MS) has been used frequently in glycomics, and 

improvements in ionization and separation methods over the past decade have 

resulted in better structural elucidation and quantitation of glycans. Dong et al. 

emphasized that there is now excellent workflow streamlining for glycan release, 

purification, and derivatization through advancements in MS-based techniques, 

which are key to successful and accurate glycomic analysis(Dong et al., 2018). 

Furthermore, the importance of efficient sample preparation methods was 

spotlighted by the emergence of quantitative glycomics, which enables the 

comparison of glycan profiles of different biological conditions(Peng et al., 

2021). The new techniques improve sensitivity and specificity in glycan detection 

and assist in detecting changes in glycosylation patterns associated with diseases.  

Advancements in microseparation have thus opened up new possibilities in 

glycomics. Liu et.al. presented a detailed analysis of the challenges and 

resolutions concerning ionization efficiency in microscale environments, making 

a solid case for innovative approaches to enhancing glycan recovery rates(Liu, 

2024). This holds in field situations where an analysis relies on a limited sample, 

such as cerebrospinal fluid analyses(Cho, Reyes, & Mechref, 2021). Well-

deserved recognition of biological effects and the feasibility of biomarkers 

depends upon the practical analysis of low-abundant glycan forms.  



The recent advances in sample preparation methods for glycomics have 

significantly enhanced the field’s analytical capabilities. Improving throughput, 

automation, and sensitivity pave the way for more comprehensive glycomic 

analyses that can contribute to our understanding of glycans in terms of health 

and disease. As the field evolves, ongoing research and development will be 

essential to address remaining challenges and further refine these methodologies. 

This book chapter aims to provide insights into purification methods for 

glycomics analysis. Recent advancements in these preparation techniques are 

reviewed, highlighting their role in facilitating glycomics research. Additionally, 

detailed comparisons of the advantages and challenges of these methods are 

presented to offer researchers a comprehensive understanding of their application 

in glycomics studies. 

Challenges in Glycan Analysis 

The challenge of identifying, analyzing, and quantifying glycans is mainly due 

to these macromolecules’ intricate structures and innate diversity. An unusually 

diverse array of isomers exists, all structural and stereoisomers, implying no 

simple identification and measurement. Analytical advances thus far to counter 

the challenge still pose quite a hurdle. Discrimination in isomeric structures is 

one major challenge in glycan analysis and was thus developed as a SERS sensor 

form(Hu et al., 2023). Such innovative approaches suggest better methods by 

which glycan isomers could be differentiated, a requisite aspect during proper 

glycomic profiling. 

Furthermore, glycans derived from extracellular vesicles (EVs) pose another 

tough problem in glycan analysis. Wang et al. mentioned that the glycome of EVs 

has an important role in several biological processes, but the measurement 

technologies currently limit the analysis of EV glycans(Wang et al., 2020). In 

addition, the growing number of biological sample sources often contains so 

many glycan structures that make the analysis difficult. More refined analytical 

tools are needed to adapt to the unique characteristics of EV glycans. Mass 

spectrometry (MS) has turned out to be the backbone technique within glycan 

analysis, although it fails to distinguish between isomeric forms.  

Glycans often have a complicated structure and are subject to low abundance 

in biological samples, especially clinical diagnostic ones. For example, 

Lageveen-Kammeijer et al. highlighted the dynamic range of glycan abundances 

and serious difficulty characterizing minor glycoforms in expensive clinical 

samples(Lageveen-Kammeijer et al., 2019). This requires extremely sensitive 

and highly efficient sample processing methods to capture and enrich glycans 



before analysis. In addition, advanced methods such as capillary electrophoresis 

coupled with electrospray ionization mass spectrometry (CE-ESI-MS) have been 

utilized for enhancing detection sensitivity, though still facing problems in 

acquiring complete glycomic profiles. In addition, O-glycan analyses pose a 

unique problem compared to N-glycans as there are no consensus sequences for 

the glycosylation sites, and microheterogeneity is the rule for O-

glycosylation(Xu, Goonatilleke, Wongkham, & Lebrilla, 2020). This certainly 

requires a very targeted approach to tackle these complexities associated with O-

glycan analysis. As mentioned by Helms et al., these challenges would probably 

be magnified by advanced informatics tools for application in microheterogeneity 

contexts(Helms, Escobar, Vainauskas, Taron, & Brodbelt, 2023).  

Table 1 summarizes key challenges in glycan analysis, including structural 

complexity, isomeric diversity, and low abundance in samples, which complicate 

detection and characterization. It highlights issues with current technologies like 

mass spectrometry and computational tools and the need for sensitive methods to 

process and enrich glycans, especially in complex biological and clinical samples. 

  



Table 1. Summary of the challenges in Glycan Analysis.  

Challenge Description Notes 

Structural 

and Isomeric 

Diversity 

Glycans have convoluted structures 

with a wide variety of isomers, inclu-

ding structural and stereoisomers, 

making identification and measure-

ment complex. 

- Discrimination between 

isomeric forms is a signifi-

cant challenge. 

Isomeric 

Analysis 

Mass spectrometry (MS) struggles 

with resolving isomeric forms. 

- Tandem MS and approac-

hes like the reciprocal best-

hit method offer some imp-

rovement. 

Low Abun-

dance in Bio-

logical 

Samples 

Glycans often occur in low abun-

dance, particularly in clinical diag-

nostic samples, necessitating sensi-

tive and efficient sample processing 

methods. 

- Advanced techniques like 

CE-ESI-MS enhance detec-

tion sensitivity but still lack 

comprehensive profiling. 

Dynamic 

Range of 

Glycan 

Abundances 

A wide dynamic range of glycan 

abundances complicates the detec-

tion and characterization of minor 

glycoforms. 

- Minor glycoforms are par-

ticularly difficult to identify 

in expensive clinical samp-

les. 

Need for Ad-

vanced In-

formatics 

Tools 

Computational tools are required to 

handle complex glycan structures 

and microheterogeneity, particularly 

in O-glycan contexts. 

- Informatics solutions are 

underdeveloped for these 

complexities. 

 

Purification Approaches for N-Glycan Analysis 

Purification of glycans is an important step in glycomics research and directly 

influences the accuracy and reliability of subsequent analysis. The inherent 

complexity of the structure of glycans and their low abundance in biological 

samples have raised an urgent need for the development of effective purification 

techniques. Various strategies have been tried to enhance glycan purification, all 

with unique pros and cons. For example, solid-phase extraction (SPE) improves 



glycan recovery and concentration from diverse biological matrices and is one of 

the most widely used glycan purification methods. Recently, Guan et al. have 

compared different N-glycan preparation techniques and identified solid-phase 

permethylation followed by nanoLC-MS/MS as having superior purification 

efficiency over conventional methods(Guan, Zhang, Wang, & Schlüter, 2021).  

Another hopeful purification technique is one that also employs carbon 

nanoparticles (CNPs) and graphene nanosheets as matrix materials in matrix-

assisted laser desorption/ionization (MALDI) mass spectrometry. Banazadeh et 

al. showed these benefits for glycan profiling with increased sensitivity and 

specificity by employing analysis via MALDI(Banazadeh, Peng, Veillon, & 

Mechref, 2018). Zhong et al. used a CNP-based solid-phase purification method 

and sensitive MALDI-MS analysis of permethylated N-glycans while achieving 

minimal losses in the sample and avoiding using toxic solvents for 

analysis(Zhong, Banazadeh, Peng, & Mechref, 2018). Thus, the advances 

underscore nanomaterials’ possibilities in improving glycan purification 

processes. Other innovative techniques have been developed in addition to solid-

phase extraction to facilitate glycan purification. The glycoblotting method 

described by Montalban and Hinou has proven effective for N-glycan extraction 

from human serum with an efficiency of recovery of 72.5%(Montalban & Hinou, 

2023). Such integrated systems could lessen the time and complexity associated 

with the older purification methods. 

Automated purification techniques have been found to gain some ground in 

glycomics research as well. Vreeker et al. presented a method of using high-

throughput plates for automated glycan purification; however, they observed 

variability with batch to batch(Vreeker et al., 2018). Automation of the glycan 

purification process is significant in clinical settings where the speed of handling 

samples is critical. In addition to this, magnetic nanoparticles were reported as 

very efficient tools in glycans purification. According to Kayili et al., 

poly(amidoamine) dendrimer-coated magnetic nanoparticles were used to rapidly 

purify and selectively enrich glycopeptides and glycans(Kayili, Ertürk, Elmacı, 

& Salih, 2019). This supplements glycan recovery, making it easier and more 

amenable to high-throughput applications. 

HILIC covers a wide interface for polar compound separation and is 

effectively used for glycan purification. This methodology further exploits that 

glycans are hydrophilic, which retains and elutes glycans from the stationary 

phase. On the other hand, lectin affinity chromatography (LAC) is another 

powerful glycan purification method, leveraging lectins’ specific binding 

properties to isolate glycan structures. Lectins are carbohydrate-binding proteins 



that exhibit high specificity for specific glycan motifs, making them invaluable 

tools in glycomics. Kanao et al. emphasized the utility of lectins in profiling 

glycan structures on extracellular vesicles, showcasing their ability to provide 

detailed information on glycosylation patterns(Kanao et al., 2022). This approach 

allows for profiling native glycoproteins and is particularly advantageous for 

screening biological samples. Furthermore, lectin-based methods can be 

integrated with mass spectrometry for enhanced glycan characterization. Despite 

these advances, challenges persist regarding the optimal purification of glycans. 

The need to make further purification steps might induce losses and degradation 

of glycans. Thus, Hu insists that the development of a methodology that allows 

for direct analysis of unprocessed biological samples is necessary(Hu, 2024).  

Purification Approaches for O-Glycan Analysis 

The conventional method of reductive β-elimination for O-glycan release has 

been utilized extensively because of its efficiency in cleaving O-glycans from 

glycoproteins. Fu et al. showed that this method released O-glycans in their 

alditol form, which could then be profiled on porous graphitized carbon columns 

and analyzed online LC-MS(Fu et al., 2019). However, specific glycans are lost 

in this procedure, and others may not work effectively, especially those 

considered sensitive to the harsh conditions used in this method of reductive β-

elimination. Song et al. introduced an oxidative release method based on 

DMSO/NaOH/iodomethane for inducing O-glycan release and providing 

permethylation(Song et al., 2016). This strategy resulted in diverse O-glycans 

from mouse stomach samples for functional glycomics. The oxidative method 

appears to be an attractive alternative to classical methods, mainly when these 

studies are performed on complex biological samples and involve high diversity 

in O-glycans. 

One more novel technique was using ammonium carbamate to release O-

glycans, as explained(Miura et al., 2010). Thus, O-glycans are released from 

glycoproteins, which can then be analyzed. They emphasized that such an 

approach is advantageous for glycoproteins available in scant amounts in 

biological fluids, as this could increase the yield of target O-glycans through 

immunoprecipitation procedures. Other than these, the advancements in solid-

phase extraction methods have shown promising results in better O-glycan 

purification. Yang et al. proposed a solid-phase capture technique that directly 

analyzes glycoproteins without further purification(Yang, Li, Shah, & Zhang, 

2013). This method decreases the loss of the sample and increases the sensitivity 

of detection, thus making it possible to obtain low amounts of O-glycans. This 



method is much more versatile as glycan modifications can be done directly on 

the solid phase. 

Furthermore, advanced chromatographic approaches, such as C18 nanoliquid 

chromatography, have been employed for the in-depth analysis of O-glycan 

isomers. Haan et al. have shown from the reports that the method works pretty 

well for analyzing O-glycan isomers from human cells and inferring subsequent 

structures of added or missing glycosylation(Haan et al., 2022). It is perfect for 

rupturing isomers as the fine details of their anatomy significantly impact their 

interactions and functions, so this is a good step toward understanding biological 

functions concerning O-glycans. 

Conclusion and Future Perspectives 

Glycomics has made exciting strides in sample preparation and analytical 

techniques, making important steps toward tackling the challenges in complexity, 

diversity, and low abundance associated with glycan analyses in biological 

samples. High-throughput methods have converted such workflows into higher 

reproducibility and efficiency formats, such as 96-well plate formats. Automation 

and microscale techniques have opened new possibilities for the clinical sphere 

by allowing analyses of tiny sample volumes with much higher sensitivity. 

Purification techniques have come a long way, with current innovative solid-

phase extraction, HILIC, lectin affinity chromatography, and nanomaterial-

assisted techniques, which have led to new, reliable and efficient workflows. 

Mainly, it will improve glycan recovery and the detection of minor glycoforms 

and isomers, which are crucial for understanding events related to glycan biology 

and disease mechanisms. 

Improved methods, such as oxidative release and advanced chromatographic 

approaches, gave a significant nudge towards comprehensive glycomic profiling 

for both N-glycan and O-glycan analyses. However, challenges still lie ahead in 

the search for more sensitive, specific, and scalable purification techniques that 

can be smoothly incorporated into high-throughput systems. Emerging research 

and innovative practices are thus eliminating obstacles to more accurate, practical 

analyses in glycomics. Such innovations will better understand the complex 

glycan functions in health and disease, resulting in disruptive progress in 

biomedical research and personalized medicine. 
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Introduction 

Mass spectrometry (MS) has become a powerful tool in glycomics, enabling 

glycans' structural characterization and quantitative analysis (Dong et al., 2018; 

Wuhrer, 2012). Glycans, complex carbohydrates linked to proteins and lipids, 

have important roles in various biological processes and are frequently altered in 

disease states(Sethi & Fanayan, 2015; Yoshida et al., 2016). Advances in 

separation methods and bioinformatics, along with the advancement of MS-based 

techniques, have led to significant advances in the field of glycomics (Dong et 

al., 2018; Rojas-Macias et al., 2019). Liquid chromatography-tandem mass 

spectrometry (LC-MS/MS) has emerged as the tool of choice for comprehensive 

glycan analysis, allowing the identification, structural elucidation, and 

quantification of glycans from complex biological samples(Kim et al., 2015; 

Kronewitter et al., 2012; Nwosu et al., 2012). 

Glycomics studies have provided valuable insights into the role of glycans in 

disease mechanisms and are being used to identify potential glycan-based 

biomarkers for various diseases(Haci Mehmet Kayili & Salih, 2021). MS-based 

glycomics are important because they allow the detection of low amounts of 

glycans and precisely characterize their structure, making them a valuable tool in 

biomarker discovery (Liu et al., 2023). Besides, developing standard 

bioinformatics workflows and public repositories allows the integration of MS-

based glycomics data by other omics fields. This enables more comprehensive 

and reproducible analyses(Rojas-Macias et al., 2019). Moreover, advances in 

quantitative glycomics approaches have increased the reliability and efficiency 

of glycan quantification(Zhou et al., 2016). 

Glycomics studies have led to the discovery of potential glycan-based 

biomarkers for various diseases. This could significantly improve the early 

detection of diseases, disease monitoring, and the development of targeted 

therapies. The ability of MS-based glycomics to detect low amounts of glycans 

and precisely characterize their structure has been helpful in this respect. 

However, the transition of glycan-based biomarkers from detection to the clinical 

phase poses several challenges, including the widespread heterogeneity of 

distinguished glycoforms and the sensitivity of the glycosylation machinery to 

the biological situation. Standardizing analytical methods, bioinformatics 

workflows, and developing high-throughput and reliable glycan analysis tools are 

needed for the broader adoption of clinical glycomics. Moreover, integrating 

glycomics data with other “omics” approaches, such as genomics and proteomics, 

can provide a more comprehensive understanding of disease mechanisms and 

facilitate the development of personalized diagnostic and therapeutic strategies. 



The rise of systems glycobiology and personalized glycomics demonstrates the 

importance of glycan analysis in clinical settings. 

Mass spectrometry (MS) is the most widely used analytical technique for 

characterizing glycans and glycoconjugates(Grabarics et al., 2021; Puranik et al., 

2022). Due to the structural diversity of glycans, their comprehensive analysis is 

quite challenging. In addition, the analysis of structural isomers of glycans 

requires sensitive analytical techniques capable of distinguishing these changes. 

Mass spectrometric systems combined with complementary methods such as 

liquid chromatography (LC) or capillary electrophoresis (CE) provide the 

sensitivity and resolution required for these purposes. The development of new 

sample preparation and derivatization techniques, such as fluorescent labeling 

and stable isotope labeling, has significantly improved the sensitivity, 

quantification, and separation of different glycan types in MS-based 

analyses(Pallister et al., 2020; Zheng et al., 2016). This has enabled a more 

comprehensive and accurate characterization of glycans and glycoconjugates. 

In glycan analysis, different mass spectrometers are used to examine glycans' 

complex structures and variations in detail. Matrix-assisted laser 

Desorption/Ionization (MALDI-MS) is the method of choice for fast and 

sensitive glycan profile analysis and improves ionization efficiency, especially 

for ethyl-esterified and permethylated glycans. Electrospray Ionization (ESI-MS) 

integrated liquid chromatographic (LC) methods having tandem mass 

spectrometry (MS/MS) capabilities to analyze branching and binding information 

of glycan structures. Ion Mobility Spectrometry (IMS-MS) can distinguish 

structural isomers and provide an additional dimension to the m/z ratio by 

examining the three-dimensional properties of glycans. The cross-sectional areas 

of glycans can be calculated using this method. On the other hand, ultra-high 

mass resolution instruments, including Orbitrap and Fourier-Transform Ion 

Cyclotron Resonance (FT-ICR-MS) mass analyzers, enable sensitive and 

accurate mass measurements and structural analysis of glycans. These various 

methods play a critical role in understanding the biological functions of glycans 

and their relationship to disease. In addition, mass spectrometry is often 

supplemented by pre-treatments used to characterize glycans better. 

Derivatization techniques such as permethylation and reductive amination 

improve the ionization of glycans and increase spectral resolution(Shajahan, 

Supekar, Heiss, & Azadi, 2019). These technologies play a critical role in 

understanding the biological functions of glycans, investigating their association 

with diseases, and discovering potential biomarkers. Thus, mass spectrometry has 

become an vital technique for the structural examination of glycans. 



This book chapter aims to provide information about glycomics analysis 

performed by mass spectrometric methods. Recent developments in these 

analyses are reviewed in this book chapter. In addition, detailed comparisons of 

the advantages and difficulties of the analyses are presented to provide 

researchers with a better understanding of these methods. 

Functions of Glycans 

Glycans play critical characters in different biological processes including 

cell-cell communication and cell-microorganism interactions. For example, cell 

surface glycans help immune system recognize infected/damaged 

cells(Nishihara, 2018; Schnaar, 2015). Glycan-binding proteins such as selectins 

and galectins regulate the immune response and inflammation, making the 

functions of glycans in the immune system more prominent(Eckardt, Weber, & 

Hundelshausen, 2019). Furthermore, glycans have an important role in cell 

signalling; for example, signalling pathways regulated by glycans play key roles 

in processes such as cell growth, differentiation, and apoptosis(Briard, Jiang, 

Moremen, Macauley, & Wu, 2018). In addition, glycans have been reported to 

act as a protective barrier in biological systems(Viswanathan et al., 2010). 

Surrounding the cell surface, glycans form a physical barrier against pathogens 

and protect the cell from mechanical damage. On the other hand, glycosylated 

proteins are less susceptible to proteolytic enzymes. Studies show that they also 

play an active role in regulating the immune response(Schnaar, 2015). 

Furthermore, glycans are involved in various pathogen-binding mechanisms; 

viruses, bacteria, and parasites target glycan structures to attach to the cell and 

initiate infection. Thus, glycans can act both as an entry point for pathogens and 

as a marker for the immune system to recognize these pathogens. On the other 

hand, the misregulation of glycans plays an important role in many pathological 

conditions(Kitov et al., 2019). These functions define glycans as essential 

regulatory molecules in biological systems. 

Glycans are classified into several types according to their structural 

properties and biological functions (Figure 1). Generally, glycans are divided into 

categories according to the linked monosaccharide units, chain length, and 

branching properties. N-linked glycans are glycans linked to the side chain of the 

amino acid asparagine (Asn) and are one of the most common types of protein 

glycosylation. These glycans usually start with an N-acetylglucosamine 

(GlcNAc) molecule and can form complex structures. N-linked glycans are 

divided into three main subtypes: high mannose, complex and hybrid. These play 

important roles in protein folding, stabilization, and cell-cell interactions. O-

linked glycans are attached to the hydroxyl groups of serine (Ser) or threonine 



(Thr) amino acids. These glycans usually start with N-acetylgalactosamine 

(GalNAc) and can form short, linear structures or complex branched chains. 

Glycans in mucus proteins are usually O-linked and provide a protective barrier 

on mucosal surfaces. 

 

Figure 1. N- and O-linked glycans.  

Figure 1 shows the main structural features and types of the two main types 

of glycans, O-linked and N-linked glycans. O-linked glycans have a core structure 

(Core 1 or Core 2) attached to the amino acid serine or threonine and are usually 

short-chain and branched structures. N-linked glycans bind to the amino acid of 

asparagine and are divided into three main subtypes. These are high-mannose, 

hybrid, and complex types. High-mannose structures contain only mannose with 

GlcNAc. Complex types include diverse monosaccharides such as galactose, 

sialic acid, and fucose. N-linked complex glycans are classified as biantennary, 

triantennary, or tetraantennary according to their degree of branching. The 

coloured symbols in the figure represent the basic building blocks of these 

glycans. 

 

 



Sample Preparation Strategies for Mass Spectrometry-based Glycomics 

Sample preparation steps are important to achieve a successful result in 

glycomic analyses based on mass spectrometry (MS). Proper sample preparation 

is the most critical point in analyzing glycans reliably and reproducibly. The first 

step in glycan analysis is the release of glycans from the biological sample to be 

analyzed. This process usually involves the enzymatic or chemical liberation of 

glycan modifications of proteins. N-glycans are usually liberated by the enzyme 

peptide-N-glycosidase F (PNGase F), while O-glycans are removed by chemical 

β-elimination methods(H. Mehmet Kayili, Atakay, Hayatu, & Salih, 2022). 

Recently, a much faster process has been achieved in O-glycan analysis. In this 

process, only O-glycans are released and analyzed by HPLC-HILIC-FLD-

MS/MS or MALDI-MS(Kameyama, Thet Tin, Toyoda, & Sakaguchi, 2019). The 

protocols applied must be carefully optimized to maintain the specificity and 

structural integrity of the glycans. The released glycans should be cleaned and 

concentrated prior to mass spectrometry analysis. A cleanup step is often 

necessary to eliminate impurities, which suppresses the signal during analysis. 

Solid-phase extraction (SPE) methods are widely used to purify glycans from 

impurities(Haci Mehmet Kayili & Salih, 2021). Glycans can be analyzed in their 

natural form or after derivatization. For high-sensitivity analysis, glycans can be 

chemically treated such as permethylation or ethyl-esterification, especially for 

MALDI-MS analysis(Hu, Desantos-Garcia, & Mechref, 2013). This process 

increases the ionization efficiency of glycans and provides stronger signals in the 

analysis. On the other hand, glycans can also be labeled and analyzed by reductive 

amination(Reider, Szigeti, & Guttman, 2018). 

Derivatization is an important step for the structural characterization of 

glycans. For example, fluorescent labeling facilitates the separation of glycans by 

high-performance liquid chromatography (HPLC) and detection by MS. 

Similarly, modifications such as permethylation or ethyl-esterification increase 

the sensitivity of analysis by reducing the polarity of glycans. Especially in 

MALDI-MS analysis, sialic acids are made more stable, allowing MALDI-MS 

analysis to be performed efficiently(Masri et al., 2024). 

Figure 2 presents a step-by-step process flow describing analyzing glycans 

from glycoproteins. The analysis starts with the release of the glycans of the 

glycoproteins, which is performed by two different methods. The PNGase F 

enzyme releases N-glycans, while O-glycans are released by β-elimination. These 

two methods are designed to target different types of glycans, and the choice of 

the method used at the initial stage of analysis depends on the characteristics of 



the glycoprotein to be analyzed. Both methods provide a suitable basis for 

preparing glycans for subsequent derivatization or labeling steps. 

Following the release, the glycans are prepared for analysis by one of two 

different processing routes. The first route involves derivatization of the glycans 

by permethylation or ethyl esterification, which increases the stability of the 

glycans and makes them suitable for mass spectrometry analysis(Haci Mehmet 

Kayili et al., 2023). The second route involves labelling glycans by fluorescent 

labelling, which is helpful for visualization and detection. At the end of both 

processing routes, the glycans are purified by solid phase extraction (SPE) and 

then analyzed by mass spectrometry (MS). This combination of methods offers 

an efficient process for glycans' structural and quantitative characterization. The 

figure summarizes the key steps of this process and how the different pathways 

can be combined. 

 

Figure 2. N- and O-glycan Analysis Workflow for MS-based glycomics.  

 



MALDI-MS Analysis of Glycans 

Matrix-assisted laser Desorption/Ionization Mass Spectrometry (MALDI-

MS) is a fast and sensitive technique that is widely used in glycan analysis. This 

method is helpful for structural identification, profiling and determination of 

isomeric variations of glycans(Atakay, Kayılı, & Salih, 2024). MALDI-MS 

allows the acquisition of spectra of glycans with high resolution. Since glycans 

are generally polar and highly soluble in water, MALDI-MS conveniently 

enables the analysis of such molecules by matrix-assisted laser 

ionization(Demirhan, Yılmaz, Erol, Kayili, & Salih, 2023). In a MALDI-MS 

analysis, the glycans are mixed with a matrix, which protects the glycans before 

exposure to the laser beam and promotes ionization. One of the matrices 

commonly used in glycan analysis is 2,5-dihydroxybenzoic acid (DHB). 

MALDI-MS is often supported by pre-treatments such as permethylation, which 

increases the ionization efficiency of glycans, resulting in more consistent and 

powerful spectra. On the other hand, binding-specific ethyl-esterification is also 

useful. Permethylated or ethyl-esterified glycans increase signal intensity in 

MALDI-MS analysis and provide structural information more reliable. 

MALDI-MS is highly effective in determining the structures of glycans, but 

even more so when combined with tandem mass spectrometry (MS/MS). MS/MS 

modes can resolve glycans' branching points and isomers in detail. This 

combination can distinguish glycan isomers, and glycan profiles can be 

accurately determined. In addition, MALDI-MS is an ideal tool for analyzing the 

high number of batches of samples due to its high throughput. It has been 

particularly critical in identifying glycoform changes associated with conditions 

such as cancer, diabetes and neurological diseases. For example, changes in 

sialylation and fucosylation levels can be employed to identify disease conditions 

and monitor their advancement. On the other hand, with the integration of 

artificial intelligence applications such as machine learning into data analysis, the 

MALDI-MS may make significant contributions to the development of glycan 

science by offering fast diagnosis. 

ESI-MS Analysis of Glycans 

ESI-MS is a powerful technique for analyzing biomolecules. It works by 

ionizing molecules in a solution and transferring them into the gas phase. ESI-

MS is particularly valuable in protecting structural details. It is also useful for 

delicate glycan modifications like sialic acids. The resulting mass spectra provide 

critical information such as glycans' composition, molecular weight, and charge 

state. They are essential for structural characterization. A significant strength of 



ESI-MS in glycan analysis is its compatibility with tandem mass spectrometry 

(MS/MS) techniques. Through MS/MS, glycan precursor ions are fragmented in 

the gas phase, producing fragmentation spectra that provide critical insights into 

structural characteristics like linkage positions and branching sites(H. M. Kayili, 

2020). Commonly used fragmentation methods, such as collision-induced 

dissociation (CID) and high-energy collision dissociation (HCD), are especially 

valuable for in-depth structural investigations. This capability enables the 

determination of the structural conformation of glycans(H. M. Kayili & Salih, 

2022). 

One of the significant advantages of ESI-MS in glycan analysis is its ability 

to handle complex mixtures commonly found in biological samples. ESI-MS 

provides detailed structural information about glycans, including 

monosaccharide composition, linkage positions, and branching patterns, which 

are crucial for understanding their biological roles and investigating their 

potential as biomarkers. Many studies have demonstrated the application of ESI-

MS in the analysis of N-linked and O-linked glycans, glycosphingolipids, and 

glycosaminoglycans. The integration of ESI-MS with liquid chromatography 

(LC-ESI-MS) or capillary electrophoresis (CE-ESI-MS) has further increased its 

separation and detection capabilities, enabling the analysis of complex glycan 

mixtures with brilliant sensitivity and resolution(Tahhan, Aksoy, Kayili, & Salih, 

2023). Furthermore, advances in ionization techniques, such as using dopant-

enriched nitrogen gas (DEN-gas) at the ESI interface, have significantly 

improved the sensitivity and reproducibility of glycan analysis(Madunić, Wagt, 

Zhang, Wuhrer, & Lageveen-Kammeijer, 2021). This innovation has been 

beneficial for detecting low-abundance and labile glycans that are difficult to 

analyze using traditional ESI-MS methods. Beyond structural characterization, 

ESI-MS is also used for quantitative analysis of glycans, facilitating the study of 

glycan heterogeneity and the identification of disease-associated glycan 

signatures. Combining ESI-MS with affinity-based methods such as capture and 

release ESI-MS has further expanded its capabilities by enabling the discovery of 

glycan-binding proteins and their interactions. 

Ion Mobility-Mass Spectrometry (IM-MS) Analysis of Glycans 

Ion mobility-mass spectrometry (IM-MS) has emerged as a powerful 

analytical technique for structurally characterizing complex carbohydrates, 

including glycans(Atakay, Kayılı, Güler, & Salih, 2024). IM-MS combines the 

benefits of mass spectrometry, such as high sensitivity and mass accuracy, with 

the ability to separate ions based on their size, shape, and charge, allowing for the 

discrimination of isomeric glycans(Pagel & Harvey, 2013).  



The IM-MS approach provides several advantages for glycan analysis. Firstly, 

mass spectrometry alone can resolve indistinguishable isomeric glycans (Manz 

& Pagel, 2018). This is particularly important given glycans' structural 

complexity and heterogeneity, which often contain numerous regio- and 

stereoisomers. The collision cross-section (CCS) values obtained from IM-MS 

can be used as an additional search parameter for database analyses of glycans(Re 

et al., 2018). Furthermore, IM-MS has been successfully applied to the analysis 

of N-linked glycans, glycopeptides, and other glycoconjugates(Pallister et al., 

2020).  

The technique can separate glycans from peptides in the same digest without 

purification, enabling the comprehensive characterization of glycoproteins. IM-

MS has also been used to study the retention of anomericity in glycosidic bonds 

upon collision-induced dissociation (CID). Several studies have demonstrated the 

utility of IM-MS for the structural elucidation of glycans. They have used IM-

MS to determine the CCS values of sodiated N-linked glycans, highlighting the 

potential to implement IM-derived CCS information in glycan database 

analyses(Pagel & Harvey, 2013). They also showed that IM-MS can discriminate 

between epimeric glycans and glycopeptides, suggesting its potential for 

carbohydrate sequencing.  

MALDI-Imaging Analysis (MALDI-IMS) of Glycans 

MALDI-IMS has emerged as a powerful technique for spatial profiling and 

characterization of N-linked glycans in tissue sections(Drake et al., 2020; Mittal 

et al., 2020; Powers, Holst, Wuhrer, Mehta, & Drake, 2015).This approach 

enables visualization of glycan distribution and changes associated with various 

diseases, especially cancer. MALDI-IMS analysis is typically performed on 

formalin-fixed paraffin-embedded (FFPE) tissue sections. N-linked glycans are 

enzymatically released from glycoproteins using PNGase F digestion. Glycan 

purification and desalting steps are crucial to improve MALDI-IMS 

detection(Banazadeh, Williamson, Zabet, Hussien, & Mechref, 2018). 

Glycan ion images are generated using software such as flexImaging, and 

glycan structures are identified by matching them with databases(Scott et al., 

2019). MALDI-IMS can detect changes in glycan expression and branching 

patterns associated with diseases such as cancer(West et al., 2018). Sialic acid 

derivatization strategies stabilize labile glycans for enhanced MALDI-IMS 

detection(Holst et al., 2016). Novel MALDI matrices, such as carbon 

nanoparticles and graphene nanosheets, can improve glycan ionization and 

detection(Banazadeh, Peng, Veillon, & Mechref, 2018).  



MALDI-IMS has been used to profile N-linked glycans in various tissues, 

including kidney, liver, prostate, and ovarian cancer(Mittal et al., 2020). Cancer 

tissues have been observed to have increased branching, fucosylation, and high-

mannose-type glycans compared to healthy controls (Powers et al., 2014). 

MALDI-IMS can provide spatial information on glycan changes during disease 

progression, such as liver fibrosis and hepatocellular carcinoma(Ochoa-Rios, 

2024). 
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1. INTRODUCTION 

In 1854, Chebyshev's claim that continuous functions can be approximated by 

elements from the family of polynomials of degree at most n was clarified by 

Weierstrass in 1885 with the theorem he stated and proved. According to this 

theorem, continuous functions can be uniformly approximated by polynomials 

over a finite interval with any predetermined error. In the following periods, this 

theorem of Weierstrass was given in different ways by many mathematicians, 

especially Bernstein, Volterra and Picard. However, the simplest and most well-

known version of this theorem on the interval [0,1] was proved by Bernstein. 

Bernstein showed the approximation of a sequence of operators to a function 

continuous on the interval. After this theorem, which brought a different 

perspective to the literature, different operators were defined and their 

approximation properties were studied. Later studies made it possible to calculate 

the approximation speed. 

After the polynomials defined by Bernstein, with the statement and proof of 

Korovkin's theorem, many linear and positive operators that satisfy this theorem 

have been defined. Examples of these operators are Bernstein Schurer, Baskokov 

and Balazs operators. In the following periods, both different generalizations of 

existing operators and completely new operators were established.  

Inspired by the operator introduced in the literature by Arab et al. in 2018, 

which is constructed with the help of equations provided by nth order 

polynomials and two sequences where approximation is achieved by state 

evaluation, this section will present a new approach defined to obtain a better 

approximation degree for Bernstein type operators.  

After this study, similar operator structures were examined by different 

authors from different perspectives. Some of these studies are as follows: 

Acu and Agrawal obtained a more useful version of the Bernstein-Durrmeyer 

type operator in their work in 2018. The convergence speed was calculated with 

two types of the continuity modulus. The findings were supported with 

asymptotic formulas and numerical examples. 

In (Baytunç et al. 2024), a new class of blending type Bernstein-Kantorovich 

operators was introduced. They defined the operator depending on three 

parameters. They also calculated the approach speed with the help of the first and 

second order continuity modulus of the operator they defined. 

(Kaur and Goyal 2024) also obtained a new modification on the Baskakov-

Durrmeyer operators with changes that will improve the approximation. The 



asymptotic approximation properties with Voronovskaja type formulas were also 

investigated. The usefulness of the changes made to the operator was seen by 

comparing with the classical operator.  

(Jabbar and Hassan 2024) defined two new operators for the Baskakov type 

operator. They obtained results on the convergence rate of this operator and 

presented visual results. 

First, the operator existing in the literature will be given, which will be 

modified by the method in (Arab et al, 2018). 

Definition 1.1.  

Let 𝑝  and 𝑠, be a function of  𝑥, 

(𝑝 + 𝑠)℥ =∑(
℥
𝑟
) (𝑝(𝑥))

𝑟
,

℥

𝑟=0

 

let  

𝑏℥,𝑟(𝑥) = (
℥
𝑟
) (𝑝(𝑥))

𝑟
(𝑠(𝑥))

℥−𝑟
                                                (1.1) 

then Bernstein type operator is given as  

𝑍℥(𝑓, 𝑥) = (
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟(𝑥)𝑓 ((
2𝑟

℥
− 1)

2 + ℥

1 + ℥
)

℥

𝑟=0

         (1.2) 

(Bilgen, 2023)                                                                         

In the following section, a modification using operator (1.2) will be constructed 

and the equalities and important approximation properties of this operator will be 

given.   

2. Structure of the Operator 

First, the following equations between the polynomials 𝑏℥,𝑟(𝑥), 𝑏℥,℥−𝑟(𝑥), 

𝑏℥−1,𝑟−1(𝑥) and 𝑏℥−1,𝑟(𝑥) will be given in the structure of the operator. 

Lemma 2.1  

Let for 𝑝(𝑥) =
2+℥

1+℥
+ 𝑥, 𝑠(𝑥) =

2+℥

1+℥
− 𝑥 , 

 𝑏℥,𝑟(𝑥) = (𝑝(𝑥))
𝑟
(𝑠(𝑥))

℥−𝑟
(
℥
𝑟
), 



for 𝑝̃(𝑥) =
℥+2

℥+1
− 𝑥,   𝑠̃(𝑥) = 𝑥 +

℥+2

℥+1
 , 

 𝑏℥,℥−𝑟(𝑥) = (
℥

℥ − 𝑟
) (𝑝̃(𝑥))

𝑟
(𝑠̃(𝑥))

℥−𝑟
.  

In this case, the equations  

𝐢)  𝑏℥,𝑟(𝑥) = 𝑏℥,℥−𝑟(𝑥), 

𝐢𝐢) 𝑏℥,𝑟(𝑥) = (
2 + ℥

1 + ℥
− 𝑥) 𝑏℥−1,𝑟(𝑥) + (

2 + ℥

1 + ℥
+ 𝑥) 𝑏℥−1,𝑟−1(𝑥) 

are valid. 

Proof. 

i) For all 𝑥 ∈ [−
2+℥

℥+1
,
2+℥

1+℥
] clearly 

𝑏℥,𝑟(𝑥) = (
℥
𝑟
) (𝑝(𝑥))

𝑟
(𝑠(𝑥))

℥−𝑟
 

= (
℥
𝑟
) (
2 + ℥

1 + ℥
+ 𝑥)

𝑟

(
2 + ℥

1 + ℥
− 𝑥)

℥−𝑟

. 

On the other hand, 

𝑏℥,℥−𝑟(𝑥) = (
℥

℥ − 𝑟
) (𝑠̃(𝑥))

℥−(℥−𝑟)
(𝑝̃(𝑥))

℥−𝑟
 

= (
℥

℥ − 𝑟
) (
2 + ℥

℥ + 1
− 𝑥)

℥−𝑟

(𝑥 +
2 + ℥

℥ + 1
)
℥−(℥−𝑟)

. 

is obtained. So, 

𝑏℥,𝑟(𝑥) = 𝑏℥,℥−𝑟(𝑥) 

is written. 

ii) For 𝑝(𝑥) =
2+℥

1+℥
+ 𝑥, 𝑠(𝑥) =

℥+2

1+℥
− 𝑥, using 

 𝑏℥,𝑟(𝑥) = (
℥
𝑟
) (𝑝(𝑥))

𝑟
(𝑠(𝑥))

℥−𝑟
 , 

𝒃℥−𝟏,𝒓(𝒙) = (
℥ − 𝟏
𝒓
) (𝒑(𝒙))

𝒓
(𝒔(𝒙))

℥−𝒓
  



𝒃℥−𝟏,𝒓(𝒙) = (
𝟐+℥

𝟏+℥
− 𝒙)

℥−𝟏−𝒓
(𝒙 +

𝟐+℥

𝟏+℥
)
𝒓
   (℥−𝟏

𝒓
)                    (𝟐. 𝟏) 

𝒃℥−𝟏,𝒓−𝟏(𝒙) = (
℥−𝟏
𝒓−𝟏
) (
𝟐+℥

℥+𝟏
− 𝒙)

℥−𝒓
(𝒙 +

℥+𝟐

℥+𝟏
)
𝒓−𝟏

                   (𝟐. 𝟐) 

is getting. Here, 𝒃℥−𝟏,−𝟏(𝒙) = 𝟎 , 𝒃℥−𝟏,℥(𝒙) = 𝟎. Then, for 𝒓 = 𝟎 , using 

𝒃℥−𝟏,−𝟏(𝒙) = 𝟎  

𝒃℥,𝟎(𝒙) = (
𝟐+℥

℥+𝟏
− 𝒙)𝒃℥−𝟏,𝟎(𝒙) + (

𝟐+℥

𝟏+℥
+ 𝒙)𝒃℥−𝟏,−𝟏(𝒙)          (2.3) 

is obtained. Similarly, for 𝒓 = ℥ using 𝒃℥−𝟏,℥(𝒙) = 𝟎  

𝒃℥,℥(𝒙) = (𝒙 +
𝟐 + ℥

𝟏 + ℥
)
℥

 

= (
𝟐+℥

℥+𝟏
− 𝒙)𝒃℥−𝟏,℥(𝒙) + (𝒙 +

𝟐+℥

𝟏+℥
)𝒃℥−𝟏,℥−𝟏(𝒙)                    (𝟐. 𝟒) 

is written. Thus, for 𝟏 ≤ 𝒓 ≤ ℥, if the equations (2.1)  and (2.2) are multiplied by 

(
𝟐+℥

𝟏+℥
− 𝒙) and  (𝒙 +

𝟐+℥

𝟏+℥
), respectively, 

(
𝟐 + ℥

℥ + 𝟏
− 𝒙) . 𝒃℥−𝟏,𝒓(𝒙) + (𝒙 +

℥ + 𝟐

℥ + 𝟏
) . 𝒃℥−𝟏,𝒓−𝟏(𝒙) 

= (
𝟐 + ℥

℥ + 𝟏
− 𝒙)

℥−𝒓

(
𝟐 + ℥

℥ + 𝟏
+ 𝒙)

𝒓

(
℥ − 𝟏

𝒓
) 

+(
𝟐 + ℥

℥ + 𝟏
− 𝒙)

℥−𝒓

(𝒙 +
℥ + 𝟐

℥ + 𝟏
)
𝒓

(
℥ − 𝟏

𝒓 − 𝟏
) 



= (
𝟐 + ℥

℥ + 𝟏
− 𝒙)

℥−𝒓

(𝒙 +
𝟐 + ℥

𝟏 + ℥
)
𝒓

. [(
℥ − 𝟏

𝒓
) + (

℥ − 𝟏

𝒓 − 𝟏
)] 

= (
𝟐 + ℥

℥ + 𝟏
− 𝒙)

℥−𝒓

(
𝟐 + ℥

𝟏 + ℥
+ 𝒙)

𝒓

. [
𝒓 + (℥ − 𝒓)

℥
] .

℥!

(℥ − 𝟏)! 𝒓!
 

= 𝒃℥,𝒓(𝒙). 

Remark 2.1  

Using Lemma 2.1, for the operator given in Definition 1.1 

𝑍℥(𝑓; 𝑥) = ∑ ((
2+℥

℥+1
− 𝑥)𝑏℥−1,𝑟(𝑥) + (𝑥 +

2+℥

1+℥
) 𝑏℥−1,𝑟−1(𝑥))

℥
𝑟=0   

× 𝑓 (
2+℥

1+℥
(
2𝑟

℥
− 1))                                                                        (2.5)  

is getting. 

Definition 2.1  

For 𝑥 ∈ [−
2+℥

1+℥
,
2+℥

1+℥
]and ℥ = 0,1,2,… , 𝑖 = 0,1 , Let 𝛼𝑖(℥), be two sequences 

whose properties are given in Lemma 2.2. The sequence 𝛼 (
℥+2

℥+1
∓ 𝑥, ℥) is given 

by 

𝛼 (
℥+2

℥+1
∓ 𝑥, ℥) = 𝛼1(℥) (

℥+2

℥+1
∓ 𝑥) + 𝛼0(℥)  

Also, here 

𝛼1(℥) + 𝛼0(℥) (
2 + ℥

℥ + 1
) = 1. 

Then, for 𝑝(𝑥) =
℥+2

℥+1
+ 𝑥, 𝑠(𝑥) =

2+℥

1+℥
− 𝑥, 

𝑏℥,𝑟
∗ (𝑥) = 𝛼 (

2+℥

1+℥
+ 𝑥, ℥) 𝑏℥−1,𝑟(𝑥) + 𝛼 (

2+℥

℥+1
− 𝑥, ℥) 𝑏℥−1,𝑟−1(𝑥)  

    (2.6) 

and modification of Bernstein type operators is given as 



𝑍℥
∗(𝑓; 𝑥) = (

℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟
∗ 𝑓 (

℥ + 2

℥ + 1
(
2𝑟

℥
− 1))

℥

𝑟=0

            (2.7) 

Here, if  𝑟 < 0 or  𝑟 > ℥, then 𝑏℥,𝑟(𝑥) = 0. 

Lemma 2.2  

When the equality 𝛼1(℥) + 𝛼0(℥) (
℥+1

℥+2
) = 1 valid for the sequences 𝛼0(℥) and  

𝛼1(℥) is examined, the following is true for    𝑝(𝑥) =
2+℥

1+℥
+ 𝑥, 𝑠(𝑥) =

2+℥

℥+1
− 𝑥. 

Case 1. If 𝛼1(℥) = 0, 𝛼0(℥) =
℥+2

℥+1
 . 

Case 2. If 0 < 𝛼1(℥) <
℥+2

℥+1
 , then 𝛼0(℥) > 0. 

Case 3. If 𝛼1(℥) = 1, then 𝛼0(℥) = 0. 

Case 4. If 𝛼1(℥) > 1, then 𝛼0(℥) < 0. 

Case 5. If 𝛼1(℥) < 0, then 𝛼0(℥) > 0 and 𝛼1(℥) + 𝛼0(℥) > 0. 

Case 6. If 𝛼1(℥) = −1, then 𝛼0(℥) =
2(℥+2)

℥+1
. 

Remark 2.2  

It can be easily seen that if Case 6 is satisfied, i.e., for 𝛼1(℥) = −1  , 𝛼0(℥) =
2(℥+2)

℥+1
, the operator (2.7) reduces to the Bernstein-type operator in (1.1).  

Lemma 2.3 

For 𝒑(𝒙) = 𝒙 +
℥+𝟐

℥+𝟏
, 𝒔(𝒙) =

℥+𝟐

℥+𝟏
− 𝒙, let 𝒃℥,𝒓(𝒙) = (

℥
𝒓
) (𝒑(𝒙))

𝒓
(𝒔(𝒙))

℥−𝒓
. In 

this case the following equalities hold. 

𝐢) ∑𝒃℥,𝒓(𝒙)

℥

𝒓=𝟎

= (
𝟐 + ℥

℥ + 𝟏
)
℥

𝟐℥, 



𝐢𝐢) ∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

=∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

= 2℥−1 (
2 + ℥

1 + ℥
)
℥−1

.       (2.8) 

Proof 

i) For 𝑥 ∈ [−
2+℥

℥+1
,
2+℥

℥+1
]  

∑𝑏℥,𝑟(𝑥)

℥

𝑟=0

=∑(
℥
𝑟
) (𝑥 +

℥ + 2

℥ + 1
)
𝑟

(
2 + ℥

1 + ℥
− 𝑥)

℥−𝑟
℥

𝑟=0

 

= (
2 + ℥

℥ + 1
)
℥

2℥ 

𝐢𝐢)∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

=∑(
℥ − 1
𝑟
) (𝑥 +

2 + ℥

℥ + 1
)
𝑟

(
2 + ℥

℥ + 1
− 𝑥)

℥−𝑟−1
℥

𝑟=0

 

=∑
(℥ − 1)!

𝑟! (℥ − 𝑟 − 1)!

℥−1

𝑟=0

(𝑥 +
℥ + 2

℥ + 1
)
𝑟

(
2 + ℥

1 + ℥
− 𝑥)

℥−𝑟−1

 

= 2℥−1 (
2 + ℥

1 + ℥
)
℥−1

. 

So, 

∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

=∑(
℥ − 1
𝑟 − 1

) (𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟
℥

𝑟=0

 

=∑
(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!
(𝑥 +

2 + ℥

1 + ℥
)
𝑟−1

(
2 + ℥

1 + ℥
− 𝑥)

℥−𝑟
℥

𝑟=1

 

= (
2 + ℥

℥ + 1
)
℥−1

2℥−1 

is obtained. 

Lemma 2.4  

Let 𝛼1(℥), 𝛼0(℥) ≥ 0. Then, 𝑍℥
∗(𝑓; 𝑥) is a linear positive operator. 

Proof 



The linearity of the operator is clear. 

Positivity: 

Let ℥, 𝑟 ∈ ℕ and for all 𝑥 ∈ [−
℥+2

℥+1
,
℥+2

℥+1
], 𝑓(𝑥) ≥ 0. So, for the  

𝑍℥
∗(𝑓; 𝑥) = (

1 + ℥

2(2 + ℥)
)
℥

∑𝑏℥,𝑟
∗ 𝑓 (

2 + ℥

1 + ℥
(
2𝑟

℥
− 1))

℥

𝑟=0

, 

to satisfy the inequality  𝑏℥,𝑟
∗ (𝑥) ≥ 0, the condition 𝐴 + 𝐵 ≥ 0  must be satisfied 

where 

𝐴 = 𝛼 (𝑥 +
℥+2

℥+1
, ℥) 𝑏℥−1,𝑟(𝑥) and 𝐵 = 𝛼 (

℥+2

℥+1
− 𝑥, ℥) 𝑏℥−1,𝑟−1(𝑥)  

Here, using 

𝐴 = (𝛼1(℥) (
2 + ℥

1 + ℥
+ 𝑥) + 𝛼0(℥)) 

× (𝑥 +
2 + ℥

1 + ℥
)
𝑟

(
2 + ℥

1 + ℥
− 𝑥)

℥−𝑟−1

(
℥ − 1
𝑟
), 

𝐵 = (𝛼1(℥) (
2 + ℥

1 + ℥
− 𝑥) + 𝛼0(℥)) 

× (
℥ − 1
𝑟 − 1

) (𝑥 +
2 + ℥

1 + ℥
)
𝑟−1

(
2 + ℥

1 + ℥
− 𝑥)

℥−𝑟

, 

we get 

𝐴 + 𝐵 = 𝛼1(℥) (
℥ − 1
𝑟
) (𝑥 +

2 + ℥

1 + ℥
)
𝑟+1

(
2 + ℥

1 + ℥
− 𝑥)

℥−𝑟−1

 

+𝛼0(℥) (
℥ − 1
𝑟
) (𝑥 +

℥ + 2

℥ + 1
)
𝑟

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−1

 

+𝛼1(℥) (
℥ − 1
𝑟 − 1

)(𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟+1

 

+𝛼0(℥) (
℥ − 1
𝑟 − 1

) (𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

 



= (𝑥 +
℥ + 2

℥ + 1
)
2

(
℥ + 2

℥ + 1
− 𝑥)

−1

(
℥

𝑟
− 1)𝛼1(℥)

(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!
 

× (𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

+ (𝑥 +
℥ + 2

℥ + 1
) (
℥ + 2

℥ + 1
− 𝑥)

−1

 

× (
℥

𝑟
− 1)𝛼0(℥)

(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

 

+(
℥ + 2

℥ + 1
− 𝑥)𝛼1(℥)

(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!
 

× (𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

+ 𝛼0(℥)
(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!
 

× (𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

 

=
(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

 

× ((𝑥 +
℥ + 2

℥ + 1
)
2

(
℥ + 2

℥ + 1
− 𝑥)

−1

(
℥

𝑟
− 1)𝛼1(℥) + (

℥ + 2

℥ + 1
− 𝑥)𝛼1(℥) 

+(𝑥 +
℥ + 2

℥ + 1
) (
℥ + 2

℥ + 1
− 𝑥)

−1

(
℥

𝑟
− 1)𝛼0(℥) + 𝛼0(℥)) 

=
(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

 

×

(

 
(𝑥 +

℥ + 2
℥ + 1

)
2

(
℥ + 2
℥ + 1

− 𝑥)
(
℥

𝑟
− 1)𝛼1(℥) + (

℥ + 2

℥ + 1
− 𝑥)𝛼1(℥) 

+
(𝑥 +

℥ + 2
℥ + 1

)

(
℥ + 2
℥ + 1

− 𝑥)
(
℥

𝑟
− 1)𝛼0(℥) + 𝛼0(℥)

)

 
 

 

=
(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

 



× (
(𝑥 +

℥ + 2
℥ + 1

) (
℥
𝑟
− 1)

(
℥ + 2
℥ + 1

− 𝑥)
((𝑥 +

℥ + 2

℥ + 1
)𝛼1(℥) + 𝛼0(℥)) 

+((
℥ + 2

℥ + 1
− 𝑥)𝛼1(℥) + 𝛼0(℥))). 

= 𝑏℥−1,𝑟−1(𝑥)(
(𝑥 +

℥ + 2
℥ + 1

) (
℥
𝑟)

(
℥ + 2
℥ + 1

− 𝑥)
(𝛼1(℥) (𝑥 +

℥ + 2

℥ + 1
) + 𝛼0(℥)) 

+
2𝑥

(𝑥 −
℥ + 2
℥ + 1

)
(𝛼1(℥) + 𝛼0(℥))

)

 
 
                                              (2.9) 

In other words, for the positivity of the operator, this equality that emerged at the 

stage of showing the positivity of 𝑏℥,𝑟
∗ (𝑥)  should be evaluated by taking into ac-

count the interval to which 𝑥 belongs, and the states 𝛼1(℥) and 𝛼0(℥).  

For ((𝑥 +
℥+2

℥+1
)𝛼1(℥) + 𝛼0(℥)) ≥ 0  

if 𝑥 = −
℥+2

℥+1
 then 𝛼0(℥) ≥ 0. 

If 𝑥 =
℥+2

℥+1
 then 2

℥+2

℥+1
𝛼1(℥) + 𝛼0(℥) ≥ 0. 

If −
℥+2

℥+1
< 𝑥 <

℥+2

℥+1
 then  –

℥+2

℥+1
+
℥+2

℥+1
< 𝑥 +

℥+2

℥+1
<
℥+2

℥+1
+
℥+2

℥+1
 

0 < 𝑥 +
℥+2

℥+1
< 2

℥+2

℥+1
.  

If the condition that 𝛼1(℥), 𝛼0(℥) ≥ 0 is removed, the positivity of the operator 

may be broken according to the following cases of 𝛼1(℥) and 𝛼0(℥) in equation 

(2.9). 

Case 1. If 0 ≤ 𝛼1(℥) ≤ 1, then 𝛼0(℥) ≥ 0 and 𝛼1(℥) + 𝛼0(℥) ≥ 0. 

Case 2. If 𝛼1(℥) < 0, then 𝛼0(℥) > 0 and 𝛼1(℥) + 𝛼0(℥) > 0. 

Case 3. If 𝛼1(℥) > 1, then 𝛼0(℥) < 0. 



Lemma 2.5 For 𝑏℥−1,𝑟 and 𝑏℥−1,𝑟−1, given in Lemma 2.3 

𝐢) ∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

((1 −
1

℥
) 𝑥 −

1

℥
(
℥ + 2

℥ + 1
)), 

𝐢𝐢)∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

((1 −
1

℥
) 𝑥 +

1

℥
(
℥ + 2

℥ + 1
))                       (2.10) 

is obtained. 

Proof. 

𝐢)∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) 

=
t + 2

t + 1
∑(

t − 1
r
) (x +

t + 2

t + 1
)
r

(
t + 2

t + 1
− x)

t−r−1t

r=0

(
2r

t
− 1) 

=
2

℥

℥ + 2

℥ + 1
∑

(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟 − 1)!

℥

𝑟=1

 

× (𝑥 +
℥ + 2

℥ + 1
)
𝑟

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−1

 

−
℥ + 2

℥ + 1
∑

(℥ − 1)!

𝑟! (℥ − 𝑟 − 1)!

℥−1

𝑟=0

(𝑥 +
℥ + 2

℥ + 1
)
𝑟

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−1

 

=
2

℥

℥ + 2

℥ + 1
∑

(℥ − 1)!

𝑟! (℥ − 𝑟 − 2)!

℥−1

𝑟=0

(𝑥 +
℥ + 2

℥ + 1
)
𝑟+1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−2

 

−
℥ + 2

℥ + 1
2℥−1 (

℥ + 2

℥ + 1
)
℥−1

 



=
2(℥ − 1)

℥

℥ + 2

℥ + 1
(𝑥 +

℥ + 2

℥ + 1
) 

×∑
(℥ − 2)!

𝑟! (℥ − 𝑟 − 2)!

℥−2

𝑟=0

(𝑥 +
℥ + 2

℥ + 1
)
𝑟

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−2

 

−2℥−1 (
℥ + 2

℥ + 1
)
℥

 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

((1 −
1

℥
) 𝑥 −

1

℥
(
℥ + 2

℥ + 1
)). 

𝐢𝐢)∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) 

=
℥ + 2

℥ + 1
∑(

℥ − 1
𝑟 − 1

) (𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟
℥

𝑟=0

(
2𝑟

℥
− 1) 

=
2

℥

℥ + 2

℥ + 1
∑

(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!

℥

𝑟=1

(𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

𝑟 

−
℥ + 2

℥ + 1
∑

(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟
℥

𝑟=1

 

=
2

℥

℥ + 2

℥ + 1
∑

(℥ − 1)!

𝑟! (℥ − 𝑟 − 1)!

℥−1

𝑟=0

 

× (𝑥 +
℥ + 2

℥ + 1
)
𝑟

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−1

(𝑟 + 1) 

−
℥ + 2

℥ + 1
∑

(℥ − 1)!

𝑟! (℥ − 𝑟 − 1)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−1
℥−1

𝑟=0

 

=
2(℥ − 1)

℥

℥ + 2

℥ + 1
(𝑥 +

℥ + 2

℥ + 1
) 



×∑
(℥ − 2)!

𝑟! (℥ − 𝑟 − 2)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−2
℥−2

𝑟=0

 

+
1

℥
2℥ (

℥ + 2

℥ + 1
)
℥

− 2℥−1 (
℥ + 2

℥ + 1
)
℥

 

=
2(℥ − 1)

℥

℥ + 2

℥ + 1
(𝑥 +

℥ + 2

℥ + 1
)2℥−2 (

℥ + 2

℥ + 1
)
℥−2

 

+
1

℥
2℥ (

℥ + 2

℥ + 1
)
℥

− 2℥−1 (
℥ + 2

℥ + 1
)
℥

 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

((1 −
1

℥
) (𝑥 +

℥ + 2

℥ + 1
) +

2

℥
(
℥ + 2

℥ + 1
) 

−(
℥ + 2

℥ + 1
)) 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

((1 −
1

℥
) 𝑥 +

1

℥
(
℥ + 2

℥ + 1
)) 

Lemma 2.6  

The following equations are valid. 

𝐢)∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1))

2

 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

(
℥2 − 3℥ + 2

℥2
𝑥2 +

2 − 2℥

℥2
(
℥ + 2

℥ + 1
)𝑥 

+
1

℥
(
℥ + 2

℥ + 1
)
2

), 

𝐢𝐢)∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1))

2

 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

(
℥2 − 3℥ + 2

℥2
𝑥2 +

2℥ − 2

℥2
(
℥ + 2

℥ + 1
)𝑥 



+
1

℥
(
℥ + 2

℥ + 1
)
2

).                                                                            (2.11) 

Proof 

Using Lemma 2.3 

𝐢)∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1))

2

 

= (
℥ + 2

℥ + 1
)
2

∑(
℥ − 1
𝑟
) (𝑥 +

℥ + 2

℥ + 1
)
𝑟

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−1
℥

𝑟=0

 

× (
2𝑟

℥
− 1)

2

 

= (
℥ + 2

℥ + 1
)
2

∑(
℥ − 1
𝑟
) (𝑥 +

℥ + 2

℥ + 1
)
𝑟

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−1
℥

𝑟=0

 

× (
4𝑟2

℥2
−
4𝑟

℥
+ 1) 

= (
℥ + 2

℥ + 1
)
2 4

℥2
∑

(℥ − 1)!

𝑟! (℥ − 𝑟 − 3)!

℥−2

𝑟=0

 

× (𝑥 +
℥ + 2

℥ + 1
)
𝑟+2

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−3

 

+(
℥ + 2

℥ + 1
)
2

(
4

℥2
−
4

℥
)∑

(℥ − 1)!

𝑟! (℥ − 𝑟 − 2)!

℥−1

𝑟=0

 

× (𝑥 +
℥ + 2

℥ + 1
)
𝑟+1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−2

+ 2℥−1 (
℥ + 2

℥ + 1
)
℥+1

 

= (
℥ + 2

℥ + 1
)
2 4(℥ − 1)(℥ − 2)

℥2
∑

(℥ − 3)!

𝑟! (℥ − 𝑟 − 3)!

℥−3

𝑟=0

 

× (𝑥 +
℥ + 2

℥ + 1
)
𝑟+2

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−3

 



+(
℥ + 2

℥ + 1
)
2

(
4

℥2
−
4

℥
) (℥ − 1) 

×∑
(℥ − 2)!

𝑟! (℥ − 𝑟 − 2)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟+1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−2
℥−2

𝑟=0

 

+2℥−1 (
℥ + 2

℥ + 1
)
℥+1

 

= (
℥ + 2

℥ + 1
)
2 4(℥ − 1)(℥ − 2)

℥2
(𝑥 +

℥ + 2

℥ + 1
)
2

2℥−3 (
℥ + 2

℥ + 1
)
℥−3

 

+(
1

℥2
−
1

℥
) (℥ − 1) (𝑥 +

℥ + 2

℥ + 1
)2℥ (

℥ + 2

℥ + 1
)
℥

+ 2℥−1 (
℥ + 2

℥ + 1
)
℥+1

 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

(
(℥ − 1)(℥ − 2)

℥2
(𝑥 +

℥ + 2

℥ + 1
)
2

 

+2(
1

℥2
−
1

℥
) (℥ − 1) (𝑥 +

℥ + 2

℥ + 1
) (
℥ + 2

℥ + 1
) + (

℥ + 2

℥ + 1
)
2

), 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

(
℥2 − 3℥ + 2

℥2
𝑥2 +

2 − 2℥

℥2
(
℥ + 2

℥ + 1
)𝑥 

+
1

℥
(
℥ + 2

℥ + 1
)
2

) 

is obtained. 

𝐢𝐢)∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1))

2

 

= (
℥ + 2

℥ + 1
)
2

∑(
℥ − 1
𝑟 − 1

) (𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟
℥

𝑟=0

 

× (
2𝑟

℥
− 1)

2

 

= (
℥ + 2

℥ + 1
)
2 4

℥2
∑

(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!

℥

𝑟=1

 



× (𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

𝑟2 

−
4

℥
(
℥ + 2

℥ + 1
)
2

∑
(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!

℥

𝑟=1

 

× (𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

𝑟 

+(
℥ + 2

℥ + 1
)
2

∑
(℥ − 1)!

(𝑟 − 1)! (℥ − 𝑟)!

℥

𝑟=1

(𝑥 +
℥ + 2

℥ + 1
)
𝑟−1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟

 

= (
℥ + 2

℥ + 1
)
2 4(℥ − 1)(℥ − 2)

℥2
 

×∑
(℥ − 3)!

𝑟! (℥ − 𝑟 − 3)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟+2

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−3
℥−3

𝑟=0

 

+(
℥ + 2

℥ + 1
)
2

(
12

℥2
−
4

℥
) (℥ − 1) 

×∑
(℥ − 2)!

𝑟! (℥ − 𝑟 − 2)!
(𝑥 +

℥ + 2

℥ + 1
)
𝑟+1

(
℥ + 2

℥ + 1
− 𝑥)

℥−𝑟−2
℥−2

𝑟=0

 

+(
℥ + 2

℥ + 1
)
2

(
4

℥2
−
4

℥
+ 1) 2℥−1 (

℥ + 2

℥ + 1
)
℥−1

 

= (
℥ + 2

℥ + 1
)
2 4(℥ − 1)(℥ − 2)

℥2
(𝑥 +

℥ + 2

℥ + 1
)
2

2℥−3 (
℥ + 2

℥ + 1
)
℥−3

 

+(
℥ + 2

℥ + 1
)
2

(
12

℥2
−
4

℥
) (℥ − 1) (𝑥 +

℥ + 2

℥ + 1
)2℥−2 (

℥ + 2

℥ + 1
)
℥−2

 

+(
℥ + 2

℥ + 1
)
2

(
4

℥2
−
4

℥
+ 1) 2℥−1 (

℥ + 2

℥ + 1
)
℥−1

 

= 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

(
℥2 − 3℥ + 2

℥2
𝑥2 +

2℥ − 2

℥2
(
℥ + 2

℥ + 1
)𝑥 



+
1

℥
(
℥ + 2

℥ + 1
)
2

). 

Lemma 2.7 

For 𝑍℥
∗(𝑓; 𝑥), 

𝐢) 𝑍℥
∗(𝑒0; 𝑥) = 1, 

𝐢𝐢) 𝑍℥
∗(𝑒1; 𝑥) = 𝑥 (𝛼1(℥) + 𝛼0(℥) (

℥+1

℥+2
)) − 𝑥 (

2𝛼1(℥)+𝛼0(℥)(
℥+1

℥+2
)

℥
),  

𝐢𝐢𝐢) 𝑍℥
∗(𝑒2; 𝑥) = 𝑥

2 (𝛼1(℥) + 𝛼0(℥) (
℥ + 1

℥ + 2
)) 

+

2𝑥2 (2𝛼1(℥) + 𝛼0(℥) (
℥ + 1
℥ + 2

))

℥2
 

+

((
℥ + 2
℥ + 1

)
2

− 5𝑥2)𝛼1(℥) + ((
℥ + 2
℥ + 1

) − 3 (
℥ + 1
℥ + 2

) 𝑥2)𝛼0(℥)

℥
 

equalities are valid. 

Proof. 

𝐢) 𝑍℥
∗(𝑒0; 𝑥) = (

℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟
∗

℥

𝑟=0

 

= (
℥ + 1

2(℥ + 2)
)
℥

∑((𝛼1(℥) (𝑥 +
℥ + 2

℥ + 1
) + 𝛼0(℥))

℥

𝑟=0

 

× 𝑏℥−1,𝑟(𝑥)+(𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + 𝛼0(℥))𝑏℥−1,𝑟−1(𝑥)) 

= (
℥ + 1

2(℥ + 2)
)
℥

(∑((𝛼1(℥) (𝑥 +
℥ + 2

℥ + 1
) + 𝛼0(℥))

℥

𝑟=0

𝑏℥−1,𝑟(𝑥)) 



+∑((𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + 𝛼0(℥)) 𝑏℥−1,𝑟−1(𝑥))

℥

𝑟=0

) 

= (
℥ + 1

2(℥ + 2)
)
℥

((𝛼1(℥) (𝑥 +
℥ + 2

℥ + 1
) + 𝛼0(℥)) 2

℥−1 (
℥ + 2

℥ + 1
)
℥−1

 

+(𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + 𝛼0(℥))2

℥−1 (
℥ + 2

℥ + 1
)
℥−1

) 

=
1

2
(
℥ + 1

℥ + 2
)((𝛼1(℥) (𝑥 +

℥ + 2

℥ + 1
) + 𝛼0(℥)) 

+(𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + 𝛼0(℥))) 

=
℥ + 1

℥ + 2
((𝛼1(℥) (

℥ + 2

℥ + 1
) + 𝛼0(℥))) 

= 1.                                                                                      

𝐢𝐢) Here, using Definition 2.1., 

 𝑍℥
∗(𝑒1; 𝑥) =

1

2℥
(
℥ + 1

℥ + 2
)
℥

∑𝑏℥,𝑟
∗ (

℥ + 2

℥ + 1
(
2𝑟

℥
− 1))

℥

𝑟=0

 

=
1

2℥
(
℥ + 1

℥ + 2
)
℥

∑(𝛼 (𝑥 +
℥ + 2

℥ + 1
, ℥) 𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

 

+𝛼 (
℥ + 2

℥ + 1
− 𝑥, ℥) 𝑏℥−1,𝑟−1(𝑥))(

℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) 

=
1

2℥
(
℥ + 1

℥ + 2
)
℥

((𝛼1(℥) (𝑥 +
℥ + 2

℥ + 1
) + 𝛼0(℥)) 



× 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

((1 −
1

℥
) 𝑥 −

1

℥
(
℥ + 2

℥ + 1
)) 

+(𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + 𝛼0(℥)) 

× 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

((1 −
1

℥
) 𝑥 +

1

℥
(
℥ + 2

℥ + 1
))) 

= (𝑥 (1 −
1

℥
)(𝛼1(℥) + 𝛼0(℥) (

℥ + 1

℥ + 2
))−

𝛼1(℥)

℥
𝑥)    

= 𝑥 (𝛼1(℥) + 𝛼0(℥) (
℥+1

℥+2
)) − 𝑥 (

2𝛼1(℥)+𝛼0(℥)(
℥+1

℥+2
)

℥
)           (2.12) 

is hold. 

𝐢𝐢𝐢) Similarly, by making some calculations, 

𝑍℥
∗(𝑒2; 𝑥) =

1

2℥
(
℥ + 1

℥ + 2
)
℥

∑𝑏℥,𝑟
∗ (

℥ + 2

℥ + 1
(
2𝑟

℥
− 1))

2℥

𝑟=0

 

=
1

2℥
(
℥ + 1

℥ + 2
)
℥

∑(𝛼 (𝑥 +
℥ + 2

℥ + 1
, ℥) 𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

 

+𝛼 (
℥ + 2

℥ + 1
− 𝑥, ℥) 𝑏℥−1,𝑟−1(𝑥))(

℥ + 2

℥ + 1
(
2𝑟

℥
− 1))

2

 

=
1

2℥
(
℥ + 1

℥ + 2
)
℥

((𝛼1(℥) (𝑥 +
℥ + 2

℥ + 1
) + 𝛼0(℥)) 

× 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

(
℥2 − 3℥ + 2

℥2
𝑥2 +

2 − 2℥

℥2
(
℥ + 2

℥ + 1
)𝑥 

+
1

℥
(
℥ + 2

℥ + 1
)
2

) + (𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + 𝛼0(℥)) 



× 2℥−1 (
℥ + 2

℥ + 1
)
℥−1

2℥−1 (
℥ + 2

℥ + 1
)
℥−1

(
℥2 − 3℥ + 2

℥2
𝑥2 

+
2℥ − 2

℥2
(
℥ + 2

℥ + 1
)𝑥 +

1

℥
(
℥ + 2

℥ + 1
)
2

) 

= 𝑥2 (𝛼1(℥) + 𝛼0(℥) (
℥ + 1

℥ + 2
)) 

+

2𝑥2 (2𝛼1(℥) + 𝛼0(℥) (
℥ + 1
℥ + 2

))

℥2
 

+

((
℥ + 2
℥ + 1

)
2

− 5𝑥2)𝛼1(℥) + ((
℥ + 2
℥ + 1

) − 3 (
℥ + 1
℥ + 2

) 𝑥2)𝛼0(℥)

℥
          (2.13) 

is written. 

Theorem 2.1  

Let  𝛼1(℥) and  𝛼0(℥), be two sequences that make the operator (2.5) positive. 

In this case, for every 𝑓 ∈ 𝐶 [−
℥+2

℥+1
,
℥+2

℥+1
], 

lim
℥→∞

‖𝑍℥
∗(𝑓; 𝑥) − 𝑓(𝑥)‖

𝐶[−
℥+2
℥+1

,
℥+2
℥+1

]
= 0 

is valid. 

Proof. For  𝑖 = 0,1 ℥ = 0,1,2,…  let 𝛼𝑖(℥) satisfy the positivity conditions. 

Using (2.12) and (2.13), 

lim
℥→∞

𝑍℥
∗(𝑒0; 𝑥) = 1, 

lim
℥→∞

𝑍℥
∗(𝑒1; 𝑥) = lim

℥→∞
(𝑥 (𝛼1(℥) + 𝛼0(℥) (

℥ + 1

℥ + 2
)) 

−𝑥(
2𝛼1(℥) + 𝛼0(℥) (

℥ + 1
℥ + 2

)

℥
)

)

 
 

 



= lim
℥→∞

𝑥 − lim
℥→∞

𝑥(
2𝛼1(℥) + 𝛼0(℥) (

℥ + 1
℥ + 2

)

℥
) 

= 𝑥, 

lim
℥→∞

𝑍℥
∗(𝑒2; 𝑥) = lim

℥→∞
(𝑥2 (𝛼1(℥) + 𝛼0(℥) (

℥ + 1

℥ + 2
)) 

+

2𝑥2 (2𝛼1(℥) + 𝛼0(℥) (
℥ + 1
℥ + 2

))

℥2
 

+
((
℥+2

℥+1
)
2
−5𝑥2)𝛼1(℥)+((

℥+2

℥+1
)−3(

℥+1

℥+2
)𝑥2)𝛼0(℥)

℥
)  

= lim
℥→∞

𝑥2 + lim
℥→∞

2𝑥2(2𝛼1(℥)+𝛼0(℥)(
℥+1

℥+2
))

℥2
  

+lim
℥→∞

((
℥+2

℥+1
)
2
−5𝑥2)𝛼1(℥)+((

℥+2

℥+1
)−3(

℥+1

℥+2
)𝑥2)𝛼0(℥)

℥
  

= 𝑥2. 

So, for  𝑗 = 0,1,2,  

lim
℥→∞

‖𝑍℥
∗(𝑒𝑗; 𝑥) − 𝑒𝑗(𝑥)‖𝐶[−℥+2

℥+1
,
℥+2
℥+1

]
= 0 

is written. Then from Korovkin's theorem, for all 𝑓 ∈ 𝐶 [−
℥+2

℥+1
,
℥+2

℥+1
], 

lim
℥→∞

‖𝑍℥
∗(𝑓; 𝑥) − 𝑓(𝑥)‖

𝐶[−
℥+2
℥+1

,
℥+2
℥+1

]
= 0. 

Theorem 2.2 (Voronovskaja Theorems) 

Let 𝑓, be bounded on [−
℥+2

℥+1
,
℥+2

℥+1
] and the operator (2.5) be positive. 

i) If  2𝛼1(℥) + 𝛼0(℥) (
℥+1

℥+2
) = 0 and second derivative 𝑓′′(𝑥) exists at a given 

point 𝑥 ∈ [−
℥+2

℥+1
,
℥+2

℥+1
], 



lim
℥→∞

2℥ (𝑍℥
∗(𝑓; 𝑥) − 𝑓(𝑥)) 

= lim
℥→∞

(((
℥ + 2

℥ + 1
)
2

− 5𝑥2)𝛼1(℥) 

+((
℥ + 2

℥ + 1
) − 3(

℥ + 1

℥ + 2
) 𝑥2)𝛼0(℥)𝑓′′(𝑥) .                       (2.14) 

Also, if 𝑓′′ ∈ 𝐶 [−
℥+2

℥+1
,
℥+2

℥+1
], then the equality is uniformly on  [−

℥+2

℥+1
,
℥+2

℥+1
].  

ii) If 2𝛼1(℥) + 𝛼0(℥) (
℥+1

℥+2
) ≠ 0 and first derivative 𝑓′(𝑥) exists at a given point 

𝑥 ∈   [−
℥+2

℥+1
,
℥+2

℥+1
] , 

lim
℥→∞

℥ (𝑍℥
∗(𝑓; 𝑥) − 𝑓(𝑥)) 

= lim
℥→∞

(−𝑥)(2𝛼1(℥) + 𝛼0(℥) (
℥ + 1

℥ + 2
))𝑓′(𝑥). 

Also if 𝑓′ ∈ 𝐶 [−
℥+2

℥+1
,
℥+2

℥+1
] , then the equality is uniformly on  [−

℥+2

℥+1
,
℥+2

℥+1
].  

Proof 

Only i) will be proven. ii) can be proven in a similar way. Let 

2𝛼1(℥) + 𝛼0(℥) (
℥+1

℥+2
) = 0. Using Theorem 1.6.6 in (Davis, 1975), 

𝑓(𝑦) = 𝑓(𝑥) + 𝑓′(𝑥)(𝑦 − 𝑥) +
𝑓′′(𝑥)(𝑦 − 𝑥)2

2
+ ℎ(𝑦)(𝑦 − 𝑥)2 

is written. Here, lim
𝑦→𝑥

ℎ(𝑦) = 0. Then, if  𝑦 =
℥+2

℥+1
(
2𝑟

℥
− 1)  is taken 

𝑓 (
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) = 𝑓(𝑥) + 𝑓′(𝑥) (

℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥) 

+
1

2
𝑓′′(𝑥) (

℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥)

2

 

+ℎ(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) (

℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥)

2

                   (2.15) 



is getting. If we multiply both sides of (2.15)  by 𝑏℥,𝑟
∗ (

℥+1

2(℥+2)
)
℥
 and take the sum 

from 𝑟 = 0 to 𝑟 = ℥, using (2.11), (2.12) ve (2.13) and 𝛼1(℥) + 𝛼0(℥) (
℥+1

℥+2
) = 1, 

(
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟
∗

℥

𝑟=0

𝑓 (
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) 

= (
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟
∗

℥

𝑟=0

𝑓(𝑥) 

+(
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟
∗

℥

𝑟=0

𝑓′(𝑥) (
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥) 

+(
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟
∗

℥

𝑟=0

1

2
𝑓′′(𝑥) (

℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥)

2

 

+(
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟
∗

℥

𝑟=0

ℎ (
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) 

× (
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥)

2

. 

𝑍℥
∗(𝑓; 𝑥) = 𝑍℥

∗(𝑒0; 𝑥)𝑓(𝑥) + 𝑓
′(𝑥)(𝑍℥

∗(𝑒1; 𝑥) − 𝑥) 

+
1

2
𝑓′′(𝑥) (𝑍℥

∗(𝑒2; 𝑥) − 2𝑥𝑍℥
∗(𝑒1; 𝑥) + 𝑥

2𝑍℥
∗(𝑒0; 𝑥)) 

+𝑍℥
∗(ℎ(𝑒1)(𝑒1 − 𝑥)

2; 𝑥) 

= 𝑓(𝑥) + 𝑓′(𝑥)(𝑥 − 𝑥) 

+
1

2
𝑓′′(𝑥) (𝑍℥

∗(𝑒2; 𝑥) − 2𝑥𝑍℥
∗(𝑒1; 𝑥) + 𝑥

2𝑍℥
∗(𝑒0; 𝑥)) 

+𝑍℥
∗(ℎ(𝑒1)(𝑒1 − 𝑥)

2; 𝑥) 

= 𝑓(𝑥) +
1

2
𝑓′′(𝑥)(𝑥2 



+

((
℥ + 2
℥ + 1

)
2

− 5𝑥2)𝛼1(℥) + ((
℥ + 2
℥ + 1

) − 3 (
℥ + 1
℥ + 2

) 𝑥2)𝛼0(℥)

℥
 

−2𝑥2 + 𝑥2) + 𝑍℥
∗(ℎ(𝑒1)(𝑒1 − 𝑥)

2; 𝑥) 

= 𝑓(𝑥) 

+
1

2
f ′′(x) (

((
m+2

m+1
)
2
−5x2)α1(m)

m
+
((
m+2

m+1
)−3(

m+1

m+2
)x2)α0(m)

m
)  

+𝑍℥
∗(ℎ(𝑒1)(𝑒1 − 𝑥)

2; 𝑥). 

is getting. Let 𝜀 > 0 be given. There exists a 𝛿 > 0 such that |𝑦 − 𝑥| < 𝛿 then 

|ℎ(𝑦)| < 𝜀. 

Let 

𝒜 = {𝑟: |
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥| < 𝛿, 𝑟 = 0,1,2,… ℥}, 

ℬ = {𝑟: |
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥| ≥ 𝛿, 𝑟 = 0,1,2,… ℥}. 

Then 

𝑍℥
∗(ℎ(𝑒1)(𝑒1 − 𝑥)

2; 𝑥) 

= (
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟
∗ (𝑥)

℥

𝑟=0

 

× ℎ(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) (

℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥)

2

. 

Here, 𝑏℥,𝑟
∗ (𝑥), is defined in (2.6). Using (2.11), (2.12) and (2.13), for 𝛼1(℥) +

𝛼0(℥) (
℥+1

℥+2
) = 1 and   𝑖 = 0,1, using |𝑎𝑖(℥)| ≤ 𝑀  

 𝑀 = sup
−
℥+2

℥+1
≤𝑦≤

℥+2

℥+1

ℎ(𝑦) (𝑦 − 𝑥)2.  

In this case, 

|𝑍℥
∗(ℎ(𝑒1)(𝑒1 − 𝑥)

2; 𝑥)| 



= (
℥ + 1

2(℥ + 2)
)
℥

|∑ 𝑏℥,𝑟
∗ (𝑥)

𝑟∈𝒜

ℎ(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) 

× (
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥)

2

+∑𝑏℥,𝑟
∗ (𝑥)

𝑟∈ℬ

ℎ(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1)) 

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥)

2

| 

≤ 𝜀 (
℥ + 1

2(℥ + 2)
)
℥

∑|𝑏℥,𝑟
∗ (𝑥)|

℥

𝑟=0

 

+
𝑀

𝛿2
(
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥,𝑟
∗ (𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥)

2

 

= 𝜀 +
𝑀

𝛿2
(𝑍℥

∗(𝑒2; 𝑥) − 2𝑥𝑍℥
∗(𝑒1; 𝑥) + 𝑥

2𝑍℥
∗(𝑒0; 𝑥)) 

= 𝜀 +
𝑀

𝛿2
(𝑥2 +

((
℥ + 2
℥ + 1

)
2

− 5𝑥2)𝛼1(℥)

℥
 

+

((
℥ + 2
℥ + 1

) − 3(
℥ + 1
℥ + 2

) 𝑥2)𝛼0(℥)

℥
− 2𝑥2 + 𝑥2

)

 
 

 

= 𝜀 +
𝑀

𝛿2

(

 
 
((
℥ + 2
℥ + 1

)
2

− 5𝑥2)𝛼1(℥)

℥
 

+

((
℥ + 2
℥ + 1

) − 3(
℥ + 1
℥ + 2

) 𝑥2)𝛼0(℥)

℥

)

 
 
≤ 𝜀′,                      (2.16) 



is getting. Since 𝜀 is arbitrary, the desired result is shown in (2.14). Let 𝑓′′ ∈

𝐶 [−
℥+2

℥+1
,
℥+2

℥+1
]. Here, 𝑓′′ is uniformly continuous. Since the equality (2.16) is in-

dependent of 𝑥 ∈ [−
℥+2

℥+1
,
℥+2

℥+1
] (2.14), uniformly on [−

℥+2

℥+1
,
℥+2

℥+1
]. 

Theorem 2.3  

Let the function  𝑓 be bounded at 𝑥 ∈ [−
℥+2

℥+1
,
℥+2

℥+1
] and the operator (2.5) be posi-

tive. Then, 

 ‖𝑍℥
∗(𝑓, 𝑥) − 𝑓(𝑥)‖

𝐶[−
℥+2

℥+1
,
℥+2

℥+1
]
≤ 6(

℥+2

℥+1
)𝜔 (

1

√℥
).            (2.17) 

Proof   

|𝑍℥
∗(𝑓; 𝑥) − 𝑓(𝑥)| ≤ |𝛼1(℥) (𝑥 +

℥ + 2

℥ + 1
) + 𝛼0(℥)| 

× ((
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

|𝑓 (
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑓(𝑥))|) 

+ |𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + 𝛼0(℥)| ((

℥ + 1

2(℥ + 2)
)
℥

 

×∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

|𝑓 (
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑓(𝑥))|) 

≤ |𝛼1(℥) (𝑥 +
℥ + 2

℥ + 1
) + 𝛼0(℥)| 

× ((
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

𝜔 (|
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥|)) 

+ |𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + 𝛼0(℥)| 

× ((
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

𝜔 (|
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥|)). 



Using  

𝜔 (|
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥|) 

= 𝜔(√℥ |
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥|

1

√℥
) 

≤ (1 +√℥ |
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥|)𝜔 (

1

√℥
) 

property of the modulus of continuity, 

|𝑍℥
∗(𝑓; 𝑥) − 𝑓(𝑥)| ≤ |𝛼1(℥) (𝑥 +

℥ + 2

℥ + 1
) + 𝛼0(℥)|𝜔 (

1

√℥
) 

× (1 + √℥ (
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

|
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥|) 

+ |𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + 𝛼0(℥)|𝜔 (

1

√℥
) (1 

+√℥ (
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

|
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥|) 

is written. With the help of Schwarz inequality and equations (2.8), (2.9) and 

(2.10) 

(
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

|
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥| 

≤ ((
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

(
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥)

2

)

1
2

 

× ((
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

)

1
2

 



= (𝑥2
1

2
(
℥ + 1

℥ + 2
) − 2𝑥

1

2
(
℥ + 1

℥ + 2
)((1 −

1

℥
) 𝑥 −

1

℥
(
℥ + 2

℥ + 1
)) 

+
1

2
(
℥ + 1

℥ + 2
)(
℥2 − 3℥ + 2

℥2
𝑥2 +

2 − 2℥

℥2
(
℥ + 2

℥ + 1
)𝑥 

+
1

℥
(
℥ + 2

℥ + 1
)
2

))

1
2

(
1

2
(
℥ + 1

℥ + 2
))

1
2

 

= (
1

2
(
℥ + 1

℥ + 2
))

1
2

(𝑥2 − 2𝑥 ((1 −
1

℥
) 𝑥 −

1

℥
(
℥ + 2

℥ + 1
)) 

+(
℥2 − 3℥ + 2

℥2
𝑥2 +

2 − 2℥

℥2
(
℥ + 2

℥ + 1
)𝑥 +

1

℥
(
℥ + 2

℥ + 1
)
2

))

1
2

 

× (
1

2
(
℥ + 1

℥ + 2
))

1
2

 

= (
2−℥

℥2
𝑥2 +

2

℥2
(
℥+2

℥+1
)𝑥 +

1

℥
(
℥+2

℥+1
)
2
)

1

2

(
1

2
(
℥+1

℥+2
))                   (2.18) 

and 

(
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

|
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥| 

= (𝑥2
1

2
(
℥ + 1

℥ + 2
) − 2𝑥

1

2
(
℥ + 1

℥ + 2
)((1 −

1

℥
) 𝑥 +

1

℥
(
℥ + 2

℥ + 1
)) 

+
1

2
(
℥ + 1

℥ + 2
)(
℥2 − 3℥ + 2

℥2
𝑥2 +

2℥ − 2

℥2
(
℥ + 2

℥ + 1
)𝑥 

+
1

℥
(
℥ + 2

℥ + 1
)
2

))

1
2

(
1

2
(
℥ + 1

℥ + 2
))

1
2

 



= (
4−3℥

℥2
𝑥2 −

2

℥2
(
℥+2

℥+1
) 𝑥 +

1

℥
(
℥+2

℥+1
)
2
)

1

2

(
1

2
(
℥+1

℥+2
))                 (2.19) 

is getting. From (2.18) and (2.19)  

max
𝑥∈[−

℥+2
℥+1

,
℥+2
℥+1

],℥>2

(
2 − ℥

℥2
𝑥2 +

2

℥2
(
℥ + 2

℥ + 1
)𝑥 +

1

℥
(
℥ + 2

℥ + 1
)
2

)

1
2

 

× (
1

2
(
℥ + 1

℥ + 2
)) =

√(℥ − 3)(℥ + 1)

2℥√(℥ − 2)
 

max
𝑥∈[−

℥+2
℥+1

,
℥+2
℥+1

],1≤℥≤3

(
4 − 3℥

℥2
𝑥2 −

2

℥2
(
℥ + 2

℥ + 1
)𝑥 

+
1

℥
(
℥ + 2

℥ + 1
)
2

)

1
2

(
1

2
(
℥ + 1

℥ + 2
)) =

√6 − 2℥

2℥
. 

The following expressions are valid for maximum, limited and critical points. 

𝐢) For 𝑥 = −
℥+2

℥+1
 , 

(
2 − ℥

℥2
(
℥ + 2

℥ + 1
)
2

−
2

℥2
(
℥ + 2

℥ + 1
)
2

+
1

℥
(
℥ + 2

℥ + 1
)
2

)

1
2

(
1

2
(
℥ + 1

℥ + 2
)) 

= 0. 

For 𝑥 =
℥+2

℥+1
 , 

(
2 − ℥

℥2
(
℥ + 2

℥ + 1
)
2

+
2

℥2
(
℥ + 2

℥ + 1
)
2

+
1

℥
(
℥ + 2

℥ + 1
)
2

)

1
2

(
1

2
(
℥ + 1

℥ + 2
)) 

=
1

℥
(
℥ + 2

℥ + 1
)
1

2
(
℥ + 1

℥ + 2
) =

1

2℥
, 

is written. Then for  𝑥 =
℥+2

(℥−2)(℥+1)
 , 

(
2 − ℥

℥2
(

℥ + 2

(℥ − 2)(℥ + 1)
)
2

−
2

℥2
(
℥ + 2

℥ + 1
)

℥ + 2

(℥ − 2)(℥ + 1)
 



+
1

℥
(
℥ + 2

℥ + 1
)
2

)

1
2

(
1

2
(
℥ + 1

℥ + 2
)) 

= (
℥(℥ − 2) − 3

℥2(℥ − 2)
(
℥ + 2

℥ + 1
)
2

)

1
2

(
1

2
(
℥ + 1

℥ + 2
)) 

=
√(℥ − 3)(℥ + 1)

2℥√(℥ − 2)
. 

𝐢𝐢)  For 𝑥 = −
℥+2

℥+1
, 

 (
4 − 3℥

℥2
(
℥ + 2

℥ + 1
)
2

+
2

℥2
(
℥ + 2

℥ + 1
)
2

+
1

℥
(
℥ + 2

℥ + 1
)
2

)

1
2

(
1

2
(
℥ + 1

℥ + 2
)) 

=
√6 − 2℥

℥
(
℥ + 2

℥ + 1
)
1

2
(
℥ + 1

℥ + 2
) =

√6 − 2℥

2℥
. 

For 𝑥 =
℥+2

℥+1
 , 

 (
4 − 3℥

℥2
(
℥ + 2

℥ + 1
)
2

−
2

℥2
(
℥ + 2

℥ + 1
)
2

+
1

℥
(
℥ + 2

℥ + 1
)
2

)

1
2

(
1

2
(
℥ + 1

℥ + 2
)) 

=
√2 − 2℥

℥
(
℥ + 2

℥ + 1
)
1

2
(
℥ + 1

℥ + 2
) =

√2 − 2℥

2℥
. 

For 𝑥 =
℥+2

(4−3℥)(℥+1)
, 

(
4 − 3℥

℥2
(

℥ + 2

(4 − 3℥)(℥ + 1)
)
2

 

−
2

℥2
(
℥ + 2

℥ + 1
)

℥ + 2

(4 − 3℥)(℥ + 1)
+
1

℥
(
℥ + 2

℥ + 1
)
2

)

1
2

(
1

2
(
℥ + 1

℥ + 2
)) 

= (
℥(4 − 3℥) − 1

℥2(4 − 3℥)
(
℥ + 2

℥ + 1
)
2

)

1
2

(
1

2
(
℥ + 1

℥ + 2
)) 



=
√(1 − 3℥)(℥ − 1)

2℥√(4 − 3℥)
 

is obtained. Then, 

(
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟(𝑥)

℥

𝑟=0

|
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥| 

≤
1

2√℥

√(℥ − 3)(℥ + 1)

√℥(℥ − 2)
 

(
℥ + 1

2(℥ + 2)
)
℥

∑𝑏℥−1,𝑟−1(𝑥)

℥

𝑟=0

|
℥ + 2

℥ + 1
(
2𝑟

℥
− 1) − 𝑥| 

≤
1

2√℥

√2(3 − ℥)

√℥
 

is getting. On the other hand, using 

1

2√℥

√(℥ − 3)(℥ + 1)

√℥(℥ − 2)
≤

1

2√℥

√2(3 − ℥)

√℥
 

and  𝛼1(℥) + 𝛼0(℥) (
℥+1

℥+2
) = 1 For m sufficiently large 

|𝑍℥
∗(𝑓; 𝑥) − 𝑓(𝑥)| 

≤ 3(|𝛼1(℥) (𝑥 +
℥ + 2

℥ + 1
) + (1 − 𝛼1(℥)) (

℥ + 2

℥ + 1
)| 

+ |𝛼1(℥) (
℥ + 2

℥ + 1
− 𝑥) + (1 − 𝛼1(℥)) (

℥ + 2

℥ + 1
)|)𝜔 (

1

√℥
) 

≤ 6(
℥ + 2

℥ + 1
)𝜔(

1

√℥
) 

is obtained. Thus the proof is completed. 

  



Conclusion 

It is thought that by using this type of generalizations, in which the basic 

functions of operators, which are among the popular topics of recent years, are 

expressed as additive, new studies can be revealed with the help of q-analysis, 

(p,q)-analysis in the field of approximation theory, and moreover, it can be 

carried to different paths with the help of parametric generalization and function 

preservation properties that exist in the literature. It is a useful study since it 

contains detailed solutions for researchers who will work in this field. It is 

foreseen that it is possible to establish a two-dimensional generalization 

considering that interdisciplinary studies can be done. 
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1. INTRODUCTION 

The gamma function which is denoted by 𝛤(𝑠) for all real numbers 

 0, 1, 2,...s    can be stated the following integral 

                                 𝛤(𝑠) = ∫ 𝑒−𝑥𝑥𝑠−1𝑑𝑥
∞

0
                                    (1) 

Throughout the paper, we make use of some well-known properties of Gamma 

function by using the above equality as follows: 

i. 𝛤(𝑠 + 1) = 𝑠!for s , 

ii. 𝛤(𝑠 + 1) = 𝑠𝛤(𝑠)for any real number  0, 1, 2,...s   , 

iii. 𝛤(1) = 𝛤(2) = 1, 𝛤(3) = 2!, 𝛤(4) = 3!, . .. 

The linear space of all real sequences is denoted by . Any vector subspace of 

 is named sequence space. We use the notations 0, ,cc  for the spaces of all 

bounded, null and convergent sequences, respectively. Also, the norm on the spa-

ces 0, ,cc  is defined by supi ix x . For the space of absolutely p

summable series, we use the notation ℓ𝑝, 1 ≤ 𝑝 < ∞. By  ie , we mean the sequ-

ences whose only non-zero term is 1 in the 
thi  place for i  and write 𝑒 =

{1,1,1, . . . }.  

A sequence space  with a linear topology is named a Kspace provided each 

of the maps 𝜏𝑖: 𝜇 → ℂ, 𝜏𝑖(𝑥) = 𝑥𝑖 is continuous for all i . If a Kspace  is 

a complete linear metric space, then we say that  is an FKspace. An FK

space whose topology is normable is named a BKspace. According to this 

definition, the sequence space p  is a BKspace with the following norm: 

1/p
p

i
i

x x   
 . 



In some instances, we use an infinite matrix to state the most general linear ope-

rator between two sequence spaces. Assume that  nkB b  is an infinite matrix 

of real or complex numbers nkb , where ,nk  and  kx x   . Then, we 

transform the sequence x into the sequence   nBx Bx  with 

                                    nk kn
k

Bx b x                                       (2) 

if the above series converge for each n . Suppose that  and  be two sequ-

ence spaces. Then, it is said that B defines a matrix mapping from  into  if 

for every x  , Bx  . We symbolize it by :B  .  :   represents 

the class of all matrices B such that :B  . Also, the domain of an infinite 

matrix B is a sequence space which is defined by 

                               :B x Bx     .                                  (3) 

The following famous theorem which is named Silverman-Toeplitz characterises 

the class  , ,cc P  and gives the necessary and sufficient conditions for the regu-

larity of an infinite matrix. The matrices in the class  , ,cc P  are called Toeplitz 

matrices or regular matrices.  

Theorem 1.1  , ,B ccP  if and only if the following conditions hold: 

i. sup
𝑛
∑ |𝑏𝑛𝑘| < ∞𝑘 , 

ii. lim 0,nkn
b


   

iii. lim 1nkn k
a


 , Choudary and Nanda (1989).  



Kızmaz (1981) defined the difference sequence spaces      0, ,c c     

where  1k kx x x   . Then, Et (1993) defined the sequence spaces 

     2 2 2
0, ,c c    . Later, Et and Çolak (1995) generalized these spaces 

and introduced the difference sequence spaces      0, ,m m mc c    for 

m . After then many authors studied a variety of sequence spaces of integer 

order using the difference operator  such as Tripathy and Esi (2006), Bektaş et 

al. (2004), Mursaleen and Noman (2010), Başarır and Kara (2011), Et and Işık 

(2012). 

In some number sequences, there is a recurrence relation. One of the most studied 

and researched number sequence with recurrence relation is Lucas sequence. 

There is a very close relationship between the Lucas numbers and the golden 

ratio. So, new theorems and properties about the Lucas numbers help us to obtain 

various results.  

In 1876, the French mathematician Francois Edouard Anatole Lucas discovered 

the Lucas number sequences. In this sequence, first term is 2 and the second term 

is 1. Each subsequent term equals to the sum of the previous two terms, that is, 

0 12, 1L L   and 1 2, 2j j jL L L j    . Hence, the first few terms of Lucas 

sequence are 2,1,3,4,7,11,18,29,47,76,123,… The ratio between two consecutive 

terms of the Lucas number sequence also tends to the golden ratio. Some of the 

main properties of Lucas numbers are as follows: 

i.  1lim 1,618 golden ratioj

j
j

L
L




  ,  

ii. 2
1

3, 1
j

i j
i

L L j


   , 

iii. 
2

1
1

2, 1
j

i j j
i

L LL j


   . 



There are a lot of identities about the Lucas numbers and it can be found in Koshy 

(2001) and Vajda (1989). In recent years, so many authors have used the approach 

for creating a sequence space by using matrix domain of a particular limitation 

method, e.g. Candan (2015), Debnath et al. (2015), Ercan and Bektaş (2017), 

Kara (2013), Karakaş et al. (2019), Karakaş and Karakaş (2017,2018), Mohiud-

dine et al. (2021), Demiriz and Ellidokuzoglu (2018). 

The concept of difference operator was generalized by Baliarsingh (2013) and 

introduced the fractional difference operator 
  such that 

     
 0

1
1 , .

! 1
j

i ji
j

x x i
j j

 







 
   

    After then, Baliarsingh and 

Dutta (2015) identified the following difference operators for real  and x   

: 

                        
 0

1
1 ,

! 1
j

i ji j
x x

j j
 








 
  

                      (4) 

                      
 0

1
1 .

! 1
j

i ji j
x x

j j
 









 
  

                      (5) 

It is supposed that the summation given in (4) and (5) is convergent and also the 

above difference operators can be represented by triangular matrices. However, 

in the special case 1  for the operator 
  , it is obtained that the operator 

  1
1j jj

x x x    given by Malkowsky and Parashar (1997). The operator 

   is represented the following matrix: 

            
   

1
1 ,0

! 1
0,                                       

i j

ij

j i
x i j i j

j i





  
        

 

           (6) 

It can be equivalently written for the above matrix   



 

    

1 0 0 0
1 0 0

1
1 0

2!
1 2 1

1
3! 2!


 

   

 
  
 

 
 
   
  
 
  

 

Some studies related to fractional difference operator can be found in Kadak 

(2017), Baliarsingh and Nayak (2018), Kadak and Baliarsingh (2015), Yaying et 

al. (2021) and Nayak et al. (2019). 

Now, let us call to mind that the well-recognized concept of Schauder basis. Let 

 be a normed sequence space. If   involves a sequence  ja  which has the 

property that there is a unique sequence of scalars  j  for every x   such 

that  0 0 1 1lim ... 0j jj
x a a a  


     , then  ja  is named Schauder basis 

(or shortly basis). 

Our main purpose in this study is to combine the difference operator 
   and the 

Lucas matrix. Then, we establish the new Lucas difference sequence space by 

using fractional Lucas difference operator. Besides, we investigate the topologi-

cal and geometrical structure of our sequence space. 

2. SOME TOPOLOGICAL PROPERTIES 

In this part of the study, we first introduce the Lucas sequence space 

  ,1 .p H p   To do this, we consider the following Lucas matrix defi-

ned by Karakas and Dönmez (2020) : 



                           2

,1ˆ 3
0,      

j

ij i

L
j i

H L L
j i




   

 

.                         (7) 

Now, we compound the Lucas matrix in (7) with the operator 
   in (6) and 

establish the following fractional Lucas difference operator: 

     
    2

1
1 , 1

! 1 3
0,                                                             

i
n j n

n j i

L j i
H n j n j L

j i







 

  
        

 


  (8) 

The inverses of the difference matrix 
  , Lucas matrix Ĥ and the fractional 

Lucas matrix 
 H

 are as follows, respectively: 

      
   

1
1 ,0

! 1
0,                                       

i j

ij

j i
x i j i j

j i








  
        

 

, 

 

2

1 1

1

3,

3ˆ , 1

0,          other

i

j

i

j

L j i
L

LH j i
L



 



 

    





 , 

 

   
   

1
2

2

31
1 ,1

! 1
3
,                                               

0,                                                          

j
i j j

n j n

j

j

L
j i

i n i n L
L

H j i
L

j i







 



 

 
       

  

 




.   (9) 



Now, we introduce the following fractional Lucas Banach sets 

     : ,1 ,p pH x H x p      

and  

     : .H x H x      

However, let us demonstrate the 
 H transform of the sequence  ix x  with 

       
   0 2

1
1

! 1 3

i i
n j n

i j
j n j i

Ly x
n j n j L






  

 
 

      .        (10) 

In the below theorems, we present some topological properties of the sequence 

spaces 
  p H

 and 
  H

 . 

Theorem 2.1 The Lucas sequence spaces 
  p H

 and 
  H

  are BK-

spaces normed by 

                 
   

1/

,
p p

p
p

jH
j

x H x H x
  

  
 
                   (11) 

and 

                       
   sup .jH

j
x H x H x

 

 

                      (12) 

Proof Using the matrix domain of 
 H

, our spaces can be reidentified as fol-

lows: 

          
      p p H

H 
   and 

       .HH 


               (13) 



The matrix 
 H

 is triangle and also the sequence spaces p  and  are BK-

spaces by means of their usual norms. So, we obtain the requested result from 

Theorem 4.3.12 of Wilansky (1984). 

Theorem 2.2 
  p pH   and 

  H
   where 1 p .  

Proof As a beginning, let us define the mapping 

    : ,p pZ H y Zx H x     by use of the sequence in (10). The map-

ping Z  is linear and 0 0Zx x   . So, Z  is obviously injective. Now, con-

sider the sequences  j py y   for 1 p  and  

   
   

1 1
22

0

31 31
! 1

j k
j k jk

j k
k n k n j

LLx y
j n j n L L




 
 

 

    
       

      (14)                            

Hence, we obtain for p, 

  
  sup sup ,j jH

j j
x H x y y



 
     

and for 1 p , 

  
  

1/

p

p
p

jH
j

x H x
 

 
 
  

   
   

1/

0 2

1
1

! 1 3

pp
j j

n k n
k

j k n k j

L x
n k n k L






  

    
       
  

1/ 1/

p

p p
p p

jk k j
j j

y y y
   
      
   
  . 



The last two equalities indicate that 
  ,1px H p  . Therefore, the 

mapping Z  is norm preserving and surjective. As a consequence, the sequence 

space 
  p H

 is linearly isomorphic to the space p  for 1 p . 

From Theorem 2.2, we say that the inverse image of the basis for the space p  

provides a basis for the sequence space 
  p H

. To see this, we’ll give the 

following theorem: 

Theorem 2.3 The following sequence 
  j

j
h


is a Schauder basis for the Lucas 

sequence space 
  p H

 and any     j px x H   has a unique represen-

tation of the form 
 j

j
j

x h . 

 

   
   

1
2

2

31
1 ,1

! 1
3
,                                                         

0,                                          1 1 or 

j
i j j

n j n

j j
i

j

L
j i

i n i n L
L

h j i
L

k n k n





 





 
       

  

    




 (15)                                        

Theorem 2.1 and Theorem 2.3 give us the following result: 

Corollary 2.4 The fractional Lucas sequence space 
  p H

 is a seperable 

space for 1 p . 

3. KOTHE-TOEPLITZ DUALS 

In this section of the paper, we determine the ,  ,duals of the space 

  p H
. We’ll only consider the case 1 p since for 1p  the proof can 



be obtained by similar way. Let us first give the following well-known lemmas 

which are essential for our consideration by Stieglitz and Tietz (1977). Throug-

hout this section, we will use the symbol K for the collection of all finite subsets 

of . 

Lemma 3.1  1:pH  if and only if  

                               sup
q

ij
G j i G

h
 

K
.                                   (16) 

Lemma 3.2  :cpH  if and only if 

                         lim iji
h  exists for every j ,                        (17) 

                                    sup .
q

ij
i j

h                                     (18) 

Lemma 3.3  :cH   if and only if (17) holds and 

                             lim limij iji ij j
h h  .                               (19) 

Lemma 3.4  :pH   if and only if (18) holds for 1 p . 

Theorem3.5 The dual of the space 
  p H

 is 

 1 :sup
q

q
j ij

G j i G
h h t 

 

      
  

K
 for 1 p . 

Proof Let 1 p  and define the matrix  ijT t  for all ,i j  and 

 jh h    by  



   
   

1
2

2

31
1 ,1

! 1
3 ,                                               .

0,                                                          

j
i j j

i
n j n

i
ij i

i

L
h j i

i n i n L
Lt h j i

L
j i





 





 
       

  

 





 

Then, we have from (10) and (14) 

   
   

1 1
2 2

0

1 3 31
! 1

i n
i n n i

i i i n i i
n k n k i

L Lhx hy hy
i k i k L L




 
  

 

     
      

       iT y                                                                               (20) 

for each i . Thus, we have by (20) that   1i ihx hx   whenever 

  px H  if and only if 1Ty  whenever py . Finally, we derive from 

Lemma 3.1 that sup
q

ij
G j i G

t
 

K
which means that 

    1
q

p H
  . 

Theorem 3.6 Define the following sets: 

     2 2: 3
q

jq
j j

j j

h
h h L

L
  

              
 ; 

  2
3

3
:sup j

j j
j j

L
h h h

L
  

      
  

; 

  2
4

3
:lim 0j

j jj
j

L
h h h

L
        

  
 

where 



     
   

1

1

1
1

! 1

ji
k jj j

k
k j n jj j n

h h
h

L L k n k n L
 






  

   
           

  .  

Then
    2 3

q
p H

     and  
    1

2 4H
     . 

Proof Let  jh h    and take into account the following equality, 

   
   

   
     

1 1
22

0 0 0

11

2
0 1

2

31 31
! 1

1
           1 3

! 1

3           

ji i n
j n jn

j j j n j
j j n k n k j

ji i
k jj

k j j
j k j n jj n

i
i i

i

LLhx h y y
j k j k L L

h
h L y

L k n k n L

L hy
L







 
 

   





   



            
  

          


  

  

   
1

2
2

0

33
i

j i
j j i i

j j i

h LL y hy
L L









        
                                (21) 

 iS y , for each i                                                           (22) 

where  ijS s  is defined by 

   2

2

3 ,

3                , .

0                            , 

j
j

j

i
ij i

i

h
L j i

L

Ls h j i
L

j i






  
       
  

 



 

Hence, by using Lemma 3.2 with (22) that  j jhx hx cs   whenever 

    j px H  if and only if Sy c  whenever  j py y  . So, this gives 



that      j ph h H
   if and only if  , ,1pS c p  . Hence, from 

(21), we see that 

   2 3
q

j
j

j j

h
L

L




 
     

  and 
2 3

sup j
j

j j

L
h

L
  . 

Consequently, 
    2 3

q
p H

     for 1 p . In the case p, it can 

be similarly proved using Lemma 3.3. 

Theorem 3.7 
    2 3

q
p H

     for 1 p . 

Proof  If Lemma 3.4 is used in place of Lemma 3.2, the proof is similar to the 

previous theorem. 

4. SOME MATRIX MAPPINGS 

In this part of the paper, we characterize the classes 
   ,p H X

 for 

1 p  and  0 1, , ,X c c  . For simplicity in notation, we write for all 

,i j            

     
   

1

1

1
1

! 1

ji
k jij ij

ik
k j n jj j n

h h
h

L L k n k n L
 






  

    
                

    

        (23)                               

and 

     
   

1

1

1
1

! 1

j
k jij ij

ik
k j n jj j n

h h
h

L L k n k n L
 







  

    
                

  .  

                   (24) 

Besides, using equality (21), we have 



       
   

1
2

2
0 0

33
u u

ij u
ij j j j iu u

j j j u

h Lhx L y h y
L L







 

        
  .        (25) 

Now, we consider the conditions below: 

                
2

0

3j
ij

j j

L
h

L








 
   

 for every i ,                    (26) 

                      
2 3

lim 0j
ijj

j

L
h

L
    for all i ,                        (27) 

                   
   2sup 3

q

ij
j

i j j

h
L

L

 

 
     

 ,                         (28) 

                         
   2

,
sup 3ij

j
i j j

h
L

L

 

 
     

,                         (29) 

                       
   2sup 3ij

j
i j j

h
L

L

 

 
     

 ,                      (30) 

 j   such that lim
𝑖
∑|𝛥∞

(𝛼)
(
ℎ𝑖𝑗

𝐿𝑗
) (𝐿𝑗+2 − 3) − 𝜇𝑗| = 0

𝑗

j   (31)                                                                                     

j   such that 
   2lim 3 0ij

j ji
j

h
L

L
  

 
      

j , (32) 

                       
   2lim 3 0ij

ji j j

h
L

L

 

 
     

 ,                       (33)  

               
   2lim 3 0ij

ji
j

h
L

L

 

 
     

 for all j .              (34) 



Hence, we instantly derive the following results from Stieglitz and Tietz (1977) 

and Theorem 3.6 with (25): 

Theorem 4.1 

(i)      1 0,ijh H c  if and only if (26), (29) and (34) hold.  

(ii)      1 ,ijh H c  if and only if (26), (29) and (32) hold. 

(iii)      1 ,ijh H
  if and only if (26) and (29) hold. 

Theorem 4.2  

(i)      0,ij ph H c  if and only if (26), (28) and (34) hold.  

(ii)      ,ij ph H c  if and only if (26), (28) and (32) hold. 

(iii)      ,ij ph H
  if and only if (26) and (28) hold.  

Theorem 4.3  

(i) (ℎ𝑖𝑗) ∈ (ℓ∞(𝐻
(𝛼)), 𝑐0)if and only if (27), (33) hold.  

(ii) (ℎ𝑖𝑗) ∈ (ℓ∞(𝐻
(𝛼)), 𝑐)if and only if (27), (30), (31) and (32) hold. 

(iii) (ℎ𝑖𝑗) ∈ (ℓ∞(𝐻
(𝛼)), ℓ∞)if and only if (27) and (30) hold. 

 

5. SOME GEOMETRIC PROPERTIES 

 

p -type spaces have a lot of helpful applications by reason of the characteristics 

of the space p . As the space p  is convex and reflexive, it can be naturally take 

into consideration the geometrical form of these spaces. Now, let us begin with 

some geometric properties of sequence spaces. 



Let  BY  and  S Y be the unit ball and the unit sphere of the normed linear 

space Y. For 0 2  , Clarkson’s modulus of convexity is introduced by 

Clarkson (1936) as follows: 

𝛿𝑌(𝜀) = inf {1 −
‖𝑢+𝑣‖

2
: 𝑢, 𝑣 ∈ 𝑆(𝑌), ‖𝑢 − 𝑣‖ = 𝜀}. 

Uniformly convex spaces are qualified in the case   0Y    for all  0,2 . 

After Clarkson, the Gurarii’s modulus of convexity is established by Gurarii 

(1967) for 0 2  as  

𝛽𝑌(𝜀) = inf {1 − inf
𝛾∈[0,1]

‖𝛾𝑢 + (1 − 𝛾)𝑣‖: 𝑢, 𝑣 ∈ 𝑆(𝑌), ‖𝑢 − 𝑣‖ = 𝜀}.(35) 

It can be easily seen that      2Y Y Y        for any  0,2 . 

However, it is said that Y  is uniformly convex if  0 1Y    and also Y  is 

strictly convex if    1Y   . After than Sanchez and Ullan (1998) showed that 

the inequality  
1/

1 1
2p

pp 
         

 is hold. 

Let Ybe a Banach space. Then, we say that Y has the Banach-Saks property if 

every bounded sequence  iy Y  possess a subsequence  iu  such that the 

sequence   jt u  is convergent in norm Diestel (2012), in case 

                    0 1
1 ... ,
1j jt u u u u j

j
    


.                    (36) 

A Banach space Y  is said to have the weak Banach-Saks property if for any 

weakly null sequence  iy Y , there is a subsequence  iu  in case the sequence 

  jt u  is strongly convergent to zero.                                               



Let 1 p . A Banach space holds the Banach-Saks property of type p whe-

never every weakly null sequence  iy  possess a subsequence  jiy  in case  

                               1/
0

1
j

k
p

i
j

y C k


                                    (37) 

for some 0C  and all k , Knaust (1992). 

Before giving our results in this part of the study, let us mention the following 

coefficient introduced by Garcia-Falset (1997): 

        sup liminf : , 0,
w

j j jj
RY y y y BY y y BY


      . 

Remark 5.1 A Banach space Y which holds the inequality   2RY   possess 

the weak fixed point property Garcia-Falset (1997). 

Now, we can investigate the geometric properties of the space 
  p H

 for 

1 p . 

Theorem 5.2 The Lucas sequence space 
  p H

 possess the property  pBS  

for 1 p . 

Proof Let  jy  be a weakly null sequence in 𝐵 (ℓ𝑝(𝐻
(𝛼))) and  j  be a sequ-

ence of positive numbers so much so that 
1
2j  . Take 0 0 0u y   and 

11 1ju y y  . Therefore, there is 1n  such that  

‖∑ 𝑢1(𝑖)𝑒
(𝑖)∞

𝑖=𝑛1+1
‖
ℓ𝑝(𝐻

(𝛼))
< 𝜁1. 



Since 0
w

jy   indicates 0jy   coordinatewise, there is 2j   such that for 

2j j , 

‖∑ 𝑦𝑗(𝑖)𝑒
(𝑖)

𝑛1

𝑖=1
‖
ℓ𝑝(𝐻

(𝛼))

< 𝜁1. 

Now, take 
22 ju y . Then, there is 2 1n n  such that  

   

  2

2 2
1

p

i

i n H

u i e





 
 . 

Again taking account of the fact that 0jy   coordinatewise, there is 3 2j j  

such that for 3j j , 

   

  

2

2
1

p

n
i

j
i H

y i e





 . 

If we continue this method, we obtain two increasing subsequences  kn  and 

 kj  such that for 1kj j  , 

    

  1

k

p

n
i

j k
i H

y i e





 , 

and 

‖∑ 𝑢𝑘(𝑖)𝑒
(𝑖)∞

𝑖=𝑛𝑘+1
‖
ℓ𝑝(𝐻

(𝛼))
< 𝜁𝑘, 

where 
kk ju y . Herefrom,  



‖∑𝑢𝑘

𝑗

𝑘=1

‖

ℓ𝑝(𝐻
(𝛼))

=
‖

‖
∑

(

 
 
∑𝑢𝑘(𝑖)𝑒

(𝑖)

𝑛𝑘−1

𝑖=1

𝑗

𝑘=1

+ ∑ 𝑢𝑘(𝑖)𝑒
(𝑖) + ∑ 𝑢𝑘(𝑖)𝑒

(𝑖)

∞

𝑖=𝑛𝑘+1

𝑛𝑘

𝑖=𝑛𝑘−1+1 )

 
 

‖

‖

ℓ𝑝(𝐻
(𝛼))

 

                         

  11 1 1
2

k

k
p

nj j
i

k k
k i n kH

u i e



   

 
  

 
   . 

In addition to this, it is clear that    1
p Hy   . Accordingly, we get 

‖

‖
∑( ∑ 𝑢𝑘(𝑖)𝑒

(𝑖)

𝑛𝑘

𝑖=𝑛𝑘−1+1

)

𝑗

𝑘=1

‖

‖

ℓ𝑝(𝐻
(𝛼))

𝑝

=∑ ∑ |𝐻𝑖
(𝛼)(𝑢𝑘)|

𝑝
≤

𝑛𝑘

𝑖=𝑛𝑘−1+1

𝑗

𝑘=1

∑∑|𝐻𝑖
(𝛼)(𝑢𝑘)|

𝑝
≤ 𝑗

∞

𝑖=1

𝑗

𝑘=1

 

Hence, we find  

  
1/ 1/

1
1 2

p

j
p p

k
k H

u j j

   , 



since 
1

1
2

j

k
k



 . Consequently, 

  p H
 has the Banach-Saks property of 

type p. 

Remark 5.3 Since 
  p H

 is linearly isomorphic to the p , we have  

      1/2 p
p pR H R   . 

Then, it follows from the Remark 5.1 that the Lucas sequence space 
  p H

 

holds the weak fixed point property. 

Theorem 5.4 Gurarii’s modulus of convexity for the Lucas sequence space 

  p H
 is 

   
1/

1 1 ,0 2
2p

pp

H

  
           

. 

Proof Let 
  px H . Then,  

  
   

1/

p p

p
p

jH
j

x H x H x
  

  
 
 . 

Let 0 2   and take in consideration the following sequences: 

𝑟 = (𝑟𝑗) = ((𝐻
(−𝛼) (1 − (

𝜀

2
)
𝑝
))

1 𝑝⁄

, 𝐻(−𝛼) (
𝜀

2
) , 0,0, . . . ), 

𝑠 = (𝑠𝑗) = ((𝐻
(−𝛼) (1 − (

𝜀

2
)
𝑝
))

1 𝑝⁄

, 𝐻(−𝛼) (−
𝜀

2
) , 0,0, . . . ). 



Afterwards, we have   
  1

p p
Hr H r

  , ‖𝑠‖ℓ𝑝(𝐻(𝛼)) = ‖𝐻
(𝛼)𝑠‖

ℓ𝑝
= 1, 

in a word, 
   , pr s S H  and 

   
  pp

HH r H s r s 
      . 

Hence for  0,1 , 

    
     1 1 1 2 1

2 2p p

p p
pp

H
r s H r H s

                        
 

. 

and then,      0 1
inf 1 1

2p

p
p

H
r s 

 
 

      
. As a result, we obtain that 

   
1/

1 1
2p

pp

H

 
         

. 

Corollary 5.5 
  p H

 is strictly convex for 2 . 

Corollary 5.6 
  p H

 is uniformly convex for 0 2  . 

Corollary 5.7 For 
1
2

 ,        p pH H     . 

6. CONCLUSION 

There are so many studies related to the notions of fractional difference 

operator and Lucas numbers. But, the concept of fractional Lucas difference 

operator are not included in summability theory. In this work, we consider a 

fractional difference operator with the Lucas numbers and so introduce the new 

sequence spaces. Also, we investigate the topological and geometrical structure 

of these spaces. However, we give Köthe Toeplitz duals and some matrix 

mappings for the defined spaces. Finally, we examine the geometic structure of 

the space ℓ𝑝(𝐻
(𝛼)) for 1 p . 
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INTRODUCTION  

Due to the limitations of synthetic drugs against emerging diseases and their 

associated side effects, interest in natural products has grown (Çiftçi and Odabaş, 

2020;85). Advances in science and technology have enabled the isolation of 

therapeutic active substances from plants in their purest form. Natural resources 

rich in phytochemicals, traditionally used for treating chronic and infectious 

diseases, are considered safe and effective alternatives to synthetic agents due to 

fewer side effects, thus allowing the use of plants for therapeutic purposes (Şanda, 

2019;1). Plants and their bioactive compounds offer a potential source of 

medicine, meeting the need for safe and effective treatments. Traditional 

knowledge, accumulated over years of observation and environmental 

interaction, has played a key role in modern medicine's evolution (Abraham et 

al., 2020;43). The growing resistance of microorganisms to antibiotics and the 

absence or rarity of side effects in natural-origin drugs have prompted researchers 

to explore natural-origin medicines and led the public to turn to medicinal plants 

(Koçer and Sugeçti, 2015;28). Medicinal plants, utilized internally or externally 

for disease treatment, encompass phytotherapy, pharmacy, food, spices, and 

cosmetics (Göktaş and Gıdık, 2019;145). These plants, known as medicinal and 

aromatic plants, contain bioactive secondary metabolites like terpenoids, steroids, 

alkaloids, terpenes, lipids, saponins, and phenolic compounds (Phillipson, 

2007;2960). These secondary metabolites exhibit strong antimicrobial, 

antioxidant, antifungal, antiallergic, antidiabetic, antithyroid, and anti-

inflammatory effects, as well as modulation of detoxification enzymes, immune 

system stimulation, reduction of platelet aggregation, and hormone metabolism 

modulation (Varlı et al., 2020;24). Plants have long been used to treat and prevent 

certain human ailments. Their medicinal properties are attributed to the presence 

of secondary metabolites in their structure and metabolic pathways. Although 

these metabolites are not essential for plant growth and development, they play 

vital roles in plant signaling and defense (Ökmen et al., 2017;16). Medicinal and 

aromatic plants offer an ample source of biologically active compounds, many of 

which can be utilised for developing new pharmaceuticals (Acıbuca and Budak, 

2018;37). 

Plants with components such as organic acids, phenolic compounds, and 

essential oils demonstrate antimicrobial properties that may vary with structural 

changes (Apaydın and Yolcu, 2017;152). Phenolic compounds are distributed 

throughout various plant parts, and essential oil extracts derived from them can 

show antimicrobial effects against numerous microorganisms (Gyawali and 

Ibrahim, 2014;412 and Aydın, 2020;1). The hydroxyl groups in phenolics play a 



role in inhibiting bacteria by disrupting bacterial cell membranes, causing leakage 

of cellular contents (Xue et al., 2013;12720). These hydroxyl groups function as 

proton exchangers, diminishing the orientation of bacterial cells on the 

cytoplasmic membrane and leading to bacterial death by damaging the membrane 

(Manandhar et al., 2019;1). The biological and antimicrobial efficacy of essential 

oils depends on their bioactive constituents (Oliveira et al., 2020;717). Generally, 

the lipophilic ends of lipoteichoic acids in Gram-positive bacteria's cell 

membrane can enhance the penetration of hydrophobic essential oil compounds. 

Conversely, the resistance of Gram-negative bacteria to essential oils may be due 

to the protective functions of outer membrane proteins or bacterial 

lipopolysaccharides that hinder the diffusion rate of hydrophobic compounds 

through the lipopolysaccharide layer (Alsamri et al., 2021;73). 

The use of natural antimicrobial agents as alternative health solutions has a 

long history, particularly in the case of agents derived from vegetable oils. The 

antimicrobial properties of essential oils and spices, which were first discovered 

by the Egyptians and are still frequently used in Asian countries today, have 

attracted considerable attention (Tajkarimi et al., 2010;1199). Plants contain a 

variety of components, including saponins, coumarins, terpenoids, alkaloids, 

flavonoids, thiosulfinates, phenolics, and organic acids. The antimicrobial effects 

of these components vary depending on several factors, including the type of 

microorganism, the extraction method, the culture medium, the inoculum size, 

the determination method, and the chemical structure and concentration of the 

components (Şengün and Öztürk, 2018;256). 

Turkey's geographical location, climate, soil structure, and geomorphological 

diversity contribute to its remarkable status as a region of unique plant 

biodiversity. The number of plant species identified in Turkey has increased from 

2,480 in the 1950s to 11,707 today, indicating a significant increase in plant 

diversity (Kocalar, 2017;68). Turkey's diverse array of habitats fosters a rich 

variety of plant species, including numerous endemic varieties. The country 

serves as the native habitat of many plant species and a center for their cultivation, 

with a total of 3,649 endemic plant species identified within its borders (Ulcay 

and Şenel, 2020;62). The utilization of plants for therapeutic purposes dates back 

to antiquity, with humans leveraging the properties of various plants for 

medicinal, culinary, construction, fuel, animal feed, ornamental, and religious 

purposes (Deniz et al., 2018;1). These applications have been transmitted across 

generations, evolving alongside changes and developments over time (Alsataf, 

2020;1). 



Although essential oils are frequently incorporated into food as flavorings, 

they can also exert a range of potent effects on the human body. The methods of 

obtaining these oils can affect their antimicrobial properties, as well as properties 

such as taste, odour, colour and appearance (Sayın, 2019;1). One of the essential 

oil components obtained from the GC-MS analysis exhibits hydrophobic 

properties. This property can result in structural disruptions and increased 

permeability by breaking down the bacterial cell membrane and mitochondrial 

lipids (Alsamri et al., 2021;73). These structural alterations to the bacterial cell 

membrane result in the leakage of intracellular ionic compounds and other 

cellular contents out of the cell. Bacterial cells can tolerate minor leakage, but the 

loss of significant quantities of cell contents (such as critical ions and molecules) 

can result in the death of the bacterial cell (Ghazanfari et al., 2020;1). 

Antimicrobial agents can inhibit microbial growth even at low concentrations 

(Güdücü, 2014;1). 

Antimicrobial compounds in plants are typically located within the essential 

oil section. These compounds are responsible for the flavour and flavonoids of 

plants and are typically obtained through water vapour distillation. In traditional 

medicine, certain diseases have been treated with herbal drugs, and a significant 

proportion of the global population has employed plant-based products for basic 

healthcare (Salık, 2019;1). Plants are capable of transforming water, minerals and 

other substances obtained from the soil into compounds that can be utilised by 

the human body. Some primary and secondary metabolites, including 

carbohydrates, proteins, fats, and vitamins, are the active substances resulting 

from the metabolism of plants and can be used for medicinal purposes 

(Tongnuanchan and Benjakul, 2014;1231). The extraction of these active 

substances is a prerequisite for utilising plants for medicinal purposes 

(Demirkapı, 2018;1). The extraction and purification of bioactive components 

from plants can facilitate the development of drugs in the field of pharmacology 

and medicine. The use of plants in the production of pharmaceuticals is 

predicated on their rich content of bioactive components. Furthermore, pure 

herbal components of these plants can be employed for therapeutic or 

prophylactic purposes. Since antiquity, plants have been prepared for use and 

employed as medicinal agents. Recent studies corroborate the claims regarding 

the intended use of plants employed in traditional medicine (Baldemir et al., 

2018;45). A study conducted in 2000 demonstrated that the pharmacological 

properties of plant essential oils and components can be employed in the fields of 

medicine, cosmetics and industry (Faydaoğlu and Sürücüoğlu, 2013;233). The 

utilisation of medicinal plants in the management of illnesses is a long-standing 



practice that has been observed since the advent of human settlements. These 

plants are capable of synthesising a range of chemical compounds, including 

flavonoids, alkaloids, terpenoids, tannins, berberine, quinine and emetine, which 

are employed in the treatment of numerous microbiological diseases (Ullah and 

Amin, 2020;1). In light of the often arbitrary nature of the development of 

synthetic pharmaceuticals, a growing number of pharmaceutical companies are 

turning their attention to plant-derived drugs (Vital et al., 2010;58). Similarly, in 

the cosmetics industry, plant raw materials are preferred, particularly in cream 

formulations. This preference is largely attributed to the fact that plants contain 

biologically active components of medicinal value and have a wide effect profile 

due to their rich active ingredient content (Üstündağ et al., 2020;292). 

The pursuit of beauty has been a constant throughout human history. The use 

of herbal extracts for the treatment of skin diseases, scalp problems and general 

appearance has spanned millennia. A growing body of research indicates that the 

herbal cosmetics industry is expanding, with an accompanying increase in 

demand for herbs. This has led to a surge in interest in herbal commerce (Kole et 

al., 2005;315). In recent years, the herbal industry has witnessed a surge in growth 

driven by consumers' preference for herbal care products and a decline in trust in 

modern healthcare. The aforementioned factors, in addition to the historical use 

of herbal products in diverse cultures and the perception that herbal medicines 

are natural and superior to synthetic cosmetics, have contributed to the rising 

popularity of herbal cosmetics (Joshi and Pawar, 2015;1 and Doğan, 2018;49). 

The range of plant-derived substances used in cosmetic products is expanding 

rapidly. It is anticipated that new plants will be introduced to the cosmetics 

industry in the future (Çoklar and Akbulut, 2016;235) 

Herbal cosmetics are defined as products that affect the structure and functions 

of the skin. They contain nutrients for healthy skin and hair and are obtained from 

different herbal sources. Additionally, they contain phytochemicals (Fathima et 

al., 2011;140). Cosmetic products, which include items such as cream, facial 

cleansing gel, cleanser, hair oil, hair colourant, shampoo, hair conditioner, 

eyeliner, mascara, foundation, perfume, and scented soap, are also considered to 

be a form of cosmetic. The use of cosmetics containing plant extracts is becoming 

increasingly prevalent across numerous sectors of the personal care industry. This 

shift can be attributed to the growing awareness of the detrimental effects of 

prolonged reliance on synthetic products and chemicals, which have contributed 

to a rise in health concerns and environmental degradation over the past half-

century (Kırbağ, 2006;77 and Joshi and Pawar, 2015;1). 



The potential of natural products derived from plant extracts is an area of 

significant interest for future research; however, further studies are required to 

gain a deeper understanding of the impact of plant-solvent ratios, active substance 

contents, and extraction methods (Dedebaş et al., 2021;313).By elucidating the 

factors that influence the stability of active substances, such as color, odor, 

clarity, or time-dependent stability, new scientific studies can address limitations 

associated with plant extracts. It is imperative to acknowledge the distinction 

between plant extracts and purified therapeutic agents. The primary distinction 

lies in the lower concentration of plant extracts relative to pure chemicals. 

Additionally, plants contain supplementary active substances that are intricately 

linked with the compound responsible for the primary effect, both chemically and 

therapeutically (Kurban, 2018;1 and Egesel, 2019;87). A range of formulations 

has been developed for herbal cosmetics, with plant extracts being among the 

most prevalent. These products can be formulated in various forms, including 

cream, ointment, lotion, emulsion, powder, and solution (Joshi and Pawar, 

2015;1). The efficacy of herbal adjuvants in enhancing the appearance of the skin 

has been demonstrated, with studies highlighting their potential applications as 

whitening, moisturizing, emollient, or tanning agents (Kole et al., 2005;315 and 

Ökmen et al., 2017;16). 

The skin is an intricate organ system comprising three distinct layers: the 

epidermis, dermis, and subcutaneous layers. The dermis, located beneath the 

epidermis, contains blood vessels, specialized nerve endings, elastin, and 

collagen fibers.The epidermis is comprised of two main parts: the stratum 

germinativum and the stratum corneum. The stratum corneum, being the 

outermost layer of the epidermis, is in direct contact with the external 

environment due to its high keratin content. This layer is not merely an 

accumulation of dead cells; it is also a component of the homeostatic system of a 

complex organism (Zagorska et al., 2020;229).Events occurring in the stratum 

corneum, including the use of cosmetic products, have an impact on the epidermis 

and deeper cell layers (Kurban, 2018;1). Adverse effects on the epidermis and 

dermis layers can result from rapid alterations in the external environment and 

shifts in the universal homeostatic equilibrium associated with the aging process 

(Gediya et al., 2011;24).Formulations of cosmetic products containing active 

ingredients derived from plants are designed to protect the skin against damaging 

external factors and to restore the disrupted lipid balance within the dermis that 

occurs during the aging process (Joshi and Pawar, 2015;1 and Berk et al., 

2015;185). The topical application of essential oils is a viable approach for the 

management of dermatological conditions, given their capacity to penetrate the 



skin and interact with cellular membranes, thereby exerting prolonged effects on 

the skin (Gediya et al., 2011;24). 

The process of wound healing is a complex biological phenomenon that 

occurs through four distinct phases: hemostasis, inflammation, cell proliferation, 

and maturation. These phases result in the death of old tissue and the repair of 

new tissue (Zagórska et al., 2020;229). However, any disruption or irregularity 

in this process can result in microbial infections and impaired wound healing 

(Agra et al., 2013;945). In the context of infected wounds, the process of wound 

healing can be impeded by the simultaneous death of regenerating cells, which 

can lead to the formation of toxins and a protracted healing process (Hasmann et 

al., 2013;245).Therefore, the prevention of microbial infection and the 

stimulation of tissue repair processes are imperative for expeditious healing 

(Schiffer et al., 2016;2553). In this regard, herbal medicines derived from natural 

sources have been shown to play a significant role in health promotion, with 

approximately 80% of these plants having been demonstrated to have 

ethnomedicinal use on a global scale. 

The herbal medicines in this category include plants such as Rhus coriaria L. 

(sumac) and Coriandrum sativum L. (coriander). Sumac is a member of the 

Anacardiaceae family and contains phytochemicals with antioxidant and 

antimicrobial properties. Sumac has a long history of medicinal use, with a 

reputation as a traditional folk remedy for diabetes and mouth sores (Ünver, 

2006;1). Coriander, belonging to the Apiaceae family, contains components with 

various health functions, including antioxidant, anti-hyperglycaemic and anti-

anthelmintic properties (Burdock and Carabin, 2009;22). Coriander has been 

demonstrated to exhibit antibacterial activity, with particular efficacy against E. 

coli, B. megaterium, S. choleraesuis, and S. aureus (Duman, 2008;1). 

Algae are photosynthetic eukaryotes that play an integral role in maintaining 

the structural and functional integrity of ecosystems. The bioactive components 

present in the structure of algae demonstrate comparable effects to those of 

organic and inorganic filters, which are effective in mitigating the detrimental 

effects of UV radiation in cosmetics (Ak and Cirik, 2017;227). The health-

promoting effects of algae are attributed to the presence of sulphated 

polysaccharides, which possess antioxidant, antitumour, anti-inflammatory and 

antiviral properties (Soylu and Çebi, 2017;146). Algae-based products in skin 

care have been demonstrated to offer a range of beneficial outcomes, including 

enhanced moisture retention, accelerated blood circulation, enhanced cell 

renewal and augmented skin resilience (Charlier and Chaineux, 2009;838). 



Algae are widely employed in medical and dermatological applications, as 

well as in a variety of cosmetic products. However, there is currently a lack of 

commercially available products or scientific data in the literature or within the 

cosmetic industry on microemulsions of sumac and coriander that are capable of 

penetrating algal cells. This highlights the necessity for further research into 

microemulsions to gain a deeper understanding of the interaction between these 

herbal extracts and algae, as well as to assess their potential cosmetic 

applications. 

1. The Role of Microemulsion and Herbal Ingredients in Skin Care 

A microemulsion is defined as a transparent or translucent heterogeneous 

colloidal system containing oil, water, and typically a co-surfactant. It is 

thermodynamically stable and characterized by low interfacial tension between 

the oil and water phases (Tartaro, 2020;1657).These systems offer advantages for 

the delivery of drugs to the skin. These systems are colloidal in nature, comprising 

oil and water phases, and are stabilized by a mixture of surfactants and co-

surfactants (Üstündağ, 2008;292 and Nastiti et al., 2017;37).It has been 

demonstrated that microemulsions enhance bioavailability while minimizing skin 

irritation. This enhancement is attributed to the presence of chemical penetration 

enhancers, which facilitate the penetration of the stratum corneum lipid bilayers. 

The skin's role as a natural barrier hinders the permeation of drugs and potentially 

harmful compounds. Consequently, the utilization of microemulsions as a topical 

and transdermal drug delivery system is advocated, as they enhance penetration 

through the skin (Lopes, 2014;52). 

The small droplet diameters of microemulsions facilitate the direct penetration 

of oil-soluble active substances into the stratum corneum layer of the skin. This 

indicates that it may enhance the penetration of the active substance into the skin 

(Yücel et al., 2019;1). The methods employed to optimise droplet size are of key 

importance, as the preparation of microemulsions and the method selected have 

a significant impact on their physicochemical properties. Despite kinetic energy 

barriers or limitations that delay spontaneous formation, microemulsions are 

typically formed by applying external energy through stirring or heating 

processes (Ashkar et al., 2022;1). These advantages of microemulsions are 

particularly relevant for the delivery of drugs across the stratum corneum layer 

of the skin. 

2. The significance and general characteristics of microemulsions in diverse 

systems 



Microemulsions are colloidal systems comprising oil, water, surfactant and 

co-surfactant, with droplet sizes typically ranging between 10 and 100 nm 

(Callender et al., 2017;425). This particular type of colloid is thermodynamically 

stable and possesses a transparent structure that enables the homogeneous 

integration of the water and oil phases. The formation of microemulsions is 

contingent upon a number of factors. The presence of suitable surfactants that 

facilitate solubility between the water and oil phases is of critical importance in 

this process. Additionally, the diffusion of surfactants, the change in entropy, 

alterations in the surface area of droplets, and the maintenance of a constant 

temperature are significant factors influencing the formation of microemulsions 

(Prus-Walendziak and Kozlowska, 2021;950). The transparent structure of 

microemulsions is a consequence of their small droplet sizes, which are below 

the resolution of the human eye. This characteristic precludes direct observation 

using an optical microscope. Surface-active ingredients distribute these 

microscopic droplets in a circular shape, thereby forming the dual-phase structure 

of microemulsions. This structure functions as a liquid membrane carrier, 

facilitating the transport of lipophilic compounds in water environments and 

hydrophilic compounds in lipid environments (Anton and Vandamme, 

2010;978). The advantages of microemulsions include efficient transport of 

herbal drugs and enhanced transdermal drug delivery (Muzaffar et al., 2013;39). 

Despite their thermodynamic stability, such systems are prone to phase separation 

due to activation energy (McClements, 2012;1719).  

The advantages of microemulsions can be enumerated as follows: 

- The formation of a stable structure is achieved without the necessity for 

external energy input. 

- The capacity to maintain stability over an extended period of time, which 

serves to extend the shelf life of the products. 

- They possess a high solubilisation capacity, which enables the efficient 

transportation of a variety of components. 

Furthermore, they facilitate the targeted delivery of active ingredients to 

specific areas of the body. 

They play a significant role in the development of cosmetic and 

pharmaceutical formulations. 

- It ensures that the active ingredients are minimally affected by physiological 

conditions, which is especially advantageous in the use of sensitive substances. 



The versatility of this system allows for its use in a multitude of applications, 

including transdermal, dermal, topical, oral, and parenteral, thus providing a 

flexible platform for a diverse range of treatment modalities (Muzaffar et al., 

2013;39 and Prus-Walendziak 2021;950). 

However, some disadvantages of microemulsions are as follows: 

- The formation of stable particles requires the inclusion of high amounts of 

surface-active ingredients, which may increase the likelihood of the formulation 

being toxic or irritating. 

- The thermodynamic stability of microemulsions is sensitive to 

environmental factors, especially temperature and pH changes (Özyılmaz et al., 

2020:65). 

3. Optimal Component Selection and Functions in Microemulsion 

Formulations 

The successful production of microemulsion formulations depends on the 

selection of components and the determination of the correct proportions of these 

components (Güngör et al., 2013;116). A wide range of emulsion components 

and combinations are available. Fatty acids (e.g. oleic acid) and esters of alcohols 

(isopropyl myristate, isopropyl palmitate, ethyl oleate), medium chain 

triglycerides, triacetin and terpenes are used as oil phase components in 

microemulsion formulations and have penetration enhancing properties (Prus-

Walendziak and Kozlowska, 2021;950). These components can be used to form 

the oil phase alone or in combination. The aqueous phase components may 

include sodium chloride, buffer salts, preservatives and penetration enhancers 

(Üstündağ, 2008;292). When determining the formulation components, the 

intended use of the microemulsion is also taken into consideration. When 

preparing microemulsion for dermal applications, fatty acids are preferred 

because they increase penetration (Nastiti et al., 2017;37). 

A plethora of materials constitute the surfactants and co-surfactants that are 

employed in microemulsion formulations. Non-ionic surfactants are the preferred 

option as they are effective at reducing interfacial tension and producing stable 

emulsions, while causing minimal skin irritation. The most commonly used 

surfactants include Tween 20 and 80, Span 20, Azone, Labrasol, Plurol 

isostearate, Plurol oleate, Aerosil and Transcutol (Güngör et al., 2013;116).  

4. Formation and Preparation Methods of Microemulsions: Phase Titration 

and Phase Inversion 



Microemulsions are thermodynamically stable colloidal systems that can form 

spontaneously and are typically prepared through low-energy applications (Dey 

et al., 2016;327). The formation and preparation of these systems are based on a 

number of different theoretical frameworks. Two common approaches are known 

as the phase titration method and the phase inversion method. 

The phase titration method is a process whereby microemulsions are prepared 

through a self-emulsifying method. This method determines the area of 

microemulsion formation stability using triangular phase diagrams. In this area, 

microemulsions are formed with various coalescence structures, dependent on the 

chemical composition and concentration (Muzaffar et al., 2013;39). The oil and 

water phases are mixed and titrated with the co-surfactant until the 

microemulsions become transparent. The phase inversion method is a process 

whereby microemulsions are formed as a result of factors such as temperature 

effect or addition of an excess of the dispersed phase. The use of non-ionic 

surfactants allows the system to be transformed into y/s or s/y type 

microemulsions in accordance with temperature changes (Kruglyakov, 

2000;100). In this method, non-ionic surfactants are particularly preferred due to 

their reduced irritancy and capacity to facilitate the application of 

microemulsions. The formulation, component selection and preparation methods 

of microemulsions play a critical role in obtaining stable and effective colloidal 

systems. Consequently, the formation theories and preparation methods of 

microemulsions have constituted an important area of research in drug delivery 

systems and cosmetic applications. 

4. The Structural and Physical Characterisation of Microemulsions  

The structures of microemulsions are characterised by various physical 

properties that play a pivotal role in this determination. Ternary phase diagrams 

are a common tool for illustrating the chemical composition of water, oil, 

surfactant, and co-surfactant components (Prus-Walendziak and Kozlowska, 

2021;950). Mixtures of oil, surfactant and co-surfactant in specified weight ratios 

are diluted with an aqueous solution under moderate agitation at an ambient 

temperature of 25 °C. Once equilibrium is reached, clear emulsions are mapped 

on a phase diagram to demonstrate component combinations, either by visual 

inspection or polarised light microscopy. Viscosity and electrical conductivity are 

employed to gain insight into the structure of ME systems and to ascertain phase 

inversion phenomena. The presence of high conductivity values suggests that the 

percolation effect, which is characterised by attractive interactions between water 

droplets, is a defining feature of the continuous structure. Furthermore, these 



measurements can be employed to predict the release of drugs from ME (Güngör 

et al., 2013;116). 

The structural and physical characterisation of microemulsions plays an 

important role in understanding the properties of these special colloidal systems. 

The information obtained on microemulsions can provide a fundamental guide in 

the development and characterisation of microcomposite materials. The 

characterisation of microemulsions for the evaluation of the structural properties 

of microcomposite materials constitutes a critical research area, guiding 

researchers in the field of materials science and nanotechnology. 

 

4. Advanced Technology with Plant Derived Materials: Microcomposites 

Microcomposites are defined as multi-phase materials obtained by combining 

two or more materials with different chemical structures through various methods 

(Turkchem, 2021). The advancement of technology and growing environmental 

concerns have prompted a decline in petroleum-based products and an increase 

in demand for sustainable alternatives. This has led to a surge in scientific studies 

on bio-based products and plant-derived materials, which have in turn facilitated 

the development of microcomposites (Uzun, 2016;1). The increasing prevalence 

of costly and side-effect-prone synthetic drugs has underscored the importance 

of controlled drug release studies with microcomposites (Erdöl, 2018;1). 

Microcomposites are versatile materials with a range of properties that can be 

utilised in diverse industrial sectors. 

As living standards rise, there is a corresponding increase in the use of 

medicinal and aromatic plants. These plants have a wide range of applications, 

including in the fields of medicine, cosmetics, toothpaste, soap, perfume, tea and 

spices. Furthermore, medicinal plants have attracted the attention of scientists due 

to their demonstrated activities, including antioxidant, anticarcinogenic, 

antiallergenic, antimicrobial, and antifungal properties (Şanda, 2019;1). A 

substantial body of literature exists examining the antimicrobial and antioxidant 

activities of essential oil extracts derived from medicinal plants. In these studies, 

the most commonly employed methods for evaluating antimicrobial activity were 

disc-diffusion and MIC (minimum inhibition concentration). Methods such as 

DPPH, ABTS, FRAP and ORAC are employed to ascertain antioxidant activity 

(Sayın, 2019;1). When bacterial cells encounter an antimicrobial agent, a series 

of degradation processes commence, commencing with the cell wall. As 

illustrated in Figure 1, this is followed by damage to the cytoplasmic membrane, 

damage to membrane proteins, leakage of cell contents, coagulation of the 



cytoplasm, disruption of electron flow/active transport and depletion of protein 

repulsive force. This ultimately prevents the proliferation of bacterial cells 

(Balkan et al., 2016;18). 

 

Figure 1. Broad-spectrum antibacterial mechanisms of essential oils (Nazzaro et al., 

2020;1). 

The broad antimicrobial properties of plant essential oils stem from the diverse 

chemical interactions of aldehydes, phenolic compounds, and terpenes, which are 

products of secondary metabolism across various plant tissues. The efficacy of 

essential oils depends on the capacity of their constituents to engage with the cell 

membrane, leading to the disruption of microbial integrity and ultimately causing 

cell death. Nevertheless, the bioactive compounds in essential oils target multiple 

cellular processes, primarily contributing to cytoplasmic coagulation, inhibition 

of enzymes responsible for ATP synthesis, disruption of ion transport, cell wall 

degradation, and bacterial membrane disintegration (Nazzaro et al., 2020;1). 

The most crucial of the key parameters in the effective determination of 

antioxidant content is the presence of phenolic compounds (Guiné et al., 

2020;470). While the specific phenolic compound varieties may influence the 

antioxidant capacity of a spice, it has been reported that there is typically a 

correlation between phenolic content and antioxidant activity (Torun, 2019;1). 

The antimicrobial and antioxidant effects can be attributed to the polyphenols and 

other secondary metabolites present in plant extracts. Nevertheless, further 

detailed research is required in order to gain a full understanding of the underlying 

mechanism. Plant-derived preparations have been demonstrated to possess 

therapeutic properties in the management of certain pathological conditions. 



Furthermore, previous studies have indicated that the topical application of 

antioxidant-containing substances may facilitate wound healing and protect 

tissues from oxidative damage (Akgül et al., 2016;146). 

Microemulsions (MEs) are thermodynamically stable formulations that 

significantly enhance drug absorption compared to traditional solutions. Their 

combination with bioadhesive gels holds promise for topical therapeutic 

applications (Özyılmaz et al., 2020;65). Due to their unique formulation 

characteristics, including excellent thermodynamic stability and 

biocompatibility, as well as their ability to enhance the skin penetration of both 

hydrophilic and lipophilic active substances, MEs serve as effective systems for 

topical and transdermal drug delivery (Yücel et al., 2019;1). In our study, MEs 

were utilized in the preparation of microcomposites for these purposes. 

As living standards rise, there is an increase in the consumption of medicinal 

and aromatic plants, which find application in pharmaceuticals, cosmetics, 

toothpaste, soap, perfumes, teas, and spices (Sanda, 2019;1).Medicinal plants 

have garnered significant attention from scientists due to their bioactive 

properties, which include antioxidant, anticancer, antiallergenic, antimicrobial, 

and antifungal activities (Sayin, 2019;1). Research has been extensively focused 

on analyzing the antimicrobial and antioxidant properties of essential oils from 

these plants, utilizing methods like disk diffusion, minimum inhibitory 

concentration (MIC) for antimicrobial activity, and DPPH, ABTS, FRAP, and 

ORAC for antioxidant assays (Berber et al., 2013;10). 

Antimicrobial agents target bacterial cells, initiating damage at the cell wall, 

followed by cytoplasmic membrane disruption, protein damage, leakage of 

cellular contents, and energy depletion, ultimately inhibiting bacterial growth 

(Balkan et al., 2016;18). For example, studies on extracts from 15 plants in Sinop, 

Turkey, demonstrated strong antimicrobial activity against various Gram-

positive and Gram-negative bacteria (Faydaoglu and Surucuoglu, 2013;233). 

Similarly, The  traditional South African plant extracts were more effective 

against Gram-positive bacteria, while only methanol extracts inhibited E. coli 

(Kose et al., 2021;141). 

Extensive studies on sumac (Rhus coriaria) revealed its strong antimicrobial 

effects, particularly against Gram-positive bacteria (Erturk, 2010;53 and 

Demirkol, 2010;1). Additionally, GC-MS analysis of sumac identified over 120 

volatile compounds contributing to its antimicrobial properties, with terpenoids 

and aliphatic compounds being the most active (Yildirim Aybakır, 2015;1). Other 

studies, such as those by Nasar and Halkman (2004;63), further demonstrated 



sumac's effectiveness against foodborne pathogens (Faydaoglu & Surucuoglu, 

2013;233). Regarding coriander, its essential oils, rich in linalool, have exhibited 

broad-spectrum antimicrobial effects, primarily through membrane disruption of 

both Gram-positive and Gram-negative bacteria (Asgarpanah and Kazemivash, 

2012;2340). Studies have shown that coriander extracts are effective against 

bacteria such as S. aureus and Pseudomonas spp. (Deniz et al., 2018;1). 

CONCLUSION  

Microemulsions represent a versatile and innovative approach to drug delivery 

and cosmetic formulations, offering significant advantages in enhancing 

bioavailability and minimizing skin irritation. Their thermodynamic stability and 

ability to create stable, homogeneous systems make them ideal for delivering 

active ingredients effectively through the skin. The incorporation of plant extracts 

such as sumac and coriander into microemulsions further enhances their 

therapeutic potential by providing bioactive compounds with antimicrobial and 

antioxidant properties. These plant-derived materials offer safe and effective 

alternatives to synthetic agents, ensuring minimal adverse effects and increased 

skin resistance. Additionally, the careful selection of components, including oils, 

aqueous phases, and surfactants, is critical in achieving functional and stable 

microemulsion formulations. Despite their sensitivity to environmental factors 

such as temperature and pH, microemulsions continue to show promise in both 

cosmetic and pharmaceutical applications. Through continued research and 

development, microemulsions with plant-based microcomposites can unlock new 

potentials for targeted and controlled drug release, meeting the growing demand 

for sustainable, plant-derived solutions in the healthcare and personal care 

industries. 
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Introduction  

The genus Laurocerasus Duhamel. belongs to the family Rosaeceae and 

subfamily Prunoideae. While the genus has 17 species growing naturally in the 

world, it is represented by Laurocerasus officinalis M. Roem. which is the only 

species in Turkey (Yıldız and Aktoklu, 2010 Öztürk and Ölçücü, 2016). 

 The genus Laurocerasus are evergreen shrubs or trees up to 6-7 m tall. Leaves 

are simple, broadly elliptic, leathery and short-petioled. Margins very sparsely 

toothed, flowers erect, in racemes, fruits olive-sized black drupes. Petals are 

white in colour. It is widespread in Turkey, especially in the Eastern Black Sea 

region and is usually found under beech forests together with the genus 

Rhododendron L. The leaves of the plant are poisonous as they carry glycosides 

(Baytop, 1984; Tanker, 2007). 

Although L. officinalis species is generally known as ‘taflan and karayemiş, it 

is also known by local names such as "gürcü kirazı”, "laz kirazı", "laz üzümü", 

"laz yemişi" (Alpınar and Yazıcıoğlu, 1991; Islam, 2005; Genç, 2009).The fruit 

of the plant is consumed fresh. It is also used as jam, molasses, salting, pickles 

and dried (Çalışır and Aydın, 2004). The leaves of Taflan plant are used as a 

medicinal plant as cough suppressant, antitussive, antispasmodic, anti-nausea and 

nerve sedative (Alpınar and Yazıcıoğlu, 1991). 

In gymnosperm plants, the leaves of evergreen trees are needle or scale-

shaped. In angiosperm plants, they are usually thicker and leatherier than those 

of deciduous trees. In an evergreen tree, the leaf can stay on for two years or more 

and can fall off in any season. Since the plant is evergreen, the large leaves are 

on the plant summer and winter. In temperate regions, evergreen species are 

exposed to large seasonal variations in air temperature and radiation. In response 

to such environmental changes, leaves change their photosynthetic and 

anatomical properties (Terashima et al., 2001; 2005). 

In this study, it was attempted to determine the anatomical and 

micromorphological characteristics of the evergreen L. officinalis species grown 

in Ordu and its surroundings in relation to the seasons. 

Material and Method 

The specimens of Laurocerasus offıcınalıs species selected as the subject of 

the research were collected from Ordu province, Ünye district at sea level 

(41º07ʹ35ʺN, 37º17ʹ21ʺ E, 10 m, Zoroğlu 1, 15.08.2015, 15.02.2016) in August 

and February 2015-2016. 



 Leaves of L. officinalis plants were preserved in 70% alcohol for anatomical 

analyses. Cross and surface sections were taken from the alcohol materials with 

the help of a razor blade. The sections were made into permanent preparations 

(Vardar, 1987). For anatomical analyses, leaf transverse thickness, thickness of 

cuticle layer, thickness of mesophyll layer, palisade parenchyma cells, spongy 

parenchyma cells, stomata and epidermis cells were measured. The 

measurements were made using NIS (Nikon Imaging System-Elements Imaging 

Software 3.00 SP5) programme. Anatomical photographs of the species were 

taken with Nikon Eclipse E400 microscope. For micromorphological 

measurements, dry leaf samples were fixed on double-sided carbon tape. The 

fixed samples were coated with 12.5-15 nm gold. The examinations and 

photographs were taken with a voltage of 10-15 kilovolts (Kv) in a JSM-7001F 

scanning electron microscope (SEM) at the Black Sea Advanced Technology 

Research and Application Centre (KITAM) located at Ondokuz Mayıs 

University. 

Results 

The evergreen L. officinalis plants collected in August and February were 

analysed anatomically. When the general anatomical structure of the plant leaf is 

examined, single-row epidermis cells are observed on the upper and lower 

surfaces of the leaf cross sections. The upper and lower epidermis cells consist of 

rectangular and oval shaped cells. The leaf is bifacial type. The vascular bundles 

are arranged regularly. Palisade parenchyma cells contain dense chloroplasts. 

Palisade parenchyma cells are in two rows. There are rounded spongy 

parenchyma cells under the palisade parenchyma cells. Spongy parenchyma cells 

are in two to three rows. The average leaf thickness of the leaf cross sections was 

356.89 ± 7.43 µm in the samples taken in August and 367.83 ± 38.21 µm in the 

samples taken in February. The average mesophyll thickness of the leaves was 

301.43 ± 5.36 µm in summer and 292.95 ± 10.23 µm in winter. In the plants 

collected in August, the upper epidermis cells were 23.77±4.09 X 30.55±8.12 µm 

and the lower epidermis cells were 19.49±2.92 X 26.45±6.30 µm. The average 

thickness of the upper cuticle of the leaves was 3.65±0.58 µm. In the leaves 

collected in February, the upper cuticle thickness was 6.68±1.05 µm and the 

upper epidermis cell size was 19.22±3.41 X 42.28±13.67 µm. The average size 

of the lower epidermis cells was 16.85±3.20 X 35.21±5.81 µm. There was no 

change in the number of layers of palisade and spongy parenchyma cells in the 

mesophyll layer of the leaves in February and August. However, changes in the 

size of the cells were determined.  In August, palisade parenchyma cells were 

13.76±3.08 µm X 44.84±6.32 µm and spongy parenchyma cells were 22.30±3.69 



µm in diameter. In plants collected in February, palisade parenchyma cells were 

16.24±2.80 X 37.75±4.46 µm and spongy parenchyma cells were 24.84±6.98 µm 

in diameter. Stomatal cells were found only on the lower surface of the leaves. 

Stomata were 29.899 X 37.118 µm in August and 28.543 X 34.048 µm in 

February (Table1, Figure 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Cross and surface sections of Laurocerasus officinalis leaves collected in 

different seasons. A. Cross leaf section of August. B. Cross leaf section of February. C-

D. Upper surface sections of leaves from August- February. E-F. Lower superficial 

sections of leaves from August -February. (ue: upper epidermis, ae: lower epidermis, pp: 

palisade parenchyma, sp: spongy parenchyma, id: vascular bundle, st: stomata) 

 

 



Table 1. Laurocerasus officinalis collected in August and February  

                                                       August (µm)          February ( µm) 

Cuticle thickness 3.65±0.58  6.60±0.83  

Upper epidermis width 23.77±4.09 19.22±3.41  

Upper epidermis length 30.55±8.12  42.28±13.67  

Lower epidermis width 19.49±2.92  16.85±3.20  

Lower epidermis length 26.45±6.30  35.21±5.81  

Palisade parenchyma  width 13.76±3.08  16.24±2.80  

Palisade paren.   length 44.84±6.32  37.75±4.46  

Spongy paren. diameter  22.30±3.69  24.84±6.98  

Leaf thickness 356.89 ± 7.43  367.83±38.21  

Palisade parenchyma area  88.81±6.46  90.09±17.14  

Spongy parenchyma area 162.27±11.33  184.93±13.32  

 

Micromorphological examinations revealed that the surface of the leaves was 

covered with a thick wax layer. It was determined that the samples collected in 

February had a denser wax layer. The epidermis cells on the upper surface of the 

leaves are oblong in shape. Periclinal and anticlinal walls of the epidermis cells 

are thick. Epidermal cells on the lower leaf surface are oblong, pentagonal or 

roundish. Periclinal and anticlinal walls are straight or curved. The walls of these 

cells are not very distinct. There are no stomata on the upper surface of the leaf, 

while there are stomata on the lower surface. There are linear cuticular folds 

around the stomata on the lower surface of the leaf. Stomatal cells are at the same 

level or slightly higher than the epidermis cells. Stomatal aperture is short and 

wide (Figure 2). 

 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Lower surface SEM images of leaves in August (A-B) and February (C-D). 

A,C. general leaf surface image. B,D. Stomatal cells. 

 

 

 

  



Discussion 

The anatomical and micromorphological characteristics of the leaves of 

Laurocerasus officinalis, an evergreen plant, were examined seasonally. 

Micromorphological and anatomical studies on plants revealed important 

characters that can be used in the systematics of taxa (Akçin and Binzet, 2010). 

Especially the characters obtained by micromorphological and anatomical 

determination of the leaf and epidermis structures of plants are very important for 

detailed identification of plants (Akçin et al., 2013). In recent years, anatomical 

studies on leaf characteristics of woody and shrub forms have increased (Vasic 

and Dubak, 2012; Bercu and Popoviciu, 2013, Akçin 2023). The environments 

in which plants live cause changes in morphological and some anatomical 

characteristics of plants. Environmental conditions affect especially the thickness 

of leaves, density of stomata, structure of parenchymatic cells and photosynthesis 

activities. It has been reported that the anatomical and morphological 

characteristics of leaves change depending on the environmental conditions of 

plants (Schoettle ve Rochelle, 2000). Changes in environmental conditions cause 

stress in plants. As a result of this stress, plants show environmental adaptation. 

These adaptations can be seen in the morphological, physiological and 

anatomical structure of plants. In evergreen plants, leaves try to adapt to the 

extract to adapt to winter conditions (Mareri et al., 2022). When leaves are 

exposed to cold, structural changes in cellular compartments occur as a response 

to cold and activate a number of protective mechanisms (Wu et al., 2022). These 

mechanisms include changes in stomatal density, increases in mesophyll cell size, 

decreases in epidermal cell density and enhanced lignification (Equiza et al., 

2001; Lorenzo et al., 2019). Some seasonal anatomical and micromorphological 

differences were determined in the leaves of L. officinalis species. Cuticle 

thickness, upper and lower epidermis cell lengths, leaf thickness, palisade and 

spongy parenchyma areas were found to increase in February measurements 

compared to August. Kofidis et al. (2003) reported that leaf thickness remained 

more or less constant seasonally in the plants they examined. In many studies, it 

has been reported that the leaves of evergreen plants are harder and thicker in 

winter. It has also been reported that nutrient levels are lower in leaves in winter, 

whereas secondary metabolites are more abundant, which helps to discourage leaf 

consumption by herbivores (Reich et al., 1992; Givnish, 2002). In evergreen 

plants, the leaves have a thicker cuticle and epidermis layer than in deciduous 

plants. This reduces the rate of photosynthesis in the plant. It makes them more 

drought resistant by reducing the amount of water lost during transpiration 

(Anonymous, 2023). Our results are consistent with the literature. The cuticle 



layer of the leaves collected in winter is quite thick. Thus, the plant adapts to the 

harsh winter conditions. In addition, the surface of these leaves is covered with a 

dense wax layer. As a result, it was determined that the evergreen L. officinalis 

species adapts to the harsh winter conditions by showing structural changes such 

as thickening of the cuticle layer, increase in mesophyll cell size and leaf 

thickness, and covering the leaf surface with a wax layer.   
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Epigenetic investigates how external or environmental variables can affect 

gene expression without altering the genetic coding. This method examines the 

inheritable modifications in gene expression that occur without changes to the 

DNA sequence. This discipline relies on mechanisms like DNA methylation, 

histone modification, remodeling of chromatin, non-coding RNAs, heredity and 

genomic imprinting (Gibney & Nolan, 2010).  

This is a discipline that has achieved considerable advancements in recent 

years, with applications across multiple academic fields. The primary focus of 

this area is; impact of environmental factors on diseases prevalent in clinical and 

mental health. The concept of epigenetics is studied across several organisms, 

including its implications for human morphology and behavior. In In the 

examination of insect epigenetics, distinct topics arise prominently: 

A. Epigenetic Regulation of Insect Metamorphosis 

Epigenetic pathways are essential in regulating insect metamorphosis, charac-

terized by significant alterations in body structure and function. Specifically, 

DNA methylation and histone acetylation/deacetylation are essential for govern-

ing the intricate process of insect metamorphosis. These systems facilitate signif-

icant alterations in bodily form and function and may be inherited, hence influ-

encing the evolution of insect species (Amiri, 2019; Glastad et al., 2019).  

- DNA Methylation and Histone Modifications  

Insect metamorphosis is regulated by epigenetic variations, including DNA 

methylation and histone acetylation-deacetylation. The notable changes docu-

mented during this phase are made possible by these epigenetic mechanisms 

(Glastad et al., 2019).  

In dragonflies, the transcription factors Kr-h1 and E93 are essential for regu-

lating metamorphosis, akin to their functions in other insects. The transcription 

factor Broad, a major gene controlling pupation in holometabolous insects, mod-

ulates both nymph-specific and adult-specific genes in dragonflies, offering in-

sights into the evolutionary development of this essential transcription factor 

(Okude et al., 2022). 

- Epigenetic Modulation of Gene Expression 

During insect metamorphosis, gene expression levels can be controlled by ep-

igenetic mechanisms, such as DNA methylation. Higher levels of methylation are 

associated with genes and isoforms that show more variable expression across 

developmental stages or phenotypic castes (Glastad et al., 2019). 



- Epigenetic Inheritance and Metamorphosis  

Through epigenetic inheritance, epigenetic changes made during metamor-

phosis may be transmitted to subsequent generations. This could speed up evolu-

tionary adaptations in insect populations and promote the emergence of pheno-

typic variation (Amiri, 2019; Mukherjee & Dobrindt, 2024). 

B. Epigenetic Foundations of Insect Caste Determination  

Epigenetic mechanisms have been identified as influencing the differentiation 

of many castes in social insects like ants and bees (including queens and workers, 

from a singular genome). The process of caste determination is essential for the 

creation of phenotypic diversity in insect societies. Histone modifications and 

DNA methylation are crucial in regulating gene expression patterns particular to 

caste (Amiri, 2019; Oldroyd & Yagound, 2021; Vaiserman, 2015). Caste-specific 

gene expression and phenotypic variations, such as workers and long-lived 

queens, are caused by epigenetic modifications, specifically DNA methylation, 

which are induced by differential feeding of larvae (Vaiserman, 2015). 

In the stingless bee Melipona scutellaris, epigenetic modifications, such as 

DNA methylation/demethylation and variations in histone methylation and phos-

phorylation between queens and workers, indicate a correlation among genotype, 

larval diet, and adult social behavior (Cardoso-Júnior et al., 2017). Nonetheless, 

the functional significance of DNA methylation in defining social insect caste 

remains ambiguous, as several studies have not identified significant correlations 

between methylation and caste in honeybees and other species (Oldroyd & Ya-

gound, 2021). 

A genomic imprinting model in termites suggests that queen and king-specific 

epigenetic imprints oppositely influence child sexual development, elucidating 

all existing empirical data on caste differentiation (Matsuura et al., 2018). 

C. Epigenetic Memory and Adaptation in Insect Pests 

Researchers have found that epigenetic alterations can be inherited by suc-

ceeding generations of insect pests, potentially facilitating the emergence of pes-

ticide resistance and other adaptive characteristics. Recent findings underscore 

the significant importance of epigenetic memory in enabling swift adaptability 

and stress resilience in insect pests and populations. The heritability of stress-

induced epigenetic alterations may facilitate the emergence of adaptive traits, 

posing issues for pest management while underscoring the evolutionary signifi-

cance of epigenetics in insects. 



Epigenetic modifications may be inherited by future generations of insect 

pests, potentially facilitating the emergence of adaptive characteristics like pesti-

cide resistance. Epigenetic inheritance enables fast adaptability to fluctuating en-

vironmental conditions, presenting a considerable barrier for pest management 

(Gupta & Nair, 2022). Research on the brown planthopper, a significant pest of 

rice, has shown the heritability of stress-induced epigenetic alterations, namely 

DNA methylation patterns. Nonetheless, these inheritable epigenetic modifica-

tions may ultimately be forfeited in the absence of stressors, presenting possible 

fitness detriments linked to the preservation of the stressed epigenotype (Gupta 

& Nair, 2022). 

The alteration of the methylome in the brown planthopper through 5-azacyti-

dine treatment has been demonstrated to influence the expression levels of stress-

responsive genes, underscoring the significance of DNA methylation/demethyl-

ation in the stress tolerance of this insect pest (Gupta & Nair, 2022). The innate 

immune system of insects can respond more swiftly and efficiently to diseases 

due to prior exposure to antigens. Recent data indicates that epigenetic changes, 

including DNA/RNA methylation and histone acetylation, can influence the ac-

tivation of insect immune responses and be inherited by progeny, resulting in the 

evolution of resistance (Mukherjee & Dobrindt, 2024). 

D. Epigenetic Reactions of Insects to Environmental Stressors 

Insects have dynamic epigenetic alterations in reaction to several environmen-

tal stressors, including temperature fluctuations, pesticide exposure, and nutri-

tional deficits. Epigenetic responses can influence insect physiology and behav-

ior, facilitating swift adaptability to fluctuating environmental conditions. Epige-

netic modifications generated by stress, particularly alterations in DNA methyla-

tion patterns, can be inherited by successive generations of insects and facilitate 

the emergence of adaptive features, including pesticide resistance (Chatterjee et 

al., 2018; Lindeman et al., 2019). 

Nilaparvata lugens (Stål) (Hemiptera: Delphacidae) as the brown planthop-

per, a significant pest of rice, exhibited altered expression levels of stress-respon-

sive genes following 5-azacytidine treatment, indicating the influence of DNA 

methylation/demethylation on stress tolerance (Lindeman et al., 2019). Environ-

mental stressor-induced epigenetic changes may be inherited and facilitate quick 

adaptability in insect populations (Chatterjee et al., 2018; Lindeman et al., 2019). 

However, in the absence of the stressor, these inheritable epigenetic changes can 

eventually be lost, posing potential fitness costs associated with maintaining the 

stressed epigenotype (Lindeman et al., 2019). 



These results highlight the critical role epigenetic mechanisms play in insects' 

quick adaptation to changing environmental conditions. Developing effective 

strategies to manage insect pests and protect beneficial insects requires an under-

standing of these stress-induced epigenetic responses. 

E. Evolutionary Significance of Insect Epigenetics 

Insect epigenetics is important for evolution because it plays a crucial role in 

controlling behavior, development, and adaptation. The function of epigenetic 

mechanisms in the formation of phenotypic variation in insects has been clarified 

by recent results (Glastad et al., 2019). 

Important components of their evolutionary success include the epigenetic 

regulation of insect metamorphosis, which includes notable changes in morphol-

ogy and physiology, the ability of epigenetics to define insect caste and promote 

phenotypic diversity within a species, the role of epigenetic memory in the emer-

gence of adaptive traits in insects, and the epigenetic modifications they exhibit 

in response to environmental stressors (Glastad et al., 2019; Oldroyd & Yagound, 

2021). Insect physiology and behavior can be influenced by epigenetic reactions, 

which enable quick adaptation to changing environmental conditions. 

According to Amiri (2019) and Mukherjee & Dobrindt (2024), the evolution-

ary significance of insect epigenetics lies in its ability to control development, 

provide phenotypic variability, facilitate rapid adaptation to environmental 

changes, and impact complex behaviors. These results highlight the growing im-

portance of epigenetics in understanding insect biology and ecology, which may 

have implications for conservation, pest management, and the development of 

innovative insect-based biotechnologies. 
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INRODUCTION  

Algae, known as primary producers in the aquatic ecosystem, are known to 

produce a wide variety of secondary metabolites with unique biological activities. 

(König vd., 1994), Algae are very simple chlorophyll containing organisms (Bold 

and Wynne, 1985). composed of one cell or grouped together in colonies or as 

organisms with many cells, sometimes collaborating together as simple tissues. 

They vary greatly in size unicellular of 3–10 lm (microns) to giant kelps up to 70 

m long and growing at up to 50 cm per day (Hillison, 1977). 

Algae are found everywhere on earth: in the sea, rivers and lakes, on soil and 

walls, in animal and plants (as symbionts-partners collaborating together); infact 

just about everywhere there is a light to carry out photosynthesis. Algae are 

heterogeneous group of plants with a long fossil history. Two major types of algae 

can be identified: the macroalgae (seaweeds) occupy the littoral zone, which 

included green algae, brown algae and red algae, and the micro algae are found 

in both bentheic and littoral habitats and also throughout the ocean waters as 

phytoplankton (Garson, 1989)(El Gamal, 2010).  

In addition to being used as a food source, they are also used in wastewater 

treatment and agriculture. On the other hand, living mass can also be used in the 

production of some chemical substances such as methane gas, antibiotics, 

carrageenan, and agar (Goldman, 1979)(Demir, 2015). 

Recent studies on algae have revealed that bioactive molecules obtained from 

algae have antibiotic, anticancer, antifungal, antibacterial, anti-inflammatory, 

hypocholesterolemic, enzyme inhibition, as well as pharmacological effects. 

These natural products serve not only as raw materials for drugs but also as 

structural models in the production of synthetic molecules (Quinn et al., 1993). 

Reports on antimicrobial and antioxidant activity of algae extracts are quite 

limited compared to plants and are mostly on marine algae rather than freshwater 

algae. It has also been reported that the composition of phenolic compounds, as 

with other chemical compounds, can vary both qualitatively and quantitatively 

depending on species, environmental conditions and algae locations (Orhan et al., 

2003; Ibañez et al., 2011). 

 Macroalgae have a wide application potential in the food, cosmetic and 

pharmaceutical industries due to the diversity of their composition and the 

availability of these organisms. In particular, the interest in new natural 

antimicrobial compounds has been further strengthened by two important trends: 

the increasing demand for the use of natural ingredients to prevent microbial 



contamination and the prevalence of antimicrobial-resistant pathogens (Sharma 

ve ark., 2020) (Dominguez, 2013) (Li ve ark., 2011).  

The identification of antimicrobial compounds from algae and their recovery 

in environmentally friendly and economical ways, especially through the use of 

sustainable green extraction technologies, are of great importance in this 

field.(Sharma ve ark., 2020). 

Materials and methods 

Collection and preparation of algae 

Samples were collected from some macroalgae species belonging to the 

Chlorophyta (U. flabellum), Rhodophyta (A. rigida) and Phaeophyta (G. barbata) 

divisions spread along the coasts of Antalya and Çanakkale. 

After the macroalgae collected from the field were washed with pure water, 

they were placed in an oven set at 40ºc to speed up the drying process and to 

prevent damage to the phytochemical compounds contained in the samples after 

this process, and an additional drying process was carried out by keeping them 

there for 24 hours. 

The algae, which were dried appropriately and ground with the help of a 

homogenizer (ISOLAB), were stored in vacuum bags at room temperature in an 

airtight manner until the extraction stage. Figure (1), Types of algae. 

  



 

Gongolaria barbata (Stackhouse) Kuntze  Udotea flabellum 

 

Amphiroa rigida J.V.Lamour. 

Preparation of Macroalgae by Supercritical CO2 Extraction Method 

The supercritical extraction of algal species was conducted at Necmettin 

Erbakan University Medicinal and Cosmetic Plants Practice and Research Center 

(TİBAM). In accordance with our study purpose in the supercritical CO2 

extraction process, 3 different macroalgae types were subjected to extraction 

process with “P-25 35L Super Critical CO2 Exractor System” (Nantong 

Borisbang Industrial Technology Co. Ltd) device at 300 bar pressure and 55℃ 

temperature for 150 minutes in order to obtain the highest phenolic substance 

yield in the macroalgae content (Keskinkaya et al., 2023).   

The solvent used in the supercritical CO2 method is ethanol (ethyl alcohol), a 

simple chemical compound with the chemical formula C2H6O and a boiling 

point of 78.4 ° C. Ethanol is a volatile, flammable, colorless liquid with a slightly 

characteristic odor. 

 



Antioxidant Tests: 

Total phenolic determination (TPC) (Folin Ciocalteu Method) 

Total phenolic amounts of the extracts were determined using FCR (Folin 

ciocalteu phenol reagent) as equivalent to gallic acid (Slinkard and singleton, 

1977). Solutions containing 1 mg of sample were completed to 1ml (et-oh) and 

500µL of FCR and 3 min. Then 300µL of 7.5% Na2Co3 solution were added to 

this mixture. After the mixture was kept at room temperature for 2 hours with 

shaking, the absorbances of the samples were read at 765 nm. 

Total flavonoid quantification (TFC)  

The total flavonoid amounts of the extracts were determined as quercetin 

equivalents by the aluminum nitrate method. (Moreno et al., 2000). For this 

purpose, solutions containing 1 mg of sample were completed to 4.8 ml with 

ethanol and 75µl of 1 M potassium acetate and 5µl of 10% aluminum nitrate 

solution were added to this mixture. After the samples were kept at room 

temperature for 40 min, their absorbances were read at 415 nm.  

Table 1.  TPC and TFC values 

Types of Algae Determination of To-

tal Phenolic  µg 

GAEs/mg 

Total Flavinoid Determination              

    µg Qes/mg  

U. flabellum 65.18±0.15 21.69±0.42 

A. rigida 19.19±0.004 4.48±0.014 

G. barbata 34.85±0.019 12.97±0.074 

   

In our study, antioxidant activities of supercritical CO2 extracts were 

determined using phenolic substance determination and flavonoid substance 

determination methods. According to phenolic substance amount determination, 

phenolic substance concentrations were found as; 

19.19±0.004 µg GAEs/mg for A. rigida  

65.18±0.15 µg GAEs/mg for U. flabellum 

34.85±0.019 µg GAEs/mg for G. barbata.  



 

According to flavonoid substance quantity determination, flavonoid substance 

concentrations were found as; 

A. rigida 4.48±0.014 µg QEs/mg 

U. flabellum 21.69±0.42 µg QEs/mg 

G. barbata 12.97±0.074µg QEs/mg. 

 

 

Antimicrobial Test: 

Test Microorganisms In the scope of the study, 3gram positive bacteria 

(Staphylococcus aureus, Bacillus cereus, Sarcina lutea) 4 gram negative bacteria 

(Escherichia coli, Pseudomonas aeruginosa, Klebsiella pneumoniae, salmonella 

enteritidis) 1 fungus was used (Candida albicans). A single colony was taken 

from the bacterial strains incubated at 37 °C for 1 night in Brain Hearth Infusion 

Agar medium and inoculated into 5 ml Brain Hearth Infusion Broth and the 

cultures incubated at 37 °C for 18-24 hours were used to determine the 

antimicrobial effect. 
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Broth Microdilution Method 

In this study, gentamicin was used as a negative control (DMSO) and a 

positive control in different plates. 100 μl of its 0.1 mg/ml solution was added to 

the first wells as in the addition of the extract. 0.025 mg/ml-0.02 μg/ml 

concentrations were obtained between wells 1-12 with dilutions. After these 

procedures, the lids of the plates were closed and incubated at 37 °C for 18 hours. 

To indicate the wells with coloration at the end of the incubation period, 20 μl of 

aqueous 2,3,5-triphenyltetrazolium chloride (ttc) (0.5%) was added to the wells 

and incubated at 37 °C for another 30 minutes. At the end of the incubation 

period, the growth in the plates was checked and the lowest extract concentration 

at which there was no visible growth (non-colored areas), thus inhibiting growth, 

was evaluated as micro. (M. Albayati 2020). 

Figure (2) MIC study 

 

 

  



Testing Microor-

ganisms 

Amphiroa ri-

gida  

                                          

Gongoloria 

barbata 

  

Udotea fela-

bellum 

  

Gentami-

sin 

mg/ml 

Dmso 

  

Escherichia coli ___ 1.56 mg/ml 

  

___ 

  

<0.02 3.12 

Pseudomonas  

aeruginosa 

1.56 mg/ml 1.56 mg/ml ___ 

  

<0.02 3.12 

Klebsiella pneu-

moniae 

___ 

  

___ 

  

___ 

  

0.78 3.12 

Staphylococcus 

aureus 

3.12 mg/ml 1.56 mg/ml 1.56 mg/ml <0.02 6.25 

Salmonella ente-

ritidis 

___ 

  

___ 

  

___ 

  

0.04 3.12 

Sarcina lutea 1.56 mg/ml 1.56 mg/ml 1.56 mg/ml <0.02 3.12 

Bacillus cereus 1.56 mg/ml 0.39 mg/ml 0.78 mg/ml <0.02 3.12 

Candida albicans 1.56 mg/ml 0.78 mg/ml 1.56 mg/ml <0.02 3.12 

Table (2) 

 

 

According to the results of the antimicrobial tests of the supercritical CO2 

extracts; 

A. rigida was seen against S. aureus strain (MIC: 3.12mg/ml), P. aeruginosa, 

S. lutea, B. cereus strains (MIC: 1.56mg/ml) were seen. G. barbata extract was 

determined against B. cereus strain (MIC: 0.39mg/ml), E. coli, P. aeruginosa, S. 

aureus, S. lutea (MIC: 1.56mg/ml) were determined. U. flabellum extract was 

determined against B. cereus strain (MIC: 0.78mg/ml), S. aureus, S. lutea (MIC: 

1.56mg/ml). Antifungal activity against the fungus strain Candida albicans G. 

barbata (MIC: 0.78mg/ml). 



Results and Discussion 

In the study conducted by Keskinkaya et al. (2023), the total phenolic (TPC) 

and total flavonoid (TFC) contents of the extracts (OE1 and OE2, respectively) 

obtained under 150 bar and 300 bar pressures with the supercritical CO2 

extraction method (SCFE) of olive leaves belonging to the variety Olea europaea 

L. Subs. Oleaster (delice olive), which has an important potential, were calculated 

as 2418.80±102.1 - 3951.46±123.7 μg GAEs/mg extract and 384.61±16.8 - 

491.70±27.3 μg QEs/mg extract, respectively. As a result, O. europaea subs. It 

has been observed that oleaster leaf extracts have a very strong richness in 

phenolic compounds and flavonoids have very interesting antioxidant potential. 

In their study, Melis et al. (2021) investigated the antioxidant activities, tpc 

and tfc contents of algal extracts obtained from Gongolaria barbata using 

different solvents, respectively, ethyl acetate (acoet), water (w) and phosphate 

buffer (ph). According to the results, etoh, W and PB solvents, The highest total 

flavonoid content was determined as W (6.91±0.09 mg/g ext.) and PB showed 

the highest phenolic content (2.29±0.01 mg GAE/g ext.). According to the results 

of the studies, when the antioxidant contents, total phenolic and flavonoid 

contents of Gongolaria barbata were examined, it was determined that phosphate 

buffer was a solvent that could be used instead of ethanol. 

Keskinkaya et al (2022) aimed to investigate the chemical composition, 

antimicrobial and antioxidant activities (by 3 methods), (TPC) and (TFC) 

contents of methanol, ethanol, acetone and water extracts of Codium fragile 

(suringar) hariot 1889. LC-ESI-MS/MS analyses allowed the identification of 

seven compounds including gallic acid, 4-hydroxybenzaldehyde, 4-

hydroxybenzoic acid, p-coumaric acid, salicylic acid, biochanin A and diosgenin. 

TPC and TFC values of the extracts were calculated as 10.34±0.13-64.67±0.02 

µg gaes/mg extract and 12.73±2.68-36.78±1.08 µg qes/mg extract, respectively. 

methanol, ethanol and acetone extracts showed different levels of activity against 

gram-negative and gram-positive bacteria (MIC: 3.125-1.562 mg/ml). Water 

extract showed the highest activity in ABTS•+ (70.43±14.85%) and DPPH• 

(72.61±11.44%) tests, while acetone extract showed the highest activity in 

CUPRAC (absorbance: 0.60±0.15) test. In conclusion, C. fragile can be used as 

a natural source of bioactive substances in food preservatives and other industrial 

and pharmaceutical fields. 

Yiğitkurt, S et al, 12 macroalgae species selected from the coasts of Izmir Bay 

of the Aegean Sea; Green algae Ulva rigida, Ulva lactuca, Ulva compressa, 

Chaetomorpha linum,Red algae Gracilaria verrucosa, Gracilaria gracilis, 



Laurancia papillosa, Laurencia obtusa, Corallina officinalis and Brown algae 

Cystoseira barbata, Cystoseira crinita, Halopteris scoparia. Pigments 

(chlorophyll-a and total carotenoids) in the samples were analyzed by 

spectrophotometric method. The highest total carotene amount was determined 

as 0.532±0.01 mg/gr in Chaetomorpha linum (Chlorophyta). The lowest total 

carotene amount was measured as 0.020±0.002 mg/gr in Ulva lactuca. The 

highest amount of chlorophyll-a was determined as 0.319±0.008 mg/gr in 

Chaetomorpha linum (Chlorophyta), while the lowest was measured as 

0.034±0.0003 mg/gr in Gracilaria verricosa and 0.035±0.004 mg/gr in Laurencia 

obtusa. macroalgae species have high levels of pigment values. As a result, the 

economic values of pigment sources of some macroalgae species in Izmir Bay 

were revealed. 

C.Akköz et al (2009), Antioxidant activity of Enteromorpha intestinalis was 

determined by three different methods. Total phenolic concentration of extracts 

was estimated by Folin-Ciocalteu reagent using gallic acid as standard. Free 

radical scavenging activities were determined based on 1,1-diphenyl-2-

picrylhydrazyl radical (DPPH). Copper (II) ion reducing ability of polyphenols 

was measured by CUPRAC method. Results were compared with standards 

butylated hydroxytoluene (BHT) and butylated hydroxyanisole (BHA). Results 

were obtained in triplicate and data are presented as mean ± standard deviation 

of three determinations (data not shown). Statistical analyses were performed 

using one-way analysis of variance. 

According to the results obtained in this study on the antioxidant activity 

and antimicrobial activity of the presence of phenolic compounds such as 

phenol and flavonoids, steroid structures and pigments such as carotenoids 

in algae, the highest phenolic and flavonoid amounts were determined in 

the ethanol extract of U. flabellum from green algae (65.18±0.15 µg 

GAEs/mg), (21.69±0.42µg QEs/mg). The highest antimicrobial activity 

against the studied test pathogens was seen in the supercritical CO2 extract 

of G. barbata from brown algae and the most effective strain was determi-

ned as the gram (+) bacteria strain B. cereus (MIC: 0.39 mg/ml). The an-

tifungal activity of G. barbata was measured at the highest level against 

C. albicans strain (MIC: 0.78 mg/ml|). By determining the antioxidant and 

antimicrobial capacities of the algae samples we studied, we will be able 

to use these algae as protective and supplementary foods and natural pre-

parations, especially in the field of health. These studies will also lead to 

drug development. 
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INTRODUCTION 

Seaweeds have gained attention as a natural agricultural input in many 

countries today, both in liquid extract form and through direct soil incorporation. 

When applied directly to the soil, the aim is to improve soil structure and maintain 

productivity in the long term. For centuries, some seaweeds carried to shore by 

natural marine processes have been utilized as fertilizers in agricultural fields 

(Güner and Aysel, 1996). Seaweed extracts offer numerous advantages in 

agricultural production, holding a significant place in organic farming. These 

benefits include reducing post-harvest losses of fruits, increasing crop yields, 

enhancing the uptake of inorganic nutrients from the soil, accelerating seed 

germination, and improving plant resistance to stress conditions. As a result, they 

are widely used, especially in developed countries (Blunden, 1991; Özenç and 

Şen, 2017). 

These natural fertilizers stimulate robust root development in plants, allowing 

them to absorb more nutrients and water from the soil. Additionally, they support 

chlorophyll formation, increase the green biomass of plants, and bolster 

resistance to environmental stresses, diseases, and pests. By ensuring a balanced 

and consistent intake of macro and microelements, seaweed fertilizers improve 

yield, enhance quality, and elevate the market and export value of crops (Blunden 

et al., 1992; Hong et al., 1995; Özenç and Şen, 2017). 

The positive effects of seaweeds on plant growth have been demonstrated in 

various studies, showing significant improvements in parameters such as 

germination, seedling vigor index, shoot and root length (Layek et al., 2018). 

Mukherjee and Patel (2020) reported that seaweed promotes plant growth, 

seedling development, root sheath formation, and secondary root emergence, as 

well as enhances fruit setting and resistance to pests and diseases, effectively 

managing stresses such as drought and salinity. These algae are also noted for 

containing plant growth-regulating phytohormones like auxins, cytokinins, and 

gibberellins (Maemunah et al., 2019). 

Seaweed fertilizers are used via two main methods: soil application and foliar 

application. In soil applications, they nourish beneficial microorganisms in the 

rhizosphere and increase the soil's water-holding capacity (Van Oosten et al., 

2017). Foliar applications have shown positive results in crops such as grapevine, 

watermelon, strawberry, apple, tomato, spinach, onion, beans, pepper, carrot, 

potato, wheat, corn, barley, and rice. These applications have resulted in stronger 

growth, higher yields, and increased mineral and nutrient content compared to 



plants not treated with seaweed (Uppal et al., 2008; Jayaraman et al., 2011; 

Aroujoa et al., 2012; El Modafar et al., 2012; Shah et al., 2013). 

Seaweed applications also enhance flowering and fruiting abilities, improving 

product quality and yield while increasing resistance to abiotic stress conditions 

(Jayaraj et al., 2008; Zhang and Ervin, 2008; Çelebi and Ağırağaç, 2022). This 

review aims to elucidate the fundamental characteristics of seaweed-based 

fertilizers, the effects of their biological and chemical components, and their 

positive impacts on plants. 

SEAWEED-BASED FERTILIZERS 

Seaweeds are categorized into four main types: Rhodophyta (red algae), 

Phaeophyta (brown algae), Chlorophyta (green algae), and Cyanophyta (blue-

green algae). Depending on the type, their compositions vary and include 

macroelements such as nitrogen, calcium, and magnesium, as well as 

microelements like iron, zinc, and copper (Hong et al., 1995). Additionally, the 

presence of betaines and growth-regulating substances enhances plant resilience 

to environmental stress conditions. 

In recent years, microalgae have garnered considerable interest due to their 

high protein, vitamin, mineral, fatty acid, and pigment content. Nitrogen-fixing 

species of these organisms, in particular, have been noted for their potential in 

promoting plant growth in agricultural applications. Blue-green algae, utilizing 

their photosynthetic mechanisms, produce carbon from carbon dioxide and water 

and also fix nitrogen. Their energy independence and nitrogen-fixing capacities 

make them a significant biomass resource in agriculture (Roger and Reynaud, 

1982). 

Seaweeds are also considered a sustainable resource for enhancing 

agricultural production. Liquid seaweed extracts, which promote plant growth, 

are used to improve crop yields. Various studies have shown that dried algal 

biomass cultivated under anaerobic conditions can be utilized in agricultural 

products to provide nitrogen (N) and phosphorus (P) distribution. Applying algal 

biomass as fertilizer has proven to be a more efficient method than conventional 

fertilizers. In garden systems, specifically, dried algal biomass has been found to 

outperform traditional fertilizers in supporting plant growth (Mulbry et al., 2005). 

Foliar application of seaweed extracts offers significant benefits in 

agricultural production. It supports root development in plants, enabling them to 

absorb more nutrients and water from the soil. Additionally, it accelerates 

chlorophyll production, fostering increased green biomass. These extracts 



enhance plant resistance to diseases, pests, and environmental stress factors, 

while facilitating the uptake of macro and micro nutrients from the soil. 

Furthermore, they improve yield and quality, enrich the soil's beneficial 

microorganism population, and exhibit vast potential in agricultural practices 

(Mancuso et al., 2006; Alam et al., 2013). 

In modern agriculture, seaweed-based fertilizers are commonly applied via 

foliar spraying and have shown effective results in improving product quality 

(Blunden, 1991). Brown seaweeds, widely used in France for strawberry 

production, have yielded positive outcomes in greenhouse cultivation (Whapham 

et al., 1994). Similarly, large thallus algae in the United States and brown algae 

in Europe are frequently preferred for fertilization purposes. As a natural 

fertilizer, seaweed-based fertilizers are vital in promoting plant development, 

particularly by encouraging root growth, enhancing resilience to environmental 

stresses, and improving product quality. 

Research on tomato plants has demonstrated that seaweed accelerates root 

growth, mitigates root-knot nematode damage, and supports rooting in laboratory 

conditions (Şen, 2015). 

CONTRIBUTIONS OF SEAWEED FERTILIZERS TO PLANT 

GROWTH 

Biostimulants produced from macro and microalgae positively affect plant 

metabolism, improving numerous processes. Vital functions such as respiration, 

chlorophyll production, photosynthesis, nucleic acid synthesis, and ion uptake are 

enhanced by these products. Additionally, these biostimulants increase water 

retention capacity and support antioxidant formation in plants (Sharma et al., 

2014). The effects of seaweed and its derivatives on plant growth have been 

observed to be more pronounced under favorable environmental conditions, such 

as optimal temperature, water, and nutrient availability. Under such conditions, 

the absence of harmful pathogens leads to more robust plant responses (Calvo et 

al., 2014). 

One of the most active components of seaweed extracts is believed to be plant 

hormones. These hormones are low molecular weight compounds derived from 

different chemical groups and can significantly impact plant metabolism even at 

very low concentrations. However, higher doses of these hormones may have 

adverse effects on plants, potentially disrupting critical biological processes 

(Tarakhovskaya et al., 2007). Seaweeds also contain phenolic compounds and 

flavonoids with strong antioxidant properties. The biosynthesis of these 

compounds increases following plant exposure to stress factors. Particularly in 



species like Fucus vesiculosus, Fucus serratus, and Ascophyllum nodosum, the 

total content of these compounds is notably high. Brown algae contain more 

phlorotannins than green and red algae, with their dry matter content reaching up 

to 25-30%, compared to approximately 10% in green and red algae (Singh and 

Sidana, 2013). 

To investigate the effects of seaweeds on plant growth, a greenhouse 

experiment was conducted using the species Ascophyllum nodosum. This study 

evaluated the effects of foliar application of a seaweed extract (AZAL5) on the 

growth, nutrient uptake, and yield of winter wheat. Experiments were carried out 

on soils with water retention capacities of 75% and 45%, with or without 

additional nitrogen fertilizer. AZAL5, applied at two different concentrations, 

showed positive effects on all parameters, including growth and nutrient uptake, 

but only when nitrogen fertilizer was present. This suggests that seaweed extracts 

help plants utilize soil nutrients more efficiently. In cases where water retention 

capacity was reduced, doubling the concentration of seaweed extract was 

required to achieve similar beneficial effects (Stamatiadis et al., 2014). 

The agricultural benefits of seaweed-based fertilizers are diverse. These 

fertilizers support plant growth and yield, as evidenced by their promotion of 

vegetative growth in Clementine mandarin (Şimşek, 1995). Their biologically 

active compounds enhance photosynthesis, improving both yield and quality (Ali 

et al., 2021). Furthermore, they have been reported to accelerate root growth and 

support seed germination (Demirkaya, 2010). 

The impact of these fertilizers on soil is also significant. Seaweed-based 

fertilizers increase the organic matter content of the soil, improving its water 

retention capacity (Dede et al., 2011). In the United Kingdom, they are used as 

soil conditioners in arid and nutrient-poor soils (Güner and Aysel, 1996). Studies 

on Granny Smith apple varieties have shown that seaweed-based fertilizers 

improve yield and quality in organic farming systems (Yaman and Özkan, 2009). 

Abiotic stress conditions, such as salinity and drought, are significant 

challenges in agricultural production. Seaweed extracts have been found to 

improve germination rates in leeks under saline conditions (Yıldırım and Güvenç, 

2005). Fertilizers derived from seaweeds like A. nodosum and E. maxima have 

demonstrated their ability to enhance plant resilience to stress conditions and 

improve crop performance (Al-Ghamdi et al., 2018). These effects provide 

notable advantages for farmers operating in challenging environmental 

conditions, such as drought. 



The effects of seaweed-based fertilizers on fruit and vegetable production are 

also noteworthy. They have been reported to increase both yield and quality in 

crops such as tomatoes, strawberries, and carrots (Kasım et al., 2015). In tomato 

plants, these fertilizers have been observed to enhance flowering rates and 

provide resistance against fungal diseases (Al-Ghamdi et al., 2018). 

 

CONCLUSION 

Seaweed-based fertilizers hold a significant position in modern agriculture in 

terms of environmental sustainability and crop productivity. As a natural source 

of fertilizer, seaweeds provide a wide range of benefits, from supporting plant 

growth to improving soil structure. Thanks to their macro and microelement 

content, plant hormones, and biologically active compounds, seaweed-based 

fertilizers promote root development, enhance photosynthesis, and boost 

resistance to abiotic stress conditions. By applying these fertilizers through foliar 

or soil methods, plants can achieve more efficient nutrient uptake and exhibit 

stronger growth. These products, which increase plant resilience in stress 

conditions like drought and salinity, also visibly enhance yield and quality in 

agricultural production. 
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INTRODUCTION 

Humankind's energy demand has far exceeded the natural energy resources 

required by other living organisms and plants, and this demand continues to grow. 

During the early stages of the industrial revolution, energy needs were met 

through resources like coal and wood. However, with the development of internal 

combustion engine technology, fossil fuels, particularly petroleum, became the 

dominant source of energy. The rapid pace of industrial development, coupled 

with population growth driven by increased prosperity, has accelerated the 

consumption of energy resources. Over the past half-century, energy has become 

one of the most critical topics in global politics. 

Today, the desire to possess advanced technology and control global energy 

resources is a primary driver of international competition. It is widely recognized 

that primary energy sources such as coal, oil, and natural gas are finite and will 

eventually be depleted. Given that 81% of global energy production still relies on 

fossil fuels (Anonymous, 2021), the necessity of transitioning to alternative 

energy sources becomes increasingly apparent. The environmental damages 

caused by fossil fuels have highlighted the importance of sustainable and eco-

friendly energy sources. Renewable energy sources like bioethanol and biogas 

play a crucial role in ensuring energy security and contributing to environmental 

sustainability. Cereals and grasses, with their high carbohydrate and 

lignocellulosic content, serve as fundamental resources for producing these 

renewable energy sources. 

Bioenergy (BE) refers to energy obtained from organic materials such as 

plants, forests, animal waste, urban waste, energy crops, and energy forests. This 

energy can be transformed through traditional or modern technological methods. 

Many countries have set goals to increase the use of biomass resources to meet 

the greenhouse gas reduction targets outlined in the Kyoto Protocol (Kyoto 

Protocol, 1997; Aslantaş, 2018). Cereals such as wheat, corn, barley, and 

sorghum have significant potential in energy conversion processes. The products 

and by-products obtained from the agricultural production of these crops can be 

used to produce bioethanol and biogas. Utilizing cereal waste not only enhances 

energy production but also contributes to waste management and agricultural 

development. These processes support the principles of a circular economy in the 

agricultural sector, offering both economic and environmental benefits. The 

purpose of this review is to provide an overview of the energy production 

potential of cereals and highlight their contributions to sustainability. 

 



USE OF CEREALS FOR BIOENERGY 

Global energy demand is rapidly increasing due to population growth and 

accelerated industrial development (Zhu et al., 2005). As of 2006, the average 

annual per capita energy consumption was measured at approximately 2 tons of 

oil equivalent (Anonymous, 2010). Today, per capita energy consumption in 

industrialized countries significantly exceeds the global average, creating severe 

energy security and supply challenges in developing nations. The limited nature 

of fossil fuels and their adverse environmental impacts have underscored the 

importance of renewable energy sources (Shafiee & Topal, 2009; Barbir et al., 

1990). International agreements such as the Kyoto Protocol emphasize the need 

to reduce the environmental impacts of fossil fuels and promote sustainable 

energy sources (Schlamadinger et al., 2007). Among renewable energy options, 

biofuels stand out due to their simplicity of production and compatibility with 

existing infrastructure (Gross et al., 2003). 

Among biofuel types, bioethanol holds significant potential for the energy and 

transportation sectors. Its equivalence to gasoline, ease of transportation, and 

storability make bioethanol a sustainable alternative to fossil fuels (Demirbas, 

2009). Furthermore, its seamless integration with existing oil and natural gas 

infrastructure enhances its feasibility (Gross et al., 2003). Bioethanol is produced 

through the fermentation of glucose by yeast, a process similar to beer and wine 

production methods (Liu et al., 2008; Anonymous, 2010; Harrison & Moselio, 

2009). 

Cereals and other plants convert solar energy into chemical energy through 

photosynthesis, producing building blocks like glucose. However, in cereals, 

glucose is typically stored in polysaccharide forms such as starch or cellulose 

(Leegood et al., 2004; Bergthaller et al., 2007; Jarvis & Brian, 2009). In 

bioethanol production, breaking down these complex carbohydrates into glucose 

is a critical step. This involves milling to break plant tissues and increase active 

surface area, followed by enzymatic hydrolysis to produce glucose-rich 

hydrolysate [28]. Enzyme mixtures such as glucoamylase and protease are 

commonly used in this process and can be sourced from various suppliers or 

purchased commercially (Melikoğlu & Albostan, 2011). 

The starch content in cereals is a crucial resource for bioethanol production. 

Crops like wheat, barley, and rye, with their high starch content, are effectively 

utilized in fermentation processes. Notably, corn accounts for approximately 80% 

of global bioethanol production, underscoring its critical role in this sector 

(Karimi & Chisti, 2017). In Turkey, molasses derived from sugar beets is widely 



used for bioethanol production, yielding 1 ton of ethanol from 100 tons of sugar 

beets (Oruç, 2008). In recent years, the use of lignocellulosic materials such as 

straw, hay, and bran for energy production has gained traction. This approach 

contributes to sustainable energy production by utilizing non-food resources 

(Karmee, 2016). Additionally, by-products from cereal milling processes, such 

as fine flour and sub-quality flour, can be utilized for bioethanol production, 

reducing costs and addressing waste management challenges (Koyuncu, 2014; 

Neves et al., 2006). Industrial wastes with high carbohydrate and fat content are 

effective raw materials for biodiesel production. In Turkey, it has been noted that 

the recovery of cooking oil waste could produce 300,000 tons of biodiesel 

annually, reducing environmental pollution by 25% (Taşkın et al., 2013). 

Furthermore, the utilization of organic materials such as biscuit industry waste 

contributes to this process (Karmee, 2016). 

BIOETHANOL PRODUCTION FROM CEREALS 

Ethanol is blended with gasoline at specific ratios, such as 10% (E10) and 

85% (E85), to reduce fossil fuel consumption and minimize environmental 

pollution (Yaşar, 2009). Produced through the fermentation of sugar by the yeast 

species Saccharomyces cerevisiae, ethanol is a colorless, flammable, and clear 

hydrocarbon (Buresova & Hrivna, 2011). Biomass sources used for ethanol 

production can be categorized into three main groups based on their content and 

processing methods: sugar-containing feedstocks, starch-containing feedstocks, 

and lignocellulosic feedstocks. Sugar-containing feedstocks, such as by-products 

like molasses, are rich in glucose and can be directly fermented without any 

pretreatment due to their lack of complex structures. Their ease of breakdown by 

yeast cells makes sugar-based feedstocks highly advantageous for ethanol 

production (Balat, 2011). 

Feedstocks such as corn, wheat, sorghum, and barley contain starch rather than 

direct sugars. For ethanol production, the starch in these feedstocks must first be 

converted into glucose, followed by fermentation. This conversion requires the 

breakdown of starch chains using enzymes such as α-amylase and glucoamylase. 

Additionally, high-temperature cooking (413–453 K) is applied to gelatinize the 

starch. Enzymatic hydrolysis is preferred as it prevents the formation of toxic by-

products (Aggarwal et al., 2001; Meral & Kamberoğlu, 2012). 

Corn is the most widely used cereal crop for bioethanol production globally, 

owing to its high starch content. Wheat, with its high starch levels and ease of 

processing, is also an ideal alternative for bioethanol production. Sorghum, which 

can thrive in water-scarce regions, offers high biomass yields with its energy 



sorghum varieties, making it effective for both bioethanol and biogas production. 

Studies indicate that ethanol production efficiency from wheat can reach up to 

90%, with ethanol yields from cereals ranging between 85% and 95% (Wu et al., 

2006; Zhao et al., 2009). 

Industrial waste presents significant potential as a feedstock for bioethanol 

production. Biscuit and chocolate industry by-products are among the primary 

materials that can be utilized for this purpose. Due to their low lignin content, 

such waste can be used directly in bioethanol production without requiring 

pretreatment (Pleissner et al., 2014). Ranade et al. (1989) emphasized that these 

types of waste enhance the efficiency of biogas and bioethanol production. 

CONCLUSION 

The production of bioethanol from cereals offers great potential for achieving 

environmental sustainability and enhancing energy security. The limited 

availability of fossil fuels and their environmental impacts have highlighted the 

importance of renewable energy sources, with bioethanol emerging as a 

prominent biofuel. Cereals, with their high carbohydrate content, serve as a 

suitable resource for bioethanol production, enabling the utilization of non-food 

agricultural by-products. Cereals such as wheat, corn, and sorghum, with their 

high starch content, are widely used in bioethanol production. Additionally, the 

use of lignocellulosic materials and industrial waste in bioethanol production 

provides economic and environmental benefits. Technological innovations and 

the optimization of enzymatic processes have the potential to enhance the 

efficiency of ethanol production from cereals while reducing production costs. 
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1. Introduction to Biocompatibility and Energy Harvesting Technologies 

Technological developments provide real-time solutions to the current public 

health challenges and help increase the healthy population. Innovative 

approaches to healthcare technology have been anticipated to support such 

solutions through tailored medicines, predictive analytics, and medical devices. 

The usage of such systems integrated and the knowledge obtained from various 

scientific and engineering areas can support a better and easier implementation 

of solutions regarding problems faced by contemporary healthcare. Advanced 

healthcare approaches require specific solutions to provide medical devices that 

address patient needs through biocompatibility's required and essential attributes 

(Singh et al., 2024; Singh et al., 2024; Yang et al., 2022). 

The health monitoring devices developed for continuous tracking of 

physiological signals of living organisms gained significant attention in the 

medical community. The most important parts of such devices are biocompatible 

materials that are implanted in the body for a certain period allowing for proper 

operation without causing harmful effects. These materials play a vital role for 

the applications of health monitoring systems that can continually harvest energy 

from the living organisms in the form of thermal, kinetic, electromagnetic, etc. 

available sources and transform them into electric energy. In addition, 

biocompatible materials are a kind of material formulations that operate with 

biomedical entities with good reproducibility, and low side effects. They find 

extensive usage in medical applications. They assist in regenerating biological 

tissue in ways that support the body's natural biological processes, similar to 

conventional materials (Egbo, 2021; Kyriakides et al., 2021; Jurak et al., 2021). 

The body of living organisms can be equipped with small-scale energy harvesting 

devices that take vibrational and/or other types of kinetic energy through the 

physical activities of the organisms to track physiological processes occurring in 

tissues, organs, and other exterior parts of the body.  For example, vibration-based 

devices can extract vibrational energy from cells and muscles or other 

components.  

1.1. Importance of Biocompatibility 

Biocompatibility is by far one of the most important issues about electronic 

devices that are in close contact with tissues and cells, notably in vivo, for a 

prolonged period. For a device like a resonant cantilever or piezoelectric 

bimorph, the main interaction is strain torque energy production by the tissue, 

which is to be transformed into electricity by the hydro-mechanical-electrical 

transducing energy process. Lessons learned from health (Wang et al., 2021; 



Yang et al., 2021; Gao et al., 2020) care applications of implanted sensors, and 

also artificial limbs in the clinic, show that tissue around the implant needs to be 

healthy during the application of mechanical micro-motion and that patient well-

being might even increase by this method. The absence of a loss of micro-motion 

dramatically reduces fibroblast function around the implant, which implies that 

the implant can keep its function and should live as long as the patient in a 

healthcare situation. The presence of motion, and its regeneration after trauma, 

enhances the adaptation of the human body to the foreign material implant 

(Mobini et al., 2021; Barik & Kirtania, 2023). 

There are even favorable effects on the immune defense mechanism. Another 

factor governing the successful application of micro-implants is the speed of the 

healing process, which depends upon minimal tissue trauma by the surgical 

procedure, the stress present in the tissue, and not to be forgotten: the surface area 

of the implant. By keeping all these factors into account, major progress has been 

achieved in the design and functionality of such systems, and implants such as 

cochlear electrodes, intracardiac patches, and sensors for monitoring pressure and 

blood gases are presently used in a rapidly increasing number of patients around 

the world (Bucur et al., 2021; Li et al., 2021; Dabbour et al., 2021). Often, 

biocompatibility is interpreted as the absence of a material-mediated modulation 

in host response to the device to impact the clinical outcome of the patient. 

1.2. Energy Harvesting Technologies in Healthcare Systems 

The exploration of energy harvesting technologies in healthcare has gained 

significant traction, particularly as the demand for sustainable and efficient power 

sources for biomedical devices increases. The literature presents a comprehensive 

overview of various energy harvesting methods, highlighting their potential to 

revolutionize the way healthcare devices are powered. 

In their 2014 article, (A Hannan et al., 2014) delve into the concept of 

Environmental Bio-Energy Harvesting (EEH), which focuses on the utilization 

of low-grade ambient energy sources to power implantable biomedical devices. 

The authors emphasize the advantages of EEH as a viable alternative to 

traditional batteries, particularly in the context of subcutaneous devices that can 

harness solar energy through innovative technologies such as dye-sensitized solar 

cells. They also discuss wireless energy transfer methods, including ultrasonic 

transmission, as promising solutions for powering implantable devices without 

the drawbacks of battery replacement, thus enhancing the longevity and 

reliability of these medical technologies. 



Building on this foundation, (Srivastava, 2018) introduces a simulation of a 

spiral-shaped MEMS human energy harvester that employs piezoelectric 

transduction. This article reflects the growing interest in smart electronics capable 

of scavenging energy from environmental sources, essentially solar, thermal, and 

kinetic energy.  

(Srivastava, 2018) highlights the efficiency and reliability of energy 

harvesters as alternatives to conventional batteries, which are often limited by 

their lifespan and the need for regular replacement. The research underscores the 

importance of optimizing energy harvester designs to enhance power efficiency 

and portability, thereby paving the way for wireless autonomous devices that can 

operate independently of external power sources. 

Most recently, (Yahya Alkhalaf et al., 2022) review the advancements in radio 

frequency (RF) energy harvesting (RFEH) technologies, which have become 

increasingly relevant in the context of wearable and implantable medical devices. 

They note that the integration of RFEH can significantly extend the operational 

lifespan of these devices, mitigating the frequent need for battery changes or 

recharges. The authors highlight the critical role of IoT-based devices in remote 

monitoring, particularly in light of the recent global pandemic, where real-time 

data tracking has become essential for patient care. Despite the promising nature 

of RFEH systems, they also address the challenges associated with energy supply 

and power transfer efficiency, which remain important for the widespread 

adoption of these technologies. 

Through this review, it becomes evident that energy harvesting technologies 

hold transformative potential for healthcare, offering sustainable power solutions 

that enhance the functionality and reliability of biomedical devices. The 

combination of various energy harvesting methods not only overcomes the 

limitations of traditional batteries but also supports the increasing trend towards 

self-sustaining medical technologies. 

2. Biocompatible Materials for Energy Harvesting Devices 

The exploration of biocompatible materials for energy harvesting devices has 

gained significant traction nowadays, particularly in the context of biomedical 

applications. The literature reveals a progressive understanding of how these 

materials can be effectively utilized to harness energy from both human activities 

and environmental sources. 

Hannan and his coworkers provide a foundational overview of energy 

harvesting techniques applicable to implantable biomedical devices. Their review 



categorizes energy sources into two main types: those derived from human body 

movements and those harvested from the environment. They emphasize the 

potential of kinetic energy, which can be efficiently captured using various 

transduction methods, including piezoelectric and magnetic induction generators. 

This work sets the stage for subsequent studies by highlighting the importance of 

effective energy-harvesting solutions in the development of wireless telemetry 

bio-devices (Hannan et al., 2014). 

Varma et al. (2018) expand on this theme by discussing fiber-type solar cells 

and nanogenerators tailored for wearable applications. They underscore the 

significance of material properties and structural design in optimizing energy 

harvesting capabilities. The authors advocate for the use of biocompatible 

materials that can withstand the rigors of daily wear and washing, thus enhancing 

the longevity and functionality of wearable devices. Their insights into the 

challenges of fabrication, such as achieving flexibility and durability, are critical 

for advancing the design of energy-harvesting textiles. 

The further contribution to the discourse by examining the role of graphene 

and carbon nanotube (CNT) fibers in energy storage and harvesting systems was 

provided by Dahiya et al. (2019). Their findings reveal that composite fiber 

electrodes not only enhance conductivity but also maintain performance under 

significant mechanical stress. The integration of innovative materials and designs 

is shown to yield stretchable and flexible energy storage solutions, which are 

essential for wearable technologies. Another study regarding biomedical 

technology delves into organic piezoelectric biomaterials, highlighting their 

biocompatibility and environmental advantages. The authors argue that these 

materials are pivotal for the next generation of biomedical devices, facilitating 

efficient energy conversion from mechanical to electrical energy. This review 

critically evaluates the properties and applications of organic piezoelectric 

materials, advocating for their broader adoption in energy harvesting 

technologies (Shin et al., 2020).  

In the study performed by Herbert et al., (2020) the importance of soft 

materials in the context of wearable and implantable electronics were discussed. 

Their exploration of hydrogels and biodegradable materials emphasizes the need 

for comfort and seamless integration with biological tissues. The authors present 

a fascinating case for the use of biocompatible materials to enhance patient 

experience while advancing the functionality of medical devices. 

Focusing on self-powered systems utilizing nanogenerators, Yang et al. 

(2021) discuss the role of biodegradable materials in enhancing biocompatibility 



for implantable applications. They highlight the potential of triboelectric and 

piezoelectric materials, advocating for their use in applications ranging from 

health monitoring to therapeutic devices. This review emphasizes the importance 

of material selection in the development of efficient and safe energy harvesting 

systems (Yang et al., 2021). 

Latif et al. (2021) explore the integration of piezoelectric transducers in fully 

implanted hearing systems, emphasizing the significance of material 

compatibility with CMOS processes. Their review addresses the need for flexible 

and stretchable materials, highlighting the potential of polymer-based 

piezoelectric devices to meet the demands of modern biomedical applications. 

In their recent studies of Lan et al. (2022) the prospects of sustainable natural 

bio-origin materials for flexible devices were discussed elaborately. They outline 

strategies for leveraging the unique properties of these materials to create high-

performance, eco-friendly devices. Their insights into the sustainability of bio-

origin materials contribute to the ongoing discourse on environmentally 

responsible energy harvesting technologies. 

In the literature survey performed by Wang et al. (2022), the necessity for 

biocompatible components, including encapsulation materials, to ensure long-

term safety and efficacy was emphasized to clarify the commercialization 

challenges of biomedical piezoelectric energy generators. This critical evaluation 

of material choices underscores the ongoing need for rigorous biocompatibility 

assessments in the development of implantable energy harvesting devices (Wang 

et al., 2022). 

All these studies illustrate a dynamic and evolving field, where biocompatible 

materials play a crucial role in advancing energy harvesting technologies for 

biomedical applications. Integrating innovative materials, coupled with a focus 

on sustainability and patient safety, is essential for the future of energy-harvesting 

devices in healthcare technologies. 

2.1. Types of Biocompatible Materials 

The exploration of biocompatible materials has become increasingly 

important in the medical field, particularly as advancements in technology and an 

aging population drive the demand for effective implants. The literature on this 

subject reveals a multifaceted approach to understanding the properties, 

applications, and challenges associated with various biocompatible materials. 

In 2019, Axinte et al. examined the machining of biocompatible materials, 

which presents unique challenges due to their specific properties and the stringent 



requirements of medical applications. Their review highlighted the importance of 

surface and structural compatibility, emphasizing that the interaction between 

implanted materials and human tissues is critical for successful integration. The 

authors provided insights into the cutting mechanisms involved in machining 

these materials and discussed the engineering challenges that arise, underscoring 

the need for high precision in the fabrication of implants (Axinte et al., 2019). 

Building upon this foundation, Mastnak et al. addressed the evolving needs of 

an aging society, focusing on the development of multifunctional bioactive 

coatings for orthopedic applications. This work emphasized the potential of 

biocompatible metals enhanced with bioactive coatings to improve surgical 

outcomes and extend the lifespan of implants. The authors presented a compelling 

case for the integration of antimicrobial, pain-relieving, and anticoagulant 

properties into these coatings, thereby enhancing the overall performance of the 

materials in clinical settings. Their review not only provided a comprehensive 

overview of available biocompatible materials for coating applications but also 

discussed the economic and medical rationale for such innovations (Mastnak et 

al., 2022). 

Biocompatible materials are very important in various biomedical 

applications including tissue engineering, drug delivery, and implantable devices. 

These materials can be broadly divided into several types based on their origin, 

properties, and applications. They are very important for healthcare devices to 

ensure that they interact safely with biological systems. Here are some common 

types: 

2.1.1. Natural Polymers: 

Natural polymers such as collagen, chitosan, and silk fibroin, as shown in Fig. 

1, are widely recognized for their excellent biocompatibility and 

biodegradability. Collagen, the primary component of the extracellular matrix 

(ECM), is widely used in tissue engineering due to its ability to promote cell 

adhesion and proliferation (Kwon and Han, 2016). Chitosan, derived from chitin, 

exhibits antimicrobial properties and is used in wound healing and drug delivery 

systems (Lam et al., 2016). Silk fibroin has attracted attention due to its 

mechanical strength and biocompatibility, which make it suitable for various 

biomedical applications including scaffolds for tissue engineering (Kaushik et al., 

2020). 



 

Fig. 1. Natural biopolymers used to manufacture wearable and stretchable sensors. Rep-

roduced with permission from ref. (Cui et. al, 2021). Copyright © 2021, American Che-

mical Society. 

2.1.2. Synthetic Polymers: 

Synthetic polymers such as polylactic acid (PLA) and polycaprolactone (PCL) 

have been designed to have specific mechanical and degradation properties. PLA 

is biodegradable and has been used in a variety of applications including sutures 

and scaffolds for bone regeneration (Hlushchenko, 2023). PCL is known for its 

slow degradation rate and is often used in long-term implants (Sharma et al., 

2021). The ability to modify these polymers through copolymerization or 

blending with natural polymers increases their biocompatibility and functionality 

(Rossi and Griensven, 2014). 

2.1.3. Hydrogels: 

Hydrogels, which can be obtained from both natural and synthetic sources, are 

characterized by their high water content and soft tissue-like properties. They are 

particularly useful in drug delivery and tissue engineering due to their ability to 

mimic the ECM (Li et al., 2019). Natural hydrogels such as alginate and gelatin 

are preferred due to their biocompatibility and ability to support cell growth 

(Chang et al., 2011). Synthetic hydrogels such as poly(ethylene glycol) (PEG) 



can be tailored for specific applications, including controlled drug release (Wang 

et al., 2022).  

Conducting polymers are advantageous materials due to their beneficial 

features, such as biocompatibility, flexibility, adjustable electrical conductivity, 

and ease of use. These qualities make them ideal for creating soft, conductive 

hydrogels for wearable sensors.  

Polyaniline (PANI) and Polypyrrole (PPy) are commonly used conducting 

polymers that can clump together when used alone in hydrogels, leading to 

brittleness and stiffness that limit their applications. To address this overcome, 

researchers mix PANI or PPy with natural polymers such as nanocellulose, 

creating a more evenly distributed structure that improves both strength and 

conductivity. The resulting hydrogels are highly stretchable (over 600%), strong, 

and flexible, while also conducting electricity well and sensing strain (Fig. 2).  

 

Fig. 2. Hydrogels derived from cellulose-based materials for wearable sensors. (a) The 

illustration of CNF-PPy/PB hydrogel fabrication processes. (b) Some favorable proper-

ties of CNF-PPy/PB hydrogels (i.e. rapid stretchability, plasticity, self-healing ability, to-

ughness, good biocompatibility.) (c) The ratio of electrical resistance (ΔR/R0) of CNF-

PPy/PB hydrogels as a function of the applied strain. Reproduced with permission from 

ref(Cui et. al, 2021). Copyright © 2021, American Chemical Society.)  

  



2.1.4. Bioceramics: 

Bioceramics such as hydroxyapatite (HA) and tricalcium phosphate (TCP) are 

inorganic materials that closely resemble the mineral component of bone. HA is 

widely used in bone grafts and implant coatings due to its excellent 

biocompatibility and ability to support osteoconduction (Magni, 2019). TCP is 

often used in combination with HA to improve the mechanical properties of bone 

substitutes (Li et al., 2021). These materials are particularly valuable in 

orthopedic and dental applications. 

2.1.5. Composites: 

Composite materials that combine natural and synthetic components offer 

enhanced properties compared to their individual components. For example, 

chitosan/collagen blends have been developed to improve mechanical strength 

and biocompatibility for tissue engineering applications (Kaczmarek and 

Sionkowska, 2017). Similarly, metal-polymer composites have been investigated 

to create bioactive materials that can support bone regeneration while providing 

structural integrity (Ryu et al., 2021). 

2.1.6. Nanomaterials: 

Nanomaterials, including graphene and nanodiamonds, are emerging as 

promising biocompatible materials due to their unique properties such as high 

surface area and mechanical strength. Graphene oxide has shown potential in 

drug delivery and regenerative medicine due to its biocompatibility and ability to 

enhance cellular responses (Malta et al., 2019). Nanodiamonds have been used 

for long-term cell tracking and imaging due to their excellent biocompatibility 

and stability (Hsiao et al., 2016). 

Numerous techniques and formulations prepared for biopolymeric 

nanoparticles (NPs) have shown effective transport properties and remarkable 

effects on drug carrying systems. Fig. 3 provides insights for different structural 

properties and their impact on particle size for biomedical applications. 

2.1.7. Metals and Alloys: 

Bioabsorbable metals, such as magnesium and iron-based alloys, are being 

investigated for their potential in temporary implants. These materials can 

provide structural support during healing and gradually dissolve in the body, 

reducing the need for surgical removal (Ryu et al., 2021). Their biocompatibility 

and mechanical properties make them suitable for a variety of applications, 

including orthopedic and cardiovascular devices. 



As a result, the landscape of biocompatible materials is diverse and 

encompasses natural and synthetic polymers, hydrogels, bioceramics, 

composites, nanomaterials, and bioabsorbable metals. Each type offers unique 

advantages and is suited for specific biomedical applications, highlighting the 

importance of material selection in the design of effective medical devices and 

therapies. 

 

Fig. 3.  Graphical illustration of different types of natural polymers and their working 

performance in drug delivery systems. Reused with permission from ref (Bhattacharya et. 

al, 2023). Copyright © 2023, American Chemical Society.). 

Each of these materials has unique properties suited for specific applications, 

making biocompatibility a key consideration in device design. 

Most recently, Rafikova et al. (2023) explored the interaction of ceramic 

implant materials with the immune system. Their research highlighted the 

complex biological responses that occur when implants are recognized as foreign 

bodies, which can lead to inflammatory reactions and potential implant failure. 

The authors detailed the varying biological complications associated with 



different materials, particularly focusing on the immune response elicited by 

ceramic implants. They noted that while bioceramics possess beneficial 

properties such as osteoconductivity and biocompatibility, their mechanical 

limitations pose challenges for their widespread use in regenerative medicine. 

This review called attention to the necessity of understanding the cellular and 

molecular interactions that dictate the success of these materials in clinical 

applications (Rafikova et al., 2023). 

Together, these articles provide a comprehensive overview of the current state 

of biocompatible materials, illustrating the ongoing challenges and innovations 

in the field. They underscore the importance of material selection and design in 

achieving successful integration and functionality of medical implants. 

 

3. Challenges in Biocompatibility of Energy Harvesting Devices 

3.1. Common Challenges in Biocompatibility 

Biocompatibility is essential for the success of medical devices, but several 

challenges can arise during development and application. Here are some common 

challenges: 

 Immune Response: The body may react negatively to foreign 

materials, leading to inflammation or rejection. Understanding and 

mitigating these responses is crucial. 

 Material Degradation: Biodegradable materials can break down too 

quickly or not quickly enough, affecting their performance and safety 

over time. 

 Tissue Integration: Ensuring proper integration with surrounding 

tissues can be difficult. Materials must encourage cell attachment and 

growth without causing adverse effects. 

 Mechanical Properties: Balancing strength, flexibility, and durability 

while ensuring biocompatibility can be challenging, especially for 

load-bearing implants. 

 Biofilm Formation: Medical devices can become contaminated with 

bacteria, leading to infections. Designing surfaces that resist biofilm 

formation is critical. 

 Regulatory Compliance: Meeting stringent regulatory standards for 

biocompatibility testing can be time-consuming and costly. 



 Long-term Stability: Ensuring materials maintain their properties and 

do not leach harmful substances over time is essential for patient 

safety. 

 Patient Variability: Individual patient responses to materials can vary 

widely due to genetic, environmental, and health factors, 

complicating predictions of biocompatibility. 

 Sterilization Challenges: Certain sterilization methods can alter the 

properties of materials, impacting their biocompatibility and 

functionality. 

 Complex Manufacturing Processes: The processes used to create 

biocompatible devices can introduce contaminants or defects that 

affect their safety and effectiveness. 

 To tackle these challenges effectively, a multidisciplinary approach is 

essential, integrating materials science, biology, and engineering to 

create safe and effective healthcare devices. 

 

4. Applications of Biocompatible Energy Harvesting in Healthcare 

Biocompatible energy harvesting technologies are essential for the 

advancement of self-powered medical devices. These innovative devices can 

capture energy from various biological sources, such as body movements, 

thermal gradients, and biochemical processes, allowing them to operate 

independently without needing external batteries. For example, piezoelectric 

materials can transform the mechanical energy generated by body movements 

into electrical energy, which can then actuators and power sensors in wearable 

devices (Algieri et al., 2018; Gao et al., 2018; Smith & Kar‐Narayan, 2021). This 

capability is particularly advantageous for continuous health monitoring, where 

devices must function autonomously for extended periods. 

Moreover, using biocompatible materials in energy harvesting devices ensures 

their safe integration within the human body. Materials like polyvinylidene 

fluoride (PVDF) and aluminum nitride (AlN) exhibit outstanding 

biocompatibility and flexibility, making them well-suited for wearable 

applications (Zhang et al., 2023; Algieri et al., 2018). These materials can be 

designed to harvest energy from everyday activities, such as walking or even the 

subtle movements of internal organs, thereby contributing a sustainable power 

source for medical devices (Hwang et al., 2015; Zhao et al., 2020). 



4.1. Implantable Medical Devices 

Implantable devices are surgically inserted into the body to provide various 

therapeutic and monitoring functions. These devices, which include 

neurostimulators, pacemakers and drug delivery systems, rely on a reliable power 

source to function effectively. Traditional batteries used in implantable devices 

present significant challenges, such as the need for replacement surgeries and the 

associated risk of infection (Wang et al., 2021). 

These devices must be biocompatible and often biodegradable to prevent 

adverse reactions within the body (Chen et al., 2020; Zhao et al., 2020). 

Biocompatible energy harvesting technologies offer a promising solution by 

converting physiological energy into electrical power. This innovation extends 

the lifespan of these devices and reduces the need for invasive procedures. One 

notable application of energy harvesting in implantable devices is the 

development of self-powered pacemakers. Research has shown that piezoelectric 

nanogenerators can be implanted to harvest energy from heartbeats, creating a 

sustainable power source for the device (Sun et al., 2018). This advancement not 

only enhances the longevity of the pacemaker but also minimizes the risks 

associated with battery replacement surgeries. 

Additionally, the use of biodegradable materials in these devices allows them 

to safely dissolve in the body after their functional life, further reducing the need 

for additional surgeries to remove non-biodegradable components (Da Silva et 

al., 2018; Li et al., 2018). The integration of energy harvesting systems in 

implantable devices also opens up new possibilities for advanced therapeutic 

applications. For example, energy harvested from the body can be used to 

stimulate nerve regeneration or promote tissue healing, which is particularly 

beneficial for neurological disorders and injuries (Guo et al., 2016; Zheng et al., 

2016). 

Moreover, the encapsulation of energy-harvesting devices is crucial to ensure 

biocompatibility and prevent immune responses. Materials such as polyimide 

(Dagdeviren et al., 2014; Zhang et al., 2015) and silicone (Zheng et al., 2016; 

Laube et al., 2004) are commonly used for encapsulating implantable devices, 

creating a stable and flexible barrier that minimizes the risk of leakage and 

adverse reactions. 

The integration of energy harvesting technologies into implantable devices 

holds significant promise. For example, devices can be engineered to harness 

energy from the human body's natural movements or thermal gradients, thus 

providing a continuous power supply without the need for battery replacement 



(Xu et al., 2023; Hwang et al., 2015; Zhao et al., 2020). This is particularly 

important for pacemakers, which traditionally depend on batteries that necessitate 

surgical replacement every few years. 

Recent advancements in flexible energy harvesters have enabled the creation 

of implantable devices that can generate electricity from the cyclic movements of 

organs like the heart and lungs (Hwang et al., 2015; Kim et al., 2017). These 

innovations not only extend the longevity of implantable devices but also mitigate 

the risks associated with surgical interventions for battery replacements. 

Furthermore, the incorporation of biocompatible materials in the design of these 

energy harvesting devices ensures that they can safely coexist within the human 

body. Research indicates that materials such as lead-free piezoceramics and 

organic piezoelectric biomaterials can be effectively utilized in implantable 

applications, offering both energy harvesting capabilities and biocompatibility 

(Jeong et al., 2017; Wang et al., 2021; Shin et al., 2020). This dual functionality 

is essential for developing self-powered implantable medical devices that can 

operate autonomously over prolonged periods. 

4.2. Wearable Devices 

Wearable devices are designed to be worn on the body and are primarily used 

for monitoring health metrics, facilitating rehabilitation, providing therapeutic 

interventions, and enhancing physical activity. These devices often incorporate 

various sensors that track physiological parameters such as heart rate, 

temperature, and movement. One of the most promising advancements in 

wearable technology is the integration of energy harvesting systems that can 

convert body movements or thermal energy into electrical power, thus 

eliminating the need for frequent battery replacements (Majumder et al., 2017; 

Liu et al., 2017). 

Typically lightweight, flexible, and unnoticeable, these devices enable 

continuous monitoring without interfering with the user’s daily activities. 

Common examples include fitness trackers, smartwatches, and health monitoring 

patches (Chen et al., 2020; Nazar, 2023). The incorporation of energy harvesting 

technologies in wearable devices proves particularly advantageous, as it allows 

for the collection of energy from body movements or environmental sources. This 

capability extends the operational lifespan of the device by minimizing the need 

for frequent recharging (Wang, 2023; Biswas, 2024). 

Triboelectric nanogenerators (TENGs) can harvest energy from the 

mechanical motion of the body, such as walking or even minor movements like 

wrist bending (Liu et al., 2017). This capability is particularly advantageous in 



wearable health monitors that require continuous operation without the 

inconvenience of recharging. Electricity produced by the conversion of 

mechanical energy into electrical energy can be used to power sensors that 

monitor vital physiological parameters, including heart rate, temperature, and 

sweat composition (Nazar, 2023; Zhao et al., 2023). The ability to generate power 

independently enhances the practicality of wearable devices, making them 

increasingly appealing for long-term health monitoring. These devices can be 

seamlessly integrated into clothing or directly added to the skin, enabling 

continuous health monitoring without the need for bulky batteries or external 

power sources.  

 

Fig. 4: The schematic illustrations of energy harvesting systems integrated to wearable 

platforms (top). The preparation steps of energy harvesting devices integrated with wea-

rable garments (bottom). Reused with permission by the ref. (Ali et al., 2024). Copyright 

© 2023 The Authors. Small Structures published by Wiley‐VCH GmbH  

These materials not only enhance comfort but also align with sustainability 

goals by reducing electronic waste through biodegradability. For example, a 

recent study demonstrated a TENG made from cellulose nanocrystals that could 

effectively harvest energy while being environmentally friendly (Wang et al., 

 



2022). Additionally, the incorporation of piezoelectric materials allows for the 

development of sensors that can detect minute changes in pressure or strain, 

which can be crucial for applications such as monitoring respiratory patterns or 

detecting muscle contractions during rehabilitation (Todaro et al., 2018; Peng et 

al., 2020). 

Moreover, the advancement of soft, skin-like materials has led to the creation 

of wearable devices that can conform to the body's contours, providing more 

accurate readings and improving user (Gong & Cheng, 2017). The integration of 

these materials with energy harvesting technologies allows for the development 

of devices that are not only functional but also aesthetically pleasing and user-

friendly. For instance, researchers have developed flexible piezoresistive sensors 

that can monitor physiological parameters such as pulse and muscle activity, 

which are essential for rehabilitation and fitness tracking (de Marzo et al., 2024). 

In terms of applications, wearable devices are increasingly being utilized in 

telemedicine and remote patient monitoring. They enable continuous health data 

collection, which can be transmitted to healthcare beholders for real-time analysis 

and intervention. This capability is especially valuable for operating chronic 

conditions, where timely adjustments to treatment plans can significantly impact 

patient outcomes. Furthermore, the ability to harvest energy from the body means 

that these devices can operate independently of external power sources, making 

them more reliable and convenient for users (Fig. 4).  

5. Future Trends and Innovations in Biocompatible Energy Harvesting 

for Healthcare 

The healthcare sector is increasingly focused on reducing its environmental 

impact and transitioning towards more sustainable practices (Jaušovec, 2023). 

One key area of focus is the development of biocompatible energy harvesting 

solutions to power healthcare facilities and medical devices (D’Alessandro, 

2024). 

TENGs have developed as a promising technology for biocompatible energy 

harvesting, with applications ranging from green energy to healthcare (Zhao et 

al., 2023). In order to provide wearable and implanted medical devices with a 

sustainable power supply, TENGs can capture energy from ambient sources such 

as body heat and human motion (Zhao et al., 2023). Advances in conductive 

polymers and materials science have been crucial in enabling the integration of 

TENGs into biomedical applications (Zhao et al., 2023). Beyond TENGs, other 

innovative biocompatible energy harvesting solutions are also being explored. 

These include self-powered wearable devices that can generate electricity from 



body sweat, movement, or surrounding heat, light, and electromagnetic waves 

(Gong, 2024). Membrane technology is also being leveraged to improve energy 

efficiency in healthcare applications such as gas exchange, hemodialysis, and 

drug delivery (Osman, 2024). 

Integrating renewable energy sources, such as wind and  solar power, into 

healthcare facilities is another important trend. Studies have shown that adopting 

solar energy can significantly reduce healthcare institutions' carbon footprint and 

energy costs (Balabel et al., 2021; Kapuria, 2024; Albinali, 2024). Efforts are 

underway to solarize vaccine cold chains and primary healthcare centers, 

particularly in resource-constrained regions, to enhance sustainability and 

resilience (Kapuria, 2024). 

Sustainable waste management practices in healthcare are also crucial for 

reducing the sector's environmental impact. If medical waste is properly 

segregated, the general waste can be harvested for biofuels, creating opportunities 

for a circular economy (Chisholm et al., 2021). Adopting a reduce-reuse-recycle 

approach to medical waste can drastically improve sustainability (Chisholm et 

al., 2021). 

Another significant development in environmentally friendly healthcare 

facilities is the use of smart building technology, such as building management 

systems (BMS). BMS can optimize energy use, improve operational efficiency, 

and make it easier to integrate renewable energy sources (Sharma, 2024). Passive 

energy efficiency measures, like energy-efficient glazing, can also contribute to 

the sustainability of healthcare buildings (Ismaeil & Sobaih, 2023). 

Overarching these technological innovations are the broader trends of 

corporate sustainability and sustainable business models in healthcare. 

Healthcare institutions are increasingly recognizing the need to operate in 

alignment with sustainability principles, fulfilling their environmental and social 

responsibilities (Ak, 2023; Abaku, 2024). This entails using ethical sourcing to 

promote social responsibility, cutting waste and carbon emissions, and 

implementing sustainable procurement methods (Abaku, 2024). 

In conclusion, the future of biocompatible energy harvesting for healthcare is 

characterized by a multifaceted approach that combines technological 

advancements, renewable energy integration, sustainable waste management, and 

the adoption of holistic sustainability practices within healthcare institutions. 

These trends and innovations hold the potential to transform the healthcare sector 

into a more environmentally responsible and resilient system (Mazzeo, 2023; 

Ullah, 2023). 
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