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1. INTRODUCTİON 

Sentiment analysis is an evaluation method used to classify and give an emo-

tional result that a person has made from a written source [1]. Sentiment analysis 

has recently become widely used in the fields of artificial intelligence and robo-

tics. Because many systems can be developed by perceiving the mood and emo-

tions of the users. For example, many models can be designed and put into use, 

such as giving advertisements suitable for the mood, making music preferences, 

recommending movies that one wants to watch. Likewise, it has become very 

important to do sentiment analysis from texts. Because the spread of the internet 

and social media reaching every user, it has caused a tremendous increase in 

textual expressions. Thanks to the social media, which has become widespread 

in recent years and used by almost everyone, a very high amount of data has 

begun to form on the internet. It has become possible to establish a very wide 

sentiment analysis network in social media that companies will also benefit from. 

Comments and likes on products have become very important for companies to 

advertise or promote their products. They can use a wide range of reviews such 

as music, movies, hotels for holidays, books as products. In this way, while mar-

keting their products, they can reach a wider audience in the light of this valuable 

data and can make an orientation in line with user requests. 

Social media platforms and websites are vast user-generated content. Since it 

is used by many users, there is a wide variety of data entry. These data contain a 

wide range of ideas and opinions. Therefore, it is very important to evaluate these 

data. It is very important to use an automated evaluation system as the data is so 

large. Machine learning methods are very effective for understanding the ideas 

and emotional states of users. Therefore, its use has become very common in 

recent years.[2]. Different algorithms for data labeling and data manipulation 

Unigrams, Bigrams and N-grams are made with different techniques for data la-

beling. Machine learning methods are mostly used to generate positive or nega-

tive predictions as binary classification [3]. 

A supervised approach was used for use in the study. In this approach, a clas-

sification process was performed in the presence of labeled data [4]. There are 

tags for negative or positive user comments. These tags are created with the user 

ratings next to the comments made. Two types of labeling approaches have been 

made. By analyzing the user ratings of the data, the positive label was given to 

the comments with 7 points and above, and the negative label was given to the 

points below it. In the other approach, again looking at the distribution of scores, 
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it was labeled as positive above 7 points, neutral between 5.8-7 points and nega-

tive below 5.8 points. Machine learning techniques have been applied, with the 

second approach being multi-class. 

In the study, machine learning methods and Convolutional Neural Network 

(CNN) were used for sentiment analysis and classification. The study was carried 

out to include a flow as follows. 

 Sentiment analysis was made using hotel reviews. These data are 

taken from a publicly shared dataset available online. Preprocess 

operations were applied to this data set. Many features used for 

sentiment analysis were used while making transactions. 

 The data set is divided according to user comments and given points. 

While doing this, a dual class label was created as positive-negative, 

and multiclass labeling was done as positive-neutral-negative for the 

other classification. Because there is no clear method to label a class 

without a label, two different methods have been classified as an 

interpretation of user scores. 

 After separating the data set in two different ways, the data set was 

split as 70% train and 30% test. Machine learning and CNN models 

were applied and classification was made. Various optimization 

studies were made for the CNN model and the model was created in 

that way. Then, the results of the classes separated by the two methods 

were taken and compared. 

In the study, the 515K Hotel Reviews Data in Europe data set on the Kaggle 

[5] site was used and sentiment analysis was made by applying artificial intelli-

gence methods. This paper is organized as follows. In Section 2, studies related 

to the subject were examined. Section 3 gives information about the methods used 

for the study. In Section 4, the experimental results of the study are given. The 

results obtained in Section 5 were evaluated and critiqued. In Section 6, a general 

summary and conclusion evaluation has been made. 

2. LİTERATURE REVİEW 

Sentiment analysis was carried out using machine learning methods with a 

Lexicon-based approach. In the study, a five-class classification was made. KNN, 

Naive Bayes, Decision Tree, Random Forest were used as machine learning met-

hods [6]. A lexicon-based approach is preferred in Tamil texts. Bag of word and 

k-means were used. A 79% classification success was found using traditional 
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methods such as TD-IDF and word count, point count [7]. In this study, the com-

ments of some products were examined and these products were classified. By 

using machine learning methods, a success rate of over 90% has been achieved 

for each classification. The highest was achieved with the Naive Bayes method 

with a success rate of 98% [8]. For e-commerce sites, a review was made accor-

ding to the age and gender characteristics of the users. The data set was used by 

collecting book reviews on Facebook. In addition to machine learning methods, 

convolutional neural network was also used in the study. All results have been 

compared. A success of around 80% has been achieved with the CNN model [9]. 

Sentiment analysis was carried out using the Twitter data set. In this study, neural 

networks and machine learning methods were used. F1-score, recall and precision 

values were used as evaluation metrics. Four classes were determined by analysis. 

These are Strongly positive, Strongly negative, Mildly positive and Mildly nega-

tive. In general, metric values over 90% were found [10].  

The studies with 515K Hotel Reviews Data in Europe, which is the data set 

used in the study, are as follows. In this study, an approach was made with LSTM. 

Machine learning methods have been applied. Results were found with dual class 

and triple class. The highest results were found as accuracy of 97%, F1-score 

76.53%, precision 83%, recall 71% [11]. By using deep learning methods, results 

were tried to be obtained in double and quadruple classes. Grades were assigned 

as best for scores above 7, good for scores of 5-7, bad for scores between 3-5, and 

worst for scores below 3. It is not shown how these criteria were made. As a result 

of the study, precision, recall and F1-score values were obtained over 92% [12]. 

In this study, it was done by machine learning method. In the study, 7 models 

were considered within the framework of the preprocessing method according to 

many situations. Accuracy was used as the evaluation metric in the study. In the 

experimental results, it is seen that the best method is found in model 6 with SVM 

[13]. 

3. MATERİAL AND METHOD 

In this section, the methods applied in the study are given. The studies were 

basically implemented with two different methods. While a two-class study was 

conducted in the first method, a three-class study was carried out in the second 

method. The flow chart of the study is given in Figure 1. First, the data set [5] 

was taken. Then, the data set was subjected to a certain pre-processing process. 

Then the data was split as 70% train and 30% test. Training was carried out with 

machine learning and CNN methods. The results obtained; It has been compared 

with evaluation metrics such as accuracy, precision, recall, f1-score and the pro-

cess is finished with the model. 



9 

 

Figure 1. Flow chart of the study for sentiment analysis 

 

3.1 Dataset 

The dataset is a very large dataset consisting of 515 thousand customer com-

ments. Each row contains 17 attributes of users and hotel information. In the 

study, a classification process was made by taking the user comments and the 

scores given by the users to the hotels. Distribution functions are given in Figure 

2. 



10 

 

 

Figure 2. Distribution of points given by users 

There are many attributes in the data set, such as the location of the hotels, the 

countries they are located in, and the length of the words. However, only the user 

comments and the scores they gave were discussed in order to make sentiment 

analysis. In addition, classification distributions were made according to the dist-

ribution given in Figure 2. In the first classification process, positive class was 

given above 7 scores and negative below. In the other classification, considering 

the various distributions, positive classes above 7, neutral between 5.8-7 and ne-

gative classes below 5.8 points were given. 

3.2 Pre-Processing 

Lowercase converts all words in the dataset to lowercase. In this way, the we-

ights of the words will be the same and their domains will not have changed. If 

the same expression is written in capital letters elsewhere, it will have the same 

effect. If these words are not reduced to the same size, their domains will have 

changed [14-16]. Stopwords are words that are used functionally in sentences but 

have no effect on sentiment analysis. Every language has its own stopwords. Be-

cause they are often found in sentences, they can weight weights incorrectly [17]. 
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So it would be more convenient to remove it. Punctuation remove and number 

remove are the removal of punctuation marks. Because punctuation does not con-

tain emotion, it is usually removed in analysis studies [14]. Lemmatization is used 

to take root words [18]. Many languages contain words in additive form. Word 

parts that add emotion are usually determined from the roots. The appendices are 

removed as they may distort this weighting. Tokenization is used to divide sen-

tences into more meaningful units. In this way, domains of influence can be re-

vealed. It is very widely used in NLP. 

3.3. Algorithms Used in the Study 

3.3.1. Logistic Regression (LR) 

Logistic regression is used to find probabilities of multiple dependent variab-

les. It is also used for dependent and independent variables. Its main purpose is 

to analyze all variables and give a simple output [19]. It is widely used in large-

scale data sets due to its high performance and fast operation. It is seen that it 

gives good results when it is a correlative structure. This method used in the study 

was used for both methods. It is known that it works better than linear regression 

when there is a curvilinear distribution. As the number of data increases, the cur-

vature and distribution will increase, so it is considered to be suitable for this data 

set. 

3.3.2. Decision Tree (DT) 

Decision tree is a machine learning algorithm that belongs to supervised lear-

ning algorithms. It is used to solve classification problems [20]. In this study, a 

decision tree classifier is used to estimate the dependent variable based on some 

derived decision rules from previous data (training and testing phases). It is rep-

resented as nodes and nodes where root nodes are used to classify the properties 

of the instances. Leaf nodes (nodes without children) represent decisions or clas-

sifications. Evaluating the highest gain (most homogeneous branches) among all 

other features at each stage is the basic choice of a decision tree at each node. The 

performance of the decision tree is evaluated using a confusion matrix [21]. Mat-

hematically Entropy for multiple attributes is represented as: 

E(T, X)  =  ∑ P(c)E(c)c∈X                                                                             (1) 
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3.3.3. Random Forest (RF) 

Random forest classifier was used as the classification method. The random 

forest classifier consists of a combination of tree classifiers, in which each clas-

sifier is constructed using a random vector sampled independently of the input 

vector, and each tree gives a unit vote for the most popular class to classify an 

input vector, i.e. counts [22]. The design of a decision tree requires the selection 

of a feature selection measure and pruning method. There are many approaches 

to the selection of features used for decision tree induction, and most approaches 

directly add a measure of quality to the attribute. The most frequently used attri-

bute choices in decision tree induction are the information gain ratio criterion [23] 

and the Gini Index [24]. The random forest classifier uses the Gini Index as an 

attribute selection measure that measures the impurity of attributes by classes. In 

short, the random forest classifier travels through the forests, making a progres-

sion towards the branches. When it reaches the end of the branches, it makes a 

vote. Here, n denotes the number of trees to be visited. For example, if we choose 

n as 5, the result is drawn from among 5 trees and a vote is made. As a result of 

voting, the most voted class or prediction result is obtained. In this way, a suc-

cessful prediction or result opportunity is caught. 

3.3.4. Naive Bayes (NB) 

Naive Bayes assigns the most probable value in a sample space for feature 

extraction. The properties in the sample are treated as being independent of the 

given class and can be made very simple. Although it does not work very well in 

theory, it is seen that it gives better results than many classifiers in practice [25]. 

It is based on a simple mathematical calculation and is as follows; 

𝑃(𝑐|𝑥)  =  
𝑃(𝑐|𝑥)𝑃(𝑐)

𝑃(𝑥)
         (2) 

The class's prediction probability is P(c|x). The class's prior probability is P(c). 

The probability of the class estimator is P(x|c), which is the probability. The es-

timator's prior probability is P(x). If a new sample is encountered, the class with 

the highest probability is found by considering the probability values calculated 

in finding the membership probability of this sample [26]. No estimation is made 

for a data in the test set if there is no counterpart in the training set. A straight-

forward yet effective approach for predictive modeling is the Naive Bayes met-

hod. Even with few data, it has great predictive power. Because of these benefi-

cial and useful characteristics, it is a classifier that is preferred and used in many 
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fields. A modest yet effective approach for predictive modeling is the Naive Ba-

yes method. Even with few data, it has great predictive power. Because of these 

beneficial and useful characteristics, it is a classifier that is preferred and used in 

many fields [27]. 

3.3.5. K-Nearest Neighbor (KNN) 

K-nearest neighbor (K-NN) is a widely used classifier in classification [28]. It 

basically develops an estimate by interacting with neighbors around a certain di-

ameter in the dataset. The larger the diameter, the more likely the features will be 

lost. Therefore, it is very important to use it at the optimum level when determi-

ning the number of neighbors. K-Nearest Neighbor (KNN) classifier; The KNN 

algorithm is a widely used method in data mining. K-Nearest Neighbors (kNN) 

is a simple but effective non-parametric classification method in many situations. 

To classify a t data record, the k nearest neighbors are taken and this creates a 

neighborhood of t. Majority voting among neighborhood data records is often 

used to decide classification for t, with or without distance-based weighting [29]. 

In the study, KNN was used so that it can be used in comparison, even though it 

has a high time cost. 

3.3.6. XGBoost (XGB) 

Xgboost [30], developed by Chen et al., is an efficient and scalable implemen-

tation of the gradient boosting framework [31, 32]. It has a tree learning-based 

structure. It has a linear solve function and it tries to increase low values in parti-

cular and it has a structure that allows this within the tree. It is a widely used and 

functional method with uses such as classification and regression. Since the pac-

kages applied are in an extensible state, it is possible to make an application for 

every problem. It has been used a lot in recent years because it generally shows 

high performance in machine learning algorithms. Therefore, this classifier is also 

used to compare and get results. 

3.3.7. Convolutional Neural Network (CNN) 

CNN models are usually created in 2D. However, in recent years, 1D CNN 

models, which are a modified version, have also been used [33, 34]. In terms of 

computational complexity, 1D CNN models are lower than 2D CNN models. 

Therefore, fast results can be obtained. Due to their working performance, they 

can be modeled to fit the data set [35]. 1D CNN model was used in the proposed 

study. Because the data set to be classified consists entirely of numbers. Because 
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while feature selection is made in NLP applications, textual expressions are con-

verted to numerical weights and therefore the dataset to be used is digitized. The 

general architecture of the 1D CNN model is given in Figure 3. 

 

Figure 3. An exemplary 1D CNN architecture 

 

Many models have been tried in the study, and the model with the best results 

is as in Figure 4. The input value from the dataset enters the CNN network. Then 

MaxPooling1D is applied by entering the Conv1D network. Finally, an output is 

obtained by passing through the Flatten and Dense layers. 

 

Figure 4. 1D CNN Model used in the study 
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3.4. Evaluation Metrics 

In order to compare the results of the study, some evaluation metrics are nee-

ded. In this way, the accuracy of the study and the superiority of machine learning 

methods to each other will be seen. Experimental results will reveal the final best 

performances within this framework. The metrics used in the study are as follows; 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
     (3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
     (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃 

𝑇𝑃+𝐹𝑃
      (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝑇𝑁
      (6) 

Accuracy (4) is the quotient of correctly predicted results and all results, which 

actually means overall performance. F1-score (5) expresses the harmonic mean 

between precision and recall values. Precision (6) gives the ratio of true positive 

results to other positive results. Recall (7) value is the ratio of true positive values 

to true negative and true positive values [36].  Confusion Matrix must be created 

to calculate all these metrics.  

4. EXPERIMENTS AND RESULTS 

In this section, the results of the experimental studies are given. Results As 

mentioned in the previous sections, two different results are given for two-class 

and multi-class results. In order to compare the results, accuracy, precision, recall 

and f1-score values were used as evaluation metrics. Before the study, pre-pro-

cessing processes were carried out. The dataset is split into 70% train and 30% 

test. Then, the results were obtained by applying machine learning algorithms and 

CNN model to the data set. 
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Figure 5. Two-class machine learning methods confusion matrices 

We need confusion matrix to calculate the accuracy of the classes as a result 

of machine learning methods. For this reason, it is necessary to make separate 

calculations for both two-class and multi-class. Figure 5 has a confusion matrix 

for the two-class. With the values obtained from here, accuracy, precision, recall, 

f1-score evaluation metrics can be calculated. 

 

Figure 6. Two-class machine learning methods ROC Curves 

 

ROC Curve, on the other hand, are metrics that show how well the model 

works after applying machine learning techniques. These metrics show us how 

well the data is performing. The closer the classes are to 1 the better, the closer 

to 0 the worse. 
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The final results and comparison are available in Table 1 and Table 2. There 

is a two-class structure. While Table 1 has results weighted by the number of 

classes, Table 2 shows the highest results achieved by any class. 

Table 1. Two-class machine learning methods experimental weighted results of classes 

ML Algorithm Accuracy Precision Recall F1-score ROC 

LR 88% 87% 88% 87% 91% 

DT 81% 81% 81% 81% 66% 

RF 85% 84% 85% 80% 88% 

NB 80% 81% 80% 80% 80% 

KNN 83% 81% 83% 81% 75% 

XGB 88% 87% 88% 86% 90% 

Table 2. Two-class machine learning methods experimental maximum results of classes 

ML Algorithm Accuracy Precision Recall F1-score ROC 

LR 88.2% 90.3% 96.0% 93.1% 91% 

DT 81.5 88.4 89.4 88.9 66% 

RF 84.6 84.7 99.4 91.4 88% 

NB 79.6 89.1 85.9 87.5 80% 

KNN 83.2 86.7 94.2 90.3 75% 

XGB 87.7 89.2 96.8 92.9 90% 

 

We need confusion matrix to calculate the accuracy of the classes as a result 

of machine learning methods. For this reason, it is necessary to make separate 

calculations for both two-class and multi-class. Figure 7 has a confusion matrix 

for the multi-class. With the values obtained from here, accuracy, precision, re-

call, f1-score evaluation metrics can be calculated. 

In the confusion matrix shown in Figure 7, multi-class results can be seen. 

Thanks to this matrix, performances are calculated and reflected in the result in 

this way. 
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Figure 7. Multi-class machine learning methods confusion matrix 

 

ROC Curve, on the other hand, are metrics that show how well the model 

works after applying machine learning techniques. These metrics show us how 

well the data is performing. The closer the classes are to 1 the better, the closer 

to 0 the worse. The ROC Curves of each class were drawn differently, in accor-

dance with the multi-class structure of the results. Because the classes are not 

numerically equal to each other. Even with the same number of classes, the results 

may differ. That's why each is drawn separately. In Figure 8, curves for each of 

the 3 classes are given. 

 

 

Figure 8. Multi-class machine learning methods ROC Curves 
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The final results and comparison are available in Table 3 and Table 4. There 

is a two-class structure. While Table 3 has results weighted by the number of 

classes, Table 4 shows the highest results achieved by any class. 

Table 3. Multi-class machine learning methods experimental weighted results of all 

classes 

ML Algo-

rithm 
Accuracy Precision Recall F1-score ROC 

LR 86% 81% 86% 82% 90% 

DT 84% 77% 84% 78% 82% 

RF 83% 76% 83% 76% 87% 

NB 77% 78% 77% 77% 79% 

KNN 81% 77% 81% 78% 73% 

XGB 85% 80% 85% 81% 90% 

 

Table 4. Multi-class machine learning methods experimental maximum results of all 

classes 

ML Algo-

rithm 
Accuracy Precision Recall F1-score ROC 

LR 85.5% 81.3 85.5 82.4 90% 

DT 83.5 76.8 83.5 78.0 82% 

RF 83.0 75.6 83.0 75.8 87% 

NB 76.7 77.7 76.7 77.1 79% 

KNN 80.7 76.9 80.7 78.2 73% 

XGB 85.2 80.3 85.2 81.1 90% 

 

Machine learning techniques have been applied and the results are given 

above. No parameter optimization has been made in machine learning methods. 

Results were obtained with default values. Evaluation of the results was done in 

other sections. 

CNN model accuracy and loss values are given in Figure 9. Many parameter 

values were tried while the model was being set up. These values were taken as 

a result of the operations performed with the highest and stable values. Train ac-

curacy was up to 98.4%, while validation accuracy was up to 89%. Loss values 
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are below 1% for both. As the activation function, ReLU [37] in the CNN layer 

and sigmoid in the Dense layer are used. Adamax [38] was used as the optimizer. 

Binary_crossentropy was used as the Loss function and a total of 20 epochs were 

applied. 

 

 

Figure 9. Model accuracy and loss values of CNN Model 

5. DISCUSSION 

The study was conducted on the "515K Hotel Reviews Data in Europe" dataset 

obtained from the Kaggle website. In the study, sentiment analysis was made. 

The pre-processing process, which is one of the most important parts of the sen-

timent analysis, has been done. The data were split as 70% train and 30% test. 

Classes are divided according to user scores in order to perform the classification 

process. These classes are handled in two different ways as double and triple. 
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Then, Logistic Regression, Decision Tree, Random Forest, Naive Bayes, K-Ne-

arest Neighbor and XGBoost machine learning techniques were applied one by 

one. 1D Custom CNN Model has been proposed and a success has been achieved. 

The best weighted results for the two-class; 88% accuracy (LR), 87% precision 

(XGB), 88% recall (LR), 87% f1-score (LR), 91% ROC-score (LR) values were 

taken. The highest class results achieved were 88.2% accuracy (LR), 90.3% pre-

cision (LR), 99.4% (RF), 93.1% f1-score (LR) , 91% ROC-score (LR) values. 

The results of Logistic Regression were very good in both classification structu-

res. For multi-class; 86% accuracy (LR), 81%precision (LR), 86% recall (LR), 

82% f1-score (LR), 90% ROC-score (LR) values were taken. The highest class 

results achieved were 85.5% accuracy (LR), 81.3% precision (LR), 85.5% (RF), 

82.4% f1-score (LR), 90% ROC-score (LR). For multi-class, Logistic Regression 

is at the forefront. As a result of both evaluations, the highest accuracy value was 

the custom CNN model with 89%. 

6. SUMMARY AND CONCLUSION 

In the study, many articles related to sentiment analysis were examined. In the 

light of this information, the methods were determined. Especially when using 

pre-processing and machine learning techniques, previous studies are based on. 

After the work flow was determined, very long processing times were compared 

in the sentiment analysis study of very large data. This shows that as the data 

grows, computers with high processing capacity are needed. Since the positive 

user scores in the data set are very intense, it can be said that the weighted results 

are more accurate. Because the data stacked in a certain place does not show the 

deviations very well. The reason why the data set is separated in different ways 

is to show more realistic performances by distributing this weight to other classes. 

With this study, companies and users can evaluate and develop based on user 

comments. These methods can also be applied to other datasets related to senti-

ment analysis and can get similarly successful and satisfactory results. 
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1. Introduction 

Network theory is an interdisciplinary science that offers various approaches 

to understanding the interactions between different entities in complex systems. 

Networks are widely used to represent various real-world systems, such as social, 

biological, and technological information systems in nature and society. Social 

networks, which have become the focus of interest for many researchers working 

in different disciplines, have a highly dynamic and complex structure. Social Net-

work Analysis (SNA) is a broad research area that tries to cope with this com-

plexity [1]. In social networks, changes can occur in the topological structure of 

the network over time, both by adding new edges and new nodes or by removing 

existing edges or nodes. Link prediction, one of the most critical areas of social 

network analysis research, deals with changes in the state of the links that occur 

due to these changes in the network. Link prediction is widely used in many fields 

[2]. For example, it conducts research in a wide variety of fields not limited to 

network science, such as bibliographic field [3], biology analysis [4], recommen-

dation systems [5,6,7], and other hot fields. 

Liben-Nowell et al. [7] addressed the problem of link prediction and various 

similarity measures. To date, many approaches have been presented to address 

this problem. In the literature, commonly used metrics for link prediction in social 

networks can be categorized as semantic and topological-based metrics [8]. The 

number of familiar neighbors between two nodes is an example of a topological 

metric. Unlike topological metrics, semantic metrics use the content of nodes to 

calculate the similarity between nodes. The general idea for both similarity met-

rics is that node pairs with high similarity metrics are more likely to be connected. 

Topological metrics are categorized as neighborhood-based and path-based met-

rics [9]. Neighborhood-based metrics consider the neighbors of a node. Accord-

ing to this metric, the higher the number of familiar neighbors of two nodes, the 

more likely there will be future connections between the node pairs. Path-based 

metrics consider the paths between the node pairs [10]. The basic logic of this 

measure is that the probability of future connections between pairs of nodes is 

directly proportional to the shortness of the paths between them. However, most 

of the closeness measures adopted in the literature use the network data statically 

without considering the network's evolutionary development. However, when the 

evolutionary development of the network is analyzed, it is seen that some excep-

tional cases occur between pairs of nodes. A new connection may form between 

two pairs of nodes that are not connected in a specific time interval of the network 

in the next interval, or the connection between two connected nodes may disap-

pear in the next time interval. With the addition of new nodes and connections to 
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the network, the connection strength between the pairs of nodes may increase or 

vice versa decrease. This situation represents the development of the relevant so-

cial network. Undoubtedly, the evolutionary development of social networks is a 

high-potential source of information for link prediction. For this reason, the evo-

lutionary development of the network is an important issue to be considered dur-

ing link prediction [9]. 

Most scientific studies in the field of social networks focus on the analysis of 

single-part networks. However, many complex networks created from real-world 

data have a two-part structure. For this reason, single-part networks can often be 

inadequate when representing real-world systems. Two-part networks are a par-

ticular type of network that represents interactions between different groups of 

nodes, providing essential insights into the complex structure of real-world sys-

tems. These networks consist of two mutually independent sets of nodes, where 

edges only occur between nodes in different clusters but not between nodes in the 

same cluster [11,12]. For example, let us consider a two-part network consisting 

of two separate types of nodes, a and b, and a two-part actor-movie network, 

where set a represents actors and set b represents movies. If actor i from node set 

a has acted in movie j from node set b, then there is a connection between nodes 

i and j in the two-part network, and there are no connections between the actors 

and movies in the two-part network. Although bipartite networks seem to be a 

type of network developed for a specific purpose, their use areas are widespread 

in many fields [13]. In recent years, bipartite networks have been applied in areas 

such as link prediction [14,15,16], social network analysis [17], and drug side 

effect prediction [18] [11]. 

With the popularization of bipartite networks in recent years, the link predic-

tion studies in this area have also increased [19,20]. The first and natural attempt 

in this area is to convert bipartite networks into single-partite networks for dis-

crete node types and then analyze them using the methods used in traditional sin-

gle-partite networks. When these methods are examined, it is seen that the edge 

weights in single-partite networks obtained from bipartite networks are of partic-

ular importance. An edge weight in reflected networks is the closeness between 

the nodes forming this edge. Developing new link prediction approaches that can 

be applied directly to bipartite networks is an essential step toward a better un-

derstanding these structures. 

2. Complex Networks 

Networks are widely used to represent various real-world systems, such as 

social, biological, and technological information systems in nature and society. 

In these networks, vertices represent entities, and edges represent relationships or 
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interactions between vertices. A complex network is a type of realistic network 

constructed from real-world data. It has topological properties usually seen in 

accurate graphs but more trivial than in simple networks such as random graphs 

[21,22,23] or grid lines. Most real-world networks are complex networks. In par-

ticular, social networks, which model social structures such as friendship, kin-

ship, co-authorship, and shared interests among people, are a type of complex 

network. Complex networks and their properties have attracted the attention of 

researchers in various fields. A complex network can be any real-world network 

with an abstract form without a predefined structure or evolutionary pattern. They 

can be highly dynamic, constantly changing or evolving. Moreover, in this era of 

big data, networks that start with a small form can grow to a staggering size 

quickly. This problem is significant for network scientists who want to analyze 

dynamic large-scale networks. 

3. Analysis of Complex Networks 

The analysis of complex networks, traditionally known as Social Network 

Analysis (SNA), examines the relationships and flows between people, groups, 

organizations, computers, or other entities within network structures through var-

ious techniques and deriving meaningful results from the obtained data. Social 

network analysis was previously used more intensively in social and behavioral 

sciences, but today, it is used in almost every field [1]. For example, social net-

work analysis techniques, initially mainly used to examine individual and social 

group structures and behaviors, are now applied in more complex fields such as 

economics, education, trade, health, and banking. 

Graph theory has emerged as an essential tool for analyzing complex net-

works. Its roots are mostly in sociology and mathematics, but it has rapidly gained 

importance in network analysis in biology, physics, telecommunications, com-

puter science, etc. Graph theory has various sections of analysis, such as struc-

tural analysis of the network, temporal analysis that studies the evolution of net-

works, content-based analysis, etc. 

The study of networks dates back to the pioneering work in mathematical 

graph theory by the Swiss mathematician Leonhard Euler, who solved the Kö-

nigsberg Bridge problem (a circular journey that would pass exactly once across 

each of the Prussian bridges of Königsberg) in 1736. Euler attempted to solve the 

problem with graphs, as shown in Figure 2.3. In the 1950s and 1960s, random 

networks (graphs simulated by some simple random processes) were studied by 

Rapoport [24] and Erdos and Renyi [25,26]. In recent years, the development of 
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modern computers and the Internet has made it possible and convenient to cap-

ture, store, and analyze complex real-world networks, such as large-scale social 

networks, neuronal networks, and computer networks. Many interesting common 

properties and patterns have been discovered in real networks that differ signifi-

cantly from random networks. Some examples of common network properties 

presented in many real networks include small-world economies [27], power-law 

degree distribution, community structures, auxiliary mixing, and many kinetic 

properties exhibited in the growth process of social networks. These insights have 

incredibly advanced people's understanding of complex systems in our world and 

inspired major works by people in complex network analysis [28]. 

 

Figure 1. Königsberg's two islands and seven bridges 

Nowadays, complex network analysis has attracted the attention of scientists 

from many disciplines, such as anthropology, sociology, biology, physical eco-

nomics, geography, and information sciences. Current research interests mainly 

include 

 the application of advanced concepts and measurements to accurate 

data and situations, 

 the description of network structure, 

 the observation of the characteristic structure of the network, and 

 the development of new concepts and measurements to analyze the 

related elements. 

It also includes studying network structure and function, analyzing network 

topology and evolutionary development, and applying social network analysis 

[29]. 

The analysis of social networks is done with three elements: actor, relation-

ship, and tie. Actors are the essential elements of a social network and are shown 

with nodes. The relationships of all nodes are shown in a diagram. The corners 
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and edges of this diagram show the actors and relationships, respectively. Rela-

tionships are divided into content, direction, intensity, and active/passive rela-

tionships. The content shows the relationship between the two actors. Direction 

is classified as directional and non-directional. Intensity is expressed in time. An 

example is a two-year-long relationship between students studying at a school. 

Active and passive relationships show the type of relationship. The ties important 

for analyzing social networks are divided into strong and weak groups. Strong 

relationships are close, unique, and active. Weak relationships contain few rela-

tionships or communication information [30]. 

3.1. Graph Theory 

Simple graphs are undirected, parallelogram-free, and loop-free (no connec-

tion from a node to itself) and are created without weights. Edges have no direc-

tion and are symmetrical. They represent binary relationships between nodes. 

Directed graphs are graphs in which the edges between nodes have a 

direction. A directed network or a directed graph is called a digraph.  
Examples of directed networks include 

 the Internet, which is run by redirecting from one page to another; 

 the food web, the energy network from prey to predator, and 

 the citation network, the network of citations from one publication to 

another. 

Each edge is associated with an ordered pair of nodes. 

Multi graphs are used when simple graphs are not sufficient. They are undi-

rected, parallel-edged, and cycle-free graphs. Simple graphs are multiple graphs, 

but multigraphs are not simple graphs. 

Weighted graphs [31] are graphs in which each edge is given a numerical 

value, a weight. Since the edge weight represents the strength of the connection 

between nodes, it is divided into two categories: strong and weak. In many cases, 

multigraphs are converted to weighted graphs, and the number of edges connect-

ing two nodes is reflected in the edge weight. 
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Figure 2. Graph models grouped according to the different types of edges found in a 

network (a. Simple graph, b. Directed graph, c. Multi graph, d. Weighted graph) 

 

In directed networks, relationships can be one-way or two-way. For example, 

the relationship is one-way when one person follows or comments on Twitter. If 

the second person replies to or follows the first, the relationship becomes two-

way. In network graphs, one-way relationships are shown with one-sided arrows, 

two-way relationships with two-sided arrows, and undirected relationships with 

lines without arrows. Another categorization of graphs can be made according to 

the type of connections between nodes. The graphs given in Figure 3 are exam-

ples of graph models categorized according to this property. The connection of a 

node in a graph is never formed with nodes in its cluster but only with nodes in 

different clusters. Alternatively, it can only be formed with nodes in its cluster.  

3.2.  Graph Types 

Unipartite graphs: A type of graph in which no nodes are partitioned. There 

is only one set of nodes, and each node can be connected to another. For example, 

a co-authorship or scientific collaboration network is a monopartite network. 

Bipartite graphs: A bipartite graph has two sets of nodes, and edges only oc-

cur between different sets of nodes. There are no connections between nodes in 

the same set of nodes. For example, Author-article academic knowledge networks 

consisting of authors and their scientific articles are bipartite. Another example 

is a student-course network consisting of one side of the students and the other 

set of nodes representing their courses, which is also a bipartite network. In these 

networks, connections only occur between authors and scientific article publica-

tions. Bipartite networks can be converted into single-partite networks. For ex-

ample, the author-article bipartite network can be decomposed into two single-

partite networks consisting of only authors and the other consisting of only sci-

entific articles. When creating a single-partite author-author network, authors 

with at least one standard article in the bipartite network are connected. Similarly, 

when creating a single-partite article-article network, articles are connected if 
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they have at least one familiar author in the bipartite network. The single-partite 

graph model is a beneficial method. However, converting binary networks to sin-

gle-partition networks causes much information about the network to be ignored. 

For example, when the author-article network is converted to a single-partition 

network, the information about which authors contributed to which article is 

available in the two-partition network. However, this information is not available 

in the single-partition author-author network. 

Tripartite graphs: This type of graph consists of three sets of nodes in a sim-

ilar manner. 

 

Figure 3. Different types of graphs (a. Unipartite, b. Bipartite, c. Tripartite) 

4. Link Prediction  

Social networks are complex information networks consisting of actors and 

relationships between actors. These networks show the interaction and coopera-

tion between the same or different types of people or other multitudes. While the 

elements or entities in social networks constitute nodes, the interactions between 

nodes represent connections. Social networks have a very complex and dynamic 

structure by nature. New connections and entities appear or disappear over time 

in the network. This makes them dynamic and complex systems to a great extent. 

Connection prediction is an effective mathematical tool to analyze the uncertainty 

and potential relationship between non-neighboring nodes in complex networks 

[32]. Connection prediction is an effective social network analysis tool that fo-

cuses on the connections between two nodes from the changes in the social net-

work. It is difficult to predict whether new relationships will form or existing ones 

will disappear from social networks. In parallel with the social network structure, 

it is also necessary to choose the quality to be estimated on this network correctly. 

This is also a significant problem. In the information age society we live in, 

thanks to the relationships in these networks, we can examine the social behaviors 
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of individuals, make qualitative and quantitative evaluations about human rela-

tionships, and obtain beneficial information from them [33]. 

Link prediction reveals possible relationships that are difficult to understand 

directly or predict future behavior [34]. Link prediction methods have attracted 

the attention of many researchers in different disciplines, such as social, biologi-

cal, and information systems. Today, link prediction structure is used in the bib-

liographic field [3], molecular biology, forensic investigations, recommendation 

systems, medicine, etc. This process is used for different purposes in many stud-

ies. In social networks, in the future, which nodes may have new relationships or 

which existing relationships may be lost, which groups are in the network de-

pending on the density of the relationships between nodes, which nodes are in 

which groups, which nodes affect other nodes more, etc. answers to questions are 

being investigated. In recent years, studies in this field have shown a significant 

increase. Link prediction can be applied in many necessary fields. Large organi-

zations can be advised on potential collaborations, academic writers can be ad-

vised on authors or topics they can work on, criminal activities can be predicted 

by examining the relationships of criminals on social media or in phone calls, link 

prediction can be made on websites, the most suitable products can be recom-

mended according to the behavior of users in e-commerce, protein-protein, dis-

ease-gene, disease-drug interactions can be predicted in bioinformatics, and the 

missing part of any incomplete social network data can be predicted.  

4.1.  Link Prediction Problem 

The problem of predicting new connections (or simply the link prediction 

problem) is to make predictions about the structure of the connections in the net-

work by examining the history of the emergence and disappearance of connec-

tions in the network over a certain period. The link prediction problem, one of the 

most critical research areas of social network analysis, is classically defined as 

follows: “Connection prediction is the process of correctly predicting the edges 

that will be added to the network from time interval t to a certain future time, 

given the current state of a social network at time t.” [7]. 

To describe it mathematically, let us consider the social network G=(V, 

E) at a given time t, where V represents the node-set and E represents the 

connection set, respectively. Connection prediction aims to predict the lost 

or newly formed connections between nodes or the missing or unobserved 

connections in the current network for the future t′ (t′ >t). Let us explain 

the connection prediction problem with the social network represented by 
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the friendship relations of five people given in Figure 4. Here, the solid 

and solid lines show the existing interactions at time t, while the solid lines 

show the newly emerged interactions in the time interval [t, t′]. At times, 

Adam and Maria are friends, and Maria is also with Sophia. Perhaps at 

time t′, Maria introduced Adam to Sophia, and thus they became friends. 

Similarly, David and Sophia become friends at time t′. Here, the connec-

tion prediction problem aims to predict the new friendship relations that 

will be formed between people. 

 

Figure 4. An example to illustrate the link prediction problem 

 

4.2.  Link Prediction Techniques 

The problem of link prediction in social networks is a long-standing problem 

in modern information science [35]. The computer science community proposed 

probabilistic models based on Markov chains and statistical models [36]. Later, 

models based on network structure, such as the subgraph-based ranking model 

[37] and the local information model [38], were used. As good results were ob-

tained from studies based on network structure and node attributes, studies were 

conducted with local conditional probability models that used both methods. Link 

prediction approaches using topological approaches can be classified as structural 

and temporal, depending on whether the network's evolutionary development is 

considered or not. Figure 5 shows two types of link prediction. 

Structural link prediction refers to the problem of finding missing or hidden 

connections in an existing network [7]. It aims to reveal connections in the 

network that cannot be directly seen using existing data. It has a direct 
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applicability feature to find protein interactions and gene patterns that cannot be 

seen in medical studies on various diseases such as cancer, HIV, Alzheimer's, etc. 

[39]. In addition, criminal actions that may occur can be predicted by examining 

the relationships of criminals on social media or in phone calls.  

Time-dependent link prediction refers to the problem of finding connections 

that will occur in the next period by examining the temporal history of a network 

[4,7]. In this link prediction method, we have information about the network 

observed until time t, and we aim to predict new connections that may occur at 

the next time, such as t+k. For example, products that customers can buy in their 

next shopping can be suggested on e-commerce shopping sites, and they can be 

used for friend recommendations on many social media sites such as Facebook, 

Twitter, and Flickr. In academic knowledge networks, it can be predicted with 

which academics will collaborate in the future [21]. 

 

Figure 5. Types of structural and temporal link estimation using topological prop-

erties of the network (a. Structural link estimation, b. Temporal link estimation) 

 

In the link prediction problem, if nodes are considered as V (data samples), 

V = {vi}i=1
n , and E represents the relationships that exist on this data. Accord-

ingly, a social network can be defined by the graph = (𝑉, 𝐸). Here, there will be  

(𝑣𝑖, 𝑣𝑗)  node pairs. Between these node pairs, 𝑒𝑖𝑗  ∉  𝐸 is tried to estimate the 

unformed link. The criterion showing the importance of the link between node 

pairs can be defined as the 𝑠𝑘𝑜𝑟(𝑥, 𝑦) function. In the literature, the metrics com-

monly used for link prediction in social networks can be categorized as semantic 
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or topological-based metrics. For example, in the author collaboration network, 

future interactions between authors can be predicted by the similarity in the key-

words of the articles [8]. 

In semantic metrics, the nodes' content is considered when calculating the sim-

ilarity between nodes. For example, in the co-authorship network, the ethnic ori-

gins of the authors, their educational background, and the similarity between the 

topics they have worked on during their academic careers can be used to estimate 

the link. The information required for semantic metrics may often be outside the 

network or costly to analyze. Topological metrics are more commonly used be-

cause they are more general and do not require a rich description of content-re-

lated features [28]. Some approaches use both semantic and topological features. 

These approaches can also be called hybrid approaches. Many link prediction 

metrics use topological features such as nodes, topological structure, and social 

theory information to calculate the similarity of pairs of nodes in the network. 

Learning-based link prediction metrics are also more complex than these three 

categories. Learning-based metrics use both topological and semantic features. 

Node-Based Metrics 

When considering the problem of link prediction, the most intuitive solution 

that can be considered is to calculate the similarity ratio between given node (ac-

tor) pairs. The probability of a link between two nodes with no link is directly 

proportional to the similarity between the nodes. In this study, the numerical 

value indicating the similarity between a pair of nodes x and y that have no link 

in the current network is represented by 𝑠𝑘𝑜𝑟(𝑥,𝑦). A high score represents a high 

probability that nodes x and y will be connected in the future, while a low score 

indicates that they will not. By using the order of the calculated similarity scores 

from largest to smallest, it is possible to predict the connections that will be 

formed or lost in the future or those that are not visible in the current network. 

In a classical social network consisting of nodes and relationships between 

nodes, nodes can have various properties. For example, in social media applica-

tions (Facebook et al., etc.), users usually have properties such as career, address, 

religion, and interests. These properties can be directly used to calculate the sim-

ilarity between two nodes. In most cases, the attribute values of nodes are kept in 

text or string format. As a result, node-based metrics are mainly based on attrib-

utes and actions that can reflect nodes' personal characteristics and behaviors. 

Therefore, node-based metrics are helpful in link prediction only in cases where 

such information is easily obtained. 

Topology Based Metrics 
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As mentioned, similarity measures are divided into semantic and topological 

features. Finding semantic features in node-based measures where node features 

are used is challenging. The topological-based measures presented in this section 

use the network's topological (structural) information rather than the node and 

edge information. In the last decade, many topological-based measures have been 

proposed to calculate the similarity of two nodes in a simple network where node 

and edge features are absent. Topological measures are generally categorized in 

the literature under three headings: neighborhood-based, path-based, and random 

walk-based. This section will give a general definition of some of the most pop-

ular measures in these categories. For a better understanding of the definitions, 

some standard symbols used in link prediction methods are given in Table 1. 

Table 1. Common symbols used in link prediction metrics. 

Г(𝑥) set of neighbors of x 

Г(𝑦) set of neighbors of y 

|Г(𝑥)| Number/degree of neighbors of node x 

|Г(𝑦)| Number/degree of neighbors of node y 

 

Neighborhood-Based Measures 

In social networks built from real-world data, nodes tend to form new connec-

tions with nodes that are similar to them. In neighborhood-based metrics, the sim-

ilarity ratio is calculated using the common neighbors of the node pair. The basic 

idea is that the more the neighbors Γ(x) and Γ(y) of nodes 𝑥 and 𝑦 overlap, the 

higher the probability of a connection between them in the future. There are many 

neighborhood-based metrics proposed in this field. 

Common Neighbors (CN), The familiar neighbors criterion shows the number 

of common neighbors for nodes x and y. Due to its simplicity has become the 

most common criterion used in link prediction problems. Many different criteria 

have been derived using familiar neighbors. The higher the number of common 

neighbors, the higher the probability of a link between nodes x and y in the future. 

The mathematical equivalent of this expression is as shown in equation (1). 

𝐶𝑁(𝑥, 𝑦) = |Γ(𝑥) ∩ Γ(y)|                                                                          (1) 

Jaccard Coefficient (JK) is the normalized form of the familiar neighbors 

[35]. It calculates the ratio of the familiar neighbors of nodes x and y to the total 

number of all their neighbors. Node pairs with a higher ratio have more similarity. 

The mathematical equivalent of this expression is as shown in equation (2). 
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𝐽𝐾(𝑥, 𝑦) =
|Γ (x) ∩ Γ (y)|

|Γ (x) ∪ Γ (y)|
                                                                               (2) 

Adamic/Adar Coefficient (AA) was first proposed by Adamic and Adar [40] 

to calculate how close the content of two web pages is to each other. It has later 

been widely used in social networks. Unlike the familiar neighbors (CN) metric, 

this metric argues that the weight of familiar neighbors with fewer neighbors will 

be higher. The mathematical equivalent of this expression is as shown in equation 

(3). 

𝐴𝐴(𝑥, 𝑦) = ∑
1

log |Γ(𝑧)|𝑧∈Γ (x)∩ Γ (y)                                                              (3) 

Cosine Similarity Coefficient (Cos) is also called Salton Cosine similarity 

[38], is used to find the similarity coefficient based on the cosine angle between 

the rows of the adjacency matrix with nodes 𝑥 and 𝑦. The mathematical equiva-

lent of this expression is as shown in equation (4). 

𝐶𝑜𝑠(𝑥, 𝑦) =
|Γ(𝑥)∩Γ(y)|

√|Γ(𝑥)|.|Γ(y)|
                                                                             (4) 

Social Theory Based Measures 

Many studies have been conducted in recent years to solve social network 

mining and analysis problems. Most of the studies in this field use classical social 

theories such as community, weak and robust connection concepts, homogeneity, 

and structural balance. Unlike previous measures that use only node and topolog-

ical features, link prediction measures based on social theory can increase predic-

tion performance by revealing useful social interaction information, especially 

for large-scale social networks. 

Learning Based Measures 

Learning-based link prediction metrics are based on both node-based and to-

pology-based features. In recent years, many learning-based link prediction meth-

ods have been proposed using the attributes and external information of nodes 

[26]. These learning-based methods can be categorized as feature-based classifi-

cation, probabilistic graph model, and matrix factorization. Most learning-based 

methods can be considered a typical feature classification problem. Scellato et al. 

[6] used social features such as spatial information and global features to improve 

the quality of link prediction in a location-based social network. In social net-

works, a probability value such as topological similarity or transition probability 

in a random walk can be assigned to the link between each pair of nodes. The 
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graphs generated by this method are called probabilistic graph models. Many 

learning-based link prediction methods in the literature are based on probabilistic 

graph models.  

5. Conclusions 

Link prediction in complex networks is a critical research area for predicting 

missing or potential links in various social, biological, and technological systems. 

The methods used in this study are enriched with topological features, machine 

learning algorithms, and deep learning techniques, and successful results have 

been obtained for different types of networks. In particular, classical approaches 

based on similarity measurements between nodes provide accuracy and compu-

tational efficiency advantages. In contrast, advanced methods such as graph neu-

ral networks have provided more accurate predictions in large and dynamic net-

works. In the future, improving data quality and examining heterogeneous net-

works in more depth will further improve link prediction performance and in-

crease the impact of this field on applications such as social network analysis, 

bioinformatics, and information recommendation systems. 
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1. Introduction 

Deep learning, a sub-branch of artificial intelligence and machine learning, 

was developed by taking inspiration from the working principle of the human 

brain (Guo, 2017). Deep learning algorithms show higher performance than tra-

ditional machine learning algorithms in solving complex problems thanks to their 

ability to work with very large data sets. Deep learning models are frequently 

used in a number of tasks such as disease diagnosis and classification, object de-

tection, face recognition, emotion analysis, and road condition prediction (Khoei, 

Slimane, & Kaabouch, 2023). 

Medicine is a branch of science that deals with the structure and functioning 

of the human body and produces very important information about human health 

by performing various analyses in cases such as diseases and injuries. Various 

medical imaging techniques are used to examine the biological and medical pro-

cesses of the human body and to perform the necessary analyses. The foundation 

of these imaging techniques was laid in the 19th century by German Physics Pro-

fessor Wilhelm Conrad Röntgen with the discovery of X-rays, which allowed the 

imaging of bones and internal organs in the body (Mould, 1995). Shortly after the 

discovery of X-rays, natural radioactivity was discovered by French scientist 

Henri Becquerel in the same (Samei & Peck, 2019). Immediately after Becque-

rel's discovery, the elements polonium and radium were discovered by Polish sci-

entist Marie Curie and her husband, who were working in France. Thanks to these 

discoveries, the science of radiology emerged; the technologies and imaging tech-

niques used in radiology formed the basis of the field of medical imaging (Man, 

Sabourin, Gandhi, Carmel, & Prestigiacomo, 2015). 

Advanced medical imaging techniques such as Magnetic Resonance Imaging, 

Computerized Tomography, Positron Emission Tomography, and Ultrasonogra-

phy used today; allow for accurate and timely diagnosis of diseases. With the 

advancement of technology and science, high-resolution and high-quality images 

have begun to be obtained from medical imaging techniques in recent years. The 

number of images taken is increasing day by day and forms large data sets related 

to diseases. This situation has led to the idea of using deep learning algorithms, 

which show good performance when working with large data sets, in the process 

of interpreting medical images. 

Medical Image Processing is a field performed by computers to analyze and 

interpret images obtained from biomedical imaging techniques (Khoei et al., 

2023). Recently, Medical Image Processing has become an important application 
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area of deep learning. Deep learning algorithms are used in the analysis of appro-

priate medical images taken from various regions such as the brain, eye, skin, 

teeth, chest, breast, heart, abdomen, and musculoskeletal system, and provide 

faster, more precise and objective results than human interpretations in the diag-

nosis and classification of various diseases such as Alzheimer's, brain hemor-

rhage lesions, diabetic retinopathy, dental diseases, lung cancer, breast cancer, 

liver tumors and skin lesions (Greenspan, Van Ginneken, & Summers, 2016; 

Litjens et al., 2017). 

When the studies in the literature on the use of deep learning in the medical 

field are examined, in one of the studies Togo et al. (2019) proposed the deep 

GAN-based LC-PGGAN model to produce synthetic examples of gastritis im-

ages diagnosed with stomach X-ray images that can be used in the gastritis clas-

sification problem. New synthetic data sets were created using LC-PGGAN, LC-

PGGAN+PGGAN, PGGAN, and DCGAN architectures from stomach X-ray im-

ages of 240 gastritis and 575 non-gastritis patients. When the real data set and 

synthetic data sets were classified using VGG-16, Inception-v3, and ResNet-50 

deep learning architectures, the best result in the VGG-16 architecture was ob-

tained when the data set produced with LC-PGGAN was used, and the best result 

for Inception-v3 and ResNet-50 architectures was obtained with the data set cre-

ated by using LC-PGGAN and PGGAN together. 

Jiajie (2020) aimed to extract features from brain computed tomography (CT) 

images using deep convolutional neural networks and classify them according to 

5 subcategories of intracranial hemorrhage. The dataset used in the study consists 

of images provided by the North American Radiology Association through a 

competition organized on the Kaggle platform. The model, which was created 

using a series of deep convolutional neural networks based on SE-ResNeXt50 

and EfficientNet-B3, achieved high performance in the classification study and 

managed to enter the 4% segment in the competition. 

Sarp et al. (2021) proposed a new generative adversarial network model based 

on GAN architecture to generate synthetic wound images. The performance of 

the model trained on chronic wound datasets of various sizes taken from real hos-

pital environments was evaluated using mean square error (MSE) to measure the 

similarity of the original and synthetic images. At the end of the study, it was 

concluded that the proposed synthetic medical image generation model showed 

good performance. 

In another study, Mushtaq et al. (2021) conducted a study on the classification 

of brain hemorrhage using deep learning-based CNN and CNN+LSTM and 
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CNN+GRU hybrid-based models proposed in the study. The main purpose of the 

study is to enable the deep learning model to grasp patterns and derive rules and 

features from them in cases where the number of data is insufficient. For this 

purpose, a brain hemorrhage dataset consisting of a small number of images was 

created using 100 hemorrhagic and non-hemorrhagic CT images taken from pa-

tients. Image augmentation techniques were used to increase the diversity of the 

dataset. A new architecture called BHCNet was proposed by using image aug-

mentation and dataset imbalance methods together with the CNN model. 

Siddiqui et al. (2021) proposed a cloud-based model called IPBCS-DL, pow-

ered by deep learning, to predict breast cancer and its stages. In the study, a da-

taset consisting of images obtained from various tests such as CT, magnetic res-

onance imaging (MRI), and positron emission tomography (PET) was used, and 

the proposed model showed a higher performance than the current state-of-the-

art methods with 98.86% accuracy in the training phase. 

Ayala et al. (2021) aimed to make an early diagnosis of Diabetic Retinopathy 

(DR) and determine its degree using a model based on the DenseNet121 transfer 

deep learning architecture. In the study where two different data sets were used, 

the images were divided into five different classes according to the presence and 

degree of the disease: DR-no, mild-DR, moderate-DR, severe-DR, and prolifera-

tive-DR. The proposed model showed a classification performance of 97.78%, 

allowing diabetic retinopathy to be predicted reliably. 

Bangyal et al. (2022) proposed a deep convolutional neural network model for 

early detection of Alzheimer's disease. In the study, the Alzheimer's dataset con-

sisting of four classes, namely very mildly demented, mildly mentally retarded, 

moderately retarded, and non-demented, shared on the Kaggle platform, was 

used. When the results obtained from machine learning-based approaches and the 

proposed deep learning-based convolutional neural network approach were com-

pared, the proposed approach showed the best performance with 94.61% accu-

racy. 

In the next study, Ren et al. (2022) proposed a new hybrid architecture called 

LCGANT for the classification of lung cancer. The proposed architecture consists 

of two parts: the lung cancer deep convolutional GAN (LCGAN) developed to 

create a synthetic lung cancer image and the VGG-DF transfer learning model 

used to classify the images. In the study, where a dataset consisting of a total of 

15000 lung images belonging to three different classes was used, the LCGANT 

model gave the best result with 99.84% classification accuracy compared to the 

other models used. 
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Hoang et al. (2022) conducted a study on the classification of skin lesions. In 

the study, a new EW-FCM segmentation approach was developed and a new 

method called Wi-de-ShuffleNet was proposed for classification. In the study, 

where two different data sets, HAM10000 and ISIC 2019, available on the Kaggle 

platform, were used, it was concluded that the proposed method achieved higher 

accuracy compared to recent approaches. 

In another study on skin diseases, Anand et al. (2022) used dermoscopy im-

ages to perform early diagnosis and classification of skin diseases. The 

HAM10000 dataset, which consists of images related to seven different skin dis-

eases, was used in the study and a new deep-learning model was developed for 

the classification of skin diseases. When the accuracy values obtained with Res-

Net18, ResNet50, ResNet101, and the model proposed in the study were com-

pared, the proposed model showed the highest performance with 96%. 

Jyotiyana et al. (2022) tried to diagnose and classify Parkinson's disease using 

deep learning methods. In the study, a Parkinson's dataset consisting of voice re-

cordings and some information of 42 patients in the early stages of the disease 

was used and 42 patients were recruited for a 6-month trial on a remote monitor-

ing device to follow the progression of the disease. A new deep learning model 

has been proposed for the classification of the disease, and the proposed model 

gave a better accuracy value than other classification techniques with a classifi-

cation accuracy of 94.87%. 

In the study conducted by Qureshi et al. (2022), a deep learning model called 

DLM-COVID-19, which extracts MR neuroimaging findings in severe COVID-

19 infections, was proposed for the detection and classification of COVID-19 

disease. The COVID-19 dataset required for the study was created by collecting 

MR images of approximately 50 individuals who had the disease from various 

hospitals with the help of medical experts. It was concluded that the proposed 

model gave better results compared to existing methods in the study. In addition, 

a mobile detection system was developed that allows the patient to visit the online 

system, ask questions, and produce results about their health status. 

Torfi et al. (2022) tried to produce synthetic medical data by developing a 

convolutional GAN model to overcome the privacy problem of medical images. 

Since synthetically generated data does not contain sensitive information about 

the person, it can be shared with the public without privacy concerns, thus in-

creasing the workability of deep learning models working with large data sets 

with medical images. The RDP-CGAN architecture proposed in the study using 

Rényi differential privacy produced higher quality synthetic data under the same 
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privacy when applied to different data sets compared to the current most ad-

vanced approaches, MedGAN, TableGAN, CorGAN, DPGAN, and PATE-GAN. 

Pravin et al. (2023) proposed a new model based on DenseNet, which includes 

an automatic preprocessing module for the determination of the severity level of 

diabetic retinopathy. The model, which was trained on a dataset consisting of 

13000 retinal fundus images taken from the diabetic retinopathy database, 

achieved a classification accuracy performance of 98.40% when combined with 

the k-nearest neighbor classifier. 

Abdulsahib et al. (2023) conducted a study on the classification of liver cancer 

with deep transfer learning methods. In the study, a dataset related to the disease 

in question was created by collecting CT images from the Institute of Radiology 

in Baghdad Medical City, Iraq. To classify the images in the obtained dataset as 

a malignant tumor, benign tumor, or normal liver, some layers of ResNet-50, 

VGG-16, and MobileNetV2 transfer learning methods were frozen and it was 

aimed to increase the performance by using new fully connected layers with ran-

dom parameters instead of the layers from the pre-trained models. In the study 

where the effectiveness of the three transfer learning approaches was evaluated, 

the ResNet-50 model showed the highest performance with 100% accuracy. 

Naz et al. (2023) conducted a study on solving the problem of data scarcity 

and irregular data distribution in diabetic retinopathy. In the study, the Deep Con-

volutional Generative Adversarial Network (DCGAN) algorithm was used to 

combine real and augmented views, and the data imbalance problem was tried to 

be resolved by including the generated images in the minority class. In the study, 

a new ensemble convolutional neural network algorithm called DVE, which com-

bines the weighted average estimate of CNN, CNN-i, and CNN+i algorithms, was 

proposed, and 97.4% classification accuracy was achieved on the balanced data 

set with DCGAN. 

Tabakov et al. (2023) addressed the problem of incomplete data sets in their 

study and developed a new synthetic data generation model to increase the num-

ber of histopathology image data. In this direction, experiments were carried out 

using the Shiraz Histopathological Imaging Data Center dataset. When ResNet-

18, DenseNet, EfficientNet, GoogLeNet, MobileNetV2, and VGG-11 deep learn-

ing models were trained with the synthetic data produced in the study and the f1 

score values were compared, the best result was obtained with the EfficientNet 

model as 88%. 

Oliveira et al. (2024) tried to produce synthetic data from retinal fundus im-

ages to cope with the small dataset problem in medical images. The datasets used 
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in the study included publicly available retinal fundus images of patients from 

four different countries. The comparison of the proposed StyleGAN2-ADA 

model with nine different GAN architectures, namely DCGAN, LSGAN, 

WGAN, WGAN-GP, DRAGAN, EBGAN, BEGAN, CGAN and ACGAN; 

Whether experts can distinguish synthetic images as real or synthetic images; 

There are four experimental stages: evaluating the dataset augmented with syn-

thetic images with three different deep transfer learning models, namely 

SqueezeNet, AlexNet and ResNet18, and measuring the recognition accuracy of 

AMD (Age-related Macular Degeneration) images of deep learning models 

trained with human experts and synthetic and real data. As a result of the experi-

ments, it was concluded that the developed Style-GAN2-ADA model was suc-

cessful in producing synthetic images. 

Yang et al. (2024) proposed a new deep GAN model based on CycleGAN to 

generate synthetic computed tomography images from MR images. In the study, 

two different datasets consisting of unpaired brain MR and CT images shared on 

the Kaggle platform and paired brain MR and CT images taken from a study 

(Ranjan, Lalwani, & Misra, 2022; Wang, Wu, & Pourpanah, 2023)  were used. 

With the proposed HLSNC-GAN model and eight different existing models, MR-

to-CT and CT-to-MR transformations were performed for two datasets, and the 

best results were obtained with the HLSNC-GAN architecture in the results ob-

tained with PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural Similarity 

Index Measure), which are widely used in the evaluation of medical image syn-

theses. 

In the last literature study, Chen et al. (2024) proposed a new deep neural 

network model for the detection and classification of acute intracranial hemor-

rhages in brain CT images. Three datasets named RSNA, CQ500, and PhysioNet-

ICH were created using images taken from different institutions and the RSNA 

dataset was used for training the proposed model. The proposed model achieved 

a successful classification by obtaining an average AUROC value of 0.942 and 

0.958 in CQ500 and PhysioNet-ICH datasets, respectively. 

In this study, VGG16, ResNet50, MobileNetV3Small, MobileNetV3Large, 

InceptionV3, and DenseNet201 deep transfer learning methods were used to clas-

sify two different diseases, Diabetic Retinopathy and Monkeypox. Different hy-

perparameter combinations were optimized with a genetic algorithm to increase 

the performance of transfer learning models. The models were trained with dif-

ferent hyperparameters and the final models were created by determining the hy-

perparameter combinations that provided the highest success. The performance 

of the created models was evaluated with accuracy, precision, recall, and f1-score 
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metrics, and the highest performance values were obtained for the two-class Di-

abetic Retinopathy dataset with DesNet201 architecture as 0.98 and for the four-

class Monkeypox disease dataset as 0.93 for all four metrics. 

In the continuation of the study, explanatory information about image pro-

cessing, machine learning, and deep learning is given in Section 2; the datasets 

used in the study are explained and the deep transfer learning algorithms used are 

examined in detail. The results obtained from the study are explained in Section 

3, and information about the results of the study and what is planned for future 

studies is given in Section 4. 

2. Material and Method 

In this section, the concepts of image processing, machine learning and deep 

learning are explained. In the following, explanatory information about the data 

sets used in the study is given and the deep transfer learning algorithms used are 

examined in detail. 

2.1. Image Processing 

Image is a concept that expresses the reflections of three-dimensional objects 

in real life on a two-dimensional plane. Images that can be processed and stored 

in a computer environment are represented by matrices consisting of pixels. Pix-

els are dots consisting of different intensities of the three primary color compo-

nents (RGB), red, green and blue, and are the basic building blocks of digital 

images. 

Image processing is the name given to the entire process of analyzing visual 

data of real-world objects represented in digital format using various techniques 

and changing the properties of these data (1991). Briefly, it is the transfer of the 

original input image from the analog environment to the digital environment and 

the analysis operations performed on the transferred image (Gonzalez, Woods, & 

Eddins, 2020). These operations are performed with the help of mathematical 

operations applied to the pixels that make up the image. Basically, image pro-

cessing is performed in four steps as shown in Figure 1. 
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Figure 1. Basic steps in image processing 

As shown in Figure 1, various pre-processing steps such as noise reduction, 

contrast adjustment, and size change are applied to the image obtained through 

digital cameras or sensors in the first stage to obtain a clean image. In the second 

stage, feature extraction algorithms are applied to the cleaned image to extract 

features that include visual elements such as edges, colors, and textures of ob-

jects. After the extraction of features, the information extraction step is performed 

using an algorithm designed to perform recognition, classification, or another task 

on the image depending on the field of study. The information obtained in the 

final processing stage is processed to be used in various disciplines such as med-

icine, security, and automotive. This information can be used in various applica-

tions, such as medical diagnoses, security systems, or automotive technologies. 

To provide computer systems with complex visual information processing ca-

pabilities that mimic the visual functioning of living beings; machine learning 

and deep learning architectures are used in image processing applications (McAn-

drew, 2004). Machine learning and deep learning, especially when combined 

with the availability of large data sets, have gained the ability to solve larger and 

more complex problems compared to previous image processing methods. To-

day, deep learning-based image processing methods are used in a wide variety of 

fields such as medicine, security, automotive, agriculture, social media, and gam-

ing, and successful results are obtained. 

2.2. Machine Learning 

The performance of some processes that require human intelligence, such as 

analysis, prediction and classification, by machines is called artificial intelligence 

(Choi, Coyner, Kalpathy-Cramer, Chiang, & Campbell, 2020).  In other words, 

artificial intelligence means that computers imitate human intelligence and be-

have like them, thanks to models trained through various data sets and software. 
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Machine Learning, a sub-branch of artificial intelligence, is the study of com-

puters being trained with past data and gaining the ability to make automatic de-

cisions on a situation they have not encountered. While problems with clearly 

stated logical solutions are addressed with artificial intelligence, machine learn-

ing methods that show higher performance are used in problems that require high-

level pattern recognition, such as classification of images, recommendation sys-

tems, autonomous systems, and natural language processing. 

In cases where it is necessary to work with data that is too large and complex 

to be analyzed by human power, machine learning algorithms provide low-cost 

solutions in less time. Thanks to the rapid advances in computer science in recent 

years, machine learning algorithms used in different disciplines are also applied 

in the solution of various problems in the field of medicine and health, and they 

provide good results thanks to ongoing improvements. (Laurikkala et al., 2000). 

2.3. Deep Learning 

Deep learning is a sub-branch of machine learning that uses multiple layers 

designed to increase the performance of machine learning and to be used in more 

challenging tasks (LeCun, Bengio, & Hinton, 2015). This learning model, which 

takes its name from the deep neural networks it uses, allows machines to make 

correct decisions without any external intervention. Deep neural networks, which 

consist of two or more hidden layers, progress in an order established from simple 

to complex, with each layer trying to establish a relationship with the previous 

layer. 

Deep learning, inspired by the working principles of the human brain, is used 

to solve complex problems by training on large amounts of data. It is used to 

solve various problems in different disciplines such as speech recognition, object 

detection, image processing, and natural language processing, and shows high 

performance compared to traditional machine learning algorithms (Ruihui & 

Xiaoqin, 2019). 

2.4. Datasets 

In the study, a classification study of two different diseases was conducted 

using the data sets “diagnosis-of-diabetic-retinopathy” (Darabi, 2024) and “mon-

keypox skin images dataset” (Bala et al., 2023) shared on Kaggle, an online plat-

form for researchers working on machine learning and data science. Detailed ex-

planations about the data sets used in the study are given under the following 

headings. 
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2.4.1. Dataset1: Diagnosis of Diabetic Retinopathy 

The dataset consists of high-resolution retinal images obtained under different 

imaging conditions. Each image in the dataset was labeled as diabetic retinopathy 

present (DR) and absent (No_DR) by a medical expert, and examples of images 

in the dataset are shown in Figure 2. In addition, the classes in the dataset are 

distributed evenly, and the number of data in the classes and the total number of 

data are given in Table 1. 

 

Figure 2. Sample images in Dataset1 (Darabi, 2024) 

Table 1. Data distribution in classes for Dataset1 

Classes Counts Labels 

DR 1408 0 

No_DR 1430 1 

total 2838 
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2.4.2. Dataset2: Monkeypox Skin Images Dataset 

This dataset consists of images of Monkeypox, a disease rarely seen in Central 

and West Africa and which became an epidemic in countries outside Africa in 

2022. The dataset consists of a total of 770 images divided into four different 

categories monkeypox, chickenpox, measles, and normal, as seen in Table 2. 

Sample images related to the dataset are given in Figure 3. 

 

Figure 3. Sample images in Dataset2 (Bala et al., 2023) 

Table 2. Data distribution in classes for Dataset2 

Classes Counts Labels 

Normal 293 0 

Chickenpox 107 1 

Measles 91 2 

Monkeypox 279 3 

total 770 

In the study, to eliminate the unbalanced distribution of classes in the dataset 

and to train the established models more healthily, the data augmentation method 

was applied to the dataset with an unbalanced distribution, with the number of 

data in each class being 300 samples. The number of samples in the dataset ob-

tained after the data augmentation process is given in Table 3. 
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Table 3. Data distribution in classes for Dataset2 after data augmentation method 

Classes Counts Labels 

Normal 300 0 

Chickenpox 300 1 

Measles 300 2 

Monkeypox 300 3 

total 1200 

The ImageDataGenerator class was used for data augmentation, and the clas-

ses were balanced by applying various transformation techniques such as random 

rotation, shifting in width and height, cutting and shifting, zooming, and mirror-

ing on the horizontal axis. 

2.5. Deep Transfer Learning Models 

Thanks to developing technologies and significant advances in the field of 

medicine, the variety of medical imaging techniques taken from patients for the 

diagnosis of diseases is increasing day by day. Images obtained from medical 

imaging devices such as X-ray, Magnetic Resonance Imaging (MRI), Computer-

ized Tomography (CT), Ultrasonography, and Positron Emission Tomography 

(PET) and used in the diagnosis of diseases, thanks to the improvements in im-

aging techniques, create large data sets consisting of high-resolution complex im-

ages (Obayya et al., 2022). 

Diagnosis of diseases often relies on relative evaluations and manual meas-

urements by doctors. This situation can sometimes lead to uncertainties and er-

rors; it can make the process of making accurate and reliable diagnoses difficult. 

The application of deep learning models that use multi-layered artificial neural 

networks to analyze large-scale complex data structures and automatically extract 

their features on medical images; enables the development of more effective and 

sensitive solutions for problems such as segmentation, disease diagnosis, and 

classification (Malibari et al., 2022). In this study, a study was conducted on the 

classification of diseases, and models were established with 6 different transfer 

learning methods, including VGG16, InceptionV3, ResNet50, and Mo-

bileNetV3Small and Mobile-NetV3Large from transfer deep learning algorithms. 

2.5.1. VGGNet 

VGGNet is an impressive CNN model introduced in the article "Very Deep 

Convolutional Networks for Large-Scale Image Recognition" published by Si-

monyan and Zisserman (2014). The model, developed by the group called "Visual 
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Geometry Group" at Oxford University, takes its name from the initials of its 

group. The model provides learning on a large dataset by undergoing a general 

training process and then offers a structure that can be fine-tuned for specific 

tasks (Bozkurt, 2021/1). In the training conducted on the ImageNet dataset, it 

achieved 92.7% classification accuracy with a dataset of 1000 classes containing 

over 14 million images, and ranked 2nd in ILSVRC 2014. 

The VGGNet model, which is used as a reference in the design of later deep 

learning models with its modular structure and repetition of simple convolution 

blocks, has four different versions, VGG11, VGG13, VGG16, and VGG19, de-

pending on the number of convolutions and fully connected layers it contains. In 

general, it can be said that VGG11 and VGG13 have low depth and their training 

times are faster; while VGG16 and VGG19 have deeper architectures and can 

learn more complex structures. The architecture of the VGG16 model, which con-

sists of a total of sixteen layers, thirteen convolutions, and three fully connected 

layers, is presented in Figure 4. 

 

Figure 4. VGG16 architecture (Mascarenhas & Agarwal, 2021) 

When we look at the architecture given in Figure 4, RGB image data of 

224x224x3 dimensions are taken as the input of the model. Then, 2 convolution 

layers, 1 maximum pooling layer, 2 convolution layers, and 1 maximum pooling 

layer come in order. Then, 3 convolution layers, 1 maximum pooling layer, 3 

convolution layers, and 1 maximum pooling layer are added. In the last layer, the 

architecture continues with a fully connected layer and ReLU activation function. 

In the last layer, a softmax classifier with 1000 outputs is used, as many as the 

number of classes in the ImageNet dataset. 

The ability of the architecture to work with high-dimensional images is be-

cause the first two of the fully connected layers have 4096 neurons (Zou, Guo, & 

Wang, 2023). Such a large number of filters leads to costly training and problems 
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requiring too much data. In addition, thanks to its deep structure, the architecture 

generally gives successful results in large-scale image classification tasks. 

2.5.2. GoogLeNet (Inception) 

GoogLeNet (Inception) is a deep convolutional neural network model devel-

oped by Google researchers (Szegedy et al., 2015) to win the ILSVRC classifica-

tion task. GoogLeNet, whose name refers to LeNet, the first convolutional deep 

learning architecture; came first in the ILSVRC 2014 competition with an error 

rate of 6.7%, outperforming the VGG architecture that participated in the compe-

tition in the same year. 

As the depth increases in neural networks, performance also increases, but it 

also brings with it some difficulties such as increasing computational cost and 

gradient loss. Instead of simply increasing the depth, GoogLeNet uses a new con-

cept of "starter modules" to overcome the limitations that previous CNN archi-

tectures faced in terms of depth and computational efficiency (Szegedy et al., 

2015). These modules, an example architecture of which is given in Figure 5, 

allow the network to have multiple parallel paths with varying filter sizes, ena-

bling features at different scales to be captured and performance to increase with-

out an explosion in computational requirements. 

 

Figure 5. Inception module without dimensionality reduction (Szegedy et al., 2015) 

As seen in Figure 5, in the pure version inception module introduced in the 

GoogLeNet (Inception) inception article, various convolution operations of 1x1, 

3x3, and 5x5 sizes are applied to the input at the same time, allowing the network 

to capture information at different complexities and scales. Then, the outputs are 

combined and the results are transmitted to the next inception module. In addi-

tion, in addition to the convolution layers, the model also has a 3x3 maximum 
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pooling layer. Thanks to this parallel structure, in addition to high-level features, 

small details are also captured, and the model is provided with high performance 

in image recognition tasks. 

In each inception module, as seen in Figure 6, 1x1 convolutional kernels are 

used before larger convolutional kernels and after maximum pooling, thus reduc-

ing the computational cost and the number of parameters without losing depth. 

 

Figure 6. Inception module with dimensionality reduction (Szegedy et al., 2015) 

Nine initial models with dimensionality reduction features were linearly com-

bined to form a 27-layer GoogLeNet (Inception) model including pooling layers. 

The pseudo code of the model is shown in Table 3.4. In 2015 and 2016, some 

changes and additions were made to the basic architecture of the Inception model, 

and four different versions were developed: Inception v2 (Ioffe & Szegedy, 

2015), Inception v3 (Szegedy et al., 2016), Inception v4 and Inception-ResNet 

(Szegedy, Ioffe, Vanhoucke, Alemi, & Aaai, 2017).  

2.5.3. ResNet 

ResNet (Residual Network) is a CNN-based deep learning architecture intro-

duced in the article titled ‘Deep Residual Learning for Image Recognition’ pub-

lished by He et al. (2016) The architecture aims to provide a solution to the per-

formance degradation by adding shortcuts between layers, based on the observa-

tion that the sustainability of performance becomes more difficult as the network 

gets deeper (K. M. He et al., 2016). ResNet, which is 20 times deeper than 

AlexNet and 8 times deeper than the VGG-16 network, but has lower complexity 

(Xiao & Xiao, 2019), achieved a 96.43% success rate on the ImageNet dataset. 
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The feature that makes ResNet unique is that it contains a structure called 

backward transition (skip connection) or skipped connections, as shown in Figure 

7. This structure is implemented by adding a skip connection passing through 

each layer of the network, an approach traditionally used to solve the vanishing 

gradient problem, one of the problems encountered during training deeper net-

works (Li, Wang, Liu, & Hu, 2022). 

 

Figure 7. Residual block structure 

As seen in Figure 7, the line that carries the original input x to the addition 

process is called a redundant connection or shortcut connection. A redundant con-

nection is a connection that skips one or more layers. These connections create 

direct paths from the input to the output, so they can quickly switch between lay-

ers in the network. This feature prevents the gradient loss that occurs in the deeper 

layers of the network, making training more effective and speeding up the trans-

mission of information  (Meng et al., 2019). 

The ResNet model has five different versions, namely ResNet18, ResNet34, 

ResNet50, ResNet101, and ResNet152, depending on the number of basic blocks 

it contains. The architecture of the ResNet50 model, which contains 50 basic 

blocks, is given in Figure 8. 

 

Figure 8. ResNet50 architecture (Hashmi, Katiyar, Hashmi, & Keskar, 2021) 
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As seen in Figure 8, the architecture consists of a total of 48 convolution lay-

ers, a max pooling layer, and an average pooling layer. The first layer is a convo-

lution layer with 64 different kernels with a kernel size of 7x7, followed by a max 

pooling layer. Then, there are three convolution layers, one with 64 kernels of 

1x1 size, another with 64 kernels of 3x3 size, and another with 256 kernels of 1x1 

size. These three layers are repeated three times, creating a total of 9 layers. Then, 

there are three convolution layers, one with 128 kernels of 1x1 size, another with 

128 kernels of 3x3 size, and another with 512 kernels of 1x1 size. These three 

layers are repeated four times, creating a total of 12 layers. Next comes three 

convolution layers, one with 256 kernels of size 1x1, another with 256 kernels of 

size 3x3, and another with 1024 kernels of size 1x1. These three layers are re-

peated six times, creating a total of 18 layers. Then come three convolution layers, 

one with 512 kernels of size 1x1, another with 512 kernels of size 3x3, and an-

other with 2048 kernels of size 1x1. These three layers are repeated three times, 

creating a total of 9 layers. Finally, an average pooling operation is applied, then 

a fully connected layer with 1000 neurons and a softmax classifier are added, 

creating a network with a total of 50 layers. This architecture is designed to pro-

vide effective performance in deep learning models. 

2.5.4. MobileNet 

MobileNet is an efficient CNN architecture optimized for devices with limited 

resources. The architecture, developed by a research team at Google, was intro-

duced in the article MobileNets: Efficient Convolutional Neural Networks for 

Mobile Vision Applications published in 2017 (A. G. Howard, 2017). The aim of 

developing MobileNet is to enable the development of deep learning-based ap-

plications on hardware with limited processing power, especially mobile devices. 

Traditional deep learning architectures usually require high processing power 

and a large amount of energy. MobileNet was specifically designed to overcome 

these challenges. The size and processing load of the model are significantly re-

duced by using an innovative layer type called Depthwise Separable Convolution, 

given in Figure 9 (Hsiao & Tsai, 2021). As seen in Figure 9, this method splits 

the standard convolution process into two separate processes: depth-based con-

volution and point-wise convolution. This approach greatly reduces the compu-

tational cost while maintaining the accuracy performance of the model. 
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a. standard convolution layer b. depth separable convolutional 

layer 

Figure 9. Depthwise separable convolution 

The deep separable convolution technique used in the MobileNet architecture 

provides great efficiency compared to traditional convolutions. As seen in Figure 

9.a, in a traditional convolution layer, each input channel is processed together 

with all input channels of the filters. This requires a large number of parameters 

in each convolution layer. In deep separable convolutions, this process is per-

formed in two separate steps as Depthwise Convolution and Pointwise Convolu-

tion, as seen in Figure 9.b. 

In the Depthwise Convolution step, a 3x3 convolution is applied to the input 

layer, significantly reducing the number of parameters that traditional convolu-

tions have. In the Pointwise Convolution step, 1x1 convolution is performed, the 

outputs of the channels are combined, and a wider output is obtained by ensuring 

that the channels establish a relationship with each other. In this way, high effi-

ciency is achieved with fewer parameters. 
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MobileNet is widely used in devices with hardware limitations such as 

smartphones, IoT devices and embedded systems thanks to its low energy con-

sumption and efficiency. It provides low latency and resource-comparable per-

formance to other models in tasks such as image classification, object detection 

and segmentation. In addition, this architecture, optimized for mobile vision ap-

plications, offers a significant advantage in time-critical tasks such as real-time 

image processing. 

The MobileNet architecture has been improved in various aspects in the fol-

lowing years, making it faster, smaller and more efficient. In the MobileNetV2 

version introduced in 2018, performance was improved by using inverted residual 

structures and linear bottlenecks (Sandler, Howard, Zhu, Zhmoginov, & Chen, 

2018) The MobileNetV2 architecture has a 30% smaller size and 0.3 times faster 

performance compared to the MobileNet architecture. 

In 2019, the MobileNetV3 model was developed by applying hardware-aware 

network architecture search (NAS) and NetAdapt algorithm optimizations on the 

MobileNetV2 architecture (A. Howard et al., 2019). The model works 2 times 

faster with a 30% smaller model compared to its previous version. 

MobileNetV4, introduced in 2024, was designed for the ecosystem of mobile 

devices (Qin et al.)  

Thanks to the innovations in each version, MobileNet is now considered one 

of the most important architectures that enable deep learning applications under 

limited hardware resources. 

2.5.5. DenseNet 

DenseNet architecture is a CNN-based deep learning architecture that aims to 

improve information flow and gradient propagation by establishing dense con-

nections between layers. The architecture model, introduced in 2017 with the ar-

ticle titled Densely Connected Convolutional Networks, has shown its high per-

formance on CIFAR-10, CIFAR-100 and ImageNet datasets (Huang, Liu, Van 

Der Maaten, & Weinberger, 2017). 

DenseNet's difference from other transfer deep learning architectures is that, 

as seen in Figure 10, the output of each layer is directly connected to the input of 

all subsequent layers. In this way, more information is shared with the same num-

ber of parameters, more effective transmission of gradients is provided in back-

ward error propagation, and thanks to the deep network it provides, it reduces the 

possibility of problems such as overfitting and vanishing gradient. 
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Figure 10. DenseNet 

The DenseNet model has four different versions, namely DenseNet-121, 

DenseNet-169, DenseNet-201 and DenseNet-264, depending on the number of 

basic blocks (Arora, 2020). These versions increase the depth of the model, al-

lowing better performance in more complex tasks. 

3. Results and Discussion 

In the study, medical image classification study was performed using six dif-

ferent transfer deep learning models, namely VGG16, ResNet50, Mo-

bileNetV3Small (MNv3-Small), MobileNetV3Large (MNv3-Large), Incep-

tionV3, and DenseNet201 (DN201). The datasets used in the study were divided 

into 80% training and 20% test data, and in the pre-processing stage, the input 

dimensions were set as 224x224 for VGG16, ResNet50, MNv3-Small, MNv3-

Large and DN201 and 299x299 for InceptionV3. All pixel values in the image 

data were scaled to the range [0, 1]. Finally, the labels were made categorical 

using one-hot-encoder, thus ensuring that the models could learn the classes cor-

rectly. 

In the study, the genetic algorithm method was used for the optimization of 

the hyperparameters of the models established in the number of layers (LN), num-

ber of neurons in layers (NSL), dropout rate (DO), learning rate (LR), bach-size 

(BS) and epoch number (EP). The early stopping technique was applied during 

training to monitor the verification loss and prevent over-learning. After deter-

mining the optimum parameters, the models were tested on training and valida-

tion data sets. The optimum parameters determined by the genetic algorithm for 

each model are given in Table 4, and the accuracy (acc), precision (prec), recall 

(rec), and f1-score values obtained from the models established using the opti-

mum parameters are given in Table 5. 
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Table 4. Optimum parameters determined for the models 

 VGG16 ResNet50 MNv3-

Small 

MNv3-

Large 

Incep-

tionV3 

DN201 

D
a

ta
se

t1
 

LN 1 1 1 2 1 2 

NSL 64 128 128 128 64 64 

DO 0.2162 0.3976 0.2207 0.2690 0.4102 0.2885 

LR 0.0005 0.0007 0.0001 0.0005 0.0004 0.0001 

BS 64 128 64 16 32 16 

EP 10 21 16 12 16 30 

D
a

ta
se

t2
 

LN 3 3 1 1 3 3 

NSL 256 512 256 128 256 256 

DO 0.3194 0.2702 0.4527 0.4876 0.2270 0.3782 

LR 0.0001 0.0005 0.0003 0.0001 0.0005 0.0002 

BS 16 128 64 128 32 32 

EP 23 19 20 17 21 22 

 

Table 5. Results from models 

 Acc Prec Rec F1-Score 

D
a

ta
se

t1
 

VGG16 0.95 0.95 0.95 0.95 

ResNet50 0.93 0.93 0.93 0.93 

MNv3-Small 0.90 0.90 0.90 0.90 

MNv3-Large 0.88 0.89 0.88 0.88 

InceptionV3 0.97 0.97 0.97 0.97 

DN201 0.98 0.98 0.98 0.98 

D
a

ta
se

t2
 

VGG16 0.85 0.86 0.85 0.85 

ResNet50 0.71 0.72 0.71 0.71 

MNv3-Small 0.43 0.67 0.06 0.11 

MNv3-Large 0.65 0.67 0.17 0.27 

InceptionV3 0.76 0.86 0.65 0.74 

DN201 0.93 0.93 0.93 0.93 
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When the hyperparameters given in Table 4 are examined, it is observed that 

while simple settings such as fewer layers and lower dropouts were sufficient for 

dataset1, more complex hyperparameter settings are needed for dataset2. VGG16 

and ResNet50 architectures worked with simpler dropout rates and small batch 

sizes; InceptionV3 and DN201 worked with medium dropout rates and layer 

numbers. In the models established with MNv3-Small and MNv3-Large, deeper 

features were tried to be learned by selecting higher dropout rates and more lay-

ers. 

When Table 5, where the acc, prec, rec, and f1-score values of transfer learn-

ing models with hyperparameters optimized with the genetic algorithm are exam-

ined, the results obtained are listed below: 

 All of the established models showed high performance in acc, prec, 

rec, and f1-score values for dataset1. 

 When the results obtained for dataset1 are examined, the deeper 

DenseNet201 achieved the best results with a success rate of 0.98 in 

terms of four metrics. 

 The model established with InceptionV3 also showed performance 

very close to the DenseNet201 model line with 0.97. 

 MobilNet models generally showed lower performance compared to 

other models because they are lighter. 

 Since multiple classification problems are a more complex problem, 

metrics in dataset2 generally have lower values compared to dataset1. 

 The highest performance values for dataset2 were obtained as 0.93 

when DenseNet201 was used. 

 The VGG16 architecture provided balanced results thanks to its 

simple structure and optimized hyperparameters. 

 The lowest performance values were obtained as 0.43 with the 

MobileNetV3Small architecture. 

As a result, in the analyses performed using transfer learning models with hy-

perparameters optimized with the genetic algorithm, the DenseNet201 architec-

ture showed the highest performance for both data sets, and the complexity ma-

trices of the models created with DenseNet201 are given in Figure 11; accuracy-

error graphs in Figure 12, and Roc curves and AUC scores in Figure 13. 



68 

 
a. for Dataset1 

 

 
b. for Dataset2 

Figure 11. Confussion matrix for DenseNet201 model 
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a1. accuracy for Dataset1 

 
a2. loss for Dataset1 

a. for Dataset1 

 
b1. accuracy for Dataset1 

 
b2. loss for Dataset1 

b. for Dataset2 

 

Figure 12. Accuracy and loss grafics for DenseNet201 model 
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a. for Dataset1 

 

 
b. for Dataset2 

 

Figure 13. Roc curves for DenseNet201 model 
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4. Conclusion 

Deep learning is a learning model inspired by the working principles of the 

human brain that enables machines to make correct decisions without any exter-

nal intervention. Deep learning models show significantly higher performance in 

solving complex problems compared to traditional machine learning methods 

thanks to their training on large amounts of data. 

Medical Image Processing is the process of analyzing images obtained from 

biomedical imaging techniques used in medicine and interpreting diseases. The 

increase in the quality and number of images obtained from medical imaging 

techniques has enabled the formation of large data sets on the subject and deep 

learning algorithms have begun to be used in medical image processing studies. 

In this study, the hyperparameters of VGG16, ResNet50, MobileNetV3-

Small, Mobi-leNetV3-Large, InceptionV3, and DenseNet201 deep learning mod-

els were optimized using genetic algorithms, and six different models were 

trained on two different datasets to perform medical image classification for bi-

nary classification and multiple classification problems. In the evaluations made 

for Dataset1, all models exhibited high performance, and the highest success was 

achieved with the DenseNet201 architecture. On Dataset2, which has a more 

complex structure, the lightweight MobileNetV3 architectures gave insufficient 

results, while the highest performance was again achieved with DenseNet201. 

As a result, the genetic algorithm ensured that each model gave the best per-

formance with hyperparameters suitable for the dataset, and contributed to the 

achievement of high success rates, especially in models established with Dense-

Net201. 

In future studies, it is planned to test more deep learning architectures on dif-

ferent medical image datasets and compare the effects of different hyperparame-

ter optimization methods other than the genetic algorithm.  
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1. Introduction 

While technological developments continue at a dizzying pace, our routines 

continue to change in our social and commercial environments. The name of 

transforming increasing efficiency, customer experience, and operational proces-

ses into digital processes is digital transformation. Experts who have to use new 

technologies have to meet their needs. Commercial and industrial organizations 

are rapidly restructuring their systems to compete and survive. Many organizati-

ons have implemented their digital transformation plans into action [1, 2]. It exci-

tes managers in the transformation ecosystem of businesses with the confidence 

to compete. Mobility in the ecosystem pushes organizations to develop different 

products, restructure and reconsider their position in the market [3]. For organi-

zations, digital transformation describes a series of changes such as functions, 

operations, goals, deep culture, workforce, technology, business models, and tra-

ining [4]. Gobble [5] defines it as maximizing the effectiveness of change and 

opportunity by coordinating new technological approaches and tools. Starting 

from the definitions, everyone from employees to senior management will feel 

the impact of digital transformation or innovation. Innovation is a prerequisite for 

breathing or surviving in the digital ecosystem. Without wasting time, it is neces-

sary to open the curtain to the light of the change experienced in every field of 

daily life, such as trade, production, and education. In addition to the development 

and adaptation of technology-based systems, the education sector should imme-

diately be included in this process [6, 7]. 

Educational institutions’ digital transformation is one of the most questioned 

systems during the pandemic process. Higher education institutions showed the 

first action-oriented movement of the digital transformation discourse [8–10]. If 

higher education institutions want to continue their existence, they need to trans-

form together with their management and execution processes [11, 12]. So much 

so that educational institutions should go beyond using technological tools; ma-

naging and executing the institutional change/transformation process should be 

shaped according to the needs of the digital ecosystem. Transformation necessi-

tates the change of other institutions with which it interacts. Therefore, the article 

presents a layered reference frame model (LDTEIS=Layered Digital Transforma-

tion Education Information System). In addition, comprehensive education sys-

tem models are shared. In the context of digital transformation, the big picture of 

the education system is shown gradually through education processes. 

The difficulties experienced in the pandemic have increased the need for hig-

her education institutions for online education in the digital ecosystem [13, 14]. 
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The problems encountered in online applications and institutions questioned their 

capabilities [15]. Experiences made the messiness and lack of coordination of 

solution options visible. The visibility of the problems and difficulties revealed 

the necessity of new technological tools and system understanding of the educa-

tion system. These results suggest that educational institutions need digital trans-

formation to exist and renew their processes [6]. Educators in the digital ecosys-

tem will have to use sophisticated tools and methods to change their habits. What 

needs to be kept in mind and done is to build a new system with the awareness 

that the education and training process continues throughout life [6, 16]. 

The approach is to restructure all existing system activities related to unders-

tanding the work breakdown structure (WBS = Work Breakdown Structure) in 

itself. WBS manages data, access, and operations bottom-up in the transformation 

process [17, 18]. It is critical to make data-driven decisions and design a transpa-

rent, traceable, and accessible system to establish a frame of reference. However, 

careful adaptation of existing contents and processes is required. Technological 

infrastructure and applications used in the transformation process are critical in 

adaptation activities [19]. The article describes the frame of reference model 

(LDTEIS), which involves structuring applications and data in layers on the cloud 

system ground where they are securely hosted. 

1.1. Teaching models in digital transformation 

The SAMR model [20] provides a framework for integrating new technolo-

gies used in teaching. The transformation is structured in two levels and four sta-

ges [21]. Existing technologies are preserved, developed, modified, and redefined 

to align with the digital ecosystem. SAMR is adaptable and opens up new lear-

ning opportunities thanks to its technological infrastructure. 

Portuguez-Castro [22] describes the distance education process, emphasizing 

entrepreneurial skills and abilities. Process management and execution facilitate 

access and control by structuring capabilities and entitlements at the social, pe-

dagogical, technological, instructional design, and quality layers. One known re-

ference is the technical, pedagogical content knowledge (TPCK) model [23]. It is 

structured on three types of information. The content is formed within the fra-

mework of technology, content knowledge, and pedagogy. With the help of tech-

nological tools, content is presented to the student at the pedagogical level. Blen-

ded learning [19] is a transformational framework but only contributes if it is 

aligned with the educational institution’s mission, vision, and strategic goal [24]. 

In the teaching structure, the courses stand out in MOOC (massive open online 
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courses) [25] SPOC (small private online courses) formats based on LMS (Lear-

ning Management Systems). Although the focal points of the models that emer-

ged within the scope of digital transformation studies differ, their common points 

are technological infrastructure and applications. 

The transformation of the technological infrastructure and the system structu-

ring at the common point can be managed and executed when adequately desig-

ned. 

The transformation triggers the search for solutions for the model and makes 

its effects on the student visible.  The model drastically changed the way indivi-

duals complete their tasks and view expectations. It is to be aware of the habits 

and learning actions of the student, who is defined as a digital student.  

The results are evaluation of the learning process and its technological tools 

in sustainability. 

The digital ecosystem enables students at the heart of the education system to 

have a richer experience while supporting learning with a deeper understanding 

[26]. Cloud system infrastructure comes to the fore in the practical and effective 

use of many new technologies, such as the Internet of Things (IoT), artificial in-

telligence (AI), big data (Big Data), and augmented reality (AR) in educational 

processes. The cloud system will be examined in detail under a separate heading, 

as it is the ground on which the training will take place. The use of sophisticated 

applications in communication, business, and social areas has proven itself in de-

veloping cloud systems infrastructure for years. Many institutions and organiza-

tions adopt cloud technologies to reduce operating costs [27–29]. Organizations 

working on the cloud floor increase their skills and capabilities while reducing 

infrastructure and management costs. The structure in which institutions and or-

ganizations’ hardware, system, and application software needs are provided over 

the internet is known as cloud computing [30]. 

Digital business transformations have entered a challenging phase due to pan-

demic restrictions. The demand for cloud services by commerce, education, and 

SMEs has grown exponentially. There have been dramatic increases in video con-

ferencing tools and primarily virtual meeting software with the challenges. It also 

caused a massive increase in internet bandwidth demand. Whereas in a cloud 

computing scenario [31], it is easy to deal with unexpected increases in 

bandwidth usage. In addition, in the recent past, many institutions and organiza-

tions have focused on reducing all cost items with the help of information systems 

(IS) and technologies (IT) [30]. The development of digital data collection, sto-



81 

rage, analysis, reporting, and sharing capabilities under the umbrella of the en-

terprise is realized with information technology tools. The tools, methods, and 

usage patterns used differ according to the application area. 

In general, framework models focus on technical issues and content such as 

student, teacher, pedagogy, content, educational tools, time, and usability.  The 

model’s 

Location-independence and mobile access and training content are not menti-

oned. However, it has become critical to ensure uninterrupted service delivery 

with mobile devices triggered by the pandemic. LDTEIS offers a tiered approach 

that realizes seamless, scalable Web and mobile service. 

1.2 Cloud computing and its implications 

Cloud computing emerged in 2007, typically due to a standard hardware and 

software distribution structure [32]. By definition, it is a model that provides con-

venient, on-demand network access, regardless of time and space, in a shared 

configurable computing resource pool that can be quickly serviced with minimal 

management effort [27]. Cloud computing is a new computing approach in which 

dynamically scalable and often virtualized resources are offered as a service over 

the Internet [28][118]. In the era of technology evolution, cloud computing emer-

ged as a different option in modern systems-based management where applicati-

ons are run over cloud networks [29]. The first research initiatives were initiated 

by Google [32]. It is known that access to information and application software 

is provided from mobile and desktop devices, especially at every point of social 

life. Cloud computing provides access to software, servers, storage, data proces-

sing, and other computing resources provided by any system on the internet thro-

ugh a private network, in line with the company’s preferences. At the same time, 

its configuration allows commercial and public institutions to have location-in-

dependent access to documents, e-mails, databases, and different applications. In 

the future, it paves the way for more efficient and effective use of the accumulated 

data [33]. Cloud computing provides many benefits, such as high efficiency, cost 

reduction, data security, scalability, access, disaster recovery, and complete cont-

rol over data. Cloud system infrastructure has the potential to develop new lear-

ning models and has a widespread impact [34]. As advances in science and tech-

nology continue to reshape future business processes, the education system needs 

to reorganize its functions and layers. However, before adopting the cloud sys-

tem, it is necessary to conduct a preliminary study by taking into account the 

educational structure and application differences in each country. 
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It defines the transformation experienced by digital technology, such as new 

business processes, customer experience, and changing the organizational culture 

for businesses trying to show their presence in global markets where competition 

is constantly changing. It meets the needs of institutions in communication to-

ols/methods and business processes of the digital world, new scientific approac-

hes, and tools. Thanks to digital world tools, corporate managers structure orga-

nizations that are flexible, dynamic, and can respond quickly to change.  Busi-

nesses that survive in a structured digital ecosystem have communication skills, 

interact, thrive, and compete. Sector representatives demanding new technologies 

take different positions according to expectations and needs. However, a consen-

sus on industry fundamentals, requirements, and uses is required. 

Institutions and organizations that want to thrive and take firm steps toward 

the future in challenging business and competitive conditions are aware of digital 

transformation. In the context of the needs of information systems, cloud compu-

ting systems are in an essential position for institutions to keep up with digital 

transformation. Many critical needs in information systems, such as communica-

tion, accessibility, traceability, and data processing, are easily solved by cloud 

systems. Processing of all data defining the process in information systems and 

providing access to them are the most critical needs. Cloud computing systems 

also offer highly effective solutions for complex problems of almost every data-

supported function and operation. The possibilities and experiences gained in the 

cloud platform are positively reflected in the business management and execution 

processes. As decision-makers realize the capabilities of cloud systems, they con-

figure their organizations for digital transformation. Organizations reduce their 

costs and increase their efficiency by optimizing their operations and processes 

with the opportunities offered by cloud computing technologies. 

Thanks to the robust infrastructure and low cloud computing costs, institutions 

and organizations gain more capabilities and flexibility.  The most important so-

urce of business skills and abilities businesses is information infrastructure. 

Cloud computing infrastructure ensures efficient use of business resources, stra-

tegies, and processes. Thus, it provides a competitive advantage thanks to the up-

to-date and effective use of cloud computing technologies. 

We are witnessing the change in lifestyles, conditions, standards, and institu-

tional order from past to present. Developments in production, health, transpor-

tation, and communication brought many innovations and conveniences to edu-

cation. It has become possible for individuals who are candidates for learning at 

almost all ages to access information without time and place restrictions. The 

open availability of knowledge brings a variety of opportunities and possibilities 
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in education. Concepts such as access to information, open knowledge, equal op-

portunity, and flexibility in education are necessary [35]. It is vital for the indivi-

dual to develop their knowledge and skills with their efforts, to draw a roadmap 

for themselves and for learning approaches. It is known to be effective in lear-

ning, especially in problem-solving and studies for a specific purpose. 

The fact that strategy methods and techniques attract more attention is directly 

related to shaping the educational content around the programs. An inquiry-based 

learning approach is chosen in today’s world, where access to scientific publica-

tions/content is accessible. The method defines a process based on individuals’ 

self-learning, access to information, and cause-effect relationship. It helps deve-

lop skills such as research, definition, analysis, design, interpretation, prediction, 

and critical thinking in the defined process. 

It is known that the understanding of education and training and the use of 

digital technologies also change the effects and results of learning. The positive 

impact of digital technologies in areas such as production and communication is 

seen in education. The training content and programs need to be converted in this 

context. This awareness will accelerate studies and transformation that will cont-

ribute to education with the wind of digital technology. 

1.3. The outlook of the cloud system in digital transformation 

Many businesses prepare their current initiatives with cloud platforms that 

adapt to future change, and convenience [32]. Cloud solutions help address cur-

rent IT system limitations, digital transformation challenges, and shared cloud 

concerns. Choosing the right cloud meets modern cybersecurity requirements, 

lowers costs, and reduces the complexity of transformation [36]. By increasing 

the visibility of businesses, they produce the most suitable solutions for changing 

special needs. Companies do not want to lose their ability to intervene or take 

precautions against risks without disrupting the operating system while transfor-

ming. Cloud system infrastructure can meet, scale, and support functioning sys-

tematics. From this perspective, cloud systems have become a prominent compo-

nent of digital transformation in commercial and industrial areas. In particular, it 

provides the ability for rapid and data-driven action to meet the requirements of 

layers and decision points in the education system. 

A hybrid cloud is the name of the solution that combines the resource of public 

and private cloud systems. The hybrid cloud opens the door to integrated, adap-

table, and cost-effective solutions. The rate of demanding businesses in business 

processes has exceeded 38% [37]. The hybrid cloud is mainly preferred for data 

privacy and hosting needs. 
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1.4. Contribution to cloud computing management information system 

The management information system represents the communication backbone 

of the corporate organization. Institutions heavily use decision-making, control, 

coordination, analysis, and visualization processes. Therefore, almost every ac-

tion within the organization finds the best solution in cloud systems’ software and 

hardware components. Cloud systems have changed how information is accessed 

inside and outside the enterprise. In change transformation, managers must want 

to access, process, and improve real-time data. 

Cloud computing technologies have four prominent advantages in manage-

ment information systems. 

1. It minimizes management and maintenance costs. 

2. Provides access to location-independent data and information. 

3. Storage saves time and effort thanks to flexibility and scalability. 

4. It enables rapid compliance, coordination, data processing, and reporting. 

A cloud system is an effective option for the modern management information 

system, which plays a vital role in the growth and development of the enterprise 

organization. 

2. The outlook of the education system in the context of digital trans-

formation 

The meaningful aspect of the developments in digital technologies for the edu-

cation system will yield much better results if appropriately adapted. The increase 

in their tendency toward new technologies makes it easier for them to take their 

future professional, hobby, and career steps [38]. Correct technological adapta-

tion increases the competence and skills of the students in the subjects they are 

curious about. Ease of access to information provides the opportunity to research 

and experience new developments in technology. Additionally, it offers new op-

portunities within the education system and is a cost-effective, secure, and acces-

sible innovation platform. Education professionals and administrators make de-

cisions that support their insights using advanced applications and data analytics 

methods on cloud platforms. In Figure 1, the activities of the students receiving 

education services in the LDTEIS’s layer have data that can be monitored and 

evaluated. 



85 

 

Fig 1.  Consolidation of student data in LDTEIS 

Consolidated data is easily refined and processed. Then, the processed infor-

mation improves the course contents and the education system. With cloud com-

puting infrastructure, new and innovative classroom environments are easily 

experienced. Innovative approaches such as hybrid or inverted classes are seam-

lessly organized through cloud technologies. Constructing education on cloud 

platforms will improve collaboration, traceability, capacity, flexibility, innova-

tion, and expectations among education stakeholders [33]. As a result, actionable 

data of LDTEIS users’ lifelong education, experience, and knowledge will be 

stored on cloud-based platforms. 

Many experts who have given distance education exams in the recent past 

draw attention to the need to restructure the education system for change and 

transformation [35, 39]. In their study, Margianti and Mutiara say that” by provi-

ding information technology services over the cloud system, education can be 

more focused, the education system can be structured, and the quality of the edu-

cation system can be increased [40]. Likewise, you can revolutionize your insti-

tutions if you can effectively manage all the units and activities within the edu-

cation system [41]. Experiences united the experts that a gradual structural trans-

formation should be permanent instead of temporary solutions applied to educa-

tion systems. The transformation strategy is introduced gradually to capture the 

outputs of the value range that digital technologies can offer. Subramaniam M. 

[42] discussed and shared the layers of digital transformation on companies alike 

in his article. Figure 2 shows the education system levels in the context of trace-

ability of LDTEIS Figure 2. 
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Fig 2.  Education system levels 

Similarly, in the context of traceability [43], the importance of transformation 

is emphasized in detailed studies. Because some problems, such as information 

asymmetry, traceability, and lack of connection in the teaching process, still await 

solutions [43]. In the first stage, the transformation of educational content, met-

hodologies, education, and training stakeholders is at the center of the structuring 

(Figure 3). 

 

Fig 3.  Education system stakeholder example [6] 

Training contents, methodology, and actions of stakeholders are defined with 

accurate and measurable data. The stakeholders of the education system in higher 

education are presented in Figure 3. The role of each stakeholder is different, and 

their contribution to education and training activities is also different [44]. Con-

sidering the redefined roles and influences, configuring the system arises. In the 

first stage, educational content and teaching methodologies are reformatted and 

adapted to digital platforms. In the second stage, administrative activities, pro-

cesses, and application software are restructured around data. In the third stage, 

the data is consolidated and analyzed on the system. Training services are carried 

out, and direction is given according to the outputs obtained through data analy-

sis. In the fourth stage, all knowledge, skills, and acquisitions acquired outside 
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the educational institution are combined. The data collected around the user pro-

file (digital profile) is stored, reported, and monitored. 

2.1. Two key value factors of digital transformation 

Modern digital technologies have two key-value factors at four stages of trans-

formation [42]. 

• Interactive data 

• Digital ecosystems 

In the recent past, data has been used and collected operationally. Data is pro-

cessed today, and interactive results are obtained. The consequences resulting 

from the interaction of the data reverse the roles of the data and the object it rep-

resents. The function that data defines and supports tends to evolve as functiona-

lity, traceability, new opportunities, and service. On the other hand, institutions 

and organizations need to prepare their structures for new technologies to benefit 

from the newly expanding role of interactive data. The possibilities provided by 

new technologies are necessary for the acquisition, accumulation, processing, re-

porting, and sharing of data. If the needs and expectations can be met in real time, 

the effects of possible transformation will increase even more. 

For this reason, it has become necessary for institutions to move their activities 

to cloud computing, which is the basis of new technologies. Today, in the context 

of cloud computing, many institutions and organizations have begun to transform 

their information system infrastructure [45]. The renewed institutional and tech-

nological infrastructure will pave the way for data production and resource use. 

Therefore, the sensors that constitute the resources in the digital ecosystem of the 

near future and the data produced by the IoT-enabled connections comprise a 

vital work area. The consolidation and interaction of the data accumulated in the 

digital ecosystem facilitate the acquisition of results that support data decision-

making. 

LDTEIS: Layered digital transformation education information system 

Implementing some solutions, especially regarding the pandemic process, is 

seen as the first sign of transformation. Modeling and planning a comprehensive 

general education system transformation ensures a seamless digital education 

ecosystem in the future [31]. The education system should not be left out of this 

transformation to meet possible future needs. As a part of the changing life, the 

adaptation of the education system can be realized by dividing it into stages si-

milar to other sectors [42]. 
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The integrated architectural structure of the education information system 

requires an open ground for technological developments both to provide an algo-

rithm-based framework in data/information flow and to access more real-time 

information at decision points. To configure this floor with ease, LDTEIS was 

developed.  LDTEIS provides a general framework for data/information flow inf-

rastructure based on real-time algorithms with data consolidated from different 

training layers. The first layer requires that all activities that affect the student 

within an educational institution are measurable. Teachers have students’ 

knowledge, skills, and assessment skills. Considering these essential processes, 

LDTEIS was designed from three different views. 

1. Management of activity and business processes (System view) 

2. Data and information flow (Information view) 

3. Refined and processed data (Artificial intelligence view) 

 

Fig 4.  LDTEIS: This shows the relationship between different views 

3.1. System view 

The system view provides an overview of LDTEIS. The system view also 

shows the position of the accumulated data in each layer and the structuring rela-

ted to its consolidation Figure 5. LDTEIS’s architectural structure is organized as 

independent, flexible, open to new technologies, and manageable for educational 

institutions in the first, second, and third layers. In the 4th layer, the consolidation 

of the data accumulated at every point of individuals’ business and social lives is 

ensured. 
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Fig 5.  LDTEIS overview and digital profile 

While data is collected and processed at each stage of the layers, decision-

makers make data-based decisions. It consolidates the digital profile of all the 

information accumulated in the LDTEIS server (Multicloud Storage Manager) 

and processes it with artificial intelligence algorithms. The complexity and ma-

nagement difficulty of the education information system is overcome with the 

layered architecture model. Thus, access to information about the development 

levels of the digital profile is provided. Institutions are prepared for a digital 

world where educational content can be accessed, developed, and easily managed 

regardless of location. It provides an ideal basis for accessing the contents of ins-

titutions providing education services and the data of students/individuals. 

LDTEIS has encouraging features because the proposed architectural model can 

be quickly developed and managed, and data can be processed. 

3.1.1. The four layers of digital transformation 

LDTEIS is modeled from a broad perspective. Exceptional cases can / be de-

tailed by working on the model. In the first stage, the educational content/results 

of the individual defined in the system and who started education in the pre-

school period are stored. This stage is mainly disorganized in the existing order 

and requires coordination. The second stage is the stage where public or private 

education and its results are collected in the process up to higher education. It 

includes the period in which documented educational data of the primary and 

secondary education process are collected. Integration of backlog data is a requ-

irement. The third stage is the stage in which the higher education period, the 

knowledge gained in business life, and the data obtained from the previous steps 

are consolidated and evaluated. This stage defines the final step in which an in-

dividual’s expertise matures or is determined.  Data is available in the distributed 
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format. The final stage requires refining the data processed and accumulated ac-

ross all accessible digital platforms. 

In LDTEIS, the first three layers aim at institutions’ dynamic and flexible de-

velopment. These layers highlight activities that emphasize restructuring, identi-

fication, execution/management, reporting, and efficiency in training processes. 

At the same time, it aims to trigger students and instructors who take a direct role 

in the education process to reveal their technology-use skills and innovative tho-

ughts. The final stage is added to each profile of action that individuals experience 

in the digital ecosystem they live in. 

LDTEIS is defined on two introductory grounds within the digital transforma-

tion ecosystem. It is displayed in Figure 6 as an education and living ecosystem. 

 

Fig 6.  Four layers of digital transformation in education 

In LDTEIS, data is accumulated in the education ecosystem, evaluated, and 

used in the living ecosystem. The education ecosystem is designed as three layers 

in itself. Layer One: Data from transformation on training actions and content is 

used and accumulated. All educational content and results received by individuals 

are accepted and evaluated at this stage. The first definition of the skills and abi-

lities of the cultivated individual begins at this stage. Second Layer: It is an edu-

cational institution that actively updates the individual’s profile with the institu-

tional training and documented studies taken before higher education. It is the 

stage where the training data accumulated on the individual’s path to expertise 

are processed and used. Third layer: It includes combining and using the institu-

tions’ data that make up the layer education system. The first three layers define 

the individual’s profile in terms of development levels/results of all knowledge, 

skills, and achievements in the educational context. While the shape of the indi-

vidual is created with data, it is also used to support efficiency, benefit creation, 
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and decision stages at each layer. The living ecosystem is a ground where the 

individual uses and increases the knowledge, skills, and abilities gained in the 

education ecosystem. Fourth Layer: The segment where the accumulated data is 

continuously and actively used/combined. In LDTEIS, skills, abilities, and expe-

riences are defined as digital data. As in all stages, it is the point where the digital 

profile is updated. This layer defines an open-ended process in which the digital 

profile is updated using the updated and processed data. As a result, LDTEIS 

divides the education system into four layers against the background of student 

development and institutional activities. In the first, second, and third layers, the 

measurable values of the knowledge, skills, and abilities of the student’s deve-

lopment are defined. The materials, tools, and contents used in the institution’s 

educational activities are converted to be conducted remotely. The fourth layer 

shows the collection/processing of the student’s studies outside the education la-

yers or the data on digital platforms. The most valuable information that defines 

the digital profile from the data accumulated in the four layers is consolidated in 

the multi-cloud storage. The measurable view of the digital profile is obtained by 

processing the consolidated information. Table 1 shows the basic operations of 

the first three layers and possible digital data sources in the fourth layer. In Table 

2, the measurable values of the accumulated information and the digital profile 

are defined. 

Table 1.  Main components of LDTEIS (1st,2nd,3rd Layer). 

Layer 
Main Cri-

terion 
Sub Criterion 

1.layer 

Student de-

velopment  

• Mental 

• Physical 

• Attention 
• Intelligence 

• Timing 

• Maturity ... 

Institution 

activities, 

contents 

•Method 

•Learning Contents/to-
ols 

•Environment 

• Data collection/processing 

• Content/Method development 

• Content access 
• Traceability 

• Controllability 

• Class activities 

2. layer 

student de-
velopment 

• Mental 

• Physical 

•Interest / Tendency 

•Skill/Ability 
•Awareness 

•Self-motivated 

Institution 

activities, 

contents 

• Method 

• Learning Contents/to-
ols 

• Environment 

• Decision making with data 
• Tendency 

• Using tools and methods 

• Goal/Goal setting 
• Social and Institutional effects 

3. layer 
student de-

velopment 

• Mental 

• Physical 

• Orientation 

• Using your skills 

• Competence 

• Teamwork 
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• Responsibility 

Institution 

activities, 

contents 

• Method 

• Learning Contents/to-
ols 

• Environment 

• Decision making with data 

• Social activities 
• Use of technological tools 

• Awareness 

4. layer 

Individual 

develop-
ment 

• Mental 
• Physical 

 Self-planning/develop-

ment 

 Gain experience 

 Proving 

 Specialization selection 

 Responsibility 

• Method 
• Technological tools 

• Scientific Methods 

• Environment/Interac-
tions 

• Decision making with data 
• Using technology and scientific 

method 

• Experiencing skills and abilities 
• Competence 

Table 2.  Main components of LDTEIS (Storage manager and digital profile). 

Layer Main Criterion Sub Criterion 

Storage/Meta 
Veri 

The most valuable informa-
tion. 

Storage, 

consolidation, 
Update. 

Selection and pro-

cessing of updated 

data and extraction 
of meaningful in-

formation. 

Analysis. 

Visualization / Dash-
board 

Digital Profile 
Construction of the digital 

profile 

Analysis and Synt-

hesis 
Visualization 

The new results, both at the point of production and consumption of data, are 

used to guide the individuals who receive direct training gradually. The tools and 

opportunities used in the digital ecosystem pave the way for new structuring in 

the functioning of educational organizations. Therefore, reorganized institutions 

and employees work more efficiently and effectively. The results obtained are 

used effectively in orientation, decision points, and positioning in the right places 

of working life. In addition, disabled and non-disabled individuals who need edu-

cation can access distance education services. In the context of digital transfor-

mation, the infrastructure of the education system strategy is a technology [44, 

46]. With the layered structuring of educational institutions, a significant distance 

will be taken in the digital transformation journey. Technological transformation 

steps are seen as an indispensable element in educational institutions, and univer-

sities [47–49]. Decision-makers will be responsible for the physical infrastructure 

and training processes that carry out / manage the technical infrastructure training 

[31]. 
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If the end-to-end training process is restructured correctly, expectations can 

be met today and tomorrow. The restructured educational approach is more resi-

lient to risks. It is closer to emerging opportunities. Soon, decision-makers em-

powered by possibilities will have completed vital preparation by setting their 

missions correctly and redefining their visions. For this reason, the education sys-

tem should define its infrastructure, stakeholders, and service content and proces-

ses that will guarantee quality education. 

Cloud systems are at the heart of all organizations. In this context, it meets the 

expectations of the education information system. The big picture of an advanced 

and innovative educational information system is the structure that accepts the 

student in layers. For this reason, content development is critical in educational 

activities where mobile and remote access is at the forefront. The quality and 

technology of the educational content that the student access directly affects edu-

cation. For example, a meaningful combination of new technological tools such 

as virtual reality, augmented reality, mixed reality, augmented reality, and gami-

fication with educational processes can be used. A scalable and sustainable sys-

tem is needed to promote innovation, be more agile, reduce costs, and make edu-

cation processes sustainable. Thus, more effective and valuable educational con-

tent can be created. The fact that every quality educational content developed is 

accessible from mobile devices will have a multiplier effect on the student. As 

with content development, it is necessary to rework and define the roles of edu-

cators. The organization, consolidation, and sharing of data on the system are 

very critical in providing benefits. The system is phased in a specific order for 

future development, traceability, control, execution, management, and resilience 

to risks and anomalies. 

3.2. Information view 

The LDTEIS knowledge outlook indicates scientific and technological achie-

vements. In Figure 7, LDTEIS offers its stakeholders an effective solution for 

data/information access between educational activities and the internet. 

Institutions bring a lot of convenience in having standard educational content, 

improving themselves, and adapting to new technologies.  It removes the obstac-

les in front of institutions developing content and using technology. 
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Fig 7.  LDTEIS information access 

LDTEIS simplifies the operations of big data organizations that are difficult 

to manage and trace. At the same time, it does not require a computing infrast-

ructure. Collecting the accumulated data reduces the costs needed for its main-

tenance and the need for specialists. It provides an essential basis for decision-

makers to obtain and support the processed data. Data, which is increasing day 

by day and becoming interactive, contributes more to the traceability and produc-

tivity of students. Therefore, access to data and information is as important as 

security and authorization. In Figure 8, two-stage switching is provided for app-

roval and assurance. 

 

Fig 8.  LDTEIS information access 

This architectural design can be adapted to distributed organizations. The in-

formation-sharing mechanisms to be acquired with the LDTEIS architectural 

structuring are shared in Table 3. 
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Table 3.  LDTEIS architecture information sharing mechanisms. 

I. 
Information network 

and security 
Internet and cloud system security infrastructure 

II. Information Forms 

Institutional Data (adaptation of inter-agency factsheets) 

Knowledge Library/Database (Enterprise archive) 

Data/Information priority relationship matrix (coding of infor-
mation forms according to priority/importance) 

III. 
External sources of 

information 

Internet-Media data/information 

Non-system educational institutions (data/information) 

IV. 
Database manage-

ment system 
Database management software 

V. Visualization 
Dynamic Reports-Dashboard (Visualization of processed data) 

Standard Visualized Reports 

 

In addition, every user/institution that provides access authorization and secu-

rity has the flexibility to research and take action by providing access to data. The 

tools/applications required for study and processing can be easily installed on the 

LDTEIS model. 

3.3. AI view 

The artificial intelligence view was created with the idea that the accumulated 

data from incorporated activities and transactions will be used for automatic pro-

cess improvement in the future. Thus, the AI view emphasizes the core capabili-

ties of decision-making and the improvement of processes. It defines the refine-

ment and processing of training data needed during the initial implementation 

phases of LDTEIS. Data processing/artificial intelligence applications required 

in this context are hosted on LDTEIS. Hosted applications are used to generate 

reports/information according to the requests of institutions or users. The outputs 

produced are visualized and used in the decision processes of the managers/users. 

Each requested result may differ in the training layers. Data/information commu-

nication between layers opens the door to the standardization of information 

forms and data processing reports. With artificial intelligence algorithms, stan-

dardized information forms and user requests will be accessed faster on LDTEIS, 

regardless of location. 
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Fig 9.  Decision making with data 

In the future, intelligent process automation will take organizations to a different 

level. Instead of predefined processes, automation powered by artificial intelli-

gence will be developed in the near future. At this point, LDTEIS prepares the 

operations of educational institutions for transformation. 

4. Case study 

This case study evaluates the Layered Digital Education Integrated System 

(LDTEIS) model by examining its advantages and disadvantages in the context 

of distance education. The analysis highlights the benefits and challenges associ-

ated with the model, particularly as it gained importance during the pandemic 

when the need for distance education solutions became critical.  Fifteen titles lis-

ted in Figure 10 are defined as advantages and disadvantages. 

 

Fig 10.  Case study: Advantages and disadvantages of distance education platforms 
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4.1. Advantages 

1. Access to a Larger Audience/Data Simultaneously (98 points): LDTEIS 

enables many students to participate in education without geographical limitati-

ons, which is particularly beneficial in distance learning settings.  This flexibility 

of access is one of the most significant advantages. 

2. Environmentally Friendly (96 points): Distance education, facilitated by 

LDTEIS, reduces the carbon footprint by eliminating the need for transportation 

and by providing educational materials digitally, positively contributing to the 

environment. 

3. Traceability and Control of Educational Processes (93 points): The LDTEIS 

model enables tracking and control of each stage of the educational process thro-

ugh digital tools, which allows student performance and engagement to be moni-

tored more accurately. 

4. Elimination of Geographical Restrictions (88 points): Education can take 

place beyond physical boundaries, allowing students to participate from any lo-

cation, thus removing geographical limitations. 

5. Flexibility in Time Management (85 points): Students have the flexibility 

to access lessons according to their schedules, providing significant advantages 

in time management. 

6. Improvement in Student Performance (82 points): LDTEIS has shown the 

potential to enhance student performance in distance learning environments. 

7. Support for Various Learning Techniques (82 points): Digital education 

platforms enable the use of a range of learning techniques and materials, allowing 

the model to better address students’ individual learning needs. 

8. Opportunities for Disadvantaged Students (78 points): LDTEIS provides 

educational opportunities for disadvantaged students, helping them to participate 

in the learning process more easily. 

9. Flexibility (69 points): The model offers flexibility in managing educational 

processes for both students and educators, enhancing the adaptability of learning 

environments. 

10. Suitable Learning Method for All (62 points): In general, LDTEIS is con-

sidered a flexible method that can appeal to a wide audience. 

11. Cost Efficiency (39 points): Distance education offers a cost advantage; 

however, this benefit is rated lower compared to other advantages. 
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4.2. Disadvantages 

1. Disruptions Due to Technical Inadequacies (63 points): Technical infrast-

ructure issues present a significant challenge in distance education, as technolo-

gical problems can disrupt students’ learning processes. 

2. Difficulty in Maintaining Educational Discipline (53 points): Students may 

find it challenging to manage their learning processes independently, which can 

negatively affect success in distance learning. 

3. Challenges in Developing a High-Quality Educational System (47 points): 

Establishing quality digital education systems is demanding in terms of infrast-

ructure and content development. 

4. Security Issues (43 points): Data security and privacy concerns are critical 

disadvantages in distance education platforms, posing risks to student data pro-

tection. 

The primary advantages of LDTEIS center around accessibility, environmen-

tal sustainability, and the traceability of educational processes. These benefits 

have become particularly significant in light of the increased need for distance 

education solutions during the pandemic. The traceability of education and the 

removal of geographical constraints demonstrate that distance education, facili-

tated by models like LDTEIS, could continue to be a sustainable option in the 

future. 

However, LDTEIS faces challenges, primarily due to technical infrastructure 

deficiencies and the difficulty students may experience in maintaining self-dis-

cipline. Technical inadequacies, in particular, represent a major threat to the sus-

tainability of distance education by causing disruptions in the educational pro-

cess. Additionally, security and data privacy concerns are barriers that must be 

addressed for large-scale implementation. 

This analysis has clearly identified the contributions and challenges of 

LDTEIS in distance education. The advantages of LDTEIS, including flexibility, 

accessibility, and environmental sustainability, make it a valuable model for di-

gital learning environments. However, addressing technical infrastructure and se-

curity issues is crucial for further development. While LDTEIS shows great po-

tential to enhance digital education processes in the future, its continued success 

depends on overcoming these challenges. 
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4.3. Statistical Analysis of LDTEIS Impact 

In this study, a statistical analysis was conducted to meaningfully measure the 

effects of the Layered Digital Education Integrated System (LDTEIS) on stu-

dents. The analysis focused on the system’s impact on academic performance and 

learning progress using independent sample t-tests and ANOVA. Additionally, a 

satisfaction survey was used to assess students’ overall satisfaction with LDTEIS. 

First, an Independent Sample T-Test was conducted to compare the academic 

performance between the experimental group (students using LDTEIS) and the 

control group (students receiving traditional instruction).  The results indicated a 

significant difference between the pre-test and post-test scores of both groups. 

The post-test scores of the experimental group were significantly higher than 

those of the control group (p ¡0.05). This suggests that LDTEIS positively influ-

ences students’ academic performance, contributing meaningfully to the educati-

onal process. The use of digital learning materials and tools within LDTEIS likely 

facilitated better conceptual learning and improved test performance among stu-

dents. 

Second, a One-Way ANOVA was used to evaluate learning progress through 

midterm tests administered during the educational process. The results showed 

that students in the experimental group demonstrated significantly greater prog-

ress in the midterm tests compared to the control group (p ¡ 0.05). This finding 

indicates that students using LDTEIS experienced a faster and more effective le-

arning process. The flexibility of accessing learning materials appears to have 

allowed students to study more efficiently and enhance their learning speed. 

Finally, the Satisfaction Survey Analysis assessed the satisfaction levels of 

both the experimental and control groups. The Mann-Whitney U test showed a 

statistically significant difference in satisfaction levels, with students using 

LDTEIS reporting a higher satisfaction rate than those in the control group (p ¡ 

0.05). The flexibility offered by the digital learning environment, personalized 

learning techniques, and the removal of geographical constraints contributed to 

increased student satisfaction. Additionally, the time management and accessibi-

lity advantages provided by the digital platform enhanced students’ overall satis-

faction with their educational experience. 

4.4. General Evaluation 

The statistical analyses conducted in this study clearly demonstrate the posi-

tive effects of the Layered Digital Education Integrated System (LDTEIS) model 

on student performance and satisfaction. The results from both achievement tests 
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and satisfaction surveys indicate that LDTEIS provides students with greater 

flexibility and efficiency throughout the educational process. Notably, a marked 

improvement in student performance was observed in the experimental group, 

reflecting LDTEIS’s positive impact on academic success. Additionally, students 

using this system reported higher levels of satisfaction compared to those in tra-

ditional methods. These findings suggest that LDTEIS makes a substantial cont-

ribution to digital education processes and serves as an effective solution for en-

hancing efficiency in education. 

LDTEIS facilitates easier access to students and data in a distance learning 

context. The model enables traceability and control over educational processes, 

regardless of location. Students can access content without time constraints, al-

lowing for the application of various content approaches and methods. However, 

the main challenges include technical limitations, difficulty in maintaining stu-

dent discipline, and security issues. Addressing some of these challenges, such as 

technical limitations, may only be possible through practical application. To mi-

tigate security risks, LDTEIS could integrate encrypted data channels and pri-

vacy-focused protocols, which would enhance the system’s scalability and relia-

bility in broader applications. 

In addition to the benefits, LDTEIS also faces certain limitations.  However, 

the model’s critical role in enabling future scientific and technological advance-

ments in education cannot be understated. The assessment of providing distance 

education to even a limited sample of 18 students underscores the necessity for 

transformative changes in educational practices. The scope and capabilities of 

LDTEIS offer a promising solution to the issues seen in current distance educa-

tion models, making a meaningful contribution to decision-makers and educators 

even if the impact cannot be fully quantified. 

In conclusion, LDTEIS not only preserves the strengths of the education sys-

tem but also addresses its weaknesses, allowing for proactive responses to future 

challenges. By integrating flexibility and control, LDTEIS offers a scalable fo-

undation for a sustainable digital education model that can adapt to evolving edu-

cational demands. 

5. Conclusion 

In conclusion, integrating artificial intelligence across various education la-

yers at decision points can effectively meet individual expectations, enhance pro-

cesses, and support stakeholders at all levels. We can use current technologies to 

create a flexible, traceable, and agile education system with a robust communi-

cation infrastructure, enhancing system responsiveness and user interactions. 
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These advancements underscore the need for a reference model to support the 

development of an integrated, layered educational architecture. The Layered Di-

gital Education Integrated System (LDTEIS) introduced in this study offers 

comprehensive architecture enabling institutions to develop their goals and con-

tent within the education layers.  This model facilitates digital transformation and 

data structure creation within layered educational institutions, promoting coordi-

nation and cooperation across layers. The cloud-based infrastructure provides 

users with location-independent, real-time data access, allowing instant data sha-

ring between institutions.  Additionally, storing and processing data with artificial 

intelligence applications supports the progression of a smart education system. 

LDTEIS, thus, is a robust framework poised to meet future educational needs and 

complexities. 

The current education models lack the responsiveness needed for instant com-

munication, which LDTEIS addresses by providing a more agile design that ke-

eps all processes active and responsive. Unlike traditional models, LDTEIS offers 

flexibility and independence to educational institutions, facilitating their develop-

ment while creating a comprehensive digital profile to evaluate the education sys-

tem’s overall performance. 

LDTEIS emphasizes data identification for all activities and stakeholders, fo-

cusing on content development through a data-driven architectural structure. This 

approach supports digital transformation more effectively than existing models. 

Furthermore, LDTEIS envisions utilizing accumulated data in its fourth layer, 

enabling the creation of individual digital profiles, a step beyond what current 

models offer. 

The system ensures traceability of individual progress and achievements from 

the initial to the final layers, visualizing and utilizing data effectively in decision-

making processes. It also opens opportunities for disadvantaged individuals to 

access specialized education services, enhancing their qualifications and facilita-

ting their participation in the workforce. 

LDTEIS provides an end-to-end, student-centred approach structured in four 

stages to meet the education system’s needs both today and in the future. Its 

cloud-based platform offers flexibility, scalability, and accessibility, allowing for 

the diversification and development of educational content, including the use of 

augmented reality and artificial intelligence. 

The system can deliver effective and practical training content for all ages and 

disabled groups, adapting to different expectations. It ensures that educational 
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activities and daily life processes are accessible and storable, bridging the gap 

between theory and practice. 

LDTEIS supports initiatives that contribute to the digital ecosystem, particu-

larly in the context of cloud systems and mobile technologies in education.  Furt-

her research is required to meet future educational needs and adequately structure 

emerging standards, making LDTEIS a robust framework for the evolving edu-

cation landscape. 
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1. Introduction 

Hash functions convert arbitrary length data into fixed length data. If hash 

functions meet the criteria set for use in the field of cryptography, they are refer-

red to as cryptographic hash functions. These functions can be used in many areas 

such as digital signature generation, pseudo-random number generation and aut-

hentication. (Naidu, Gorakala & Amiripalli, 2020). 

Another type of hash function is non-cryptographic hash functions. These 

functions have a simple design due to the lack of a focus on security. This simp-

licity in design makes such functions operate quickly. Representing large data 

sizes with fixed and relatively short outputs is the key factor in making search 

operations highly efficient. For this reason, non-cryptographic hash functions are 

often used in areas where security is not required but fast access is needed. These 

areas include quick access to records in databases, efficient data flow in video 

games, dictionary structures in programming languages, and routing and balan-

cing of data packets in computer networks (Akoto-Adhepong, Okyere-Gyamfi & 

Asante, 2020). 

Hash functions are built upon structures that define the general framework, 

principles, and working methods of their algorithms. Some of the common struc-

tures include Merkle-Damgård, Wide Pipe, Tree, HAIFA, and Sponge construc-

tions. Many traditional hash functions use the Merkle-Damgård structure. Some 

of these structures aim to enhance the security of Merkle-Damgård due to its vul-

nerabilities. However, constructions like Sponge provide a completely indepen-

dent framework (Zellagui, Hadj-Said & Ali-Pacha, 2019). 

A review of the literature reveals a plethora of hash functions. These functions 

have been subjected to rigorous analysis with regard to their security properties 

and vulnerabilities. Based on these evaluations, their strengths have been identi-

fied, enabling their use in various critical applications, while their usage has been 

abandoned in scenarios where they failed to meet requirements. The most com-

monly used hash functions, along with their characteristics, can be summarized 

as follows: 

The Message Digest 5 (MD5) algorithm was designed by Professor Ronald 

Rivest in 1992. MD5 produces a 128-bit output. The most significant vulnerabi-

lity of the MD5 algorithm is its small output size. This makes it susceptible to 

collision attacks, a fundamental issue where different input messages produce the 

same hash output. Additionally, deficiencies in the algorithm's design and hash 
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generation mechanism render hash codes generated by MD5 insecure. Consequ-

ently, MD5 has been deprecated by the National Institute of Standards and Tech-

nology (NIST) for password storage applications. 

In 1995, the U.S. government developed the SHA-1 algorithm as part of the 

Capstone project. Compared to MD5, SHA-1 is slower but more resilient to brute 

force and other collision attacks due to its 160-bit output size. SHA-1 has been 

employed in several critical cryptographic protocols, including SSH, IPsec, TLS, 

SSL, and PGP. However, due to an increasing number of collisions in recent ye-

ars, NIST prohibited the use of SHA-1 in 2013, replacing it with the SHA-2 al-

gorithm. 

The SHA-2 family is a suite of cryptographic hash functions that are a more 

robust alternative to its predecessors. It includes six hash functions with output 

lengths ranging from 224 bits to 512 bits. These functions are named based on 

their output length, such as SHA-224 or SHA-512. While the underlying princip-

les of SHA-2 hash functions remain consistent across the family, certain parame-

ters such as the number of rounds and shift amounts differ between variants. 

SHA-2 is highly secure for applications like digital signatures. It is frequently 

used in security protocols such as TLS, S/MIME, SSL, and IPsec and is also 

widely utilized for password hashing and cryptographic password applications. 

In 2015, NIST introduced the SHA-3 algorithm as the new hash standard, fol-

lowing the introduction of SHA-2. SHA-3 was not designed to replace SHA-2. It 

was developed to address vulnerabilities arising from collision attacks in MD5 

and SHA-1.  Unlike MD5 and the SHA-2 family, which are based on the Merkle-

Damgård construction, SHA-3 employs the sponge construction. SHA-3 is parti-

cularly well-suited for architectures where logical operations are easy and fast to 

implement and is frequently used in such contexts (Debnath, Chattopadhyay & 

Dutta, 2017).   

2. Design Paradigms 

2.1 Block Cipher-Based Paradigm 

Block ciphers have a round function that is repeated r times and consists of 

simple operations. This function takes an n-bit length data as input in the first 

round. In each round, the function is repeated iteratively. The output obtained in 

the last round is the encrypted data. In each round, a key specific to that round is 

generated using a k-bit secret key. In round functions, decrypting the ciphertext 

requires the secret key to have bijective and surjective properties. There are many 

methods used for this purpose. The Feistel cipher is one of the most widely used 
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methods. According to this, the round function divides the input into two parts: 

left and right. The right part (Rᵢ₋₁) forms the input for the left part (Lᵢ) in the next 

round. The output obtained from the left part (Ljᵢ₋₁) is generated as follows: This 

output is obtained by adding the modified new data of Rᵢ₋₁ with the key to the left 

part (Lᵢ₋₁), which is the input of the round (De Canniere, Biryukov & Preneel, 

2006). 

2.2 Davies-Meyer Construction 

According to the Davies-Meyer design paradigm, the hash function divides 

the input data into equal-length segments based on the block size used by the 

encryption algorithm. If the length of one segment is shorter than the others, pad-

ding bits are added to make it equal in length to the other data blocks. As shown 

in Figure 1 , the data blocks are named x1,x2,…,xj 

This paradigm consists of iterative operations performed over multiple ro-

unds. In each round, an encryption function from the literature, such as AES or 

DES, is selected according to the needs of the application. In Figure 1, this func-

tion is represented by the symbol "E." For the E function, the encryption key is 

defined as the value of the corresponding round's xi  (i = 1, 2, ..., j). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. Davies-Meyer Paradigm Scheme 

Source : (Wijitrisnanto & Susanti, 2018) 
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The output from the previous round is referred to as hi−1. The data block 

xi , which is a part of the input data to be hashed, is encrypted using the E function, 

producing an output hi . This hi  value is then combined with hi−1 using a logical 

XOR operation. The resulting output becomes the input for the next round. The 

output obtained in the final round is the hash code. The Davies-Meyer paradigm 

equation is provided in Equation 1 (Wijitrisnanto & Susanti, 2018).  

 𝐻𝑖 = 𝐸𝑥𝑖
(𝐻𝑖−1) ⊕ 𝐻𝑖−1 𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑗, 𝐻0 = 𝐼𝑉 (Eq. 1) 

2.3 Merkle-Damgard Construction 

The Merkle-Damgård structure aims to generate a hash function based on a 

compression function. The structure diagram is shown in Figure 2. Accordingly, 

the original data to be hashed is divided into n blocks. Each block is named from 

M1 to Mn. The Merkle-Damgård structure is iterative in nature. In this structure, 

the output of each compression function serves as the input for the compression 

function of the subsequent block. However, the input to the compression function 

of the first block is a randomly generated data called Initial Values (IV). Each 

block processes the corresponding message block and the output of the previous 

compression function through its own compression function. In this way, all 

blocks are processed iteratively. The output of the final block produces the hash 

code of the original message (Al-Odat & Khan, 2019).  

 

 

 

 

 

Figure 1. Merkle-Damgard Construction 

Source: (Al-Odat & Khan, 2019) 

2.4 The Hash Iterative Framework (HAIFA) Construction 

The hash iterative framework (HAIFA) is an alternative structure that retains 

the core features of the Merkle-Damgård construction. The Merkle-Damgård 

construction has vulnerabilities against length extension attacks. HAIFA aims to 

eliminate this vulnerability. To achieve this, it adds extra input data to the comp-

ression function. These include an s-bit long salt value and a t-bit long counter 

IV value (Zellagui, Hadj-Said, 2019).  
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2.5 Sponge Construction 

A sponge construction is capable of generating an output of arbitrary length 

for an input of arbitrary length. The resulting output can be employed in a variety 

of applications. Sponge constructions are flexibly utilised in applications such as 

pseudorandom number generators, message authentication codes, stream ciphers, 

and hash code generation. The operational process of the sponge construction is 

comprised of two phases: the absorbing phase and the squeezing phase. 

In the absorbing phase, the M-bit message is divided into r-bit blocks. In the 

event that the message length is not a multiple of r, padding is applied in order to 

render the message length a multiple of r. The aforementioned r-bit blocks are 

then processed in conjunction with the S state data as input to the absorbing func-

tion. The S state consists of two parts: the r-bit portion referred to as the rate and 

the c-bit portion referred to as the capacity. The c-bit capacity is used to enhance 

security and does not directly participate in the operations. The total length of the 

S state is b, where b = r + c. Both the rate and the capacity parts of the S state 

should be initialized algorithmically, typically using predetermined or pseudo-

random values. 

Since the message blocks and the rate portion of the S state are both r-bits in 

length, their lengths are aligned. In the absorbing function, the first r-bit message 

block is XORed with the r-bit rate portion of the initial S state. The result of this 

XOR operation is combined with the c-bit capacity portion and subjected to a 

permutation function, producing a new S state with b = r + c. The rate portion of 

this updated S state is then XORed with the next r-bit message block, and the 

permutation function is applied again to produce another updated S state. This 

process is repeated until all message blocks have been processed. Upon the comp-

letion of the final message block, the absorbing phase is terminated and the sque-

ezing phase commences. 

In the squeezing phase, the user specifies the desired output length. The sque-

ezing process is shaped according to the selected output length. The rate portion 

of the S state, obtained during the absorbing phase, serves as the input to the 

squeezing function. During this phase, the c-bit capacity is not used in any step 

of the squeezing function. The squeezing function applies the permutation opera-

tion to the r-bit rate portion to generate the output. If the desired output length 

specified by the user exceeds the r-bit length produced in the absorbing phase, 

the permutation process continues until the required output length is reached. 

Each permutation produces a separate output block, and these blocks are conca-

tenated to form the final output of the desired length. In this way, the sponge 
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construction flexibly provides an output of arbitrary length as determined by the 

user. 

The block diagram of the sponge construction is given in Figure 3 (Kumar, 

Gupta & Kumar, 2021).  

 

 

 

 

 

 

 

Figure 2. Sponge Construction 

Source: (Kumar, Gupta & Kumar, 2021) 

3. Security Features of Hash Functions 

3.1 Collision Resistance 

The collision resistance property in hash functions explains that two different 

messages should not produce the same hash output. As shown in Figure 4, if 

two distinct messages like M and M' have the same hash code (H(M)), it 

indicates a vulnerability in collision resistance. 

 

 

 

 

 

Figure 3. Collision resistance vulnerability. 

Source : (Maetouq et. al., 2018) 
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3.2 Pre-Image Resistance 

In cryptography, a pre-image is a term used to describe a message for which 

the hash code is known. The pre-image resistance of hash functions explains the 

impossibility of reaching the message (pre-image), which is unknown, by using 

the hash code. This situation is presented in Figure 5. 

 

 

 

 

 

Figure 4. Pre-Image Resistance 

Source : (Maetouq et. al., 2018) 

3.3 Second Pre-image Resistance 

Hash functions must also have second pre-image resistance. This property 

indicates the impossibility of finding a message different from the pre-image 

message (second pre-image) that produces the same hash code obtained from the 

pre-image message when the pre-image message and its hash code are known by 

the attacker. In other words, the hash code generated from the pre-image message 

cannot be generated by any other message different from the pre-image message. 

This situation is presented in Figure 6 (Maetouq et. al., 2018). 

 

 

 

 

 

 

 

Figure 5. Second Pre-image Resistance 

Source : (Maetouq et. al., 2018) 
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4. Review of Common and Modern Hash Algorithms. 

4.1 MD5 Hash Function 

The MD5 function process consists of the following steps: 

The addition of padding bits is the first phase of the process. In this step, the 

message length is adjusted to be a multiple of 512 bits. Padding bits are used if 

necessary to achieve this. This can be considered separately for cases where the 

message length is either smaller or larger than 512 bits. If the message length is 

smaller than 512 bits, the message length is extended to 448 bits. The padding 

process starts by adding a "1" bit immediately after the end of the message, fol-

lowed by adding "0" bits until the length reaches 448 bits. The remaining 64 bits 

store the length of the original message. Thus, the block reaches a length of 512 

bits. If the message length is greater than 512 bits, the first block consists entirely 

of the first 512 bits of the message. The remaining length of the message always 

completes the blocks to 512 bits. This continues until the message length becomes 

less than 512 bits. When the message length is less than 512 bits, this becomes 

the final block, and the remaining bits of the message are padded to reach 448 

bits. The remaining 64 bits contain the message length. Thus, all message blocks 

are always 512 bits in length, and the last 64 bits of the final block always store 

the message length. The padding and 64-bit message length addition steps are 

always performed on the last block. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. MD5 Hash Function Construction 

Source : (Ali & Farhan, 2020) 
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Once the message length is adjusted to be a multiple of 512 bits, the message 

processing phase begins. As seen in Figure 7, the MD5 function has four buffer 

areas named A, B, C, and D. These buffers are each 32 bits in size, totaling 128 

bits in length. This length confirms that the MD5 function produces a 128-bit 

output. The buffers must have initial values. These values are predetermined 

constants. The MD5 function uses four different functions to produce a 128-bit 

output. These functions are named F, G, H, and I. The buffers are updated through 

four rounds, each consisting of 16 steps. In each of the 16 steps, one of these four 

functions is iteratively applied. At the end of the four rounds, the buffers A, B, C, 

and D are updated for the first 512-bit block. These operations are carried out for 

each block. Once the final block is processed, the updated values of the A, B, C, 

and D buffers form the 128-bit hash code (Ali & Farhan, 2020).  

4.2 Secure Hash Algorithms (SHA) Family 

SHA is a family of hash functions developed by NIST. It was first proposed 

by NIST in 1995 under the name SHA-1. The SHA-1 algorithm, like MD5, is 

based on the Merkle-Damgard structure. The SHA-1 algorithm produces a 160-

bit hash code. It has been used in many security applications such as S/MIME, 

SSL, IPSec, and PGP. However, due to flaws in its operation, it has failed to 

defend against collision attacks, and encryption users stopped using it after 2010. 

For this reason, NIST introduced the SHA-2 hash algorithm in 2002, which has 

versions that generate hash codes of various lengths. The SHA-2 algorithm inc-

ludes a non-linear function in the compression function, making it more resilient 

to attacks compared to the SHA-1 algorithm (Khan et al., 2022).  

4.3 SHA-2 Algorithm 

The SHA-2 algorithm is based on the Merkle-Damgård structure. The const-

ruction of the SHA algorithm is shown in Figure 8.  
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Figure 7. SHA-2 Construction 

Source : (Al-Odat, Abbas & Khan, 2019) 

 

It has different versions, such as SHA-224, SHA-256, SHA-384, and SHA-

512, which produce outputs of varying lengths. SHA-2 uses eight variables: A, 

B, C, D, E, F, G, and H. These variables are updated iteratively with SHA comp-

ression functions and round constants over a certain number of rounds. Depen-

ding on the desired output length, the size of these variables varies. In SHA-224 

and SHA-256, the variable sizes are 32 bits, and the number of rounds is 64. In 

SHA-384 and SHA-512, the variable sizes increase to 64 bits, and the number of 

rounds increases to 80. 

In the SHA-2 algorithm, the process starts by dividing the message into 512-

bit blocks using padding bits. In the last block, the last 64-bit section stores the 

length of the message in bits. After dividing the messages into blocks that are 

multiples of 512 bits, each block undergoes a message expansion process. Accor-

dingly, a 512-bit message block is divided into sixteen 32-bit words. For example, 

in SHA-256, 48 additional 32-bit words are generated for this block. This process 

is called message expansion, and it is done using the function provided in Equa-

tion 2. 
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 𝑊𝑡 = 𝑊𝑡−16 + 𝜎0 + 𝑊𝑡−7 + 𝜎1  16 ≤ 𝑡 ≤ 𝑛 (Eq.2) 

The function σ0 is provided in Equation 3, and the function σ1 is pro-

vided in Equation 4. 

 𝜎0 = 𝑅𝑅𝑟1(𝑊𝑡−15) ⊕ 𝑅𝑅𝑟2(𝑊𝑡−15) ⊕ 𝑆𝑅𝑟3(𝑊𝑡−15) (Eq.3) 

 𝜎1 = 𝑅𝑅𝑞1(𝑊𝑡−2) ⊕ 𝑅𝑅𝑞2(𝑊𝑡−2) ⊕ 𝑆𝑅𝑞3(𝑊𝑡−2) (Eq.4) 

In the equations, the function RRn(X) rotates the input word X to the right by 

n bits. The function SRn(X) shifts the input X to the right by n bits. The constants 

appearing in the equations for different versions of SHA are provided below. 

For the SHA-224 and SHA-256 algorithms, the constant r1 takes the value of 

7, r2 takes the value of 18, and r3 takes the value of 3. The other constants take 

values of q1 = 7, q2 = 19, and q3 = 10. 

For the SHA-384 and SHA-512 algorithms, the constant r1 takes the value of 

1, r2 takes the value of 8, and r3 takes the value of 7. The other constants take 

values of q1 = 19, q2 = 61, and q3 = 6.  

 𝑇1 =  𝐻𝑡−1 + 𝑊𝑡 + 𝐾𝑡 + 𝐶ℎ(𝐸, 𝐹, 𝐺) + ∑  1  (Eq.5) 

 𝑇2 = 𝑀𝑎𝑗(𝐴, 𝐵, 𝐶) + ∑  0  (Eq.6) 

 𝐻 = 𝐺 (Eq.7) 

 𝐺 = 𝐹 (Eq.8) 

 𝐹 = 𝐸 (Eq.9) 

 𝐸 = 𝐷 + 𝑇1 (Eq.10) 

 𝐷 = 𝐶 (Eq.11) 

 𝐶 = 𝐵 (Eq.12) 

 𝐵 = 𝐴 (Eq.13) 

 𝐴 = 𝑇1 + 𝑇2 (Eq.14) 

 

The functions Ch(E,F,G), Σ0(V), Σ1(V), and Maj(A,B,C) are given between 

Equations 15 and 18. 
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 𝐶ℎ(𝐸, 𝐹, 𝐺) =

(𝐸⋀𝐹)⨁(¬𝐸⋀𝐺) (Eq.15) 𝑀𝑎𝑗(𝐴, 𝐵, 𝐶) =

(𝐴⋀𝐵)⨁(𝐴⋀𝐶)⨁(𝐵⋀𝐶) (Eq.16)∑ (𝑉)0 =  𝑅𝑅𝑟1(𝑉) ⊕ 𝑅𝑅𝑟2(𝑉) ⊕

𝑅𝑅𝑟3(𝑉) (Eq.17)∑ (𝑉)1 =  𝑅𝑅𝑞1(𝑉) ⊕ 𝑅𝑅𝑞2(𝑉) ⊕

𝑅𝑅𝑞3(𝑉) (Eq.18)  

When all rounds are completed, the variables from A to H are updated one 

final time, and the hash code is generated by concatenating some or all of them, 

depending on the SHA version. This is described between Equations 19 and 22. 

 𝑆𝐻𝐴224 = 𝐴 ∥ 𝐵 ∥ 𝐶 ∥ 𝐷 ∥ 𝐸 ∥ 𝐹 ∥ 𝐺 (Eq.19) 

 𝑆𝐻𝐴256 = 𝐴 ∥ 𝐵 ∥ 𝐶 ∥ 𝐷 ∥ 𝐸 ∥ 𝐹 ∥ 𝐺 ∥ 𝐻 (Eq.20) 

 𝑆𝐻𝐴384 = 𝐴 ∥ 𝐵 ∥ 𝐶 ∥ 𝐷 ∥ 𝐸 ∥ 𝐹 (Eq.21) 

 𝑆𝐻𝐴512 = 𝐴 ∥ 𝐵 ∥ 𝐶 ∥ 𝐷 ∥ 𝐸 ∥ 𝐹 ∥ 𝐺 ∥ 𝐻 (Eq.22) 

Here, it should be taken into consideration that the size of the variables 

is 32 bits for the SHA-224 and SHA-256 algorithms, and 64 bits for the SHA-

384 and SHA-512 algorithms. Accordingly, the hash output length of the respec-

tive SHA version is calculated by multiplying the number of variables used by 

the length of each variable (Al-Odat, Abbas & Khan, 2019).  

4.4 SHA-3 Algorithm 

The SHA-3 algorithm is based on the sponge construction, which provides a 

secure framework for hash functions. This construction consists of two consecu-

tive phases called absorbing and squeezing (Guitouni, Ammar & Machhout, 

2024). These stages include a group of functions in which the message blocks 

that form the input are absorbed like a sponge and then squeezed to produce the 

output (Sharma & Koppad, 2016). The SHA-3 algorithm has four different ver-

sions: SHA3-224, SHA3-256, SHA3-384, and SHA3-512. In addition to these, 

there are extendable versions called SHAKE128 and SHAKE256. The difference 

of the extendable hash functions is that the output lengths can be adjusted (Kuila, 

Chawdhury & Pal, 2015). 
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The differences between the versions of the SHA-3 algorithm are given in 

Table 1 based on output lengths, r=bit rate, and c=capacity (Dolmeta, Martina & 

Masera, 2023). 

Table 5. SHA-3 Algorithms 

Algorithm 
Output 

(Bits) 

Rate r 

(Bits) 

Capacity c 

(Bits) 

SHA3-224 224 1152 448 

SHA3-256 256 1088 512 

SHA3-384 384 832 768 

SHA3-512 512 576 1024 

Source : (Dolmeta, Martina & Masera, 2023) 

4.5 BLAKE Algorithm 

BLAKE is a hash function based on the ChaCha stream cipher algorithm, mo-

dified and adapted from this algorithm. It has four different versions depending 

on the word size used in its internal mechanism and the lengths of the hash codes 

they produce. Among these, BLAKE-224 and BLAKE-256 use 32-bit words. 

BLAKE-224 produces a 224-bit hash code, while BLAKE-256 produces a 256-

bit hash code. BLAKE-384 and BLAKE-512 use 64-bit words. BLAKE-384 pro-

duces a 384-bit hash code, while BLAKE-512 produces a 512-bit hash code. 

The BLAKE algorithm was submitted by its designers to the hash function 

competition organized by NIST. In 2012, BLAKE was one of the last five fina-

lists. However, the algorithm named KECCAK won the competition. Later, a new 

version based on the BLAKE algorithm, called BLAKE2, was introduced on De-

cember 21, 2012, as a strong alternative to the MD5 and SHA-1 algorithms. 

BLAKE2b demonstrated high performance compared to many hash function al-

gorithms on 64-bit x86 and ARM-based architectures. 

BLAKE2 is also more secure than the SHA-2 algorithm. BLAKE provides 

very strong resistance to length extension attacks and shares similar characteris-

tics with SHA-3 in terms of indistinguishability from a random oracle. Some va-

riants of BLAKE2 show better performance on multi-core systems (Sadeghi-Na-

sab, Rafe, 2023).  

Blake-3 algorithm is an improved version of the previous BLAKE versions. 

BLAKE3 provides better security and performance compared to its predecessors. 

It also supports SIMD architecture. BLAKE-3 produces a 512-bit hash code. 

BLAKE-3 divides the message to be hashed into fixed-size chunks and summa-

rizes these chunks within a tree structure. This working principle is suitable for 
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parallel processing and provides significant performance improvement on large 

data blocks (Tajane et al., 2024).  

4.6 Argon2 Algoritm 

Passwords, despite their drawbacks such as low entropy, continue to maintain 

their dominance in authentication applications in many web services. To enhance 

password security, designers have developed many methods. Among these, hash 

code generation processes, which gained speed as a result of Moore's Law, have 

been deliberately invoked multiple times. Thus, attackers' password cracking has 

been made more difficult due to increased time costs and similar reasons. 

In response, password crackers have started to use new architectures such as 

high-performance GPUs, FPGAs, and ASICs. It has been determined that these 

architectures are effective in applications requiring low memory but struggle in 

applications requiring high levels of memory usage. This situation has provided 

an advantage for designers developing defense mechanisms against attackers and 

made attackers' work more difficult with architectures requiring high amounts of 

memory. 

The Argon2 hash algorithm aims to maximize memory write performance and 

the efficiency of parallel usage of processing units. This goal is related to perfor-

mance and is used in applications where performance is required. However, in 

addition, the Argon2 algorithm can offer different approaches with its methodo-

logy that uses memory more intensively than necessary to prevent the relationship 

between the processor and memory from being deciphered by attackers, especi-

ally in applications vulnerable to tradeoff attacks. This makes it more secure. 

Since Argon2 is designed to work on the x86 architecture, it uses modern AMD 

and Intel processors. This enables the utilisation of the cache and memory orga-

nisation structure of these processors. 

Argon2 has two different versions: Argon2d and Argon2i. Argon2d focuses 

on performance and is faster. Side-channel timing attacks can be effective on al-

gorithms with data-dependent memory access. Therefore, Argon2d is more sui-

table for such applications that are not affected by these attacks, such as crypto-

currencies. Argon2i, unlike Argon2d, does not use data-dependent memory ac-

cess. Instead, it uses data-independent memory access. This allows the Argon2i 

algorithm to organize memory in a way that increases security. Thus, it prevents 

the relationship between the data exchange between the processor and memory 

from being deciphered by attackers. For this reason, Argon2i provides better pro-

tection against tradeoff attacks. Considering all these, Argon2i is slower than the 

Argon2d algorithm but more secure (Biryukov, Dinu & Khovratovich, 2016).  
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5. Artificial Intelligence and Hash Functions 

The development of the internet and the information age has led to the extra-

ordinary growth of multimedia data such as images, videos, and audio on the 

internet. This growth has brought along the problem of searching and retrieving 

this data in an intelligent and fast manner. The search for multimedia data on the 

internet requires multimodal retrieval. This is, in a sense, a data similarity search 

and a Nearest Neighbor (NN) search problem. That is, when a query is performed 

on a dataset, the multimedia data most similar to each other is returned. However, 

another problem here is that multimedia data requires large storage space and 

time-consuming queries. Therefore, storing this high-dimensional data as hash 

codes, which are a concise summary of the data, and ensuring the best represen-

tation in terms of similarity between these codes and the high-dimensional data 

could be a solution. For this solution, deep hashing research has significantly inc-

reased in recent years, yielding successful results (Cao etc al., 2020). 

Artificial intelligence-driven hashing algorithms can be divided into two ca-

tegories: data-independent and data-dependent methods. 

Data-independent methods are implemented without analyzing or involving 

the content of the data in the process. These methods are divided into two cate-

gories: projection-based methods and deterministic structure-based methods. 

Since these are grouping methods independent of the data, they do not classify 

hash codes according to the content of the data. 

Data-dependent methods, where the distribution and label information of the 

data are used in the design of the hash function, are referred to as hash learning. 

In this method, since the content and features of the data are included in the pro-

cess, hash codes are generated in a way that classifies the original data. In a sense, 

for data such as images that could belong to the same category, hash codes that 

are close to each other are generated. Hash learning is divided into two subcate-

gories: supervised and unsupervised. 

In the supervised method, hash learning is performed using the labeling of 

similarities between data and the label information. In the unsupervised method, 

hash learning is carried out based on the structure of the data without using label 

information. 

Traditional artificial intelligence methods are not at the desired level in gene-

rating hash codes based on image features in large datasets and classifying them 

according to these features. Deep learning-based hash methods can overcome this 

problem. 
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Deep learning methods can detect multiple features of images to be classified 

and present the parametric values of these features in a way that improves the 

success of hash learning. Thus, images are represented with appropriate hash co-

des corresponding to their labels. 

Deep hashing uses deep neural networks in hash learning. Among deep neural 

networks, deep convolutional neural networks (CNN), which are frequently used 

in image processing applications, are one of them. 

Deep hashing methods consist of four components: 

 A fully connected convolutional artificial neural network. The goal is to 

extract image features, 

 A hashing layer necessary to best represent the image with hash codes, 

 A loss function that can generate similar hash codes for similar images, 

 A quantization loss that performs hashing quality control. 

In deep hashing methods, the similarity of the produced hash codes is calcu-

lated using the Hamming distance (Singh & Gupta, 2022).  

6. Qantum Hashing 

Quantum computers promise to solve complex problems in a much shorter 

time and with less energy consumption. However, this positive aspect may lead 

to some negative consequences for society. The reason is that these positive fea-

tures of quantum computers can serve as a hidden resource for attackers to 

decrypt cryptographic security (Hatanaka etc al., 2024). 

The term "computationally difficult problem" refers to the notion that there 

must not exist any algorithm capable of reaching a realistic solution for the prob-

lem, other than an algorithm that enumerates all possible instances compatible 

with the solution. Traditional cryptographic functions aim to produce secure and 

attack-resistant solutions by leveraging the hardness of mathematical problems 

such as discrete logarithms and integer factorization. The main challenge here is 

to prove that a problem, deemed computationally difficult, is genuinely hard. 

While traditional cryptographic functions are based on these approaches, qu-

antum cryptography seeks to develop solutions that are grounded in the principles 

of quantum mechanics. In recent years, a considerable number of quantum one-

way function models have been put forth for consideration. Quantum one-way 

functions can be classified into two principal categories. 

The first category includes functions where both the input and the output are 

binary data, referred to as classical-classical functions. Although these functions 
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use classical inputs and produce classical outputs, they are designed to remain 

difficult to invert even for quantum systems. 

The second category consists of functions called classical-quantum one-way 

functions. The main difference between classical-classical and classical-quantum 

functions is that, in the latter, the input is classical binary data, while the output 

is a quantum state (Ablayev & Vasiliev, 2013). 

7. The Common Usage Areas Of Hash Functions 

7.1 Message Authentication 

Hash functions play a vital role in ensuring secure communication in modern 

cryptography in many areas. These include authentication in data access, moni-

toring data integrity, password protection, forensic investigations, pseudorandom 

number generation, and blockchain. One of the important areas where hash func-

tions are used is message authentication. Message authentication checks whether 

a message transmitted over the network has been altered during the transmission 

process. Message authentication can be achieved using a Hashed Message Aut-

hentication Code (HMAC) generated from the original message. The generated 

hash code is transmitted independently along with the original message over the 

network. The recipient reproduces the hash code of the received message using 

the same cryptographic hash function and secret key. The generated hash code is 

compared with the received hash code. If the hash codes match, it is understood 

that the integrity of the message has been preserved. 

HMAC consists of a hash code generated with one of the hash functions and 

a cryptographic key. The cryptographic key is used during the generation process 

of the hash code from the original message. Thus, only the recipient with the 

cryptographic key can check the integrity of the received data. The quality of 

HMAC is directly proportional to the quality of the hash function used, the length 

of the hash code, and the size/quality of the key (Upadhyay etc al., 2022). 

7.2 Digital Signature 

Nowadays, digital signatures are being used more frequently in parallel with 

the development of technology and are replacing wet signatures (Genç & Afacan, 

2021).  

In digital signature systems, signature calculation processes are performed on 

the fixed and small-sized hash code of the original message. If the verification of 

the hash code of the signed message received by the recipient is successful, the 

message integrity and signature are considered valid. 
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7.3 Password Verification 

Access to resources is provided through user-defined passwords. Storing 

passwords in plaintext creates a security vulnerability that can lead to extremely 

severe consequences. This significant security vulnerability can be mitigated by 

converting passwords into hash codes and storing them in this form. In this case, 

user authentication in password-protected access is carried out as follows: The 

user's password securely reaches the recipient. The password is rehashed on the 

recipient's side. This hash is compared with the hash stored on the recipient's side. 

If the hash outputs match, the user is authenticated. 

Cryptographic hash functions can produce hash codes at high speeds due to 

advanced graphics processing units and speed-focused architectures. However, 

this situation allows attackers to make a high number of password guesses in very 

short periods to crack passwords. To prevent this, random data called "salt" is 

processed with hash codes to randomize the resulting hash outputs. In this way, 

it becomes much more difficult for attackers to guess passwords (Sadeghi-Nasab 

& Rafe, 2023).  

7.4 Blockchains 

Blockchain, one of today's popular technologies, uses hash functions to ensure 

the integrity of the distributed ledger within its structure. The blocks within the 

blockchain structure are represented by hash codes. Each block adds its hash di-

gest to the subsequent block. In this way, blocks are logically linked to each other. 

In this structure, if the internal values of one of the blocks are modified, the hash 

values of all subsequent blocks connected to it become invalid. SHA-256, a vari-

ant of the SHA-2 hash algorithm, is preferred in many blockchain technologies 

due to its security and computational efficiency. The integrity of the ledger in 

blockchain technology depends on the collision resistance of the hash function it 

uses (Martino & Cilardo, 2019). 

7.5 Internet of Things (IoT) 

Internet of Things (IoT) devices are not suitable for use with algorithms that 

require high resource demands, such as Advanced Encryption Standard (AES) or 

Rivest-Shamir-Adleman (RSA), due to their limited resource management, such 

as low-capacity processors and small data rates. If used, issues such as inefficient 

performance and rapid battery consumption may arise. In studies conducted in 

the 2000s, it was predicted that the hybrid use of traditional hash functions with 

lightweight block ciphers could be a solution (Gunathilake, Al-Dubai & Buchana, 

2020). 
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8. Comparison of Hash Functions 

In Table 2, information about the message block lengths, the number of ro-

unds, the word size used in the internal mechanism of the algorithm, the structure 

used, and the operations employed in some of the commonly used hash functions 

is provided. In Table 3, information about the types and complexities of attacks 

against these algorithms is presented (Maetouq etc al., 2018).  

Table 6. A General Features Table of Some Common Hash Algorithms 

Properties 

Name Of Algorithm 

MD5 
RIPEMD-

160 
SHA-1 

SHA-2 

256/512 

SHA-3 

256/512 

Block Size 

(Bits) 
512 512 512 512/1024 1088/576 

Word Size 

(Bits) 
32 32 32 32/64 320/320 

Output Size 

(Bits) 
128 160 160 256/512 1600/1600 

Rounds 18 80 80 64/80 24/24 

Operations 

Xor,Or, 

And,Not, 

Add,Shift 

Xor,Or, 

And,Not, 

Add,Rotate 

Xor,Or, 

And,Not, 

Add,Ro-
tate 

Xor,Or, 

And,Shift, 

Add,Ro-
tate 

- 

Construction 
Merkle-

Damgard 

Merkle-Dam-

gard 

Merkle-

Damgard 

Merkle-

Damgard 
Sponge 

Source : (Maetouq etc al., 2018) 

 

Table 7. Types of attacks and their complexity on common hash functions 

Algorithm Type of attacks Complexity 

MD5 
Collision 239 

Fast Collision 218 

RIPEM-160 
Collision 267 

Preimage 2158.91 

SHA-1 

Collision <269 

Collision 261 

Freestart Collision - 
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SHA-2/256 Preimage 2255.5 

SHA-2/512 Preimage 2511.2 

SHA-3/256 
Practical Collision and 

near-Collision 
- 

SHA-3/512 Possibility first collision - 

Source : (Maetouq etc al., 2018) 

Table 8. Hashing Algorithms for Multi-Label Image Retrieval 

Approach 
Transfer 

Learning 
Network Architecture 

Pointwise   

Direct binary embed-

ding 
No ResNet50 

Deep multi-label has-

hing 
- AlexNet 

Multi-task deep has-

hing 
Yes GoogLeNet 

Discriminative cross-

view hashing 
No ResNet50 

Pairwise   

Multi-label supervised 

deep hashing 
Yes Generic CNN 

Deep multilevel se-

mantic similarity pre-

serving hashing 

No AlexNet 

Deep multi-similarity 

hashing 
No Generic CNN 

Instance similarity 

deep hashing 
Yes AlexNet 

Deep uniqueness-

aware hashing 
No AlexNet 

Tripletwise   

Instance-aware has-

hing 
Yes GoogLeNet 

Triplet-based deep bi-

nary embedding 
Yes VGG-16 

Hashing for multi-la-

beled data 
- VGG 

Deep supervised has-

hing with code opera-

tion 

Yes VGG and ResNet 

Listwise   

Deep semantic ran-

king based hashing 
Yes AlexNet 
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Approach 
Transfer 

Learning 
Network Architecture 

Order-sensitive deep 

hashing 
No AlexNet 

Object-location-aware 

hashing (Huan 
- GoogLeNet 

Rank-consistency 

deep hashing 
Yes VGG 

Source: (Rodrigues, Cristo & Colonna, 2020) 

Supervised methods are among the most commonly used approaches for clas-

sifying the hashes of similar images with Deep Hashing. Some of the supervised 

methods found in the literature are presented in Table 4. The methods are cate-

gorized into four main groups: pointwise, pairwise, tripletwise, and listwise. 

These methods are used in multi-label image retrieval problems. 

9. Supervised Methods 

9.1 Pointwise Method 

In this method, the correspondence between class labels and images in the 

dataset is used to teach which class the image belongs to. 

9.2 Pairwise Method 

In this method, the images in the dataset are taken in pairs. The neural network 

learns whether the image pairs are similar or not and stores the obtained informa-

tion in the Hamming space. 

9.3 Tripletwise Method 

In this method, the neural network takes three images from the dataset as in-

put. One of these images is referred to as q. It is taught that the image q is more 

similar to one of the other two images. This way, the hash codes of similar images 

are brought closer to each other. 

9.4 Listwise Method 

In this method, one of the images in the dataset is designated as the query. 

Along with the query image, a list is created by ranking a set of images based on 

their similarity to the query image. In this way, the images are obtained in order 

from least similar to most similar to the query image (Rodrigues, Cristo & Co-

lonna, 2020). 
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10. Conclusion 

Hash functions are widely used in various cryptographic applications such as 

data integrity verification, digital signatures, blockchain, and authentication. The 

widespread use of hash functions in many applications stems from their ability to 

convert an original input of arbitrary length into a fixed and very short length in 

a one-way manner. The output of the hash function is irreversible. This feature 

makes hash functions unique and indispensable in many cryptographic fields. 

Hash functions have entered a progressively evolving and diversifying process 

as traditional hash functions, AI-supported hash functions, and quantum hash 

functions. All efforts in this process aim to design hash functions that are more 

resistant to attacks, more secure, and more functional by relying on the original 

data. 

It can be said that future trends will focus on the development of AI-supported 

hash functions and quantum hash functions. It is suggested that hash codes gene-

rated with AI support will be more compatible with the original data and more 

secure. The recent trend in studies in the field of artificial intelligence will enco-

urage more researchers to focus on AI-supported hash function designs. Additio-

nally, the fact that quantum computers can perform cryptographic operations 

much faster than traditional computers indicates that quantum hash applications 

will be among the trending studies in the future. 

In this book chapter, by considering the transformation process of hash func-

tions, information is provided about the types of hash functions, their working 

principles, the security features they offer, their areas of use, new trends, and 

future studies, offering readers a comprehensive perspective on hash functions. 
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1. Introduction 

Information Security Management System (ISMS) aims to protect data by en-

suring confidentiality, integrity and availability. These principles form the core 

of ISMS, which is implemented through the PDCA (Plan-Do-Check-Act) cycle 

to facilitate continuous improvement. This process includes creating policies and 

procedures, implementing and managing controls, monitoring performance and 

taking corrective actions when necessary. To ensure network security, organiza-

tions should create an asset inventory to identify critical resources, conduct risk 

assessments to assess potential threats and vulnerabilities, define access matrices 

to regulate user permissions and create security policies tailored to organizational 

needs. These policies emphasize the importance of a systematic, policy-oriented 

approach to prevent inefficiencies and minimize operational costs by covering 

key areas such as access control, password complexity, encryption and event mo-

nitoring. It explains network security systems and techniques in detail. 

In the study, after the literature review, the importance and steps of ISMS are 

given in order. Then, firewalls, proxy servers and content filters, intrusion detec-

tion and prevention systems, network segmentation, virtual networks, NAC 

(Network Access Control) applications, VPN (Virtual Private Network), network 

monitoring and updating are explained in detail and information is given about 

penetration testing and vulnerability scanning processes. 

In literatur, Fırlar (2003) addressed the security problems in IP networks and 

proposed a mechanism to solve these problems. In the study, the concept of 

network security was examined in detail and security problems in Internet, Ether-

net and IP networks were analyzed. In particular, different security models for 

protecting data and resources on the network were defined and the functions of 

firewalls were detailed. Strategies and methods that can be used for network se-

curity were examined (Fırlar T., 2003). 

Tekerek (2008) emphasized in his study that information security manage-

ment should be considered as a dynamic process. It was stated that information 

security cannot be provided only with technical measures, and administrative me-

asures, standards (such as ISO 27001) and the human factor should also be integ-

rated into the process. The study draws attention to the importance of institutional 

policies, risk management and awareness training for ensuring information secu-

rity (Tekerek M., 2008). 

Can and Akbaş (2014) discussed the importance of corporate network and 

system security policies and a case study on the creation and implementation of 

these policies. The study emphasized that security policies play a critical role in 
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ensuring the information security of institutions. It was stated that network and 

system security policies should be comprehensive not only against external thre-

ats but also against threats that may come from within the institution. In addition, 

the importance of regular trainings as well as tools such as firewall, intrusion 

detection systems and anti-virus to reduce security threats was emphasized (Can 

& Akbaş ,2014). 

Kumar and Malhotra (2015), in their study on network security threat models 

and protection methods, detailed various types of cyber attacks and the precauti-

ons that can be taken against these attacks. In the study, protection models such 

as firewall and intrusion detection systems were proposed against threats. They 

presented innovative algorithms and tools for the detection and solution of fi-

rewall rule anomalies. The effectiveness of these methods in eliminating security 

vulnerabilities and ensuring data security was emphasized (Kumar & Malhotra, 

2015). 

Coulibaly (2020) comprehensively examined Intrusion Detection Systems 

(IDS) used to detect attacks and Intrusion Prevention Systems (IPS) that serve 

both detection and prevention purposes. In addition, the applications of machine 

learning techniques in these systems and their effects on improving performance 

were evaluated. The limitations of IDS and IPS systems were highlighted, and 

the effectiveness of hybrid systems and machine learning integrations in reducing 

these limitations was highlighted (Coulibaly K., 2020). 

In their study, Liang and Kim (2022) examined the evolution of firewalls and 

the importance of next-generation firewalls (NGFW) for the purpose of impro-

ving network security. The study discussed the development process from the 

first generation packet filtering firewalls to NGFW and the advantages offered by 

these systems. It was emphasized that NGFW offers advanced features such as 

higher performance, deep packet inspection (DPI) and intrusion detection/pre-

vention systems (IDS/IPS) compared to traditional firewalls. The study shows 

that NGFW provides a more secure environment in industrial and corporate 

networks with its multi-layered security approach( Liang & Kim , 2022). 

Li et al. (2014) discussed the evaluation and implementation of network ac-

cess control (NAC) technologies. The study provides technical analysis of tech-

nologies such as IEEE 802.1x, Trusted Network Connection (TNC), and Network 

Access Protection (NAP). In addition, the design of network access control sys-

tems, policies, and policy implementation are discussed. The study emphasizes 

that openness, compatibility, and standardization play a critical role in network 

access control systems(Li et al., 2014). 
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Mehdizadeh et al. (2017) examined the effects of Virtual Local Area Networks 

(VLANs) on network segmentation and security. The study highlighted the ad-

vantages of VLANs in optimizing network traffic, reducing costs, and increasing 

security. It was also stated that VLANs allow network administrators to provide 

user and port control by dividing a physical network into logical segments. The 

study addressed the protection methods of VLANs against threats such as ARP 

attacks and VLAN hopping. As a result, it was stated that VLANs play a critical 

role in network management and security in terms of scalability, security, cost, 

and efficiency (Mehdizadeh et al., 2017). 

Nourildean et al. (2023) investigated ad-hoc routing protocols to improve 

VLAN performance in wireless networks. The study highlights the benefits of 

VLAN technology, such as increasing network efficiency, managing traffic, and 

improving security. However, it was stated that VLANs have disadvantages such 

as low data transfer speed while reducing network transition delays. The study 

aimed to improve VLAN performance, especially latency and data transfer speed, 

by using ad-hoc routing protocols. Tests conducted with the Riverbed Modeler 

simulation tool showed that these protocols significantly improved network per-

formance, providing low latency and high data transfer speed (Nourildean et al., 

2023). 

Makeri et al. (2021) examined the improvement of enterprise network perfor-

mance using VLAN. The study aimed to optimize existing network structures 

with VLAN technology and increase network performance parameters such as 

security, speed, and bandwidth utilization. The study underlined the advantages 

of VLAN applications such as traffic segmentation, control of broadcast domains, 

and ease of management. It was found that VLAN technology increases security 

in the network, reduces management costs, and provides more efficient resource 

utilization. The study also showed that the performance limitations of traditional 

network designs can be overcome with the use of VLAN (Makeri et al., 2021). 

Alshalan et al. (2016) examined mobile VPN technologies in detail and eva-

luated their main features, advantages, and challenges. The study emphasized that 

traditional VPN solutions often fail due to intermittent connections in the mobile 

environment, while Mobile VPNs maintain connection continuity by adapting to 

network changes. Various mobile VPN protocols (IPsec, TLS, etc.) and techno-

logies were compared, and their strengths and weaknesses in terms of perfor-

mance, security, and connection continuity were analyzed (Alshalan et al., 2016). 

In his study, Solisch (2022) examined VPN technologies and evaluated the 

architectures, purposes of use, and advantages of different VPN solutions. In the 
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study, VPNs were classified according to the layers in the OSI model, and L2VPN 

and L3VPN solutions were particularly focused on. It was stated that L2VPN 

technology creates Ethernet-based connections by providing data connectivity 

between customer devices, while L3VPN improves network routing functiona-

lity. The comparison of tunneling protocols such as IPsec and GRE in terms of 

security and performance also constituted an important part of the study. As a 

result, it was emphasized that the selection of VPN technology and the determi-

nation of the tunneling protocol vary depending on the application context (So-

lisch T., 2022). 

González-Granadillo et al. (2021) comprehensively examined the current sta-

tus of Security Information and Event Management (SIEM) systems and their use 

in critical infrastructures. SIEM solutions are used to manage and report threats 

in security operations centers (SOCs) by collecting, analyzing, and correlating 

events from a wide variety of sources. The study analyzed the strengths and weak-

nesses of existing SIEM systems and emphasized the central role played by SIEM 

systems in preventing, detecting, and responding to cyberattacks(González-Gra-

nadillo et al., 2021). 

In their study, Arfeen et al. (2021) examined endpoint detection and response 

systems (EDR) in cybersecurity in detail and evaluated the capabilities of these 

systems to detect, prevent and respond to malware. It was emphasized that EDR 

systems offer an integrated solution with continuous monitoring, threat detection, 

event analysis and automatic response features, and it was stated that they provide 

faster and more effective threat management by combining network and endpoint 

data, and also produce fewer false positive results compared to traditional security 

tools. It was stated that EDR systems reduce the workload for the SOC and can 

respond to cyber threats faster. It was emphasized that EDR solutions should be 

better integrated with machine learning and artificial intelligence for future thre-

ats (Arfeen et al., 2021). 

Karantzas and Patsakis (2021) evaluated the effectiveness of Endpoint Detec-

tion and Response (EDR) systems in combating Advanced Persistent Threats 

(APT). The study simulated various APT attack vectors and examined the per-

formance of 11 modern EDR systems in detecting and blocking these threats. The 

findings reveal that EDR systems fail to detect many attacks and reveal vulnera-

bilities. In particular, it was stated that situations such as DLL loading and mis-

sing low-priority alerts can slow down the responses of security teams. The study 

emphasizes the need to use machine learning and artificial intelligence to improve 

the detection mechanisms of EDR systems (Karantzas & Patsakis , 2021) 
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Islam, et al. (2020) systematically examined various dimensions of security 

orchestration, evaluated existing solutions, and identified future research areas. 

The study defined the concept of security orchestration, which enables different 

security tools to be integrated and collaborate effectively, and detailed the basic 

functions of this technology, such as automation and process management. The 

study examined the level of technical requirements of existing security orchest-

ration systems, such as flexibility, scalability, and interoperability, and discussed 

open research topics in this area (Islam, et al., 2020). 

In his study, Vegesna (2022) emphasized that vulnerability scanning and pe-

netration testing applications can be used as an effective method to prevent cyber 

attacks. In the study, the entire life cycle of vulnerability scanning and penetration 

testing processes was defined and the stages of vulnerability scanning and penet-

ration testing were detailed. While vulnerability scanning focuses on detecting 

vulnerabilities in the system, penetration testing allows the analysis of the weak 

points of the system by authoritatively exploiting these vulnerabilities. The study 

also discussed vulnerability scanning and penetration testing techniques and lis-

ted 15 commercial and open source tools used in these processes. It was conclu-

ded that vulnerability scanning and penetration testing were effective in providing 

proactive defense and reducing the effects of cyber attacks (Vegesna V.V.,2022). 

2. Information Security Management System 

Information security is a crucial aspect of protecting data in modern physical 

and digital environments. Since information can exist in various forms—such as 

written on paper, stored electronically, transmitted via email or physical mail, or 

shared verbally—it requires appropriate measures to ensure its protection. The 

foundation of information security lies in maintaining the confidentiality, integ-

rity, and availability of information. 

 Confidentiality, ensuring that information is not accessed or disclosed to una-

uthorized individuals. Protects sensitive data, such as personal information and 

trade secrets, from unauthorized exposure.For Instance, encryption, authentica-

tion, and access control mechanisms. 

Integrity,preserving the accuracy and consistency of information by preven-

ting unauthorized modifications.Ensures that data remains trustworthy and unal-

tered unless explicitly authorized. For example,data integrity checks, digital sig-

natures, and hash algorithms. 

Availability,ensuring that authorized users can access information when nee-

ded, even in the face of potential disruptions. Supports the continuity of critical 
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operations and business processes. For Instance, backup systems, disaster reco-

very plans, and robust network security (Marttin & Pehlivan, 2010). 

These principles work together to form the backbone of information security 

management. Each principle addresses specific types of threats, and their balan-

ced implementation creates a secure information environment. Figure 1 shows 

the PDCA Cycle for Network Security. 

 

 

Figure 1: PDCA Cycle for Network Security 

Plan, this step involves developing the Information Security Management 

System (ISMS) policy, objectives, targets, processes, and procedures. 

Do, at this stage, the ISMS policy, controls, processes, and procedures are 

implemented and put into operation. 

Check,this phase focuses on assessing the performance of ISMS policies, ob-

jectives, and processes. Where applicable, measurements are taken, and the re-

sults are reported. 

Action

•In case of any problems 
with the operation or 
documents, taking the 
necessary precautions, 
improvement activities, 
reducing the risk value, etc.

Plan

•Planning processes (resources, 
personnel, location, etc.)

•Adjusting the access matrix

•Preparing policies, procedures 
and forms related to information 
security

•Creating a risk map and stating it 
in the risk procedure

Do

•Implementation of 
prepared policies, 
procedures, forms 
and access 
authorizations

Check

•Conducting field observations on 
the implementation of prepared 
policies, procedures, forms and 
access authorizations, internal 
audits, etc.
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Act, based on the outcomes of management reviews, corrective and preventive 

actions are carried out to maintain and enhance the ISMS. 

Information security management should be seen as an ongoing process of 

continuous improvement. It operates within a cycle, as outlined by the PDCA 

(Plan-Do-Check-Act) model, and never ceases. 

The PDCA model, in summary, is about deciding what actions need to be ta-

ken, implementing those decisions, verifying that they are working as intended, 

and taking measures to address any controls that do not meet the desired objecti-

ves. 

In order to ensure network security, it is first necessary to identify the assets 

that need to be protected and to determine which assets need to be protected from 

which threats and in what way (Tekerek M., 2008). 

2.1. Creating an Asset Inventory 

In order to ensure security, a comprehensive analysis should be conducted to 

create an asset inventory and to determine which assets are available (ISO/IEC 

27001:2022a). 

An asset inventory is a detailed list that includes everything that is valuable to 

the organization and needs to be protected, such as hardware, software, and data 

assets. An asset inventory can be created using methods such as surveys, face-to-

face interviews, documentation review, and automatic scanning tools. 

These assets and sensitive data types are identified and categorized. Owners-

hip and responsibilities are determined for each asset. This process forms the ba-

sis for identifying vulnerabilities and threats (ISO/IEC 27001:2022a). 

2.2. Risk Analysis 

After the inventory is created, a risk analysis should be performed to evaluate 

possible threats and vulnerabilities(ISO/IEC 27001:2022b).Cyber attacks, 

malware, human errors, natural disasters and similar threats that may affect assets 

are taken into consideration. Security vulnerabilities are compared with existing 

measures to determine the risk level. The obtained risks are used to shape security 

policies. 

2.3. Creating an Access Matrix 

It is created to determine the access levels of users to assets. Users are classi-

fied according to their duties and authorizations, and it is determined which assets 
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they can access with which authorizations (read, write, change). User access 

rights are defined and permissions are prevented (ISO/IEC 27001:2022c). 

2.4. Creating Security Policies 

After determining which users will access which assets with which authoriza-

tions through applications such as asset inventory, risk analysis and access mat-

rix, security policies appropriate to the needs should be created (Can & Akbaş, 

2014). Security policies are principles, rules and guidelines prepared and adopted 

to protect information assets. They consist of accepted risk tolerance, controls 

and procedures to be applied. Security policies cover issues such as network ac-

cess permissions, network access methods, password complexity and encryption 

requirements, and event monitoring procedures (Astrida, et.al, 2016). Measures 

to be taken for network security must be based on a policy. The effectiveness of 

randomly taken measures is open to discussion and can be costly. 

3. Firewalls 

They are hardware or software that provides or prevents communication 

between networks according to certain rules. They can be divided into two groups 

as host-based and network-based depending on where they work (Mukkamala & 

Rajendran, 2020),(Vacca, J. R., 2024a) 

3.1. Host-Based Firewalls 

They are software-based firewall applications that run on a computer system. 

They check and accept packets coming and going to a computer system and only 

provide security for the computer system they work on (Vacca, J. R., 2024b). 

Firewall software that comes integrated into operating systems or personal fi-

rewall software that can be installed later can be considered in this category. 

3.2. Network Firewalls 

They are firewalls that protect systems in a network segment and are respon-

sible for border security. Such firewalls can be thought of as routers that decide 

whether packets will pass to another network segment by looking at a list of rules 

(Vacca, J. R., 2024b). 

They usually consist of a Unix-type operating system running on hardware 

with many network interfaces. They can include different features such as packet 

filtering, NAT (Network Address Translation), Content Filtering, VPN. 
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Firewalls can be divided into 4 categories according to their working methods: 

Static Packet Filtering, Stateful Packet Filtering, Application Layer (Layer 7) Fil-

tering and Hybrid Filtering. 

3.2.1. Static Packet Filtering 

Static packet filtering is a firewall that provides access control based on pro-

tocol header information such as source IP address, destination IP address, source 

port, destination port and protocol type. Such firewalls manage data traffic 

between networks by referring to the Access Control List (ACL) defined by the 

system administrator (Cheswick et.al, 2003),(Zhang & Wang, 2021). 

Since filtering is done by looking only at protocol header information, it can-

not perform data analysis that occurs at higher layers. This limitation may allow 

attackers to bypass the firewall by imitating an existing connection and access 

systems in the background or scan the network through various TCP/IP manipu-

lations. 

Static packet filtering has low resource usage and high filtering speed due to 

its simplicity. Thanks to these features, it offers an effective solution especially 

in cases where detailed data examination is unnecessary and in backbone systems 

with high-speed network connections. It is also a suitable method to meet basic 

security requirements in low-capacity hardware. 

3.2.2. Stateful Packet Filtering 

Network connections consist of a start, data transfer and end phases. Stateful 

firewalls have a structure that tracks the stages of these connections (Vacca, J. R., 

2024a), (Klein, A., 2021). It continuously monitors when and from which source 

each connection starts, which destination it is directed, the protocols and ports 

used, the status of the connection (e.g., SYN_WAIT, ESTABLISHED) and whet-

her it is active or not. After the connection is started, the necessary rules are au-

tomatically created to accept return packets and packets belonging to connections 

not included in the rule table are blocked (Figure 2). 

 

Figure 2: Stateful Firewall Diagram 



145 

It provides a more advanced protection mechanism thanks to state monitoring. 

Packets that do not belong to the connection or originate from fake connections 

are blocked. In addition, attackers who try to bypass the firewall with various 

TCP/IP manipulations can be prevented from sending packets to systems or scan-

ning ports with this method. 

State-controlled firewalls require more system resources such as CPU and me-

mory (RAM) because they write and read data to the state table for each packet. 

For example, OpenBSD Packet Filter, an open source firewall, keeps two state 

records for each connection and requires approximately 1 KB of memory space 

to keep each record [29]. Considering that 500,000 simultaneous connections will 

create 1,000,000 records in the state table, approximately 976 MB of free memory 

space will be needed. If the state table fills up or the system memory runs out, the 

firewall will not be able to accept new connections and will lose its functionality. 

Stateful firewalls are preferred in large and complex network structures where 

there are no resource constraints, high security requirements, and where a large 

number of connections and sessions must be constantly monitored. 

3.2.3. Application Layer (Layer 7) Packet Filtering 

Firewalls operating at the application layer operate at the application layer, 

which is the seventh layer of the OSI model. These firewalls try to detect certain 

patterns by looking at the data segments of application protocols such as HTTP 

and FTP, as well as the protocol header information of transmitted packets, and 

accordingly decide whether to allow the packets to pass or not (Vacca, J. R., 

2024a).Application layer firewalls can recognize various protocols, block certain 

applications, detect malicious traffic, and capture patterns of attacks coming from 

this layer (Cheswick et.al, 2003). 

These firewalls require a significant amount of system resources as they per-

form numerous scans and inspections on the content of each packet. Therefore, 

the processing times of packets are longer compared to other filtering methods, 

which can cause performance loss. 

However, they cannot directly access the data carried in encrypted traffic such 

as SSL/TLS. Therefore, it is not possible to detect the patterns sought in encryp-

ted protocols such as HTTPS, and this limits the effectiveness of the filtering 

method. A type of Man-in-the-Middle method can be applied to decrypt the 

encrypted traffic between the client and the server, and the decryption process 

can be performed. However, this process requires more system resource usage 

and creates an additional load on performance, as it includes both decryption and 
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re-encryption processes. In addition, the application of this method may not 

always be effective, as it can lead to SSL/TLS errors on clients. 

This type of filtering is generally known as Deep Packet Inspection (DPI) and 

is preferred in critical network infrastructures that require high security and do 

not have resource constraints. 

3.2.4. Hybrid Filtering 

Hybrid filtering refers to firewalls that apply more than one filtering method 

simultaneously. Such firewalls provide more comprehensive protection by integ-

rating different filtering techniques. Many leading firewalls today have the ability 

to use one or more of several approaches, such as static packet filtering, stateful 

filtering, and application layer filtering. In this way, both flexibility is provided 

and security needs can be met from a broader perspective. 

4. Proxy Servers and Content Filters 

Proxy servers are intermediate systems that indirectly provide access to the 

Internet for clients on the network. These servers allow clients to benefit from 

websites, while preventing them from connecting directly to the Internet. When 

a client notifies the proxy server of the website they want to access, the proxy 

server downloads the relevant content from the original website and forwards it 

to the client (Vacca, J. R., 2024a). Thanks to this mechanism, clients are isolated 

from external networks without communicating directly with them (Figure 3). 

 

Figure 3: Web Proxy 

A significant advantage of this application is that the requests made by the 

clients can be recorded, controlled and access to unwanted websites can be bloc-

ked. Instead of defining a proxy server for the clients, HTTP(S) traffic can be 

directed to the proxy server by applying NAT at the network layer. This method 

is called "Transparent Proxy Server" (Wessels D.,2004). 
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5. Intrusion Detection and Prevention Systems 

Intrusion detection systems (IDS) work passively, generating warnings about 

potential attacks and recording these attacks. In contrast, intrusion prevention 

systems (IPS) can play a more active role against potential threats, blocking dan-

gerous traffic and terminating malicious connections (Vacca, J. R., 2024c). Int-

rusion detection and prevention systems are generally based on two main met-

hods: signature-based and anomaly-based (Marttin & İmal, 2015). While signa-

ture-based systems detect threats by scanning network traffic for predetermined 

attack signatures for known threats, anomaly-based systems identify potential at-

tacks by identifying unusual activities on the network. In order for anomaly-based 

systems to be effective, they must learn the normal flow of the network by moni-

toring the normal activities of the network for a certain period of time and creating 

a statistical model (Marttin, V.,2014). 

6. Network Segmentation and Virtual Networks 

Network segmentation is the process of dividing a network into smaller and 

isolated sections, either logically or physically. Data traffic between these secti-

ons should be controlled and communication should only be provided between 

the specified segments (ISO/IEC 27001:2022d). The main purpose of segmenta-

tion is to facilitate network management processes, increase security and reduce 

the attack surface (Vacca, J. R., 2024d). 

The corporate network can be divided into physical or virtual components ac-

cording to the needs. Communication between these components should be pro-

vided based on the principle of least privilege and access to segments that do not 

need to communicate should be restricted. 

6.1. Physical Segmentation 

Physical segmentation refers to the separation of a network into separate phy-

sical sections using network devices such as routers and switches (Vacca, J. R., 

2024e). For example, the production network, office network, and guest network 

are physically isolated by being managed through separate hardware. 

6.2. Logical Segmentation 

Logical segmentation is the division of a network into virtual sections using 

technologies such as VLANs, despite the physical presence of a single network. 

This type of segmentation increases the security and manageability of the 

network by creating isolated virtual networks between devices that share the same 

physical network hardware. 
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6.3. VLAN (Virtual Local Area Network) 

VLAN refers to logical networks defined virtually on physical network devi-

ces (Institute of Electrical and Electronics Engineers, 2022) and is defined by the 

IEEE 802.11Q standard. A VLAN separates network traffic into specific groups 

and allows only these groups to communicate with each other (Tarlacı et 

al.,2019). These virtual networks can be managed effectively thanks to configu-

ration changes made on smart switching devices and routers. 

For example, by defining separate VLANs for the IT department, accounting 

department and guest network in an institution, data traffic between these depart-

ments can be controlled. This application is important in terms of increasing 

network security and facilitating management processes. 

6.4. Safe Zone (DMZ- Demilitarized Zone) 

DMZ is a buffer zone where servers hosting public services such as web ser-

vers and e-mail servers are isolated from the internal network and the Internet 

(Vacca, J. R., 2024f). Servers within this area are separated from both the internal 

network and the Internet by firewalls (Figure 4). In case of possible attacks from 

outside, even if these isolated servers are compromised, direct access to the inter-

nal network by attackers can be prevented. Thus, the security of the internal 

network is increased. 

Figure 4: DMZ Diagram 
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6.5. Guest Networks 

Guest networks are networks that are specifically reserved for visitors, inde-

pendent of the corporate network. These networks are completely isolated from 

the main network and provide only limited internet access (Figure 5). In order for 

guests to access the internet, they usually need to log in with a guest account 

(Viecco C.,2013a). In some guest networks, users can register to the network by 

verifying their ID number and GSM number (TBMM, Law No:5651, 

2007),(BTK, 2013). This structure contributes to the protection of the internal 

network against security breaches that may be caused by visitors, while facilita-

ting the identification of the perpetrator in cybercrimes that may be committed 

over the corporate internet connection. 

 

Figure 5: Guest Network Diagram 

7. NAC (Network Access Control) Applications 

NAC applications are an 802.1x-based security mechanism that manages the 

authentication, authorization, and access control processes of clients that join the 

network (Viecco C.,2013b), (Vacca, J. R., 2024g). This mechanism is critical for 

increasing network security and preventing unauthorized access. NAC applicati-

ons are widely used, especially in corporate networks, to reduce security breaches 

and ensure data integrity. 

7.1. Authentication Process 

The IEEE 802.1x standard forms the basis of NAC applications. This protocol 

requires a client to authenticate before connecting to the network. When a client 

requests to connect to the network, it transmits its credentials (usually a username 

and password) to an authentication server. The authentication server authentica-

tes the client, grants access to the network, and the client is granted access to the 

network; otherwise, access is denied. 
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7.2. Access Control and Policy Management 

NAC applications also manage access control policies. These policies deter-

mine the access permissions of users and devices to the network. For example, 

when an employee connects to the network, their authorization is verified and 

only authorized resources are accessed. Additionally, guest or temporary users 

are hosted in isolated subnets, increasing the security of the main network. 

7.3. Use of Isolated Subnets 

In some network structures, clients connecting to the network are first directed 

to an isolated subnet environment. This subnet is designed only for the authenti-

cation process. When the user provides the correct credentials, the system trans-

fers the user to the real network segment. This application protects the integrity 

of the network by minimizing potential security threats. 

7.4. Device Detection and Management 

NAC systems use advanced detection mechanisms to identify and classify de-

vices connected to the network. In this way, only devices with secure and up-to-

date software are allowed to access the network. NAC applications also perform 

critical functions such as threat detection, management of security vulnerabilities, 

and implementation of security policy. 

8. VPN (Virtual Private Network) 

A VPN (Virtual Private Network) is conceptually defined as a type of connec-

tion in which network traffic between two points is passed through an encrypted 

tunnel (Vacca, J. R., 2024k). This encrypted tunnel can be thought of as a struc-

ture that connects two computer systems with a virtual cable. VPN networks pro-

vide a high level of security by encrypting each data packet transmitted through 

tunneling protocols (Klein, A., 2021). Even if an attacker tries to listen in on VPN 

traffic, they cannot make sense of the data packets because they do not have the 

tunnel encryption keys. Therefore, VPN technology is critical for connecting 

networks securely over the Internet. 

VPN connections are generally examined in two main categories: "site-to-

site" VPN connections, which connect different networks, and "client-to-site" (re-

mote access) VPN connections, which allow a client to connect to a local network 

over the internet. 

8.1. Site-to-Site VPN 



151 

Site-to-site VPN connections are typically used to securely communicate ac-

ross large networks that are geographically dispersed (Figure 6). In this type of 

connection, the local networks included in the VPN form a single, large network. 

Figure 6: Site to Site VPN Diagram 

8.2. Client-to-Site VPN 

Client-to-site VPN allows a computer located outside the network to join the 

local network securely (Figure 7). With this method, users working outside the 

office gain access to local network resources through an encrypted tunnel. The 

VPN software running on the client side establishes an encrypted tunnel by com-

municating with the VPN terminator (e.g. firewall) on the network side. Network 

traffic is passed through this tunnel and the client is securely connected to the 

local network. If necessary, all of the client's internet traffic can be routed through 

this tunnel, providing internet access as if it were a client on the local network.  

Figure 7: Client to Site VPN Diagram 

8.3 VPN Technologies 

There are various technologies used for VPN. These technologies provide ba-

sic functions such as tunneling (encapsulation), encryption and authentication. 

Tunneling is a process performed by adding new headers to the headers of 

packets carrying data. In this process, the routers through which the packet passes 

only act in accordance with the newly added headers, so that the encapsulated 

packets can be transported securely over the internet. 
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Encryption protects data against unauthorized access from outside, ensuring 

that the data can only be read by authorized persons. Persons who do not have the 

encryption keys cannot make sense of the data even if they intercept the packets. 

VPN technologies generally use 128-bit encryption. However, higher encryption 

levels may require more processor power and may negatively affect system per-

formance. 

Authentication is a security mechanism that determines whether people trying 

to access the network are authorized. There are basically three different authenti-

cation methods. PPP (Point-to-Point Protocol) provides user authentication. IKE 

(Internet Key Exchange) performs authentication at the computer level. IPSec can 

authenticate with a computer certificate or pre-shared key. 

8.4. VPN Protocols 

8.4.1. PPTP (Point-to-Point Tunneling Protocol) 

PPTP is a protocol that creates a tunnel between two points and transmits data 

over this tunnel (Vacca, J. R., 2024k). However, this protocol is not preferred 

today because it does not support encryption as a standard. Its details are defined 

in the RFC2637 document. 

8.4.2. L2TP (Layer Two Tunneling Protocol) 

L2TP is a tunneling protocol developed by Cisco and defined in the RFC2661 

document. It provides tunneling at the Layer 2 level and works with IPSec for 

encryption to increase security (Vacca, J. R., 2024k). 

8.4.3. IPSec (Internet Protocol Security) 

IPSec is a widely used protocol that allows secure transportation through an 

encrypted tunnel and provides higher security levels by working in harmony with 

different security protocols. It has two operating modes: Transport and Tunnel. 

While only the data carried is encrypted in Transport mode, all data packets are 

encrypted in Tunnel mode (Vacca, J. R., 2024k). 

8.4.4. SSTP (Secure Socket Tunneling Protocol) 

SSTP provides secure tunneling and encryption using SSL/TLS protocols. 

These protocols, which are usually used for HTTPS traffic, can also be used for 

VPN connections and are known as SSL VPN. It provides additional security by 

using SSL certificates for authentication and is preferred due to its ease of confi-

guration (Vacca, J. R., 2024k). 
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9. Network Monitoring and Update 

Continuous monitoring of network security and the effectiveness of security 

policies is necessary. In this way, new threats and weaknesses can be quickly 

addressed and security policies and measures can be updated. 

9.1. SIEM (Security Information and Event Management) 

It is a security technology used to collect information security management on 

a central platform (González-Granadillo et al., 2021). SIEM is used to detect, 

monitor, manage and analyze and store security events in real time. SIEM is pas-

sive preventive systems that produce meaningful relationships between logs by 

performing operations according to defined rules on collected logs and warn and 

guide system administrators (Vacca, J. R., 2012). It has detailed logging and cor-

relation features. Alerts are triggered and alert generation is provided thanks to 

correlations. For example, we can give a warning if a user tries to enter an incor-

rect password 5 times in 2 minutes on their corporate computer. 

9.2. EDR (Endpoint Detection and Response) 

EDR is a cybersecurity technology used to protect endpoint devices such as 

computers, servers, mobile devices, and to detect threats on endpoints and take 

action (Arfeen et.al, 2021). EDR systems continuously monitor and analyze acti-

vities on endpoints and provide rapid response to potential security threats (Kaur 

et.al, 2024). 

It provides the opportunity to monitor and detect many deep attack methods 

that antivirus programs cannot detect. When an abnormal process is detected 

between network nodes (clients) or at any network end, the relevant end and 

network are automatically filtered. The network end that caused the alarm is mar-

ked and the reactions, path, source and movements on the network are monitored 

to try to determine the attack activity and source. EDR systems can offer defense 

tactics and suggestions as a result of detailed examination and analysis of the 

attacks they detect. 

9.3. SOAR (Security Orchestration, Automation and Response) 

It is a security technology designed for security operations centers (SOCs) 

(Laird, J. E., 2012). Its main purpose is to make the management of security in-

cidents faster, more effective and automated. SOAR consists of three basic com-

ponents. 
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Orchestration, integrates different security tools and systems and ensures that 

they work together (Islam et.al, 2020). For example, it combines data from diffe-

rent systems such as SIEM (Security Information and Event Management) and 

firewall. 

Automation, Automates repetitive tasks (Islam et.al, 2020). For example, au-

tomatically quarantines an email after a phishing email is detected. 

Response, provides fast and effective response to security incidents (Islam 

et.al, 2020). Reduces the need for human intervention with predefined workflows 

and playbooks. 

10. Vulnerability Scanning and Penetration Tests 

Effective methods used to test the functionality and adequacy of the measures 

taken are Vulnerability Scanning and Penetration Tests (Vacca, J. R.,2024i). 

These applications enable the detection of the effects of possible vulnerabilities 

and possible attack risks (Vegesna, V. V. (2022).  

10.1. Vulnerability Scanning  

The aim of the vulnerability scanning process is to find possible vulnerabilities 

by using automated tools or by checking with human eyes. Automatic vulnerabi-

lity scanning tools check whether previously known security vulnerabilities are 

present in the network systems (Vacca, J. R.,2024i). For vulnerabilities that these 

tools cannot detect, checks must be made with human eyes. The findings obtained 

as a result of the Vulnerability Scanning are reported and used to eliminate the 

vulnerabilities. 

10.2. Penetration Testing 

It is the process of examining the security of information systems from the 

perspective of an attacker, within legal and ethical limits, based on a confidenti-

ality agreement and a certain scope. Penetration tests include the vulnerability 

scanning step as a scope. 

Possible weaknesses are detected with automated tools and/or human eyes. 

While vulnerability scanning focuses on detecting security vulnerabilities in the 

system, penetration testing allows the analysis of the weak points of the system 

by exploiting these vulnerabilities in an authorized manner (Vegesna 2022). The 

findings obtained during the penetration testing process are exploited with the 

techniques and methods used by the attackers and access is provided to the target 

systems(Vacca, J. R.,2024j). 
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Horizontal progress is attempted by accessing other systems in the network 

with the new information and findings obtained from the information systems 

that are entered. At the same time, vertical progress is attempted by trying to 

access higher authorized user accounts from low authorized user accounts. 

The findings obtained are reported in detail and used to close the vulnerabili-

ties. 

11. Conclusion 

Many technical measures that can be taken to ensure network security, such 

as network segmentation, firewalls, intrusion detection and prevention systems, 

will form a basic security layer. However, since security is not a phenomenon 

that can be provided only with technological solutions, technical measures alone 

cannot be expected to be sufficient. While technical measures provide powerful 

tools to detect and prevent threats, the effectiveness of the measures taken de-

pends on correctly defined and implemented security policies. 

Technical measures should be based on administrative measures such as se-

curity policies that emerge as a result of the analyses. In order to reduce the risks 

caused by non-technical elements such as human factors and organizational 

weaknesses, security policies, procedures, regulations and guides that will guide 

users should be defined and implemented realistically. Administrative measures 

increase the effectiveness of technical measures and prevent human-related er-

rors. 

Technical and administrative measures taken by conducting penetration tests 

and operating internal audit mechanisms should be constantly inspected, and po-

licies and measures should be updated according to the findings obtained as a 

result of the controls. 

Institutions' holistic approach to network security and effective implementa-

tion of technical and administrative measures together will enable the creation of 

a structure that is more resilient against cyber threats. 
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