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ABSTRACT: The combination of metabolomics, lipidomics,
and phosphoproteomics that incorporates triple stable isotope
labeling by amino acids in cell culture (SILAC) protein
labeling, as well as 13C in vivo metabolite labeling, was
demonstrated on BCR−ABL-positive H929 multiple myeloma
cells. From 11 880 phosphorylation sites, we confirm that H929
cells are primarily signaling through the BCR−ABL−ERK
pathway, and we show that imatinib treatment not only
downregulates phosphosites in this pathway but also
upregulates phosphosites on proteins involved in RNA
expression. Metabolomics analyses reveal that BCR−ABL−
ERK signaling in H929 cells drives the pentose phosphate
pathway (PPP) and RNA biosynthesis, where pathway
inhibition via imatinib results in marked PPP impairment and
an accumulation of RNA nucleotides and negative regulation of mRNA. Lipidomics data also show an overall reduction in lipid
biosynthesis and fatty acid incorporation with a significant decrease in lysophospholipids. RNA immunoprecipitation studies
confirm that RNA degradation is inhibited with short imatinib treatment and transcription is inhibited upon long imatinib
treatment, validating the triomics results. These data show the utility of combining mass spectrometry-based “-omics”
technologies and reveals that kinase inhibitors may not only downregulate phosphorylation of their targets but also induce
metabolic events via increased phosphorylation of other cellular components.

Our laboratory has developed mass spectrometry technol-
ogies that utilize metabolomics, lipidomics, and proteo-

mics; these technologies are typically used independently to
attempt to discover biomarkers of diseases. In this study, we
capitalized on the importance of integrating multiple “-omics”
results to test the utility of a triomics analysis. In an effort to
explore how oncogenic signaling downstream of BCR−ABL
fusion kinase may drive cell proliferation, we combined triple
stable isotope labeling by amino acids in cell culture (SILAC)
global phosphoproteomics1,2 with unlabeled and 13C-labeled
polar metabolomics3,4 and unlabeled nonpolar lipidomics5 data
in a quantitative manner using widely used omics technologies.
The model multiple myeloma cell line H929 has rearranged c-
myc proto-oncogene6 and a BCR−ABL fusion.7 We note that is
very rare that multiple myeloma cells contain the BCR−ABL
fusion, although it is common in chronic myeloid leukemia
(CML).8,9 Phosphorylation is one of the most important and
most studied post-translational modifications (PTM) because it

regulates signaling activity and important cellular functions
including proliferation, growth, and survival, especially in
diseases such as cancer.1,10−12 Tandem mass spectrometry
(MS/MS), in combination with enrichment steps such as
immobilized metal affinity chromatography (IMAC) resin13 or
TiO2 beads

14 as well as phosphotyrosine immunoprecipitation,15

has been widely used to quantify and identify phosphorylation
sites.16,17 In addition, recent work using mass spectrometry-
based targeted polar metabolomics profiling has been gaining in
popularity to understand the cell’s metabolic dependencies for
growth and proliferation.3,18−21 These data have been used to
provide a number of insights into uptake of nutrients such as
glucose and glutamine and how and why these metabolic
processes are rewired in cancer cells.21−24 Similar to other cancer
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models, BCR−ABL-transformed cells have been shown to
overconsume glucose and enable protection from apoptosis even
in the absence of growth factors, and imatinib can reduce glucose
uptake in BCR−ABL-positive cell lines as measured by lactate
production.25 It has also been shown that imatinib-resistant
BCR−ABL cell lines can sustain levels of glycolysis in the
presence of the drug.26,27 In addition to proteomics and
metabolomics, lipidomics profiling is becoming popular in the
-omics field with the surge in high-resolution and sensitive
tandem mass spectrometers28−32 and the fact that lipids are
important players in the cell in membrane bilayers, to maintain a
hydrophobic environment for membrane protein function and
interactions, as reservoirs for energy storage, and as second
messengers.33,34

For this triomics study, we analyzed BCR−ABL-positive H929
cells with the ABL kinase inhibitor imatinib, the standard-of-care
drug for BCR−ABL mutations, and compared it with the
proteasome inhibitor bortezomib, the standard-of-care drug for
multiple myeloma. Each -omics approach (phosphoproteomics,
polar metabolomics, and nonpolar lipidomics) was performed
separately, and the data were then manually integrated with the
biological information. The data were aimed at identifying kinase
activity, metabolic reprogramming, and lipid biosynthesis.
Multiomics approaches can provide deeper and global insight
into cellular signaling by integrating proteomic, lipidomic, and
metabolomic changes upon drug treatment. It is becoming more
common in recent years to combine more than one -omics
technology,35,36 although typically only two methods are
combined, such as metabolomics with transcriptomics,37−40

metabolomics with proteomics,41−45 and proteomics with
transcriptomics.46−51 Lipidomics combined with other -omics
technologies have been reported less frequently, though mainly
with transcriptomics.52−55 Here, we describe for the first time the
integration of phosphoproteomics, metabolomics, and lipido-
mics data to analyze drug response in cancer cells.
The study suggests that BCR−ABL-transformed myeloma

cells not only dictate signaling through kinase inhibition but also
affect RNA transcription, central carbon metabolism, and lipid
biosynthesis via phosphorylation of splicing factors.

■ EXPERIMENTAL SECTION
Detailed experimental methods are available in Supporting
Information.
SILAC Labeling. The H929 multiple myeloma cell line was

maintained in SILAC Roswell Park Memorial Institute (RPMI)
1640 medium and labeled with either unlabeled L-arginine and L-
lysine (Arg0, Lys0) or equimolar amounts of L-[13C6]arginine and
L-[2H4]lysine (Arg6, Lys4) or L-[13C6,

15N4]arginine and L-
[13C6,

15N2]lysine (Arg10, Lys8). Cells were grown in SILAC
medium for seven cell doublings. The cells were treated with 1
μM imatinib for 60 min, 200 nM bortezomib for 16 h, or
dimethyl sulfoxide (DMSO) control for 16 h.
Cell Lysis and Digestion. Frozen cell pellets from

differentially treated H929 cells were solubilized with 8 M
urea-based buffer with protease and phosphatase inhibitors and
sonicated. Cell debris was removed by centrifugation and SILAC-
encoded samples were pooled at a ratio of 1:1:1, with 10 mg of
protein per sample. Samples were reduced, alkylated, and
digested with 300 μg of sequencing-grade trypsin overnight.
Peptides were cleared of debris by passage through 6 cm3/500
mg C18 Sep-Pak cartridges.
Peptide Separation and Fractionation. Strong cation-

exchange (SCX) chromatography was performed with a 250 mm

× 9.4 mm polysulfoethyl A column. The sample was dissolved in
SCX A buffer (7 mM KH2PO4, pH = 2.65, 30% acetonitrile,
ACN) and then injected and run at 3 mL/min under the
following gradient conditions: 1%−30% buffer B (7 mM
KH2PO4, 350 mM KCl, pH = 2.65, 30% ACN) in 40 min,
30%−50% B in 1 min, 50%−100% B in 5 min, 100% B for 5 min,
100%−1% B in 1 min, and 1% B for 14 min. Twelve fractions
were collected at 4min intervals and concentrated to dryness. A 3
cm3/50 mg C18 Sep-Pak cartridge was used to clear each peptide
fraction of salt.

Phosphopeptide Enrichment. Phos-Select IMAC beads
(50% slurry in 40% ACN/25 mM formic acid) were used to
enrich the peptide fractions for phosphorylation of S, T, and Y.
For each SCX fraction, 10 μL of IMAC bead slurry and 120 μL of
IMAC-binding buffer were mixed and incubated. Twelve
different C18 StageTips cartridges were used to clean each
IMAC-enriched peptide fraction.

Phosphotyrosine Immunoprecipitation. Phosphotyro-
sine immunoprecipitation (IP) was performed by following the
PTMScan phospho-tyrosine rabbit mAB (P-Tyr-1000) kit
protocol. In short, 20 mg of protein lysate was incubated with
80 μL of conjugated monoclonal antibody (mAB) for 2 h at 4 °C.
The beads were washed and eluted with 0.15% trifluoroacetic
acid (TFA).

SILAC Tandem Mass Spectrometry. An aliquot (5 μL) of
each enriched peptide fraction was analyzed by positive-ion-
mode microcapillary liquid chromatography−tandem mass
spectrometry (LC/MS/MS) on a hybrid LTQ-Orbitrap Elite
mass spectrometer via data-dependent acquisitions (DDA) using
collision-induced dissociation (CID; top 12) or higher-energy
collision dissociation (HCD; top 8) from separate runs. Peptides
were delivered and separated by use of an Easy-nLC II nanoflow
HPLC at 300 nL/min with 15 cm × 75 μm i.d. C18 columns.
Gradient conditions were 140 min from 3% to 38% buffer B
[where buffer B is 100% ACN and buffer A is 0.1% formic acid
(FA)/0.9% ACN/99% water]. MS/MS spectra were searched by
the Andromeda search engine in MaxQuant software v1.3.0.5
(http://www.maxquant.org/) against the decoy UniProt human
database (49 463 entries; http://www.uniprot.org/downloads)
including variable modifications of Met oxidation, phosphor-
ylation of Ser/Thr/Tyr, and fixed modification of carbamido-
methyl Cys. The false discovery rate (FDR) was set to 1.5% for
peptide and protein identifications. SILAC ratios were calculated
by use of MaxQuant. Biological triplicates were run from three
separate cell culture preparations (two for HCD and one for
CID).

Metabolomics via Selected Reaction Monitoring
TandemMass Spectrometry.One 15 cm2 plate of suspension
cells (∼10−15 million) per sample was extracted with 80%
methanol (−80 °C) for 15 min. Dried metabolite pellets were
resuspended in 20 μL of LC/MS-grade water, and 5 μL aliquots
were injected for targeted LC/MS/MS on a 5500QTRAP hybrid
triple-quadrupole mass spectrometer coupled to a Prominence
ultrafast liquid chromatography (UFLC) system from 287
selected reaction monitoring (SRM) transitions with positive/
negative polarity switching. Samples were separated on a 4.6 mm
i.d. × 100 mm Amide XBridge hydrophilic interaction liquid
chromatography (HILIC) column at 360 μL/min starting from
85% buffer B (100% ACN) and moving to 0% B over 16 min.
Buffer A was 20 mM NH4OH/20 mM CH3COONH4 (pH =
9.0) in 95:5 water/ACN. Q3 peak areas were integrated by use of
MultiQuant 2.1 software (AB/SCIEX). MetaboAnalyst 2.0
(http://www.metaboanalyst.ca) was used to normalize data,
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Figure 1. (A) Immunoblots fromH929 cells treated with DMSO vehicle control, 1 μM imatinib, or 200 nM bortezomib for 2.5 and 16 h. The first panel
shows a pTyr blot revealing a decrease of phosphotyrosine (pTyr) signal for BCR−ABL fusion kinase. The second panel shows pERK, pAKT, and pS6K
blots showing a reduction in signaling with imatinib but an increase with bortezomib. (B) MTT cell viability assay of H929 cells treated with DMSO,
imatinib, or bortezomib for 72 h in triplicate. The metabolic activity (viability) of H929 is significantly inhibited by both imatinib and bortezomib. (C)
PathScan receptor tyrosine kinase (RTK) signaling antibody array of DMSO-, imatinib-, and bortezomib-treated cells. The extensive
chemiluminescence-based RTK array shows in more detail the overall decrease in phosphorylation signaling with imatinib treatment and overall
increase of phosphorylation signaling with bortezomib prior to apoptosis. (D) Metabolic activity assay of H929 cells under various energy source (11
mM glucose, 2 mM glutamine) and starvation conditions over 72 h. The cells are more dependent upon glucose rather than glutamine for growth.
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calculate heat maps, and perform pathway analysis. Cells were
also grown in glucose-free Dulbecco’s modified Eagle’s medium
(DMEM) base supplemented with [U-13C6]glucose to 11 mM,
10% dialyzed serum, and drug. Cells were treated with 5 μM 6-
aminonicotinamide (6-AN), 10 μM compound 968, 20 mM 2-
deoxyglucose (2-DG), or DMSO vehicle as a control. SRM
transitions were modified to account for the 13C-labeled carbon.
All metabolite samples were prepared as biological triplicates.
Lipidomics via Nontargeted Tandem Mass Spectrom-

etry. Lipids were extracted from one 15 cm2 plate of H929 cells
per sample with methyl tert-butyl ether (MTBE) for 1 h at room
temperature (RT).56 Samples were resuspended in 35 μL of 50%
2-propanol/50% MeOH. Aliquots (10 μL) of each sample were
injected for LC/MS/MS on a hybrid QExactive Plus Orbitrap
mass spectrometer in DDA mode with positive/negative ion
polarity switching (top 8 in both modes). On a 100 mm × 2.0
mm C18 column at 260 μL/min with a 1100 quaternary HPLC,
lipids were eluted over 20 min from 32% to 97% buffer B (where
buffer B is 90% 2-propanol/10% ACN/10mMNH4HCO2/0.1%
FA). Buffer A consisted of 59.9% ACN/40% water/10 mM
NH4HCO2/0.1% FA. Lipid molecules were identified and
quantified by use of LipidSearch 4.1.9 software.
Western Blot Analysis. Western blot analyses were

conducted after separation of the lysate by sodium dodecyl
sulfate−polyacrylamide gel electrophoresis (SDS−PAGE) on a
10% polyacrylamide gel and transfer to nitrocellulose mem-
branes. Antibody binding was detected using enhanced
chemiluminescence.
PathScan RTK Antibody Array Kit. The PathScan receptor

tyrosine kinase (RTK) signaling array kit, containing 39 fixed
antibodies in duplicates against phosphorylated forms of
common key signaling proteins by the sandwich enzyme-linked
immunosorbent assay (ELISA) format, was used per the
manufacturer’s protocol.
Cell Viability Assays. MTT [3-(4,5-dimethylthiazol-2-yl)-

2,5-diphenyltetrazolium bromide] solutions were used by
incubating cells for 3 h, and the optical density (OD) was
determined by testing wavelength of 570 nm and a reference
wavelength of 630 nm. H929 cells were treated with 1 μM
imatinib or 200 nM bortezomib. For metabolic inhibitors, cells
were treated with 5 μM 6-AN, 10 μM compound 968, 20 mM 2-
DG, or DMSO control in full growth medium for 72 h in
triplicate, and MTT assays were performed at 0, 24, 48, and 72 h.
MTT assays were also performed from H929 cells grown in
DMEM supplemented with either 11 mM glucose or 2 mM
glutamine as well as the presence or absence of both glucose and
glutamine.
Nascent mRNA and Total RNA Levels. H929 cells were

labeled with 1 mM 5-fluorouridine in 30 mMKCl and 10 mMN-
(2-hydroxyethyl)piperazine-N′-ethanesulfonic acid (HEPES)
buffer (pH 7.4) for 10 min, followed by incubation in 1 μM
imatinib, 200 nM bortezomib, or DMSO for 1 and 16 h in RPMI
medium. Total RNAwas isolated with an RNeasy kit, and∼40 μg
of total RNA was used for the nascent RNA IP with 5 μg of α-
bromodeoxyuridine (α-BrdU) antibody. The concentration of
nascent RNA was measured on a NanoDrop spectrophotometer
at 260 nm. Total RNA levels from both cytoplasmic and nuclear
fractions were also measured after centrifugation for 10 min at
750g at 4 °C.

■ RESULTS AND DISCUSSION
Signaling in BCR−ABL H929 Cells. As described

previously, the H929 multiple myeloma cells used in this study

contain an unexpected BCR−ABL fusion.7 We compared the
effects of short versus overnight treatment with the proteasome
inhibitor bortezomib (Velcade) and short incubation with the
ABL kinase inhibitor imatinib (Gleevec). Concentrations were
chosen on the basis of estimated IC50 values from previous
studies and our own experience. Time points were selected to
reflect the temporal activity of inhibitors on signal transduction
and metabolism; that is, tyrosine kinase activity is inhibited on a
short time scale (∼1 h), whereas the effect of proteasome
inhibition are not observed until much later (≥16 h). A
biochemical analysis of H929 cells under drug treatments
showed that bortezomib caused an overall increase in tyrosine
phosphorylation across a wide variety of substrates over a 2.5 h
period, while imatinib inhibited tyrosine phosphorylation on
major drivers of growth and proliferation in the BCR−ABL
pathway (Figure 1A). At 16 h of bortezomib treatment, the
phosphorylation levels are abrogated, at which point the
proteasome has also become inhibited.57,58 Figure 1B shows
that both drug types are effective in suppressing cell proliferation
in BCR−ABL H929 cells. Other known tyrosine kinases that are
sensitive to imatinib, such as KIT and PDGFR,59 are not
prominent drivers of growth in H929 cells according to a
PathScan phosphorylation array (Figure 1C). The PathScan data
also show that imatinib abrogated phosphorylation levels on
important signaling proteins such as extracellular signal-
regulated kinase (ERK)1/2 (T202, Y204), ribosomal protein
S6K (T412), and serine/threonine kinase AKT (S473), while
bortezomib dramatically increased the phosphorylation signals
during the 2.5 h incubation time prior to apoptosis.58

Metabolism of BCR−ABL H929 Cells. In addition to
signaling events, we studied the basic metabolism of BCR−ABL-
transformed H929 myeloma cells. By depriving the cells of
glucose or glutamine (the major energy sources for cells) or both,
we discovered that H929 cells were more dependent upon
glucose than glutamine for growth. Figure 1D shows cell viability
plots for several energy conditions.We also investigated effects of
various metabolic inhibitors on cell viability: 2-deoxyglucose (2-
DG, glycolysis inhibitor), compound 968 (glutaminase/TCA
cycle inhibitor), 6-aminonicotinamide (6-AN, pentose phos-
phate pathway inhibitor), and DMSO control (Figure S1A). The
results showed that 6-AN was the most effective inhibitor of
BCR−ABL H929 cells, followed by 2-DG, confirming the
glucose deprivation data and the dependence on glucose. Since
the pentose phosphate pathway (PPP), an offshoot of the
glycolysis pathway, was found to be the preferential metabolic
pathway for growth and proliferation, universally labeled
[13C6]glucose was used with targeted LC/MS/MS to assess
labeled intermediates with 6-AN treatment. The data in Figure
S1B show that PPP intermediate levels are predominantly
affected by 6-AN treatment in H929 compared to the other
metabolite intermediates, providing further evidence of a PPP
dependency. We also compared the relative level of 13C glucose
flux through the PPP intermediates versus related cell types
including the chronic myeloid leukemia (CML) K562 cell, which
also contains a BCR−ABL fusion, and RPMI-8226 multiple
myeloma cells (Figure S1C). These results supported the
elevated dependency on PPP in H929.

Quantitative Phosphoproteomics. Once we gathered a
basic biochemical understanding of the signaling andmetabolism
of BCR−ABL H929 multiple myeloma cells, we next sought to
examine how BCR−ABL affected signal transduction via the
whole cell phosphoproteome. For this purpose, we used triple
SILAC1,2,60−62 in three populations of BCR−ABL H929 cells.
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The populations were treated with either 1 μM imatinib for 1 h,
200 nM bortezomib for 16 h, or DMSO vehicle for 16 h. We used
slightly higher drug concentrations than known IC50 values to
observe robust effects on phosphorylation. The three popula-
tions were mixed at a ratio of 1:1:1 and digested with trypsin, and
peptides were fractionated and enriched for phosphorylation
with IMAC beads. Fractions were subjected to C18 microcapillary
tandem mass spectrometry (LC/MS/MS) on a high-resolution
Orbitrap Elite via collision-induced dissociation (CID) and
higher-energy collision dissociation (HCD). Phosphopeptides
were identified and quantified by use of MaxQuant software.
Three separate LC/MS/MS runs detected 11 880 unique
phosphorylation sites from 3121 phosphoproteins (Figure
2A,B). The majority of proteins (2294) were identified in both
CID and HCD, while 685 were unique to CID and 142 were
unique to HCD (Figure 2B). CID mode produced the majority
of phosphosites: 3786 sites were discovered in both modes, 1709
were uniquely detected in HCD mode, and 6385 were uniquely
detected in CID mode (Figure 2A). The distribution of

phosphorylation was similar to that in reported phosphopro-
teome screens:63,64 83% of the phosphosites were phosphory-
lated on serine, 15.3% on threonine, and 1.7% of all identified
phosphosites were tyrosine sites. Phosphosites with a coefficient
of variation (CV) less than 0.5 and a ratio 2.5 times the standard
deviation larger or smaller than the mean were classified as
regulated and selected for more detailed analysis. This threshold
yielded 161 downregulated phosphosites in CID, 98 in HCD,
and an overlap of 31 sites, which included important signaling
proteins (Figure 2C). Importantly, both imatinib- and
bortezomib-induced phosphorylation is not simply due to
protein level changes. A subset of the highly regulated
phosphosites was normalized to nonphosphorylated peptides
of different sequence on the same proteins, and the pSTY ratios
did not change significantly (Figure S2). Examples of intact
peptide high-resolution mass spectra of highly regulated SILAC-
labeled phosphopeptides are shown in Figure S3 for both drug
treatments.

Figure 2. (A) Total number of identified phosphosites (11 880) is shown in a Venn diagram, with numbers representing the number of phosphosites
detected via CID orHCD fragmentation modes or in both by use of data-dependent LC/MS/MS from triple SILAC labeled BCR−ABLH929 cells after
SCX separation and IMAC enrichment. Relative numbers of S, T, and Y sites are also shown. (B) The 3121 phosphoproteins were represented by 11 880
phosphosites. (C, D) Number of (C) downregulated and (D) upregulated phosphosites with 1 μM imatinib detected in CID, HCD, or both
fractionation modes. (E, F) Number of (E) downregulated and (F) upregulated phosphosites with 200 nM bortezomib. (G) Distribution of class I
(≥75% site localization probability byMaxQuant) phosphorylation sites of imatinib-treated cells versus control cells, represented in a scatter plot as log2
ratio. Most-regulated phosphosites are labeled with upregulated sites on the right (red) and downregulated sites on the left (green). (H)
Phosphorylation site scatter plot of bortezomib-treated cells.
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Figure 3. (A) All identified proteins in the BCR−ABL pathway by LC/MS/MS, including phosphosites identified and their SILAC ratio regulation
(imatinib/DMSO). (B) Heat map of 75 most regulated metabolites by targeted LC/MS/MS via SRM with positive/negative polarity switching,
generated by integrating Q3 peak areas and statistical clustering. (C) Distribution of all identified polar metabolites from imatinib versus DMSO vehicle
control treated cells, represented in a scatter plot. The most regulated metabolites, labeled in red (upregulated) or green (downregulated), were those
from nucleosides (down) and RNA mononucleotides (up). (D) Basic purine pathway, with various nucleotides and nucleosides that were imatinib-
regulated within our data set.
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Imatinib treatment led to downregulation of phosphopeptides
involved in the BCR−ABL pathway (p-value 9.32 × 10−10 by
DAVID) (Figures 2G and 3A; Figure S4A). Among those were
Abelson murine leukemia viral oncogene homologue 1 (ABL1)
phosphopeptide with pY439 and the breakpoint cluster region
protein (BCR) with pY177, pY644, and pY906 phosphopeptides
(components of the fusion oncoprotein BCR−ABL). Associated
proteins downstream of BCR−ABL including GRB2-associated
binding protein 2 (GAB2), Src homology 2 domain containing
protein (SHC1), son of sevenless homologue 1 (SOS1),
mitogen-activated protein kinase 1 (MAPK1 or ERK2), and
signal transducer and activator of transcription (STAT5).
Phosphatidylinositol-3,4,5-trisphosphate 5-phosphatase
(SHIP2) and nonreceptor protein tyrosine phosphatase type II
(SHP2) also displayed downregulated phosphosites. SHC1 site
pY427 and sites pY986 on SHIP2 and pY187 on ERK2 all have a
direct ABL kinase link,65 though none fit well to the published
ABLmotif (I/V/LYXXP/F).66. Figure 2G shows a scatter plot of
all identified and quantified pSTY sites as log2 imatinib/DMSO
ratio versus log10 MS1 peak intensity. Peptide sequences,
including phosphorylation site localization and SILAC ratios,
from all experiments can be found in Data set S1.
Among the 215 phosphopeptides upregulated by imatinib

(136 in CID, 101 in HCD, and 22 overlaps) (Figure 2D) were a
surprising number of proteins involved in RNA processing (p-
value 2.72 × 10−3 by DAVID) (Figure 2G; Figure S4A),
including splicing factor non-POU domain-containing octamer-
binding protein (NONO) (S149) and poly(rC) binding protein
3 (PCBP3) (S139 and S143); heterogeneous nuclear ribonu-
cleoproteins (HNRNPs) A1/2 (S199), A2B1 (T176), and L-like
(S59); RNA binding proteins RBM39 (S100) and RBM14
(S278); and small nucleolar RNA-associated protein 14,
homologue A (UTP14A) (S451). Interestingly, most of these
proteins form the ribonucleoprotein complex.67−70 Phosphor-
ylation of splicing factors influences their binding to target
mRNAs, subcellular localization, and alternative splicing, all of
which control various stages of mRNA transcription. One of the
up regu l a t ed phosphos i t e s , S199 on HNRNPA1
(SQRGRSGpSGNFGGGR), contains the AKT1 binding motif
(RXRXXS/T)71 and is known to shuttle between the nucleus
and cytoplasm, where it can be phosphorylated by AKT1, a
connection to kinase signaling.72 Other RNA binding proteins
with upregulated serine sites included RNA helicases (DDX5,
DDX54, DHX9, and DDX20). Additionally, the serine/
threonine protein kinase mammalian target of rapamycin
(mTOR) at S1261 was found to be upregulated after imatinib
treatment. This site has been shown to be insulin−PI3K−AKT
dependent,73 and upregulation in this context may implicate
mTOR in RNA transcription. Additional upregulated phosphor-
ylation sites include cyclin-dependent kinase 16 (CDK16)
(S184) and c-Jun amino-terminal kinase-interacting protein 4
(SPAG9) (S203). The enzyme 6-phosphofructo-2-kinase
(PFKFB2), which phosphorylates fructose to fructose 6-
phosphate in glycolysis, is upregulated on T475 and this site
could be involved in regulating glycolysis. Imatinib treatment
causes DNA damage,74 and DNA repair proteins such as RAD50,
MCM5, MSH6, MDC1, and PNKP also contained upregulated
phosphosites.75−79

Bortezomib inhibits the catalytic site of the 26S proteasome
and prevents degradation of ubiquitinylated proteins, thereby
increasing antiproliferative and pro-apoptotic activity.80−82

Following 16 h of bortezomib treatment, 341 phosphosites
were upregulated (256 in CID, 178 in HCD, and 93 overlaps;

Figure 2F). A majority of upregulated phosphoproteins are
involved in apoptosis (p-value 2.07 × 10−4 by DAVID) (Figure
2H; Figure S4B), such as S28 on serine/threonine kinase 17A
(STK17A), also known as death receptor-associated kinase 1
(DRAK1), and S13 on PMA-induced protein 1 (PMAIP1), a
protein required for apoptosis in response to glucose stress.83

Bortezomib also resulted in 327 downregulated phosphosites
(259 in CID, 131 in HCD, and 63 overlaps) (Figure 2E,H). S186
on BARD1 (Figure S3D) plays a central role in cell cycle control
in response to DNA damage, and S254 on nucleophosmin
(NPM1) were significantly downregulated after bortezomib
treatment.84 These data are predictable responses to proteasome
inhibition.
Surprisingly, in addition to suppressing signaling on known

BCR−ABL targets, the phosphoproteomics data set showed a
significantly high number of regulated phosphosites on proteins
in RNA processing (p-value 1.05 × 10−3 by DAVID) and mRNA
splicing (p-value 7.31× 10−4 by DAVID) in response to imatinib.
Bortezomib caused nonspecific upregulation of a large number of
phosphosites and deregulation of multiple pathways; we focused
our efforts for themetabolomics and lipidomics experiments only
on imatinib-treated BCR−ABL-positive H929 cells for the
subsequent triomics analyses. Data set S2 shows the DAVID
results.

Polar Metabolomics. To understand the metabolic require-
ments for growth and proliferation of BCR−ABL-positive H929
cells, we examined the products of 1 h imatinib treatment using
selected reaction monitoring (SRM)-based targeted mass
spectrometry (LC/MS/MS) platform with positive/negative
polarity switching on a 5500 QTRAP system.3,22,23,85−87 Data
were generated and analyses were performed with MultiQuant
and MetaboAnalyst informatics software. A heat map of the top
75 significantly regulated metabolites (Ward clustering) was
generated, and imatinib-treated H929 cells showed a distinct
pattern relative to DMSO control cells (Figure 3B). Interest-
ingly, this analysis revealed few metabolites that were
significantly up- or downregulated on the basis of values at
least 1.5 times the mean (Figure 3C; Figure S5A). A lower
threshold value was used since metabolites overall showed less
regulation than phosphosites. Imatinib treatment showed an
increase in precursors of RNA/DNA synthesis including
adenosine, guanosine, uridine, and inosine monophosphates
(AMP, GMP, UMP, and IMP) and the deoxynucleotide
deoxycytidine diphosphate, dCDP (Figure 3B−D; Figure
S5A). Previous studies have shown that imatinib can increase
nucleotide levels.25,88,89 In contrast, nucleosides such as inosine
and guanosine, as well as other important key metabolites such as
acetyl-CoA and reduced nicotinamide adenine dinucleotide
phosphate (NADPH), were downregulated with imatinib
treatment. Acetyl-CoA is a key player in the citric acid cycle
(tricarboxylic acid or TCA cycle) as well as fatty acid metabolism,
and NADPH is used as a cofactor in lipid and nucleic acid
synthesis.90 The glycolysis pathway and its intermediates such as
fructose 1,6-bisphosphate (F1,6BP), glyceraldehyde 3-phos-
phate (G3P), and dihydroxyacetone phosphate (DHAP) were
also downregulated with imatinib (Figure 3B−D) and previous
reports have shown that glycolysis and the pentose phosphate
pathway (PPP) can be inhibited with imatinib.25,88,89,91 The table
of Q3 peak areas for detected metabolites with and without
imatinib treatment is available in Data set S3.
To further assess the enhanced glycolysis and PPP depend-

ence of BCR−ABL H929 cells and the inhibiting effect of
imatinib, we examined changes in a metabolic flux tracing
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experiment. Cells were labeled with carbon-13 via [13C6]glucose
overnight for steady-state incorporation, followed by 1 h of
imatinib treatment (Figure S6A−C). Metabolic intermediates
central to the glycolysis, PPP, and TCA cycle were targeted by
SRM for both unlabeled and fully labeled forms, and the

percentage of 13C incorporation was measured (Data set S4). We
confirmed that imatinib inhibits glycolysis, as many glycolytic
intermediates are higher in the control group compared to the
imatinib-treated group, especially for 3-phosphoglycerate (3-
PG), DHAP, and F1,6BP (Figure S6A). 13C incorporation of

Figure 4. (A) Heat map of 75 most regulated lipids by data-dependent LC/MS/MS with positive/negative polarity switching, generated by integration
of MS1 peak areas after MS2 identification and relative quantification. (B) Distribution of all lipids identified from imatinib-treated versus control H929
cells, represented in a scatter plot as log2 ratio. Data show a decrease of overall lipid levels with imatinib treatment. (C) Schematic of lipid biosynthesis
pathway in cells, from central carbon metabolism through lipid synthesis, and molecules that were regulated from our data sets.
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glucose through the PPP showed similar decreases in metabolic
intermediates, which were consistent across all five main
members of the pathway, including oxidative intermediates 6-
phosphogluconolactone and 6-phospho-D-gluconate and non-
oxidative intermediates ribose 5-phosphate (R5P), sedoheptu-
lose 7-phosphate (S7P), and G3P (Figure S6B). The TCA cycle
showed little to no regulation by imatinib (Figure S6C), data that
are consistent with our glucose/glutamine starvation and
metabolic inhibitor experiments that suggested a strong
dependence of BCR−ABL H929 cells on the glucose−PPP
pathway (Figure 1D; Figure S1).
Global Lipidomics. Since imatinib reduced acetyl-CoA

levels in H929 cells and acetyl-CoA is essential building block of
fatty acids via acetyl-CoA carboxylase (ACACA)92 along with
malonyl-CoA and fatty acid synthase (FAS),93 we performed a
global lipidomics study to assess how lipid synthesis and lipid
levels in H929 cells were affected by imatinib treatment. As
before, we analyzed cells treated with 1 μM imatinib for 1 h and
with DMSO control. Nonpolar lipids were extracted with methyl
tert-butyl ether (MTBE)56 to look for cellular regulation in lipid
classes and fatty acid profiles. Lipid extracts were subjected to C18

reversed-phase nontargeted LC/MS/MS on a high-resolution
QExactive Plus Orbitrap with positive/negative ion polarity
switching in DDAmode. Lipids were identified and quantified by
use of LipidSearch software. The platform identifies individual
intact lipid molecules on the basis of their molecular weight and
fragmentation patterns from headgroup and fatty acid

composition.5,94 By use of LipidSearch software, 3063 lipid
molecules were identified. Figure 4A shows a heat map of the top
75 most significant features (Ward clustering) between DMSO
control and imatinib-treated cells, and the scatter plot in Figure
4B and bar plot in Figure S5B shows the most highly up- or
downregulated lipid molecules on the basis of values at least 2.0
times the mean. Overall, lipid metabolism and/or fatty acid
synthesis showed an inhibitory effect with imatinib treatment,
with an overall decrease in total lipid levels by ∼25% (Figure
4A,B; Figure S7). On the basis of data in Figure 4 and Figure S7, a
subset of triglyceride (TG), lysophosphatidylcholine (LPC), and
phosphatidylcholine (PC) lipids were the most downregulated
lipid molecules with imatinib, while highly upregulated lipid
molecules includedmostly a subset of phosphatidylethanolamine
(PE), phosphatidylinositol (PI), and PC lipid molecules. The
most abundant lipid classes by MS1 peak area detected in H929
cells were PC, PE, TG, and sphingomyelin (SM) (Figure S7A).
We also extracted the fatty acids produced by early de novo
synthesis, including palmitate (C16:0), stearate (C18:0), and
oleate (C18:1), which were also the most abundant fatty acid
chains detected within lipid molecules (Figure S7B). From
palmitate, a series of elongation factors take palmitate to stearate,
arachidate (C20:0), etc., and desaturation of palmitate and
stearate with stearoyl-CoA desaturase 1 (SCD1) leads to oleate
as well as longer fatty acid lengths.95

The overall decrease in global lipid levels (Figure 4B; Figure
S7) is consistent with the polar metabolomics data, which

Figure 5. BCR−ABL pathway drives signaling in H929 cells and phosphorylation is inhibited by imatinib. Additionally, short incubation with imatinib
regulates transcription through increased phosphorylation of RNA splicing factors, causing abrogation of nascent RNA production and inhibition of
RNA degradation. Inhibition of newly formed RNA results in RNA mononucleotide accumulation and inhibition of the glucose-driven metabolic
pathways (glycolysis and PPP) through acetyl-CoA. This results in a decrease in fatty acid and lipid biosynthesis.
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showed that both acetyl-CoA and NADPH decrease in
abundance with imatinib treatment. Acetyl-CoA carboxylase
(ACC) transforms acetyl-CoA into malonyl-CoA, which is then
fed into the fatty acid synthesis pathway with the reducing agent
NADPH;96 the basic pathway is shown in Figure 4C. These
represent fatty acid chains within the identified intact molecules,
not free fatty acids; nevertheless, these data are indicative of the
utilization of specific chains in fatty acid synthesis. The data show
that the saturated lipid chains palmitate and stearate are
downregulated by approximately 25% in imatinib-treated cells,
similar to the overall lipid molecule data; however, the saturated
building block oleate did not change significantly. Figure S8
shows the top 25 lipid classes in abundance and that, overall, they
are downregulated by imatinib treatment. The table of lipid MS1
peak areas and their identification across sample conditions can
be found in Data set S5.
Imatinib Effect on RNA Levels.The triomics study revealed

a unique influence of imatinib on RNA processes in BCR−ABL
H929 cells. Phosphoproteomics data showed not only down-
regulation of imatinib-related targets in the BCR−ABL pathways
but also an increase in phosphorylation sites on RNA processing
proteins, while metabolomics and lipidomics data showed
accumulation of RNA mononucleotides as well as down-
regulation of glycolytic metabolites and acetyl-CoA, resulting
in overall downregulation of lipid levels. We performed
additional experiments to assess imatinib effects on cellular
RNA levels. We tested both cytoplasmic and nuclear mRNA
levels after 1 and 16 h treatment with 1 μM imatinib in order to
assess cellular localization effects on RNA. The results shown in
Figure S6D,E revealed that only short (1 h) imatinib treatment
increased the amount of total RNA in both the cytoplasm and
nucleus; RNA levels were reduced after prolonged exposure of 16
h in both compartments as apoptosis set in. Analysis of nascent
mRNA (newly synthesized RNA) under treatment of imatinib
versus vehicle control showed a decrease of newly synthesized
mRNA in imatinib-treated cells from 1 and 16 h time points
(Figure S6F). These results suggest that imatinib has an
inhibitory effect on the production of newly synthesized
mRNA; therefore, the increase in cytoplasmic and nuclear total
RNA levels is likely due to an inhibition of RNA degradation.

■ CONCLUSIONS
Taken together, a mass spectrometry-based triomics platform
can examine the global effect of drugs such as protein kinase
inhibitors on a biological system including cancer cells, organ
tissue, bodily fluids, etc. (Figure 5). In this study, we used three
different types of mass spectrometers: Orbitrap Elite for SILAC
phosphoproteomics, 5500 QTRAP for targeted polar metab-
olomics, and QExactive Plus Orbitrap for nontargeted nonpolar
lipidomics. However, a single instrument could be used for the
entire study by adjusting the chromatographic and analytic
conditions. Using a combination of global quantitative
phosphoproteomics, targeted polar metabolomics, and untar-
geted nonpolar lipidomics in BCR−ABL H929 cells, we
discovered the following: (1) Imatinib caused expected
inhibition of phosphorylation of various BCR−ABL pathway
targets through ERK. (2) Imatinib increased phosphorylation
levels of splicing factors involved in RNA processing. (3)
Imatinib inhibited glucose uptake via glycolysis and PPP through
acetyl-CoA andNADPH as well as causing accumulation of RNA
mononucleotides. (4) Imatinib caused global inhibition of lipid
biosynthesis and a significant decrease in lysophospholipids
(LPs). While bortezomib causes widespread deregulation of the

cell, the data showed that, within 1 h, imatinib significantly and
specifically downregulated phosphorylation of BCR−ABL
complex components and downstream targets but also
unexpectedly upregulated phosphorylation of a series of proteins
representing RNA splicing factors. Phosphorylation of these
factors negatively regulates transcription in the nucleus and
export of mRNA into the cytoplasm, and splicing can be
regulated through phosphorylation signals.97 Imatinib resulted in
elevated total RNA levels due to inhibition of degradation in the
first hour, which then decreased after 16 h as apoptosis became
prevalent. Imatinib also repressed metabolite levels in glycolysis
and PPP, resulting in lower cellular acetyl-CoA and NADPH
levels, both of which are important molecules for lipid
biosynthesis. This is consistent with the reduction of global
lipid levels, since BCR−ABL H929 cells exhibit dependence on
the PPP, which metabolizes glucose, feeding the synthesis of
nucleotides.98,99 Additionally, we identified a reduction in
lysophospholipid levels with imatinib; LPs are involved in
many biological processes including reproduction, etc.100

Overall, these data demonstrate that multiomics technologies
can be used in the study of drug effects, diseased versus normal
tissue, or gene knockdown experiments to reveal new aspects of
biology whose mechanism may not otherwise be deduced from a
single -omics approach. One can imagine additional -omics
technologies incorporated into a perturbed biological system
including genomics, proteomics, lipidomics, and metabolomics
to comprehensively map new disease mechanisms.
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