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The Shannon Sampling Theorem-Its Various 

Extensions and Applications: A 

Tutorial Review 

ABDUL J. JERRI 

Abstract-It has been almost thirty years since Shannon introduced 
the sampling theorem to communicatiom theoiy. In this review paper 
we will attempt to present the various contributions made for the 
sampling theorems with the necessaiy mathematical details to make it 
self-contained. 

We will begin by a clear statement of Shannon's sampling theorem 
followed by its applied interpretation for time-invariant systems. Then 
we will review its origin as Whittaker's interpolation series. The exten
sions will include sampling for functions of more than one variable, 
random procelllleS, nonuniform sampling, nonband-limited functions, 
implicit sampling, generalized functions (distributions), sampling with 
the function and its derivatives as suaested by Shannon in his original 
paper, and sampling for general integral transforms. Also the condi
tions on the functiom to be sampled will be summarized. The error 
analysis of the various sampling exp&Illlions, including specific error 
bounds for the truncation, aliasing, jitter and parts of various other 
errors will be discussed and summarized. This paper will be concluded 
by searching the different recent applications of the sampling theorems 
in other fields, besides communications theoiy. These include optics, 
ciystallopaphy, time-varying systems, boundaiy value problems, spline 
approximation, special functions, and the Fourier and other discrete 
tramforms. 

I. INTRODUCTION 

T 
HE SAMPLING theorem that we shall discuss in detailwas introduced by Shannon [ 1) to information theory. However, the interest of the communications engineer in the sampling theorem may be traced back to Nyquist [21. As we shall see in Section II this theorem was originated byboth E.T. and J.M. Whittaker [3]-[5] and Ferrar [61,eventhough some attribute it to Cauchy ( 7, p. 41]. In the Russianliterature this theorem was introduced to communicationstheory by Kotel'nikov [ 8] , and took its name from him as opposed to Shannon, the Whittaker, or popular samplingtheorems in the English literature. In what follows we will useeither one of the above references or, in brief, we will use WKSsampling theorem after both Whittakers, Kotel'nikov, andShannon. We will do this with every sampling theorem thatinvolves a band-limited signal, i.e., represented by a finite limit(truncated) inverse Fourier transform. WKSK will stand forKramers's (9) and Weiss' [10] generalization of the samplingtheorem which involves more general integral transforms than the usual Fourier transform. Attention should be given to theminor variations in the definition and/ or the alternate use ofthe Fourier transform and its inverse. As we shall illustrate in the following sections, the principalimpact of the Shannon sampling theorem on information
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theory is that it allows the replacement of a continuous bandlimited signal by a discrete sequence of its samples without theloss of any information. Also it specifies the lowest rate (the Nyquist rate) of such sample values that is necessary to reproduce the original continuous signal. We may stress here that the Shannon sampling theorem andmost of its extensions are stated primarily for band-limited functions instead of random processes which are more relevantto the information theorist. However, and as we shall see inSection I-D-2, most of these sampling expansions can beextended easily to random processes. It is our intention to include all possible relevant contributions in communications, mathematics, and other fields, a taskwhich we hope to give the justice it deserves. To this end we have attempted to include an exhaustive bibliography to help the specialist and the interested reader of various disciplines(see [205)-[248]). We will attempt, whenever possible, tounite the different notations used, but attention should begiven to such differences, especially when we quote certaindetailed results such as estimates of various errors. 
A. The Shannon Sampling Theorem

Shannon's original statement [ l] of the WKS samplingtheorem is the following. 
Theorem I-A-1: "If a function f (t) contains no frequencieshigher than W cps it is completely determined by giving its ordinates at a series of points spaced (I/2W) s apart." Shannon's proof starts by letting 

1 f.. . 1121rW . f(t)=- F(w)e-iwtdw=- F(w)e-iwtdw211' -oo 211' -21rW
(I) 

since F(w), the spectrum of f(t), is assumed to be zero outsidethe band (-21rW, 21rW). The Fourier series expansion of F(w)on the fundamental period -2'11'W < w < 21rW is 
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We note that the Fourier coefficient c,, is proportional to
f(n/2W), the sample of the signal f(t). Also, {c,, } determinesF(w), hence, by the uniqueness property of the Fourier trans•form, f(t) is determined. Shannon then constructed f(t) as
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