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Definitions

Definition
● A matrix (plural matrices) is a rectangular array or table of

numbers, symbols, or expressions, arranged in rows and
columns, which is used to represent a mathematical object or a
property of such an object.
● The dimensions of a matrix tells its size: the number of rows

and columns of the matrix, in that order.

For example:

(
2 3 5
4 3 2

)

is a matrix with two rows and three columns. This is often
referred to as a "two by three matrix", a "2 × 3-matrix", or a
matrix of dimension 2 × 3.
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Definitions

Matrix Elements:
● A matrix element is simply a matrix entry. Each element

in a matrix is identified by naming the row and column in
which it appears, i.e., each entry is referred to as ai ,j , such
that i represents the row and j represents the column.

For example, consider the matrix M:

⎛

⎜

⎝

24 15 −6
31 −5 78
1 −1 2

⎞

⎟

⎠

The element a2,1 is the entry in the second row and the first
column.

⎛

⎜

⎝

24 15 -6
31 -5 78
1 -1 2

⎞

⎟

⎠

In this case, a2,1 = 31.
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Adding and subtracting matrices

As long as the dimensions of two matrices are the same, we
can add and subtract them much like we add and subtract

numbers.
Let’s take a closer look!
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Adding and subtracting matrices

Adding matrices:

● Given A =
⎛

⎜

⎝

1 2
3 0
4 3

⎞

⎟

⎠

and B =
⎛

⎜

⎝

3 4
5 6
7 8

⎞

⎟

⎠

, let’s find A +B.

● We can find the sum simply by adding the corresponding
entries in matrices A and B:

A +B =

⎛

⎜

⎝

1 2
3 0
4 3

⎞

⎟

⎠

+

⎛

⎜

⎝

3 4
5 6
7 8

⎞

⎟

⎠

=

⎛

⎜

⎝

1 + 3 2 + 4
3 + 5 0 + 6
4 + 7 3 + 8

⎞

⎟

⎠

=

⎛

⎜

⎝

4 6
8 6
11 11

⎞

⎟

⎠
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Adding and subtracting matrices

Subtracting matrices:

● Given A =
⎛

⎜

⎝

1 2
3 0
4 3

⎞

⎟

⎠

and B =
⎛

⎜

⎝

3 4
5 6
7 8

⎞

⎟

⎠

, let’s find A −B.

● Similarly, we can find the A −B simply by subtracting the
corresponding entries in matrices A and B:

A −B =

⎛

⎜

⎝

1 2
3 0
4 3

⎞

⎟

⎠

−

⎛

⎜

⎝

3 4
5 6
7 8

⎞

⎟

⎠

=

⎛

⎜

⎝

1 − 3 2 − 4
3 − 5 0 − 6
4 − 7 3 − 8

⎞

⎟

⎠

=

⎛

⎜

⎝

−2 −2
−2 −6
−3 −5

⎞

⎟

⎠
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Adding and subtracting matrices

ADDING AND SUBTRACTING MATRICES
● Given matrices A and B of like dimensions, addition and

subtraction of A and B will produce matrix C or matrix D
of the same dimension.

A +B = C such that ai ,j + bi ,j = ci ,j

A −B = D such that ai ,j − bi ,j = di ,j

● Matrix addition is commutative.

A +B = B +A

● It is also associative.

(A +B) + C = A + (B + C)
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Multiplying matrices by scalars

Scalar multiplication:

● Given A =
⎛

⎜

⎝

1 2
3 0
4 3

⎞

⎟

⎠

, consider the scalar 3 and let’s find 3A.

● This scalar multiplication can be seen as repeated addition:
3A = A +A +A
● In this case, we have

3A = A +A +A =

⎛

⎜

⎝

1 + 1 + 1 2 + 2 + 2
3 + 3 + 3 0 + 0 + 0
4 + 4 + 4 3 + 3 + 3

⎞

⎟

⎠

=

⎛

⎜

⎝

3 ⋅ 1 3 ⋅ 2
3 ⋅ 3 3 ⋅ 0
3 ⋅ 4 3 ⋅ 3

⎞

⎟

⎠

● In general, in scalar multiplication, each entry in the
matrix is multiplied by the given scalar.
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Multiplying matrices by scalars

SCALAR MULTIPLICATION
● Scalar multiplication involves finding the product of a

constant by each entry in the matrix. Given

A = (
a1,1 a1,2
a2,1 a2,2

)

the scalar multiple cA is

cA = c (
a1,1 a1,2
a2,1 a2,2

) = (
ca1,1 ca1,2
ca2,1 ca2,2

)

● Scalar multiplication is distributive. For the matrices A,B,
and C with scalars a and b,

a(A +B) = aA + aB, (a + b)A = aA + bA
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Multiplying matrices by matrices

Consider the matrix
A = (

1 2 3
2 0 4

)

We recall that
● A is a 2 × 3 matrix.
● The element a2, 1 is the entry in the second row and the

first column of matrix A, that is a2, 1 = 2.

How to find the product of two matrices? For example, find

(
1 2
2 4
) ⋅ (
−3 1
3 −1

)
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Multiplying matrices by matrices

● Up until now, you may have found operations with
matrices fairly intuitive. For example
● when you add two matrices, you add the corresponding

entries,
● in scalar multiplication, each entry in the matrix is

multiplied by the given scalar.
● But things do not work as you’d expect them to work

with multiplication. To multiply two matrices, we
cannot simply multiply the corresponding entries.
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Multiplying matrices by matrices

Matrices and vectors:
● When multiplying matrices, it’s useful to think of each

matrix row and column as a vector.

(
1 2
3 4
)

● In this matrix, denote
1 row 1 by r⃗1 = (1 2)
2 row 2 by r⃗2 = (3 4)

3 column 1 by c⃗1 = (
1
3)

4 column 2 by c⃗2 = (
2
4)
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Multiplying matrices by matrices

Matrix multiplication: The entry in the product matrix located
in the i th row and j th column, is the dot product of the i th row
in the first matrix and the j th column in the second matrix. For
instance,

given A = (
1 2
2 4
) and B = (

−3 1
3 −1

). Let’s find C = AB

● denote
1 row 1 of A by a⃗1,
2 row 2 of A by a⃗2,
3 column 1 of B by b⃗1,
4 column 2 of B by b⃗2.

● then we have

(
1 2
2 4
) ⋅ (
−3 1
3 −1

) = (
a⃗1 ⋅ b⃗1 a⃗1 ⋅ b⃗2

a⃗2 ⋅ b⃗1 a⃗2 ⋅ b⃗2
)
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Multiplying matrices by matrices

Matrix multiplication:

(
1 2
2 4
) ⋅ (
−3 1
3 −1

) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜

⎝

(1 2) ⋅ (
−3
3
) (1 2) ⋅ (

1
−1
)

(2 4) ⋅ (
−3
3
) (2 4) ⋅ (

1
−1
)

⎞

⎟
⎟
⎟
⎟
⎟
⎟

⎠

Sorbonne University Abu Dhabi Introduction to Linear Algebra 8 / 17



Multiplying matrices by matrices

Matrix multiplication:

(
1 2
2 4
) ⋅ (
−3 1
3 −1

) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜

⎝

(1 2) ⋅ (
−3
3
) (1 2) ⋅ (

1
−1
)

(2 4) ⋅ (
−3
3
) (2 4) ⋅ (

1
−1
)

⎞

⎟
⎟
⎟
⎟
⎟
⎟

⎠

=

⎛

⎜

⎝

1 × (−3) + 2 × 3 1 × 1 + 2 × (−1)

2 × (−3) + 4 × 3 2 × 1 + 4 × (−1)

⎞

⎟

⎠

= (
3 −1
6 −2

)
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Multiplying matrices by matrices

Generally speaking, in matrix multiplication, the entry in
the product matrix located in the i th row and j th column, is
the dot product of the i th row in the first matrix and the

j th column in the second matrix.

"But when are we allowed to multiply two matrices?"
"What are the properties of this operation?"
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Properties of matrix multiplication

1 When is matrix multiplication defined? In order for matrix
multiplication to be defined, the number of columns in the
first matrix must be equal to the number of rows in the
second matrix.

(m × n) ⋅ (n
´¹¹¹¹¸¹¹¹¹¶

product is defined

×k)

2 What about dimensions the obtained matrix product?
When the matrix multiplication is defined, then the
resulting matrix product has the number of lines of the first
matrix and the number of comumns of the second matrix.

(m × n) ⋅ (n
´¹¹¹¹¸¹¹¹¹¶

product is defined

×k) = (m × k)

Sorbonne University Abu Dhabi Introduction to Linear Algebra 9 / 17



Properties of matrix multiplication
● A matrix that has the same number of rows and columns is

called square matrix.
● The entries of a matrix that lie on the i th row and the i th

column form the so-called diagonal of a matrix. For
example, the diagonal of the following matrix is given by
the blue entries

⎛

⎜

⎝

1 2 3
4 5 6
7 8 9

⎞

⎟

⎠

● The square matrix where the entries on the diagonal from
the upper left to the bottom right are all 1’s, and all other
entries are 0 is called identity matrix, and is denoted by In
where n is the number of rows (and columns) of the matrix.
For example

I2 = (
1 0
0 1
) , I3 =

⎛

⎜

⎝

1 0 0
0 1 0
0 0 1

⎞

⎟

⎠
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Properties of matrix multiplication

● The product of any square matrix and the appropriate
identity matrix is always the original matrix, regardless of
the order in which the multiplication was performed!
● In other words, for a square matrix A we have

A ⋅ I = I ⋅A = A.
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Properties of matrix multiplication

Theorem
Let A, B be two matrices and a be a scalar number. Assuming that
the sizes of the matrices are such that the indicated operations can
be performed, the following rules of matrix arithmetic are valid.

1 A +B = B +A [Commutative law for matrix addition]
2 A+ (B +C) = (A+B) +C [Associative law for matrix addition]
3 A(BC) = (AB)C [Associative law for matrix multiplication]
4 A(B + C) = AB +AC [Left distributive law]
5 (B + C)A = BA + CA [Right distributive law]
6 A(B − C) = AB −AC
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Properties of matrix multiplication

Theorem
Let A, B be two matrices and a be a scalar number. Assuming that
the sizes of the matrices are such that the indicated operations can
be performed, the following rules of matrix arithmetic are valid.

1 A(B − C) = AB −AC

2 (B − C)A = BA − CA

3 a(B + C) = aB + aC

4 a(B − C) = aB − aC

5 (a + b)C = aC + bC

6 (a − b)C = aC − bC

7 a(bC) = (ab)C

8 a(BC) = (aB)C = B(aC)
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Properties of matrix multiplication

Example
When possible, multiply matrix A and matrix B (compute AB and
BA),

1 A = (
1 2
3 4
) and B = (

5 6
7 8
)

2 A =
⎛

⎜

⎝

1 −2
2 4
−1 0

⎞

⎟

⎠

and B = (
5 6 0
7 8 1

)

3 A =
⎛

⎜

⎝

3 −1
−2 0
−1 0

⎞

⎟

⎠

and B = (
1 6
0 2
)

4 A =
⎛

⎜

⎝

1 2 1
3 4 2
0 1 2

⎞

⎟

⎠

and B = (
5 6
7 8
)
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Transpose and Trace of a Matrix

Definition
If A is any m × n matrix, then the transpose of A, denoted by AT ,
is defined to be the n ×m matrix that results by interchanging the
rows and columns of A; that is, the first column of AT is the first
row of A, the second column of AT is the second row of A, and so
forth.

Definition
If A is a square matrix, then the trace of A, denoted by tr(A), is
defined to be the sum of the entries on the main diagonal of A. The
trace of A is undefined if A is not a square matrix.
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Transpose and Trace of a Matrix

Example
The following are some examples of matrices and their transposes.

B =
⎛

⎜

⎝

2 3
1 4
5 6

⎞

⎟

⎠

, C = ( 1 3 5 ) , D = (4)

BT
= (

2 1 5
3 4 6

) , CT
=

⎛

⎜

⎝

1
3
5

⎞

⎟

⎠

, DT
= (4)
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Transpose and Trace of a Matrix

Example
The following are examples of matrices and their traces.

A =
⎛

⎜

⎝

a11 a12 a13
a21 a22 a23
a31 a32 a33

⎞

⎟

⎠

, B =

⎛

⎜
⎜
⎜

⎝

−1 2 7 0
3 5 −8 4
1 2 7 −3
4 −2 1 0

⎞

⎟
⎟
⎟

⎠

tr(A) = a11 + a22 + a33 tr(B) = −1 + 5 + 7 + 0 = 11
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Properties of Zero Matrices

A matrix whose entries are all zero is called a zero matrix.
Some examples are

(
0 0
0 0

) ,
⎛

⎜

⎝

0 0 0
0 0 0
0 0 0

⎞

⎟

⎠

,(
0 0 0 0
0 0 0 0

) ,

⎛

⎜
⎜
⎜

⎝

0
0
0
0

⎞

⎟
⎟
⎟

⎠

,

We will denote a zero matrix by 0 unless it is important to
specify its size, in which case we will denote the m × n zero
matrix by 0m×n.
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Properties of Zero Matrices

Theorem (Properties of Zero Matrices)
If c is a scalar, and if the sizes of the matrices are such that the
operations can be performed, then:

1 A + 0 = 0 +A = A
2 A − 0 = A
3 A −A = A + (−A) = 0
4 0A = 0
5 If cA = 0, then c = 0 or A = 0.
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Inverse of a Matrix

Definition
If A is a square matrix, and if a matrix B of the same size can be
found such that AB = BA = I , then A is said to be invertible (or
nonsingular) and B is called an inverse of A.
If no such matrix B can be found, then A is said to be singular.
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Inverse of a Matrix

Example
Let

A = (
2 −5
−1 3

) and B = (
3 5
1 2

)

Then

AB = (
2 −5
−1 3

)(
3 5
1 2

) = (
1 0
0 1

) = I

BA = (
3 5
1 2

)(
2 −5
−1 3

) = (
1 0
0 1

) = I

Thus, A and B are invertible and each is an inverse of the other.
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Inverse of a Matrix

Theorem
If B and C are both inverses of the matrix A, then B = C .

Proof.
Since B is an inverse of A, we have BA = I . Multiplying both
sides on the right by C gives (BA)C = IC = C . But it is also true
that (BA)C = B(AC) = BI = B, so C = B

As a consequence of this important result, we can now speak of
"the" inverse of an invertible matrix. If A is invertible, then its
inverse will be denoted by the symbol A−1. Thus,

AA−1 = I and A−1A = I
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Inverse of a Matrix

Theorem
If A and B are invertible matrices with the same size, then AB is
invertible and

(AB)−1 = B−1A−1

Proof.
We can establish the invertibility and obtain the stated formula
at the same time by showing that

(AB) (B−1A−1) = (B−1A−1) (AB) = I

But

(AB) (B−1A−1) = A (BB−1)A−1 = AIA−1 = AA−1 = I

and similarly, (B−1A−1) (AB) = I .
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Powers of a Matrix

If A is a square matrix, then we define the nonnegative integer
powers of A to be

A0
= I and An

= AA⋯A [n factors ]

and if A is invertible, then we define the negative integer powers
of A to be

A−n = (A−1)
n
= A−1A−1⋯A−1 [n factors ]

Because these definitions parallel those for real numbers, the
usual laws of nonnegative exponents hold; for example,

ArAs
= Ar+s and (Ar

)
s
= Ars
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Powers of a Matrix

In addition, we have the following properties of negative
exponents.

Theorem
If A is invertible and n is a nonnegative integer, then:

● A−1 is invertible and (A−1)
−1
= A

● An is invertible and (An
)
−1
= A−n = (A−1)

n
.

● kA is invertible for any nonzero scalar k , and (kA)−1 = k−1A−1.

Proof.
Exercise.
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Determinant of a 2 × 2 matrix

● The determinant is a special number that can be calculated
from the entries of a matrix. The matrix has to be square
(same number of rows and columns).

● The determinant of a (2 × 2) matrix A = (
a b
c d

) is

∣A∣ = ad − cb. It is simply obtained by cross multiplying the
elements starting from the top left, then subtracting the
products.

● For example, if A = (1 2
3 4
), then the determinant

∣A∣ = 1 × 4 − 3 × 2 = 4 − 6 = −2.
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Determinant of a 2 × 2 matrix

Now consider a 2 × 2 matrix A = (
a b
c d

). Its columns are the

vectors u⃗ and v⃗ given by:

u⃗ = (
a
c
) , v⃗ = (

b
d
)

For simplicity, suppose a,b, c,d > 0 and that the columns are
oriented as in the picture. The vectors u⃗ and v⃗ form a
parallelogram whose area is

(a + b)(c + d) − 2bc − 2 ⋅
1
2
bd − 2 ⋅

1
2
ac = ad − bc

detA = 0 if and only if the columns (rows) of A are collinear.
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Determinant of a 2 × 2 matrix
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Determinant of a 3 × 3 matrix
● To evaluate the determinant of a 3 × 3 matrix, we must be

able to evaluate the minor of an entry in the determinant.
● The minor of an entry is the 2 × 2 determinant found by

eliminating the row and column in the 3 × 3 determinant
that contains the entry.
● For example, to find the minor of entry a1, we eliminate

the row and column which contain it. So, we eliminate the
first row and first column. Then we write the 2 × 2
determinant that remains.

● To find the minor of entry b2, we eliminate the row and
column that contain it. So, we eliminate the second row
and second column. Then we write the 2 × 2 determinant
that remains.
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Determinant of a 3 × 3 matrix

Strategy for evaluating the determinant of a 3 × 3 matrix:
● To evaluate a 3 × 3 determinant we can expand by minors

using any row or column. Choosing a row or column other
than the first row sometimes makes the work easier.
● When we expand by any row or column, we must be

careful about the sign of the terms in the expansion. To
determine the sign of the terms, we use the following sign
pattern chart.

⎛

⎜

⎝

+ − +

− + −

+ − +

⎞

⎟

⎠
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Determinant of a 3 × 3 matrix

Expanding by minors along the first row to evaluate a 3 × 3
determinant.
● To evaluate a 3 × 3 determinant by expanding by minors

along the first row, we use the following pattern:

NOTE: We can evaluate the determinant of a matrix by
expanding minors along any row or column. When a row or a

column has a zero entry, expanding by that row or column
results in less calculations.
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Determinant of a 3 × 3 matrix

Example
Compute the determinant of

1 A = (
1 3
−1 3

)

2 B =
⎛

⎜

⎝

1 2 0
0 −1 3
−2 0 2

⎞

⎟

⎠
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Finding the Inverse of an Invertible Matrix

● We know that the multiplicative inverse of a real number a
is a−1, and aa−1 = a−1a = (1a)a = 1.
● For example, 2−1 = 1

2 and (12)2 = 1.
● The multiplicative inverse of a matrix is similar in concept,

except that the product of matrix A and its inverse A−1

equals the identity matrix.
● We recall that the identity matrix is a square matrix

containing ones down the main diagonal and zeros
everywhere else. We identify identity matrices by In where
n represents the dimension of the matrix.
● Only a square matrix may have a multiplicative inverse, as

the reversibility, AA−1 = A−1A = I , is a requirement.
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Finding the Inverse of an Invertible Matrix

● So far we have defined the inverse matrix without giving
any strategy for computing it. We do so now, beginning
with the special case of 2 × 2 matrices. Then we will give a
recipe for the n × n case in the future chapter.

Proposition

Let A = (
a b
c d

)

● If det(A) ≠ 0, then A is invertible, and

A−1 =
1

det(A)
(
d −b
−c a

)
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Finding the Inverse of an Invertible Matrix

Proof
● Suppose that det(A) ≠ 0.

● Define B =
1

det(A)
(
d −b
−c a

)

● Then

AB = (
a b
c d

)
1

det(A)
(
d −b
−c a

) =
1

ad − bc
(
ad − bc 0

0 ad − bc
) = I2

● We can check as well that BA = I2, so A is invertible and
B = A−1
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Finding the Inverse of an Invertible Matrix

Example

Let A = (
1 2
3 4
) and a,b ∈ R.

1 Compute A(
a
b
)

2 Compute det(A).
3 Verify if A is invertible and, if so, compute A−1.

4 Deduce the values of a and b such that A(
a
b
) = (

1
2
)
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