Basic SSH Security
SSH is a powerful command line remote administration utility.  It is also used to create secure tunnels for file transfer (scp, sftp), GUI remote administration, and many other tasks.  Since SSH is powerful, it is often attacked.  Any public IP address open to SSH on TCP port 22 will almost certainly scanned and attacked with basic brute force login attempts.  Current scan data is available at https://isc.sans.edu/port.html?port=22 and top passwords currently attempted are available here: https://isc.sans.edu/ssh.html.  Please visit both those sites.
One method in use today to reduce exposure to SSH brute force password attempts is to change the port number to something different than 22.  While this does help, it is more akin to “security through obscurity” than true security.  Another method is to make users create long, difficult passwords.  This works, but there always seem to be users that manage to evade requirements.
An effective way to secure SSH is to use public/private key pairs instead of usernames and passwords.  The administrator of a machine using SSH only allows login by those users whose public key is saved on the server.  The users authenticate with their private key, which they keep secure at all times.  We will cover the cryptography of public and private key pairs in a later class.
In key-based authentication, someone must generate the key pair the user will use.  If the users control the server running the SSH daemon, they will usually generate the key pair themselves.  After generating the key pair, they save the private key (securely) on their client workstations and save a copy of the public key on the server.  Some organizations may generate the key pair for the users, distribute the private key to the users and save the public key on the server.  Larger organizations will have Certificate Authorities (CA) and a Public Key Infrastructure (PKI) to distribute and control certificates and keys.
Linux and most cloud services have SSH and the necessary tools built in, so we will discuss them first.  For Windows we will discuss Putty and the new OpenSSH implementation in Windows 10.
Please read this RedHat description of the SSH protocol:  https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/deployment_guide/ch-openssh#s1-ssh-protocol.   Note:  On Linux, especially in configuration files, ssh refers to an SSH client and sshd refers to the SSH daemon, or server.
Lab:  SSH on Linux
For this lab, we will practice SSH connections from our Kali VM (SSH client) to our CentOS VM (SSH server.)  We will create the key pair on the Kali VM and then copy the public key to the CentOS VM, but it could just as easily be done the other way around.  We will perform these steps:
· Test SSH from the Kali VM to the CentOS VM using a CentOS username/password
· Create a public/private key pair on the Kali VM
· Add the public key in the .ssh/authorized_keys file of the CentOS user.
· Test SSH from the Kali VM to the CentOS VM using the key pair
· Disable username/password authentication for SSH on the CentOS VM.
SSH from your Kali VM to your CentOS VM with username and password
Make sure that your VMs are on the same VMware host network, that their IP addresses are on the same subnet, and that they can ping each other.  You can use either the command ipconfig or the newer command ip address to verify IP addresses.  Also use netstat on the CentOS VM to confirm that it is listening on TCP port 22.  The screenshot below is from the CentOS VM. [image: ]
You can also verify that the sshd service is running with the command systemctl status sshd. [image: ]
From your Kali VM, use  ssh --help or  man ssh study the syntax.  Then create an SSH connection to the CentOS VM.  The username should be that of a user that exists on the CentOS VM. [image: ]
The SSH client verifies the server’s public key by checking to see if it is listed in the file ~/.ssh/known_hosts or /etc/ssh/known_hosts.  If the key is not in the list, the client gives you a warning that the authenticity of the server cannot be established.  If you are certain that you are connected to the correct server, answer yes and the key will be added to the known_hosts file.
Another method of verifying the host server would be for the owner of the server to make the fingerprints of the public keys available so you can check the fingerprint against the one in the warning.  Or, they can make the public keys available so that you can add them to the known_hosts file yourself.  (The server key pairs are kept in /etc/ssh.  The ones ending in .pub are the public keys.)
[image: ]
Once you have connected, experiment with some commands.  The results should be the same as if you typed them from the CentOS console.  (In the screenshot, uname -a, lsb_release, hostnamectl, and hostname are commands that can show information about the Linux host.  This just demonstrates that we really are executing commands on the CentOS VM.[image: ][image: ]
When you are done, close the connection. [image: ]
Create a user key pair on the Kali VM
On the Kali VM, create a public/private key pair for your user with the procedure shown here: https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/6/html/deployment_guide/s2-ssh-configuration-keypairs.  Only create the first key, RSA for SSH v2.  Do not create DSA or SSH v1 keys.
Important points to note:
· There are two versions of SSH, v1 and v2.  Always use SSH v2.  (Here’s a video of Trinity using Nmap and an SSH v1 exploit in The Matrix Reloaded:  https://www.youtube.com/watch?v=0PxTAn4g20U)
· Use RSA (-t rsa) keys, as DSA (-t dsa) keys have been deprecated and -t rsa1 generates SSH v1 keys.  Other possibilities are -t ecdsa and -t ed25519, which provide somewhat more security than rsa providing the server supports them.
· The standard storage location for user SSH keys in Linix is ~/.ssh/
· [bookmark: _GoBack]The .ssh directory should always be rwx------, full rights for the user and no rights for anyone else.  That’s what the step chmod 700 ~/.ssh did.  If someone else could read your keys, they could impersonate you.
· The passphrase you enter during key generation protects the private key so that only you can use it.  Other than allowing the key to be used, it does not affect authentication.
· The root user should never be allowed to login via SSH; always log in with a standard user and use su or sudo when root privileges are needed.
Configuring the SSH Server for public keys
The SSH daemon, sshd, on the CentOS VM is configured using the file, /etc/ssh/sshd_config.  The easiest way to edit the file is to use nano. 
[image: ]
To allow sshd to authenticate public keys, we need to change one line in sshd_config.  The comment in front of “PubkeyAuthentication yes” needs to be removed.  Also note that the AuthorizedKeysFile setting will cause the SSH daemon to look for public keys in the users’ .ssh/authorized_keys file.  It is a good idea to add comments of your own whenever you change configuration files so you can trace the changes later on. [image: ]
Also edit PermitRootLogins to change it to no. [image: ]
You can see explanations and defaults for the sshd_config parameters by running man sshd_config
Once you have saved the changes to sshd_config, you will need to restart sshd. 
[image: ]
Copy the public key to the server
Once sshd is configured, you still need to enter a copy of the user’s public key in the user’s ~/.ssh/authorized_keys file.  One way to do that is to use ssh-copy-id.  It explained in Option 1 of this link:  https://www.digitalocean.com/community/tutorials/initial-server-setup-with-centos-7.  To use this method, you must be able to SSH from your client to the server using username/password authentication (unless some other key is already on the server.)  You may ask, why are we using password authentication when the objective is to turn that off?  Good question.  Using ssh-copy-id is the easiest option, and reasonable during initial configuration before the server is connected to the Internet.  Feel free to manually create and configure the authorized_keys file as in Option 2 of the link.  It may be easier to try ssh-copy-id first, and then view the authorized_keys file to see the format before you edit it manually.[image: ]
The key is now on the CentOS VM. [image: ]
Note:  On servers with many users, the sysadmin may want tighter control over the keys that allow SSH access.  In that case, they will prevent sshd from using keys in users’ .ssh directories by setting the AuthorizedKeysFile parameter in sshd_config to none.  Then, sshd will only look for public keys in /etc/ssh/authorized_keys, which requires root privileges to access.  Also, the sysadmin can create a group (allowssh, for example) and set the AllowGroups parameter to the group name.
SSH to the server using a public key (Finally)
Now, when you SSH from the Kali VM to the CentOS VM, you should be authenticated automatically.  If you did not put a password on your private key, you will see this: [image: ]
The SSH client on the Kali VM used the private key in the .ssh directory to authenticate, and sshd on the CentOS VM accepted the authentication because it has the public key.
If your private key is protected with a password, you will see this: [image: ]
Once you enter the password to unlock the private key, you should immediately be logged in to the CentOS VM through SSH.
Disable Password Authentication
Finally, we need to disable password authentication so that only public key authentication is allowed.  We need to edit /etc/ssh/sshd_config on the CentOS VM to change the PasswordAuthentication parameter to no.  Again, commenting changes to configuration files is a good thing.
[image: ][image: ]
Be sure to save your changes to the sshd_config file, and then restart the sshd daemon.[image: ]
We can test this change by temporarily changing the name of the authorized_keys file in our user’s .ssh directory on the CentOS VM.  Since the sshd daemon will not find an authorized key, it should deny authentication and not allow us to authenticate with a password.
It worked! [image: ]
Let’s change the authorized_keys.temp file back to its correct name so SSH works again. [image: ] [image: ]
Multiple Keys
You may have access to several servers, each with its own key.  In that case, you can specify which key the SSH client should use with the -i (identity) switch. [image: ] 
Windows SSH Clients
The most popular SSH Client for Windows is Putty, available at https://www.chiark.greenend.org.uk/~sgtatham/putty/latest.html.  Another alternative is to find Windows ports of OpenSSH.  In Windows 10 (build 16215 and later), Microsoft has added “Bash on Ubuntu on Windows”, https://docs.microsoft.com/en-us/windows/wsl/about.  Recently Microsoft added OpenSSH as a feature on Windows 10 (build 1709 and later). https://www.bleepingcomputer.com/news/microsoft/heres-how-to-enable-the-built-in-windows-10-openssh-client/.
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root@kali:~# ssh john@192.168.2.136
The authenticity of host '192.168.2.136 (192.168.2.136)' can't be established.
ECDSA key fingerprint is SHA256:4ab2FT1fzQ819FHSTEM99vDDIcxKYqO/C4HXpEU140A.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.2.136' (ECDSA) to the list of known hosts.
john@192.168.2.136's password:

Last login: Wed Dec 13 ©9:32:12 2017

[john@john ~1$ [l
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[john@john ~1$ 1s /etc/ssh

moduli ssh_host_ecdsa_key ssh_host ed25519 key.pub
ssh_config  ssh_host ecdsa key.pub ssh host rsa key
sshd_config ssh host ed25519 key  ssh host rsa key.pub

[john@john ~1$ cat /efc/ssh/ssh host ecdsa_key.pub
ecdsa-sha2-nistp256 AAAAE2V]ZHNALXNOYTItbmlzdHAYNTYAAAATbmL zdHAYNTYAAABBBNCA8 1njmHteB71P6t03ZFWZOW

1jdYPutYNQgnIVvFzKBy6im+cn59ZwD8sn rFMAGPBKHHESFsauPz1pIbsvohAYA=
[johngjohn ~1$
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root@kali:

Last login:
[john@john
john

[john@john
Linux john.
017 x86_64
[johngjohn

[johnejohn

Mac

Vvirtual:
Operating
CPE

Archi-
' [john@john

john@192.168.2.136's passwor

# ssh john@192.168.2.136

Wed Dec 13 10:24:49 2017 from 192.168.2.129
~1$ whoami

~1$ uname -a

svgs.local 3.10.0-693.5.2.e17.x86_64 #1 SMP Fri Oct 20 20:32:50 UTC 2|
X86_64 x86_64 GNU/Linux

~1$ Usb_release

bash: lsb_release: command not found...

~1$ hostnamectl

static hostname: john.svgs.local
Icon name

computer-vm

Chassis: vm

hine ID: 4c59e0eSce914b60878fadfbfbbsca7e
Boot ID: 9ad3db3165394chobd2559caad0e54d3
ization: vmware

System: Cent0S Linux 7 (Core)

0S Name: cpe:/o:centos:centos:7

Kernel: Linux 3.10.0-693.5.2.el7.x86_64
tecture: x86-64

~-15 1
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ohn.svgs. local

john@john ~]$ hostname
Ljnhn@jnhn ~1$
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[john@john ~1$ exit

Togout
Connection to 192.168.2.136 closed

lroot@kali:~# JI
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[john@john ~]$ .

udo nano /etc/ssh/sshd _config
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PubkeyAuthentication yes
4]y removed comment to enable public keys 12/13/17

# The default is to check both .ssh/authorized keys and .ssh/authorized keys2
# but this is overridden so installations will only check .ssh/authorized keys
IAuthorizedKeysFile .ssh/authorized keys
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#LoginGraceTime 2m
[#PermitRootLogin yes

PermitRootLogin no

# jy changed root login to no 12/13/17
#Strictiodes yes

#laxAuthTries 6

#laxSessions 10
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[john@john ~]$ sudo systemctl restart sshd

[sudo] password for john:
[john@john ~1$ sudo Systemctl status sshd
o sshd.service - OpenSSH server daemon

Loaded:

Active:

Docs:

Main PID:

Dec
Dec
Dec
Dec

CGroup:

13 17:
13 17:
13 17:
13 17:

loaded (/usr/lib/systemd/system/sshd.service; enabled; vendor preset:

active (running) since Wed 2017-12-13 17:54:52 EST; 6s ago

man:sshd (8)
man:sshd_config(5)

7601 (sshd)
/system.slice/sshd.service
L7601 /usr/sbin/sshd -D

54:52 john.svgs.local systemd[1]:
54:52 john.svgs.local sshd[7601]:
54:52 john.svgs.local sshd[7601]:
54:52 john.svgs.local systemd[1]:

Starting OpenSSH server daemon. ..

Server listening on 0.6.0.0 port 22.

Server listening on :: port 22.
Started OpenSSH server daemon.

enabled)
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root@kali:~# ssh-copy-id john@192.168.2.136
/usr/bin/ssh-copy-id: INFO: attempting to log in with the new key(s), to filter
out any that are already installed

/usr/bin/ssh-copy-id: INFO: 1 key(s) remain to be installed -- if you are prompt
ed now it is to install the new keys

john@192.168.2.136's password

Number of key(s) added: 1

Now try logging into the machine, with:  “"ssh 'john@192.168.2.136'"
and check to make sure that only the key(s) you wanted were added
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john@john ~]$ 1s .ssh

authorized keys known hosts

[john@john ~1$ cat .ssh/authorized keys
ssh-rsa_AAAAB3NZaClyc2EAAAADAQABAAABAQCaCSpWBBDp2qEavOkU/xJlvJuuISldduLcsiETnzXzo51ShzwXod9Mhydd3t
caoE+Qn3gyIkHWenMF s kusK+n137x88YwSaR66VMYsLodcwBDXogh/ VP1L tvdhNWyI2Lm7 fvAa7f1t/Foido9F rESBh3CAgUL
VBK2Fj 20LRj nw/t j OAQEWcy +E96TaN2dxgs ThikEpL6 rmaiohvalifsR/1+zUhAZr1qR114edFS 1Buq7c9lvxmVeGICQ/ kaKzl
AHXYTSBSWGXEIRX rW1ZSZA7CwyQ111rsx7NnDCAf ruvS6gHNbXFrOESkzQG3ALN4XaYU2YuwyY27sR1yFoeAhT rootekali
[john@john
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root@kali:~# ssh john@192.168.2.136
Last login: Wed Dec 13 18:44:20 2017 from 192.168.2.129
[john@john ~15 I
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An application wants access to the private key
‘root@ekal, but it is locked

Password: |eesse

@ Automatically unlock this key
whenever I'm logged in

Cancel
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hn ~1$ sudo nano /etc/ssh/sshd_config I
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# To disable tunneled clear text passwords, change to no here!
#PasswordAuthentication yes

#PermitEmptyPasswords no

PasswordAuthentication

#jy changed PasswordAuthentication from yes to no 12/13/17)
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restart sshd

|[]ohn@]ohn -1$ I
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root@kali:~# ssh john@192.168.2.136
john@192.168.2.136: Permission denied (publickey,gssapi-keyex,gssapi-with-mic).
root@kali:~# |
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[john@john .ssh]$ 1s -1
total 8

. 1 john john 391 Dec 13 19:01 authorized keys.temp

1 john john 175 Dec 13 11:39 known hosts
[john@john .ssh]$ mv authorized keys.temp authorized keys
[john@john .ssh]$ sudo systemctl restart sshd
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root@kali:~# ssh john@192.168.2.136
Last login: Thu Dec 14 09:06:05 2017
[john@john ~]$
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root@kali:~# ssh john@192.168.2.136 -i ~/.ssh/otherkey
Last login: Thu Dec 14 09:35:01 2017 from 192.168.2.129
[john@john ~1$ exit

logout

Connection to 192.168.2.136 closed.
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[john@john ~15
1: lo: <LOOPBACK,UP,LOWER UP> mtu 65536 qdisc noqueue state UNKNOWN qlen 1
Link/loopback 60:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.6.6.1/8 scope host lo
valid_Uft forever preferred 1ft forever
inet6 ::1/128 scope host
valid Uft forever preferred 1t forever
: ens33: <BROADCAST, MULTICAST, UP, LOWER UP> mtu 1500 qdisc pfifo_fast state UP qlen 1000
Link/ :b1:8f:al brd ff:ff:Ffffff:ff
inet brd 192.168.2.255 scope global dynamic ens33
valid Uft 1731sec preferred 1ft 1731sec
inet6 feBO::2dba:f6a6: f6b:d754/64 scope Link
valid Uft forever preferred 1ft forever
3: virbro: <NO-CARRIER,BROADCAST,MULTICAST,UP> mtu 1500 qdisc noqueue state DOWN qlen 1000
link/ether 52:54:00:59:3b:ca brd ff:ff:ff:ff:ff:ff
inet 192.168.122.1/24 brd 192.168.122.255 scope global virbro
valid Uft forever preferred lft forever
: virbre-nic: <BROADCAST,MULTICAST> mtu 1560 qdisc pfifo fast master virbre state DOWN qlen 1000
link/ether 52:54:00:59:3b:ca brd ff:ff:ff:ff:ff:ff
[john@john ~1$
PING 192.168.2.129 .168.2.129) 56(84) bytes of data.
64 bytes from 192.168.2.129: icmp seq=1 ttl=64 time=8.329 ms
64 bytes from 192.168.2.129: icmp seq=2 ttl=64 time=1.08 ms

-~ 192.168.2.129 ping statistics ---
2 packets transmitted, 2 received, 0% packet loss, time 1090ms
rtt min/avg/max/mdev = 0.329/6.668/1.008/0.348 ms

[john@john ~1$

Active Internet connections (servers and established)

Proto Recv-Q Send-Q Local Address Foreign Address State
tep 0 00.0.0.0:111 0.0.0. LISTEN
tcp 0 0 192.168.122.1:53 0.0.0. LISTEN
P 0 0.0.0.

p 0 0.0.0. LT

tcp 0 0.0.0. LISTEN
tcp6 0 LISTEN
tcn6 0 LISTEN
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[john@john ~]$ systemctl status sshd

o sshd.service - OpenSSH server daemon

Toaded (/usr/lib/systemd/system/sshd.service; enabled; vendor preset: enabled)
active (running) since Wed 2017-12-13 €9:31:33 EST; 1lmin ago

shd (8

:sshd_config(5)

: 1119 (sshd)

/system.slice/sshd.service

L1119 /usr/sbin/sshd -D





