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1. Context 
 

Artificial intelligence (AI) comprises an expanding family of software systems that are able to 

undertake tasks that would traditionally require human intelligence. Examples of these are game 

playing AI such as AlphaGo, recommender systems, medical diagnosis systems, scheduling software, 

automatic translation systems, the software for self-driving cars, generative AI, and chatbots. 

 

From the beginning of 2023, we have seen a radical development of chatbot technology using large 

language models (LLM) based on sophisticated deep neural network technology and, in particular, 

generative pre-trained transformers (GPT). In particular, the release of OpenAI’s ChatGPT in 

November 2022 has created great interest. ChatGPT and its next generation GPT4 are able to 

perform a wide variety of tasks that go beyond those their designers originally intended such as 

writing poetry in different styles on any given subject, solving mathematical problems, conducting 

research and writing essays, programming from English language descriptions, and much more.  

 

The capabilities of ChatGPT and the potential it hints at for future generations of AI software have 

created much excitement and also anxiety within the AI community, the media, governments and 

the wider public.  

 

The risks of AI as a disruptive technology are now a matter of public debate and concern.  

 

 

 

 

 

 



 

The potential risks are various and can be summarized as:- 

 

 

• Risk of poor performance, possibly introducing bias and unfairness, or degradation of 

performance over time. 

• Data risk associated with poor quality or dark data used to build or test the AI system, or 

improper use of data, or poor data security. 

• Misaligned AI objectives: the AI system may not complete the task as intended, or may perform 

its task in a way which is unanticipated and inappropriate. 

• Fragility: the AI system may not be robust and may behave in strange ways in certain scenarios. 

• Misuse: with poor controls, AI systems could be misused by the organisations that built them, 

or used by external users for fraudulent activity such as identity theft, or other criminal 

activities. 

• Human/AI interaction may introduce harm to humans, in analogy to the way that social media 

can adversely affect human behaviour. This may manifest as misinformation with detrimental 

psychological effects and adverse outcomes. 

• Concerns about AI in Society: such as the effect of AI on human employment in certain sectors 

and more generally, disruption to the economy, or risk of singularity. 

 

In many organisations there is now a tension between those who see an urgent need to press ahead 

with AI development in order to achieve competitive advantage, provide better customer 

experience, or contribute to the social benefit by creating more efficient systems, and those who 

perceive the risks of deploying AI and the possibility of harm to humans and bias against protected 

groups.  

 

2. Position 

 
AI has huge potential to benefit us all, making our life more efficient and improving quality of 

services from medical care to financial services. For this reason, we support the development of AI 

systems, but only when this is done in a way that takes comprehensive account of potential risks.  

 

We believe AI systems need to adhere to the three tenets of being fit for purpose, ethical and 

technically sound to be trusted. Validate AI CIC is an organisation that has been conscious of the 

significant risks of AI since 2018 and has been championing discussion around responsible and 

trusted AI, promoting a practitioner centric code of practice. This can only be achieved by inclusion 

of a diverse group of users and experts from the community convening to achieve consensus and to 

ensure the tenets of trusted AI are met. 

 

 

 

 

 



 

More explicitly, our position on the further development of AI:- 

 

1. Responsibility and accountability. Organizations that develop and deploy AI must be fully 

responsible and accountable for the consequences of those systems. We recommend the 

creation of a role such as AI Officer who will take day-to-day responsibility for monitoring AI 

developments and risks within the organization. This is in analogy to the Data Protection Officer 

role required as part of European Union General Data Protection Regulation (GDPR). 

Responsibility for deployment of trusted AI should still be at all levels of the organization, in 

particular, senior management, but having an AI Officer will allow an organization to be more 

able to manage AI risks. We encourage governance and support regulation, especially for high 

stakes applications of AI such as in medical and social contexts. 

 

2. Code of Practice. It is necessary to ensure that AI systems work in a way that is of benefit to 

their human users and perform the tasks that they were designed to perform, without negative 

side-effects. To this end there is a requirement for the creation of practitioner centric codes of 

practice that AI developers need to follow to ensure that AI systems can be trusted. Validate AI 

will be involved in this process and will be in discussion with other agencies and bodies that are 

also working towards this goal. 

 

3. Convening. It is important to draw together the various parties who are interested in the 

development of AI, such as those businesses and practitioners who wish to innovate and take 

advantage of the rapid development of AI technology, those who are more cautious about the 

risks of AI, and those communities that perceive a risk to them with AI development such as loss 

of employment. We promote dialogue amongst these different groups. Validate AI is an 

apolitical and impartial trusted third party. 

 

4. Independent audit. AI systems may be deployed without independent checks and this is a major 

source of risk. We maintain that high impact AI systems should only be deployed following 

independent and rigorous assessment and auditing, as is the case with many other activities 

such as medical services, airlines, agriculture and food safety. To this end, a new profession for 

AI assurance is required and supported by Validate AI.  

 

5. Monitoring. AI systems are prone to unexpected behaviour, therefore it is important that even 

once deployed, AI systems are carefully monitored and resources are set aside to do this. 

Contingency plans need to be in place to deal with scenarios when AI could fail in the future, to 

reduce the negative impact of AI failures. This requires an understanding of the lifecycle of an AI 

system and its reliance on historic data. In particular, this is true also of reliance on generative AI 

systems that may become out-of-date quickly since they are trained on old data. 

 

6. Education. The more we can educate businesses, IT and AI developers, the government and the 

general public about AI, how it works, what the risks are, and what to expect, the more able we 

will all be to anticipate and mitigate the risks of AI, and the more able businesses and the 

general public will be in assessing and using AI systems. Education should be practitioner-centric, 

providing AI developers with tools and knowledge they can use directly in their development 

roles. For more general education about AI, this should be tailored to different roles in business, 

public service, government or the general public. Validate AI will continue to be involved in this 

education process, arranging conferences, workshops and training programmes, and 

commissioning specialized white papers. 
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