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Backup Assure Azure Technical Document 

Introduction 
Backup Assure is designed to offer secure and automated backup solutions specifically tailored for Cisco 

appliance environments, such as Catalyst Center, Identity Services Engine (ISE), Firepower Management 

Center (FMC), and Cisco Unified Communications Manager (CUCM). This guide provides step-by-step 

instructions for deploying Backup Assure on Hyper-V, from configuring virtual disks to setting static 

network settings and mounting cloud-init ISO files. Following this guide will ensure a smooth setup 

experience for both new and experienced users. 

 

 

VM Configuration Details: 
• Recommended VM Sizes :  

o B2s Standard: 2vCPU, 4GB RAM, 1280 IOPS, Premium disk support 

(for very low workloads, small backups with no assurance or operation data) 

o B2ms Standard: 2vCPU, 8 GB RAM, 1920 IOPS, Premium disk support 

(for very low workloads, small backups and no assurance data, ISE operation ok for two 

node clusters) 

o D2ds_v4/5 Standard: 2vCPU, 8GB RAM, 3200/3750 IOPS, Premium disk support 

(for standard deployments, good fit for standard and large Catalyst Center) 

o D4ds_v4/5 Standard: 4vCPU, 16GB RAM, 6400 IOPS, Premium disk support 

(for larger deployments that need to backup all supported products to include XL 

appliances) 

o F2s_v2 Standard: 2vCPU, 4GB RAM, 3200 IOPS, Premium disk support 

(for very low workloads while supporting faster backups and restores) 

o F4s_v2 Standard: 4vCPU, 8GB RAM, 6400 IOPS, Premium disk support 

(Recommended for all workloads and supports faster backups and recoveries) 

• Cloud-init: See APPENDIX B: Cloud-init file 

Deployment Steps: 
1. Marketplace search terms: 

o Backup 

o Backup Assure 

2. Category: 

o Storage 

o Compute 



Basics 
1. Select the subscription:  

o Select resource group 

2. Supported Regions: 

o Australia 

o New Zealand 

o United States 

o UK 

3. Availability Options: 

o Supported, Optional 

4. Security Type: 

o Standard 

5. Image: 

o Backup Assure v1.4.3 – Cisco Appliance Backup Solution BYOL – x64 Gen2 

6. VM architecture: 

o X64 

7. Size: 

o Recommended VM Sizes 

8. Administration account: 

o The selected administration account has access restricted on server build.  The default 

username and password is used to gain access to the server.  Any usernames build 

during the azure provisioning phase are not supported for use. 

  



Disks 
Along with the OS disk an additional one or two disk is required for the server to function.  If the server 

is used to backup Cisco Catalyst Center, we recommend deploying two disks with one for NFS and the 

other for the RSYNC and SCP backups.  When Catalyst Center assurance backups are not required, a 

single disk can be provisioned.  The NFS share is still present although will not have its own disk, and NFS 

will not be supported in single disk mode. 

1. OS disk 

o OS Disk Size: Image default 

o OS Disk Type: Premium SSD 

o Delete with VM: Optional 

o Key Management: Platform-managed key 

2. Set Additional Disk Sizes: 

o During deployment, the admin must set the sizes for two additional disks using the disk 

sizing guide in APPENDIX A: Disk Sizing Guidelines. 

o The first disk is designated for NFS Assurance backups. 

▪ Source type: None (empty disk) 

▪ Size: 

▪ APPENDIX A: Disk Sizing Guidelines 

▪ Recommended performance tier: default for disk size 

▪ Enable share disk: No 

▪ Delete disk with VM: Optional 

o The second disk is designated for SFTP/SCP/SSH backups. 

▪ Source Type: None (empty disk) 

▪ Size: 

▪ APPENDIX A: Disk Sizing Guidelines 

▪ Recommended performance tier: P30+, P40 recommended 

▪ Enable share disk: No 

▪ Delete disk with VM: Optional 



 

  



Networking Configuration 
When Backup Assure is assigned to a routed VNet and can be accessed without a public IP address, we 

suggest leaving the Public IP to None. 

1. Network Interface 

o Virtual network: Required (VNET that Cisco appliances can access) 

o Subnet: Required (Subnet that Cisco appliances can access) 

o Public IP: Optional (Not recommended) 

2. NIC network security group: 

o Advanced 

3. Configure network security group: (new) ports available in the post configuration section 

 

  



Management 
There is no management configuration requirements for Backup Assure. 

Monitoring 
There is no Monitoring requirements for Backup Assure.  We do recommend enabling some of the 

monitoring features for your VM. 

Advanced 
Backup Assure requires the custom data to be populated to successfully build the virtual machine. 

1. Custom data and cloud init 

o APPENDIX B: Cloud-init file 

 

  



Review and create 
Review and create will provide you with the hourly rate of your Backup Assure server.  In the BYOD 

release, you must also purchase a Backup Assure license for your product.  Purchases can be made direct 

or through a Backup Assure authorised reseller. 

 

  



Post-Deployment Instructions: 
1. Wait at least 5 minutes after deployment for initialization. 

2. Access the Web UI: https://{ip address} 

o Login with: 

▪ Username: backupadmin 

▪ Password: Password! 

Mandatory First Steps 
o Accept the End User License Agreement (EULA). 

o Navigate to the Time Settings tab: 

▪ Verify and configure the correct time zone and NTP settings. 

o Navigate to the User Tab: 

▪ Change the password for the backupadmin user. 

Intended Use 
• Backup Types Supported: 

o NFS backups of  

▪ Cisco Catalyst Center Assurance 

o SCP/SFTP/RSYNC backups of: 

▪ Catalyst Center 

▪ ISE 

▪ FMC 

▪ CUCM 

• Administrative Features: 

o Set NFS purge policy and time 

o Time settings 

o User password change 

o Define retention policies. 

o Set up email alerts. 

  



Support and Maintenance 
• Support Contact: 

o Email: support@backupassure.io 

o Schedule: https://backupassure.io/schedule  

• Licensing: 

o Includes a 7-day trial upon initial installation. 

o A valid license is required for continued use and support beyond the trial period. 

o License inquiries: sales@backupassure.io 

• Updates: 

o Updates are provided as packages and can be uploaded via the Web UI. 

o Packages are available at https://backupassure.io. 

Other Customizations 
• Modifications: 

o Customers are prohibited from modifying the appliance outside of the approved Backup 

Assure update packages. 

o Unauthorized modifications or exploits are violations of the Terms and Conditions. 

o Open a support case for any questions regarding customisations or modifications. 

o Check the FAQ 
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APPENDIX A: Disk Sizing Guidelines 

 

  



APPENDIX B: Cloud-init file 
Attach this file to the Marketplace VM during the deploy phase. 

In the Create a virtual machine, select the advanced tab and find the custom-data or cloud-init section. 

 

 

#cloud-config 

hostname: your-hostname 

manage_etc_hosts: true 

 

bootcmd: 

  - | 

    # Detect the primary network interface 

    primary_interface=$(ip -o link show | awk '$2 !~ "lo:" {print substr($2, 1, length($2)-1); 

exit}') 

 

    # Write the network configuration for the primary interface 

    cat <<EOF > /etc/sysconfig/network-scripts/ifcfg-$primary_interface 

    DEVICE=$primary_interface 

    BOOTPROTO=dhcp 

    ONBOOT=yes 

    EOF 

 

    # Restart the network service to apply the configuration 

    if systemctl is-active --quiet NetworkManager; then 

      nmcli connection reload 

      nmcli device disconnect $primary_interface 

      nmcli device connect $primary_interface 

    else 

      systemctl restart network 

    fi 

 

runcmd: 

  - | 

    #!/bin/bash 

    # Display a professional message on the console 

    echo "Backup Assure is currently building. Please refrain from logging in until you see 

'Backup Assure is ready' message." | tee /dev/console 

    sleep 5 

 

    # Find unpartitioned disks 

    unpartitioned_disks=($(lsblk -dnpo NAME,TYPE | awk '$2 == "disk" {print $1}' | while read 

disk; do 

        if ! lsblk -no PARTTYPE "$disk" | grep -q .; then echo "$disk"; fi 

    done)) 

 

    num_disks=${#unpartitioned_disks[@]} 

 

    if [ "$num_disks" -eq 1 ]; then 

      echo "One additional unpartitioned disk found. Partitioning and mounting it to /backups" 

      parted "${unpartitioned_disks[0]}" --script mklabel gpt 

      sleep 2 

      parted "${unpartitioned_disks[0]}" --script mkpart primary ext4 0% 100% 

      sleep 2 

      mkfs.ext4 "${unpartitioned_disks[0]}1" 

      sleep 2 

      UUID=$(blkid -s UUID -o value "${unpartitioned_disks[0]}1") 

      mkdir -p /backups 

      mount -U "$UUID" /backups/ 

      echo "UUID=$UUID /backups/ ext4 defaults 0 0" >> /etc/fstab 

      mkdir -p /backups/rsync 

      mkdir -p /backups/nfs 

 

    elif [ "$num_disks" -eq 2 ]; then 

      echo "Two additional unpartitioned disks found. Partitioning and mounting them" 



 

      # Partition and format each disk 

      for disk in "${unpartitioned_disks[@]}"; do 

        parted "$disk" --script mklabel gpt 

        sleep 2 

        parted "$disk" --script mkpart primary ext4 0% 100% 

        sleep 2 

        mkfs.ext4 "${disk}1" 

        sleep 2 

      done 

 

      # Mount the first disk to /backups/nfs 

      UUID_nfs=$(blkid -s UUID -o value "${unpartitioned_disks[0]}1") 

      mkdir -p /backups/nfs 

      mount -U "$UUID_nfs" /backups/nfs 

      echo "UUID=$UUID_nfs /backups/nfs ext4 defaults 0 0" >> /etc/fstab 

 

      # Mount the second disk to /backups/rsync 

      UUID_rsync=$(blkid -s UUID -o value "${unpartitioned_disks[1]}1") 

      mkdir -p /backups/rsync 

      mount -U "$UUID_rsync" /backups/rsync 

      echo "UUID=$UUID_rsync /backups/rsync ext4 defaults 0 0" >> /etc/fstab 

 

    else 

      echo "No unpartitioned disks found or unexpected number of disks ($num_disks). No action 

taken." 

    fi 

 

    # Clear the console after the script completes 

    clear 

    sleep 5 
 


