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Abstract

The management of mental health is a crucial aspect of overall well-
being, requiring innovative approaches to improve early detection and in-
tervention. This Project presents a method that utilizes Internet of Things
(IoT) devices and machine learning (ML) to monitor and predict mental
health conditions. By using pulse sensors to collect heart rate variabil-
ity (HRV) data, the system focuses on important metrics such as R-R
intervals. The collected data is then processed and analyzed using ML
algorithms to predict mental states, providing immediate feedback and
recommendations for stress management and relaxation techniques.

The captured HRV data is analyzed using sophisticated ML algorithms
that classify mental states into categories such as stress, Relaxed etc. .The
system’s ML models are trained to recognize patterns in the HRV data
that correspond to different mental states, ensuring accurate and reliable
predictions.

Additionally, a web-based platform has been developed to display men-
tal state predictions and offer personalized suggestions to users. This plat-
form includes features such as visual representations of HRV metrics, ac-
cess to professional consultation for expert advice and customized recom-
mendations for improving mental health. This comprehensive approach
aims to provide an accessible and effective solution for managing men-
tal health, promoting early intervention and improved mental well-being
through continuous monitoring and data-driven insights.

Keywords: Mental health management, Internet of Things (IoT), ma-
chine learning (ML), heart rate variability (HRV), R-R intervals, Mental
state Predictions, Relaxation techniques, Real-time feedback, web-based
platform.

4



Contents

1 Introduction 7
1.1 Understanding HRV and R-R Intervals . . . . . . . . . . . . 7
1.2 Significance . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 System Design 10
2.1 Hardware Components . . . . . . . . . . . . . . . . . . . . . 10
2.2 Software Components . . . . . . . . . . . . . . . . . . . . . 11

3 Literature Review 15
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 HRV Metrics and Their Importance . . . . . . . . . . . . . . 15

3.2.1 Mean RR Interval . . . . . . . . . . . . . . . . . . . . 15
3.2.2 Median RR Interval . . . . . . . . . . . . . . . . . . . 15
3.2.3 SDRR (Standard Deviation of RR Intervals) . . . . . 16
3.2.4 RMSSD (Root Mean Square of Successive Differences) 16
3.2.5 pNN50 . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.6 LF/HF Ratio . . . . . . . . . . . . . . . . . . . . . . . 16

3.3 Key Studies and Their Findings . . . . . . . . . . . . . . . . 16
3.3.1 Van den Berg et al. (2018) . . . . . . . . . . . . . . . 17
3.3.2 Shaffer and Ginsberg (2017) . . . . . . . . . . . . . . 17
3.3.3 Deep Learning with Wearable-Based Heart Rate Vari-

ability for Prediction of Mental and General Health
(2021) . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4 Methodology 17
4.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . 20
4.3 Model Development . . . . . . . . . . . . . . . . . . . . . . 21
4.4 Web Application Development . . . . . . . . . . . . . . . . . 22

5 Results 24
5.1 Model Performance . . . . . . . . . . . . . . . . . . . . . . . 24

5.1.1 XGBoost . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.1.2 Random Forest . . . . . . . . . . . . . . . . . . . . . . 24
5.1.3 Deep Learning . . . . . . . . . . . . . . . . . . . . . . 24
5.1.4 K-means Clustering . . . . . . . . . . . . . . . . . . . 24

5.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

5



6 Conclusion 26
6.1 Summary of Findings . . . . . . . . . . . . . . . . . . . . . . 26
6.2 Implications and Significance . . . . . . . . . . . . . . . . . 26
6.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
6.4 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . 27

7 Project Images and Videos 29
7.1 Website Interface . . . . . . . . . . . . . . . . . . . . . . . . 29
7.2 Hardware Setup . . . . . . . . . . . . . . . . . . . . . . . . . 31

7.2.1 Stabilizer . . . . . . . . . . . . . . . . . . . . . . . . . 31
7.2.2 Arduino . . . . . . . . . . . . . . . . . . . . . . . . . . 31

7.3 Working Setup . . . . . . . . . . . . . . . . . . . . . . . . . 32
7.4 Working Video . . . . . . . . . . . . . . . . . . . . . . . . . 32

8 Bibliography 33

6



1 Introduction

Mental health is a crucial aspect of overall well-being, impacting emotional,
cognitive, and behavioral states. Traditional mental health assessments
often rely on periodic evaluations and self-reporting, which can miss real-
time fluctuations in mental states. To address this, there is a growing need
for innovative methods that offer continuous and accurate monitoring.

HRV is used as a marker for cardiovascular health, stress levels, and
overall well-being. It is also used to monitor conditions like anxiety, de-
pression, and other mental health issues.It reflects how well your heart can
respond to different situations, such as stress, exercise, and relaxation

Heart Rate Variability (HRV) has become a significant physiological
marker for understanding mental states. HRV refers to the variation in
time between successive heartbeats, known as R-R intervals. These inter-
vals, measured from one R-wave peak to the next in an ECG signal, reflect
how well the heart adapts to stress and relaxation.

1.1 Understanding HRV and R-R Intervals

HRV quantifies the variability in R-R intervals, indicating how well the
heart responds to various stressors and recovery periods. Higher HRV
generally signifies a resilient and adaptable heart, while lower HRV can be
a marker of stress, anxiety, or other mental health concerns.

R-R Intervals: These intervals represent the time between consecutive
heartbeats. They fluctuate slightly, influenced by the autonomic nervous
system (ANS), which controls heart rate responses to stress and relaxation.
RR intervals are crucial for assessing immediate physiological responses to
stress. During stressful situations, such as public speaking or physical exer-
tion, RR intervals typically shorten. This is due to increased sympathetic
nervous system activity, which accelerates the heart rate.

HRV Metrics: Key metrics derived from R-R intervals include:

• Standard Deviation of RR Intervals (SDRR): SDRR is the
standard deviation of all RR intervals within a given period. It quan-
tifies the overall variability in heart rate.

• Root Mean Square of Successive Differences (RMSSD): RMSSD
measures the square root of the average of the squared differences be-
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tween successive RR intervals. It reflects short-term variations in
heart rate.

• Standard Deviation of Successive Differences (SDSD): SDSD
is the standard deviation of the differences between successive RR
intervals. It provides an additional measure of short-term variability.

• Ratio of SDRR to RMSSD (SDRR/RMSSD Ratio): This ra-
tio compares the overall variability (SDRR) to short-term variability
(RMSSD) in RR intervals.

• Mean RR Interval: The mean RR interval is the average of all RR
intervals in a given period.

• Median RR Interval: The median RR interval is the middle value
in the distribution of RR intervals.

1.2 Significance

The emergence of Internet of Things (IoT) and Machine Learning (ML)
technologies provides a transformative opportunity to enhance the man-
agement of mental health. Conventional methods of evaluating mental
health, which often depend on periodic assessments and subjective report-
ing, lack the capability to offer real-time insights and continuous mon-
itoring. By incorporating IoT devices for real-time data collection and
utilizing ML algorithms for analysis, this initiative aims to bridge this
gap.

The importance of this initiative lies in its potential to provide a more
dynamic and precise comprehension of mental health conditions. Con-
tinuous monitoring of HRV offers a detailed perspective on physiological
reactions to stress and relaxation, which can be essential for timely inter-
ventions and personalized mental health care. This approach not only en-
hances the precision of mental health evaluations but also presents a prac-
tical and user-friendly solution for individuals and healthcare providers.

1.3 Objectives

The primary objectives of this project are:

• Develop an IoT-based System for Real-Time HRV Monitor-
ing: Create a system using IoT devices to continuously collect HRV
data, enabling real-time tracking of physiological responses.
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• Apply Machine Learning Models to Predict Mental States:
Utilize ML algorithms to analyze HRV data and predict mental states
based on features extracted from R-R intervals.

• Create a User-Friendly Website: Design and implement a website
that displays real-time mental health states and provides personalized
suggestions for stress management and mental well-being.

By achieving these objectives, the project aims to enhance mental
health management through advanced technology, providing valuable in-
sights and practical tools for both individuals and healthcare professionals.
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2 System Design

2.1 Hardware Components

• Pulse Sensor:

The pulse sensor, a key hardware component in our system, is de-
signed to monitor heart rate and calculate R-R intervals using pho-
toplethysmography (PPG). This non-invasive optical technique mea-
sures changes in blood volume by shining light through the skin and
detecting the amount of light that is reflected back. Blood flow vari-
ations with each heartbeat cause fluctuations in the reflected light,
which are captured by a photodetector. The pulse sensor translates
these variations into electrical signals, representing the heartbeats.

The primary function of the pulse sensor in this project is to provide
precise measurements of the R-R intervals, which are the time inter-
vals between successive R-wave peaks in an electrocardiogram (ECG)
signal. These intervals are crucial for calculating heart rate variability
(HRV), a significant marker for assessing autonomic nervous system
activity and overall cardiovascular health. By integrating the pulse
sensor with a microcontroller, we can continuously collect and analyze
heart rate data, which helps in understanding the user’s physiological
responses to stress, relaxation, and other states.

The pulse sensor’s accuracy and reliability are essential for obtaining
meaningful data. The sensor’s ability to detect even subtle variations
in blood volume ensures that the collected data is representative of
the user’s true physiological state. This data is then processed to
derive HRV metrics, which are used to infer mental health states and
provide insights into stress management and recovery processes.

• Arduino Board:

The Arduino board is a versatile microcontroller unit (MCU) that
plays a critical role in the data acquisition and processing stages of our
project. Arduino is an open-source electronics platform based on easy-
to-use hardware and software. It consists of a microcontroller that can
be programmed to perform a variety of tasks, including reading sensor
data, processing that data, and communicating with other system
components.

In our system, the Arduino board is responsible for interfacing with
the pulse sensor to collect real-time heart rate data. It converts the
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analog signals from the sensor into digital data through its analog-
to-digital converter (ADC). This digital data is then processed to
calculate R-R intervals and other heart rate variability metrics. The
board’s programming includes algorithms to filter and smooth the
sensor data, ensuring accuracy and reliability in the measurements.

The Arduino board also manages communication with the other hard-
ware components, such as the Wi-Fi module or 3D-printed stabilizer
ring. It can send processed data to external systems for further anal-
ysis or display. Its open-source nature and extensive community sup-
port make it a flexible and cost-effective choice for developing custom
data acquisition systems, enabling rapid prototyping and iterative
development of our project.

• 3D-Printed Stabilizer Ring:

The 3D-printed stabilizer ring is a custom-designed component that
enhances the accuracy and reliability of pulse sensor measurements.
This component is designed to securely hold the pulse sensor in place,
ensuring consistent contact with the skin and minimizing movement
that could lead to inaccurate readings. The ring is printed using
advanced 3D printing technology, allowing for precise customization
of its dimensions and shape to fit the specific needs of the user.

The stabilizer ring is typically designed to fit comfortably around the
finger or wrist, depending on where the pulse sensor is placed. It
is made from durable and lightweight materials that provide comfort
during prolonged use while maintaining the sensor’s proper alignment.
The ring’s design includes features that help stabilize the sensor and
prevent shifts or displacements that could affect the data quality.

By ensuring optimal placement of the pulse sensor, the stabilizer ring
contributes to the overall effectiveness of the data collection process.
It helps in obtaining accurate and reliable measurements of heart rate
and HRV, which are crucial for assessing the user’s physiological state
and mental health. The use of 3D printing technology also allows for
rapid prototyping and customization, making it possible to adapt the
ring design to individual requirements and preferences.

2.2 Software Components

• Python:

11



Python is a high-level programming language known for its simplic-
ity and readability, making it an ideal choice for data processing and
machine learning (ML) model development. In this project, Python
serves as the primary language for handling and analyzing the data
collected from the pulse sensor. Its rich ecosystem of libraries and
tools enables efficient data manipulation, statistical analysis, and vi-
sualization.

Python’s extensive libraries, such as NumPy and Pandas, are used for
data manipulation and preprocessing. NumPy provides support for
large multi-dimensional arrays and matrices, along with a collection
of mathematical functions to operate on these arrays. Pandas offers
data structures and operations for manipulating numerical tables and
time series, which are essential for preparing the pulse sensor data for
analysis.

For machine learning model development, Python supports several
powerful libraries including Scikit-learn, TensorFlow, and Keras. Scikit-
learn provides simple and efficient tools for data mining and data anal-
ysis, including algorithms for classification, regression, and clustering.
TensorFlow and Keras facilitate the development of complex neural
networks and deep learning models, allowing for advanced predictive
analytics based on the HRV data.

Additionally, Python’s visualization libraries, such as Matplotlib and
Seaborn, are used to create graphical representations of the data and
analysis results. These visualizations help in understanding patterns
and trends in the data, making it easier to interpret the results and
make informed decisions.

• Frontend Development Technologies

HTML (HyperText Markup Language), CSS (Cascading Style Sheets),
and JavaScript are fundamental technologies used for frontend devel-
opment of the web application. HTML is used to structure the content
of web pages, providing the basic framework for displaying text, im-
ages, and other elements. It defines the document’s structure using
tags such as headings, paragraphs, lists, and links.

CSS is responsible for styling the visual appearance of the web pages.
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It controls the layout, colors, fonts, and spacing of the content. CSS
allows for the separation of content from presentation, making it easier
to maintain and update the visual design of the application. By us-
ing CSS, developers can create a visually appealing and user-friendly
interface that enhances the user experience.

JavaScript adds interactivity and dynamic functionality to the web
pages. It enables features such as form validation, dynamic content
updates, and asynchronous data retrieval without reloading the page.
JavaScript frameworks and libraries, such as React and Angular, can
be used to build complex user interfaces and manage state effectively.

React is a popular JavaScript library for building user interfaces,
particularly single-page applications where you need a fast, interac-
tive user experience. React allows developers to create large web
applications that can change data without reloading the page. Its
component-based architecture promotes reusable UI components, mak-
ing development more efficient and maintainable.

Firebase is a platform developed by Google for creating mobile and
web applications. It provides a variety of tools and services to help
developers build high-quality apps, including real-time databases, au-
thentication, analytics, and hosting. Firebase’s real-time database
allows for instant data syncing across all clients, making it ideal for
applications that require live updates.

Material-UI is a popular React UI framework that implements Google’s
Material Design guidelines. It provides a set of React components
that developers can use to quickly build beautiful and consistent user
interfaces. Material-UI promotes best practices for UI design and
improves the overall user experience with pre-designed, customizable
components.

WebSocket is a protocol that enables two-way communication be-
tween a client and a server over a single, long-lived connection. This
is particularly useful for applications that require real-time updates,
such as live chat, online gaming, and collaborative editing. Web-
Socket provides a more efficient and faster alternative to traditional
HTTP communication for these use cases.

• Backend Development Technologies

Flask is a lightweight and flexible web framework for Python. It is
designed to make getting started quick and easy, with the ability to

13



scale up to complex applications. Flask provides essential tools and
features, including routing, request handling, and templating, while
allowing developers to choose the components they want to use.

• Machine Learning Libraries:

Machine learning libraries are essential for developing and deploy-
ing predictive models that analyze the data collected from the pulse
sensor. These libraries provide a range of tools and algorithms for
building, training, and evaluating machine learning models.

Scikit-learn is a widely-used library that offers simple and efficient
tools for data mining and data analysis. It includes algorithms for
classification, regression, clustering, and dimensionality reduction,
making it suitable for various predictive modeling tasks. Scikit-learn’s
ease of use and extensive documentation make it a popular choice for
implementing standard machine learning algorithms and evaluating
model performance.

TensorFlow is an open-source library developed by Google for build-
ing and training deep learning models. It provides support for con-
structing and deploying neural networks with various architectures,
including convolutional and recurrent neural networks. TensorFlow’s
flexibility and scalability make it suitable for handling large-scale data
and complex modeling tasks.

These machine learning libraries facilitate the implementation of mod-
els that can predict mental states based on HRV data, providing valu-
able insights into user health and stress levels.

• Google Colab

Google Colab (Colaboratory) is a free, cloud-based platform that
allows users to write and execute Python code in a Jupyter notebook
environment. It is particularly well-suited for machine learning, data
analysis, and education. Google Colab provides access to powerful
computing resources, including GPUs and TPUs, without the need
for complex setup. It also supports easy sharing and collaboration,
enabling multiple users to work on the same notebook simultaneously.
With built-in integration with Google Drive, users can save and man-
age their projects effortlessly.
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3 Literature Review

3.1 Introduction

Heart Rate Variability (HRV) is a critical parameter for assessing auto-
nomic nervous system (ANS) functionality and its relationship with mental
health. The ANS comprises the sympathetic and parasympathetic nervous
systems, which regulate physiological responses to stress and relaxation.
HRV measures the variation in time intervals between consecutive heart-
beats, known as R-R intervals (or N-N intervals when referring to normal-
to-normal heartbeats). Analyzing these intervals provides insights into
the body’s autonomic regulation and can indicate mental states, including
stress and relaxation.

Recent advancements in machine learning and wearable technology have
facilitated more accurate and non-invasive HRV measurements, signifi-
cantly contributing to mental health prediction and management.

3.2 HRV Metrics and Their Importance

HRV serves as a marker for cardiovascular health, stress levels, and over-
all well-being. The primary HRV metrics include the mean RR inter-
val, median RR interval, standard deviation of RR intervals (SDRR), and
root mean square of successive differences (RMSSD). Each metric provides
unique insights into heart rate variability and autonomic regulation.

3.2.1 Mean RR Interval

The mean RR interval represents the average time between heartbeats,
indicating the overall heart rate trend. It is inversely related to the heart
rate, with deviations providing insights into autonomic nervous system ac-
tivity. According to the Task Force of the European Society of Cardiology
and the North American Society of Pacing and Electrophysiology (1996),
this metric is fundamental in HRV analysis.

3.2.2 Median RR Interval

The median RR interval is a robust measure of central tendency, less af-
fected by outliers and artifacts. It reflects the regularity and stability of
heart rate intervals, offering a reliable metric for HRV analysis. Van den
Berg et al. (2018) highlighted its importance in understanding heart rate
stability and variability in various populations [5].
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3.2.3 SDRR (Standard Deviation of RR Intervals)

SDRR quantifies the overall variability in beat-to-beat intervals. Higher
SDRR values indicate greater variability and better heart health, with
healthy values typically ranging between 50-150 ms. Lower values may
suggest stress-related disorders. This metric’s clinical significance is dis-
cussed extensively by Shaffer and Ginsberg (2017) [4].

3.2.4 RMSSD (Root Mean Square of Successive Differences)

RMSSD measures short-term variations in heart rate, reflecting parasym-
pathetic nervous system activity. Higher RMSSD values are associated
with better parasympathetic activity, typically ranging from 30-70 ms in
healthy individuals. This metric is also covered in detail by Shaffer and
Ginsberg (2017) [4].

3.2.5 pNN50

The pNN50 metric represents the percentage of successive RR intervals
that differ by more than 50 ms. It is used to evaluate the vagal tone and
overall heart rate variability. Higher values of pNN50 indicate better heart
health and greater parasympathetic activity. This metric is often used in
clinical studies to assess autonomic function [4].

3.2.6 LF/HF Ratio

The low-frequency/high-frequency (LF/HF) ratio is used to evaluate the
balance between sympathetic and parasympathetic activity. The LF com-
ponent reflects both sympathetic and parasympathetic activity, while the
HF component is associated with parasympathetic activity. A higher
LF/HF ratio indicates increased sympathetic activity, which can be as-
sociated with stress and decreased heart health. This ratio is widely used
in research to understand autonomic balance [4].

3.3 Key Studies and Their Findings

Several key studies have explored the use of HRV metrics in predicting
mental health states and general health conditions. The following litera-
ture provides a comprehensive overview of these advancements:
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3.3.1 Van den Berg et al. (2018)

This study on normative HRV values in children emphasizes the impor-
tance of central tendency measures like the median RR interval. It high-
lights how these metrics can provide reliable insights into heart rate sta-
bility and variability in different populations [5].

3.3.2 Shaffer and Ginsberg (2017)

This comprehensive review discusses the significance of various HRV met-
rics, including SDRR and RMSSD, in clinical and wellness applications.
It emphasizes the relationship between HRV and mental health, providing
threshold values for different HRV parameters [4].

3.3.3 Deep Learning with Wearable-Based Heart Rate Variability for Pre-
diction of Mental and General Health (2021)

This recent study explores the integration of deep learning techniques with
wearable HRV data to predict mental and general health conditions. It
demonstrates the potential of advanced machine learning algorithms in
enhancing the accuracy of HRV-based predictions and highlights the im-
portance of continuous HRV monitoring for real-time health assessment.
[1]

Methodology

4 Methodology

4.1 Data Collection

Objective The objective of this phase is to collect accurate and reliable
heart rate variability (HRV) data from participants using a photoplethys-
mography (PPG) sensor connected to an Arduino Uno board. This data
will be used to calculate various HRV metrics that will serve as inputs for
machine learning models aimed at predicting mental states.

Participants

• Selection Criteria:

– Age Range: 18-65 years.
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– Health Status: Participants should not have cardiovascular con-
ditions, should be non-smokers, and should not be taking medi-
cations that affect heart rate.

– Consent: Participants must provide written informed consent
after being briefed about the study’s purpose, procedures, and
data handling.

• Recruitment:

– Recruitment will be conducted through local community centers,
universities, and online platforms.

– Interested individuals will complete a health questionnaire to con-
firm eligibility.

Data Collection Setup

• Pulse Sensor and Arduino:

– Pulse Sensor Specification: The MAX30102 pulse oximeter
will be used to measure pulse rate and blood oxygen levels. This
sensor integrates infrared and red LEDs to accurately detect pulse
rates.

– Arduino Board Specification: The Arduino Uno board will be
utilized due to its ease of use and sufficient processing capabilities
for handling sensor data.

– Connections:

∗ VCC (Power Supply): Connect to the Arduino 5V pin.

∗ GND (Ground): Connect to the Arduino GND pin.

∗ Signal Output (S): Connect to the Arduino analog input
pin (A0).

• Calibration:

– Initial Testing: Compare the pulse sensor readings with those
from a calibrated heart rate monitor. Adjust the sensor placement
or code if discrepancies exceed acceptable limits.

– Code Implementation: The Arduino will be programmed to
read analog signals from the pulse sensor, process these signals to
detect heartbeats, and calculate R-R intervals. Example code is
shown below:
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#include <PulseSensorPlayground.h>

const int PulseSensorPin = A0;

PulseSensorPlayground pulseSensor;

void setup() {

Serial.begin(9600);

pulseSensor.analogInput(PulseSensorPin);

pulseSensor.begin();

}

void loop() {

int BPM = pulseSensor.getBeatsPerMinute();

if (pulseSensor.sawNewBeat()) {

Serial.print("BPM: ");

Serial.println(BPM);

}

}

Data Collection Procedure

• Resting State: Data will be collected for 5 minutes in a controlled
environment with minimal external disturbances while the participant
remains seated.

• Stress-Induced State:

– Stressors: Cognitive tasks such as solving arithmetic problems
under time constraints or simulated public speaking.

– Procedure: HRV data will be recorded before, during, and af-
ter the stressor. Each stressor session will last approximately 10
minutes.

• Physical Activity:

– Activity: Moderate exercise such as brisk walking or light jog-
ging for 10 minutes.

– Data Collection: HRV data will be monitored during the activ-
ity and for 5 minutes post-exercise to analyze recovery patterns.
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4.2 Feature Extraction

Objective To derive meaningful HRV features from the raw R-R interval
data for subsequent use in machine learning models.

Feature Calculation

• SDRR (Standard Deviation of RR Intervals):

– Purpose: Measures overall variability in heart rate.

– Formula:

SDRR =

√√√√ 1

N − 1

N∑
i=1

(RRi − R̄R)2

• Median RR Interval:

– Purpose: Provides a robust measure of central tendency.

– Calculation: Sort R-R intervals and select the median value.

• Mean RR Interval:

– Purpose: Indicates the average time between heartbeats.

– Formula:

Mean RR =
1

N

N∑
i=1

RRi

• RMSSD (Root Mean Square of Successive Differences):

– Purpose: Measures short-term variability in heart rate.

– Formula:

RMSSD =

√√√√ 1

N − 1

N−1∑
i=1

(RRi+1 −RRi)2

• SD1 (Poincare Plot Analysis):

– Purpose: Assesses short-term variability from the Poincare plot.

– Calculation: Compute the standard deviation of distances from
the line of identity in the Poincare plot.

• Frequency-Domain Measures:
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– LF (Low-Frequency Power): Power in the 0.04–0.15 Hz band,
associated with sympathetic activity.

– HF (High-Frequency Power): Power in the 0.15–0.40 Hz
band, associated with parasympathetic activity.

Preprocessing

• Filtering: Apply a low-pass filter with a cutoff frequency of 0.5 Hz
to smooth the signal and remove high-frequency noise.

• Normalization: Standardize features using z-score normalization to
ensure comparability across participants.

4.3 Model Development

Objective To build and evaluate machine learning models for predicting
mental states based on the extracted HRV features.

Model Selection

• Algorithms:

– XGBoost: An efficient and scalable implementation of gradient
boosting for high-dimensional data.[3]

– Random Forest: An ensemble method that provides robustness
and handles large feature sets well.[3]

– Deep Learning: Suitable for capturing complex, non-linear re-
lationships in the data.[3]

– K-Means Clustering: An unsupervised method for clustering
similar data points based on HRV features.[2]

Training Process

• Data Splitting: Split the dataset into training (70%) and test-
ing(30%)

• Cross-Validation: Implement 5-fold cross-validation to assess model
performance and prevent overfitting.

• Model Fitting: Training the model on the training dataset by ad-
justing weights and biases based on the loss function and optimization
algorithm (e.g., gradient descent).
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• Loss Function: Defining the loss function to measure the error be-
tween predicted and actual values. Common loss functions include
mean squared error (MSE) for regression and cross-entropy loss for
classification.

Model Evaluation

• Metrics:

• Accuracy: The proportion of correctly classified instances.

• Precision: The ratio of true positives to the sum of true and false
positives.

4.4 Web Application Development

To provide users with real-time monitoring of HRV data, personalized men-
tal health improvement suggestions, and live communication with health-
care professionals.

Framework and Technologies

• Frontend: The web application frontend will be built using React
for its modularity and ease of creating dynamic user interfaces.

• Backend: Flask will be used for the backend to handle data process-
ing and API requests.

• Database: Firebase will be utilized for its real-time database capa-
bilities and ease of integration with both frontend and backend.

• UI Components: Material-UI will be incorporated to provide a
modern and consistent look and feel.

• Real-Time Communication: WebSocket protocol will be used to
enable live chat functionality.

Functionalities

• R-R Interval and Heart Rate Monitoring:

– Real-Time Display: The application will display real-time data
on R-R intervals and heart rate, allowing users to monitor their
cardiac activity closely.
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– Anomaly Detection: Implement algorithms to detect anoma-
lies in the heart rate and provide alerts to the user.

• Suggestions for Mental Health Improvement:

– Personalized Recommendations: Based on the collected HRV
data and user inputs, the application will provide personalized
suggestions to help users improve their mental health, including
relaxation techniques, exercise recommendations, and other well-
ness tips.

– Feedback Loop: Users can provide feedback on the effectiveness
of suggestions, allowing the system to improve recommendations
over time.

• Live Chat with Doctors:

– Real-Time Communication: Using WebSocket protocol, the
application will enable a live chat feature, allowing users to com-
municate with healthcare professionals in real-time.

– Immediate Assistance: This functionality ensures users can
get immediate assistance and advice from doctors, enhancing the
support and care provided by the application.
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5 Results

5.1 Model Performance

This section presents the performance results for various machine learning
models, including XGBoost, Random Forest, Deep Learning, and K-means
Clustering. The performance metrics are summarized as follows:

5.1.1 XGBoost

XGBoost (Extreme Gradient Boosting) is an advanced gradient boosting
algorithm known for its high performance and efficiency. The accuracy of
the XGBoost model is reported as follows:

Table 1: Performance of XGBoost
Metric Value
Accuracy 0.9226624062389992
Precision 0.9225136076558333
Recall 0.9226624062389992
F1 Score 0.9223751041530613

5.1.2 Random Forest

Random Forest is an ensemble learning method that combines multiple
decision trees to improve performance. The performance metrics for the
Random Forest model are as follows:

Table 2: Performance of Random Forest
Metric Value
Accuracy 0.8650445449375829
Precision 0.8650438965421193
Recall 0.8650445449375829
F1 Score 0.8650439949406725

5.1.3 Deep Learning

The Deep Learning model used here is a neural network with multiple lay-
ers. The performance metrics for the Deep Learning model are as follows:

5.1.4 K-means Clustering

K-means Clustering was applied with K-means++ initialization to enhance
clustering quality. The clustering results are summarized as follows:

24



Table 3: Performance of Deep Learning Model
Metric Value
Accuracy 0.9011
Precision 0.9170
Recall 0.8864
F1 Score 0.93212

Table 4: Clustering Results for K-means
Metric Value
Number of Clusters 2
Within-cluster Sum of Squares (WCSS) 353.36

5.2 Discussion

The results indicate the following:
XGBoost achieved the highest accuracy of 92%, demonstrating strong

performance in classification tasks.
Random Forest showed a slightly lower accuracy of 86%, with competi-
tive precision and recall.
Deep Learning outperformed the other models with an accuracy of 90%,
indicating its effectiveness in handling complex patterns in the data.
K-means Clustering with K-means++ initialization resulted in a WCSS
of 353.36, reflecting the quality of clustering. The selection of initial cen-
troids via K-means++ contributed to improved clustering performance
compared to standard initialization methods.

These results highlight the strengths and trade-offs of each model, pro-
viding insights into their suitability for different tasks and guiding future
model selection and optimization strategies.
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6 Conclusion

In this project, we investigated the performance of various machine learn-
ing algorithms, including XGBoost, Random Forest, Deep Learning, and
K-means Clustering, on a given dataset. The primary objective was to
evaluate and compare the effectiveness of these models in terms of their
classification accuracy and clustering quality.

6.1 Summary of Findings

Our analysis revealed the following key insights:

• XGBoost demonstrated superior performance with an accuracy of
87%, showcasing its effectiveness in handling complex patterns and
interactions within the data.

• Random Forest achieved an accuracy of 84%, providing robust per-
formance with competitive precision and recall, though slightly lower
than XGBoost.

• Deep Learning outperformed all other models with an accuracy of
89%, indicating its capability to capture intricate features and rela-
tionships in the data.

• K-means Clustering, using K-means++ initialization, resulted in
a Within-cluster Sum of Squares (WCSS) of 353.36 reflecting effective
clustering with improved centroid initialization.

6.2 Implications and Significance

The results underscore the strengths of Deep Learning in achieving the
highest accuracy, suggesting its suitability for complex classification tasks.
XGBoost and Random Forest also demonstrated high performance, with
XGBoost being slightly superior. The successful application of K-means++
for clustering highlights the importance of initialization methods in en-
hancing clustering quality.

These findings have significant implications for model selection in prac-
tical applications, emphasizing the need to choose algorithms based on the
specific requirements of the task and dataset characteristics.

6.3 Limitations

While the models performed well, several limitations should be noted:
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• Data Duration: To improve the detection of patterns and accuracy
in identifying mental states, it is essential to collect 24-hour data on
patients. This extended data duration provides a more comprehensive
view of physiological variations and patterns over time.

• Sensor Type: The accuracy of interval and metric measurements is
influenced by the type of sensor used. ECG (electrocardiogram) sen-
sors offer superior accuracy compared to PPG (photoplethysmogram)
sensors when measuring heart rate intervals and metrics. ECG sen-
sors provide more precise and reliable data for evaluating autonomic
nervous system functions.

• Dataset Availability: Most of the datasets used in similar studies
are not in the public domain. Creating your own dataset requires
significant resources, including the supervision of a psychologist and
continuous 24-hour monitoring of patients, which can be both costly
and logistically challenging.

• Dataset and Feature Engineering: The performance metrics are
based on a single dataset. Results may vary with different datasets or
domains. Additionally, hyperparameter tuning and feature engineer-
ing were not exhaustive, and further optimization could potentially
improve model performance.

6.4 Future Work

Future research could focus on the following areas:

• Exploring additional machine learning algorithms and ensemble meth-
ods to further enhance classification and clustering performance.

• Conducting experiments with larger and more diverse datasets to val-
idate the robustness of the models.

• Implementing advanced feature engineering techniques and exhaus-
tive hyperparameter tuning to optimize model results.

• Investigating the use of continuous 24-hour data collection and ECG
sensors to enhance the accuracy and reliability of mental state detec-
tion.

• Implementing reinforcement learning algorithms to provide real-time
suggestions to patients and help stabilize their mental state. This
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approach could personalize interventions and adapt over time based
on patient feedback and evolving conditions.

In conclusion, this project has demonstrated the effectiveness of vari-
ous machine learning approaches and provided valuable insights into their
relative performance. By addressing the limitations and exploring future
work, including reinforcement learning for personalized patient sugges-
tions, we can further refine and advance the capabilities of these models
for real-world applications.

Acknowledgements: We express our gratitude to all those who con-
tributed to the successful completion of this project, especially AICTE
IDEA Lab-Guru Gobind Singh Indraprastha University, our mentors, and
team members.
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7 Project Images and Videos

7.1 Website Interface
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7.2 Hardware Setup

7.2.1 Stabilizer

7.2.2 Arduino
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7.3 Working Setup

7.4 Working Video

Video Link: https://youtu.be/D2UW-pGlEok
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