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Takeaways

•Age assurance is increasing required globally
•The industry is improving privacy preserving 
measures, and delivering interoperability 

BUT
•Spoofing age verification clear and present threat
•Defense measures current and developing 
•Privacy-preserving ways remain possible



DefAI project scope

• With a tsunami of global legislation demanding that the Internet becomes "age- aware", the 
demand for online age assurance will continue to grow exponentially. 

• Al-based age estimation, with age discerned from biometric or behavioural features, is a critical means of age 
assurance, particularly for children and other vulnerable groups without documentation or records. 

• But these methods are increasingly becoming vulnerable to Al-generated attacks, and the perception of 
vulnerability to them, which could allow users to fake their age online and seriously undermine faith in age 
assurance technologies. 

• It is well established that biometric systems are vulnerable to presentation/spoofing attacks 
(PADs) and injection attacks (IADs). 

• However in the last 12 months, increasingly sophisticated systems available on consumer devices and applications 
have begun to make it easier for anyone to conduct basic Al generated facial (deepfake) and audio spoof attacks on 
systems. 

• Indeed, there were over 80 deep fake apps found online in 2023 and they are observed to be improving in quality 
all the time. 

• Previous research has been conducted by our Swiss research partner, IDIAP, on various attack 
vectors and synthetic data, and by AVID on the standardization of testing. 

• We want to build on this research and advance it to create defences against these attacks, not only for our Swiss 
Age Verification partner, Privately SA, but also to share the general lessons learnt with the AV industry as a whole 
through their trade association, the AVPA. 



DefAI project scope

• This project will develop technology identifying Al-generated presentation and 
injection attacks across emerging methods of age assurance, including facial analysis, 
voiceprint analysis and game play. 

• It will then standardize methods to test the defences AV Providers implement against them. 

• ACCS's comprehensive testing procedures and state-of-the-art technology will protect 
the integrity clients of the industry as a whole from allowing inappropriate access to 
underage users and the legal, commercial and ethical consequences associated with 
that

• The AVPA consults with other providers in the industry to ensure a joined up response 
to this threat which could undermine credibility in all forms of online age assurance 

• This new technology will help provide children enhanced protection from exposure to 
goods, content or services that may cause them or others harm, and comes at the 
perfect time as global regulatory changes mandate effective and accurate age 
assurance systems to protect children from harm. 



Goals



Age assurance is increasing required 
globally

• EU
• Digital Services Act
• GDPR
• Audio Visual Media Services Act
• Code of Conduct for Age Appropriate Design

• UK
• Online Safety Act
• Age Appropriate Design Code

• Ireland
• Age Appropriate

• France
• SREN law

• Germany
• Youth treaty 

• India
• Data protection legislation

• Australia
• Pilot of age assurance modelled on 

euCONSENT
• Canada

• Bill S-210
• USA

• State laws



USA – state adult content laws



ISO 27566

• ISO/IEC CD1 27566-1 – Age assurance systems – Part 1: 
Framework
• ISO/IEC PWI 27566-2 – Age assurance systems – Part 2: 
Technical approaches and guidelines for 
implementation
• ISO/IEC AWI 27566-3 – Age assurance systems – Part 3: 
Benchmarks for benchmarking analysis



IEEE 2089.1

•Final proofing complete
•Ready for publication
•Sharing it with

• European Commission
• ETSI taskforce
• Canadian Standards
• Ofcom/ICO



EU – ETSI Taskforce

• Two leaders from the Project DefAI team are 
representing euCONSENT on a small 6 person 
taskforce run by ETSI and commissioned by the EU 
to determine on which technology Europe should 
standardise for age verification. It is formally called 
"Human Factors (HF); Age Verification 
Pre-Standardization Study"

The study is due to last a year, and has three 
deliverables: 

• Part 1: Stakeholder Requirements
• Part 2: Solution and Standards Landscape
• Part 3: Proposed Standardization Roadmap

• The emerging standards will need to address the 
risk of deepfake and AI attacks.
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What is Facial Age 
Estimation?



AGE ESTIMATION BOOSTS COMPLIANCE

• A lightweight replacement of 
traditional “KYC” using 
apparent age

• Broad use cases: tobacco, 
physical retail, 
age-appropriate 
advertisements, online 
games, e-cigarettes, …
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Image retrieved from: 
http://biometrics.cse.msu.edu/projects/longitudinalstudy_fa
ce.html 

Age Estimation is NOT Face Recognition

•Face recognition is 
optimized to identify 
individuals, regardless of 
the age. It is 
programmed to ignore 
age.
• It helps you “recognize” 
Person 1, Person 2, 
Person 3,... regardless of 
how old they are

http://biometrics.cse.msu.edu/projects/longitudinalstudy_face.html
http://biometrics.cse.msu.edu/projects/longitudinalstudy_face.html


Image retrieved from: 
http://biometrics.cse.msu.edu/projects/longitudinalstudy_fa
ce.html 

Age Estimation is NOT Face Recognition

Facial age estimation is 
optimized to detect age 
markers, regardless of 
whose face it is. It is 
optimized to ignore 
identity.

It helps you estimate 
whether a presented face 
is of a person between 
34-36, 36-45, 45-49, etc.

http://biometrics.cse.msu.edu/projects/longitudinalstudy_face.html
http://biometrics.cse.msu.edu/projects/longitudinalstudy_face.html


The Problem



Presentation attacks

Some consumers will always 
try to bypass age gates

● Very easy with credit cards, 
phone numbers, etc.!

Anti-spoofing,  genuineness 
check, live presence check, … 
are the counter-measures.

We conduct joint R&D with 
IDIAP on Deepfakes, injection 
attacks, and more



Source: 
https://twitter.com/nickfloats/status/176974566
9395263646 

Source: 
https://images.app.goo.gl/X1X4qTMJhjdNg
Wt89 

Injection attacks
Biometric Swaps

Tamper genuine feed with

● Faces and audio swaps
● Lip syncs

… and feed the media instead of the genuine camera!

https://twitter.com/nickfloats/status/1769745669395263646
https://twitter.com/nickfloats/status/1769745669395263646
https://images.app.goo.gl/X1X4qTMJhjdNgWt89
https://images.app.goo.gl/X1X4qTMJhjdNgWt89


Hyperrealistic, synthetic faces injected 
instead of a real camera feed

Source: 
https://cheatsheet.md/midjourney/midjourney-cons
istent-character.en 

Source 
https://twitter.com/BrianRoemmele/status/176986
3348999672260 

Deepfake/Injection attacks

https://cheatsheet.md/midjourney/midjourney-consistent-character.en
https://cheatsheet.md/midjourney/midjourney-consistent-character.en
https://twitter.com/BrianRoemmele/status/1769863348999672260
https://twitter.com/BrianRoemmele/status/1769863348999672260


Examples

•See pdf



Replayed media can obtain the desired 
age estimations! (Korshunov et al., 2024) 

Training DB Method Original iPhone Galaxy Huawei

UTKFace Adaptive 0.599 0.566 0.567 0.586

Several Regression via 
classification

0.596 0.571 0.573 0.583

Several Distribution 0.589 0.574 0.585 0.597

UTKFace Classification 0.574 0.529 0.543 0.560

Original 
upscaled

iPhone 12 Samsung 
Galaxy S9

Huawei 
Mate 30

Presentation attacks are effective!



Automatically de-aging people



Controlling pose and expressions



Morphing attacks



Speaker recognition (SpeechBrain):
Our DB



Facial recognition (MobileFaceNet):
Our DB



Score of speaker recognition
(FreeVC model)



Scores of face recognition
(256px model)



Impact of synthetic data 
on age assurance

• Age assurance is as vulnerable as recognition
• Real-time deepfakes pose threats to liveness detection
• Detection methods struggle to generalise to unseen deepfakes
• Lack of children real and deepfake data

Related Papers
• P. Korshunov and S. Marcel “Face Anthropometry Aware Audio-visual Age Verification”, ACM Multimedia 2022.
• L. Colbois, T. Pereira and S. Marcel, “On the use of automatically generated synthetic image datasets for benchmarking 

face recognition”, IJCB 2021.
• E. Sarkar, P. Korshunov, L. Colbois and S. Marcel, “Are GAN-based Morphs Threatening Face Recognition?”, ICASSP 

2022.
• P. Korshunov, H. Chen, P. N. Garner and S. Marcel, “Vulnerability of Automatic Identity Recognition to Audio-Visual 

Deepfakes”, IJCB 2023.



Questions to the audience

•Do you come across any presentation or injection 
attacks that might impact your business?
•What forms of presentation and injections attacks 
you would expect to increase in volumes?



Potential Detection 
Mechanisms



Liveness Check

Cure for the 
pre-recorded media!

● Asking for gestures
● Reading out 

sentences



AI-Based Defences
• Anomaly detections:
• Skin tones
• Image depth
• Texture inconsistencies (also glasses, etc.)

Source: https://images.app.goo.gl/mowkqCx4s4dMWQ3k7 Source 
https://twitter.com/justinsuntron/status/17660469
57175558389 

https://images.app.goo.gl/mowkqCx4s4dMWQ3k7
https://twitter.com/justinsuntron/status/1766046957175558389
https://twitter.com/justinsuntron/status/1766046957175558389


Anti-tampering control

A well-studied 
security pattern
● Signed 

transactions
● Signed input

Source: 
https://images.app.goo.gl/LKKS1uiut2KX2Ra87 

https://images.app.goo.gl/LKKS1uiut2KX2Ra87


Questions to the audience

•Do you employ any such PAD/IAD mechanisms for 
your business?
•What forms of defense mechanisms are feasible and 
desirable for age estimation purposes?



AI-Defense: Can it still preserve privacy?

Keep PII away from servers! 



AI-Defense: Can it still preserve 
privacy?

How?
● Models compression
● Edge deployments



Questions to the audience

•What are the privacy considerations most organizations 
implement around PAD/IAD mechanisms?



Project DefAI

Scan for 
threats

Priortiise 
based on cost, 
time usability 
& accessibility

Develop 
detection 
methods

Develop 
testing for 
detection

Share lessons 
privately with 

industry

Seek input from 
age assurance / T&S 

industry


