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Fractures are a universal element in sedimentary rock layers, so much
that they are virtually omnipresent in outcrops of sedimentary rocks. Think
of all the outcrops of sedimentary rocks that you have ever seen and try to
recall a layer that was completely unfractured, with the possible exception
of extremely ductile rock, such as salt or certain shales, you will not be able
to recall any unfractured rocks simply because they do not exist. Further, it
has been demonstrated over and over again that the vast majority of frac-
tures observed in outcrop are not solely the result of surface conditions. In
other words, the fractures seen in outcrop also exist in the subsurface.
Therefore, it follows that hydrocarbon reservoirs in sedimentary rock all
contain fractures and most of them are fractured enough to be treated as
fractured reservoirs.

Though the geological fractures necessary to conclude that fractures are
common in the subsurface have been known for at least the last half cen-
tury, the practice of treating reservoirs as fractured rock masses has been
extremely slow in becoming a standard industry practice. Why is this so?
Probably the greatest contributor to the widespread reluctance to face the
reality of fractured reservoirs is because fractured reservoirs are extremely
complex and therefore, much more difficult to deal with than are unfrac-
tured reservoirs. The complexity comes from the vast number of both de-
pendent and independent variables that dictate final reservoir response.
Consider for a minute just a few of the obvious, straightforward reservoir
variables, and their interactions, that must be included in a reservoir analy-
sis. Calculating reservoir storage depends on knowing both matrix and frac-
ture porosities. Fracture permeability, matrix permeability, and especially
their interaction, all contribute to the behavior of a given reservoir. Fracture
geometry, fracture spacing, fracture surface area, and fracture opening all
combine with fracture morphology and pore space distribution to create
true reservoir permeability and/or permeability anisotropy. Fluid pressure
decline with time changes the value of some variables but not the value of
others. Therefore, initial calculations do not apply throughout the life of the
reservoir and some parameters must be recalculated at several intervals dur-
ing the life of the reservoir.

xiii
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Anyone who has dealt with fractured reservoirs realizes that these vari-
ables are only a few of the numerous variables that have to be evaluated and
properly combined in order to predict reservoir performance. Is there any
doubt, then, that reservoir complexity is a major contributor to the reluc-
tance even to attempt systematic treatment of reservoirs as fractured rock
masses?

Another factor that is a deterrent to doing systematic fractured reservoir
analysis is that almost all fractured reservoirs respond in a manner unique
to that specific reservoir. That is, despite the existence of a good, working
fractured reservoir classification, each fractured reservoir responds in its
own distinctive way. As a consequence, applying general rules of thumb to
specific fractured reservoirs can be dangerously misleading.

Both the complexity and individuality of fractured reservoirs, then,
strongly argue for the need for a reference book that deals in a practical way
with proven methods of dealing with fractured reservoirs. This book serves
that function. In the first edition of this book, Ron Nelson shortened the ef-
fort it took someone new to get into reservoir analysis. He did this by going
beyond his lucid academic discussion of the important geologic and engi-
neering factors that must be considered in fractured reservoir analysis. In
addition to technical details, he also used his vast experience to discuss how
to organize, collect, and deal with fractured reservoir data while at the same
time staying within the practical limits demanded by most corporations. His
coverage in 1985 was complete for the state of the art that existed at that
time. However, the influence that the first edition had on industry is no bet-
ter demonstrated than by the fact that since 1985 the industry-wide level of
sophistication in treating fractured reservoirs has accelerated enormously.
In addition, since the publication of the first edition, Nelson has undertaken
the organization and presentation of numerous American Association of
Petroleum Geology (AAPG) fractured reservoir workshops all over the
world. 

These activities not only permitted him the opportunity to promulgate
the ideas expressed in the first edition, they also permitted him the oppor-
tunity to listen to others concerning their needs relative to dealing with frac-
tured reservoirs. Now in the updated second edition, Nelson has extended
the first edition by coupling his own research and experience with the wide
exposure he received from listening to the problems of other geoscientists
during the last 15 years of giving annual AAPG seminars. 

The second edition not only still includes the cardinal aspects of frac-
tured reservoirs that were contained in the first edition, but it also incorpo-
rates what is new in 15 years of progress in treating fractured reservoirs. In
addition to the rudiments of the first edition, Nelson has included six en-
tirely new sections, which range from “how to avoid fracture denial” to
“positive reservoir attributes” to “screening tools in defining a fractured

xiv

00CHFMppi-xx  5/9/01  1:40 PM  Page xiv



reservoir.” Also, in the second edition new advances in directional drilling
are integrated into fractured reservoir treatment.

I was fortunate enough to participate personally with Nelson in 10 or 12
of the AAPG fractured reservoir seminars, and there is no doubt that the
most frequent request for data not presented in these seminars was to in-
clude a summary of fractured reservoir case histories. Nelson has remedied
this request by including a totally new appendix in the second edition in
which he presents historic production charts for 25 fractured reservoirs on
which he has personally worked.

Another new feature included in the second edition will aid in solving a
frequent communication problem. It is not unusual for the person(s) with
the most technical background in fractured reservoirs to present a highly
shortened version of a proposed project to people with much less technical
background. To aid in this task, a companion website is also offered with
the second edition so that any table or illustration in the book can be down-
loaded and projected as part of a communication effort.

Just as the first edition was, the new edition is equally indispensable as a
shelf reference for any person working with fractured reservoirs, even those
who own a first edition.

David W. Stearns
University of Oklahoma

xv
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Much has happened in the field of fractured reservoir analysis since the
publication of the first edition of this text in 1985. Many more reservoirs
have been identified as being fracture-controlled and great strides have
been made in the integration of the work and approaches of the many dis-
ciplines needed to work successfully with these reservoirs. Indeed, from ex-
ploration through blow-down, the effective management of these reservoirs
requires the application of multi-disciplinary approaches more than virtu-
ally any other type of petroleum reservoir.

In this second edition, I have tried to retain the emphasis on rock data ap-
proaches to the study of these reservoirs while adding more material on
their production histories and characteristics. In addition, practical check-
lists have been added to help determine if you are dealing with a fractured
reservoir or not as well as procedures for how to approach the study of frac-
tured reservoirs depending on when in its history we “discover” that it is
fractured. I believe that the material included in this second edition will
allow us to move away from the historical “fracture denial” that our reser-
voir workers have suffered from for many years.

An addition has been made to this edition in the form of companion web-
site (http://www.bh.com/companions/0884153177). This site includes .pdf
files of the slides that I have used in the various AAPG fractured reservoir
courses that I have taught over the last 20 years. These include many more
illustrations than are used in the text and can be used by the purchaser as
training resource material. 

xvii
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a,b,n = various constants
A = cross-sectional area
B1 = plug permeability parallel to bedding
B2 = plug permeability 45º to bedding
B3 = plug permeability 90º to bedding
B11,B12,B33 = maximum, intermediate, and minimum principal bedding

permeability tensor components
Bij = bedding permeability tensor
Bíj = rotated bedding permeability tensor 
d = average constitutive grain diameter of the rock
D = average fracture spacing (average distance between parallel

fractures)
e = fracture width
E = Young’s elastic modulus
F1 = plug permeability parallel to fracture
F2 = plug permeability 45º to fracture
F3 = plug permeability 90º to fracture
F11,F22,F33 = maximum, intermediate, and minimum principal fracture

permeability tensor components
Fij = fracture permeability tensor
Fíj = rotated fracture permeability tensor 
g = acceleration of gravity
h = hydraulic head
k = intrinsic permeability
k = mean permeability
kf = fracture permeability
kfr = total permeability (rock plus fracture system)
kr = rock or matrix permeability
K = hydraulic conductivity
k11,k22,k33 = maximum, intermediate, and minimum principal perme-

ability tensor components
kH90 = horizontal 90º from maximum horizontal whole-core per-

meability

xix

Notation
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kHmax = maximum horizontal whole-core permeability
kv = vertical intrinsic whole-core permeability
1 = length
Mij = matrix permeability
Míj = rotated matrix permeability tensor 
N = dimensionless coefficient characteristic of the medium
NB = permeability plug with no visible bedding
NF = permeability plug with no visible fractures
P = fluid pressure
Pp = pore or formation pressure
Q = flow rate
R = a randomly taken permeability plug
S11,S22,S33 = maximum, intermediate, and minimum total principal

stresses
Sij = stylolite permeability tensor
Síj = rotated stylolite permeability tensor 
Sv = total vertical stress (sv + Pp)
Sh = total horizontal stress (Sh + Pp)
VB = bulk volume
VP = pore volume
α,β = angles between fracture planes and pressure gradient
ε = strain component
γ = Poisson’s ratio
µ = viscosity
ρ = density
σ = stress
σ1 = maximum principal effective stress component
σ2 = intermediate effective principal stress component
σ3 = minimum principal effective stress component
σh = horizontal effective stress component
σmean = mean stress
σv = vertical effective stress component
φ = porosity
φf = fracture porosity (pore volume to total volume)
φr = matrix or rock porosity (pore volume to total volume)

xx
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Evaluating Fractured
Reservoirs: Introduction

AVOID FRACTURE DENIAL

Fractured reservoirs make up a large and increasing percentage of the
world’s hydrocarbon reserves. In BP Amoco alone, current and future fields
in various types of fractured reservoirs are estimated to account for some 21
billion barrels of oil equivalent (BBOE). However, in spite of the impor-
tance of fractured reservoirs, we in the industry tend to deny the presence
of fractures in our reservoirs. This fracture denial is probably due to our de-
sire to avoid complication in our technical work and reduction of cycle
times in our exploration and production (E&P) efforts. Indeed, fractured
reservoirs are more complicated than matrix reservoirs, and they do require
more time and money to be evaluated correctly. The tendency is to ignore
the presence and effect of natural fractures for as long in the field history as
possible. The problems with this denial or avoidance include: 1) often ir-
reparable loss of recovery factor; 2) primary recovery patterns that are in-
appropriate for secondary recovery; 3) inefficient capital expenditure
during development; 4) drilling of unnecessary in-fill wells; and 5) im-
proper assessment of economic opportunities.

It is important to determine the effect of natural fractures in our reser-
voirs as early as possible so that our evaluations and planning can be done
correctly from day one. Fracture denial does nothing positive for our ex-
ploration and development activities and can only lead to poorer technical
and economic performance.

Remember: Finding fractures is not enough.

1

1
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Fractured reservoirs are very complicated and difficult to evaluate.
Effective evaluation, prediction, and planning in these reservoirs require an
early recognition of the role of the natural fracture system and a systematic
approach to the gathering and analysis of pertinent data. However, care
should always be taken to make sure that the degree of analysis and evalu-
ation is commensurate with the particular problem being addressed. It is
easy to get lost in detail and data acquisition, and lose sight of the economic
questions.

Problems

Interest in natural fracture studies in surface and subsurface formations
has increased dramatically in the past years. This has been brought about by
greater industry knowledge of the effect of fractures on subsurface fluid
flow and by a significant and ever increasing percentage of oil and gas dis-
coveries where natural fractures play a significant role in production.
Fractured reservoirs possess many inherent obstacles to proper analysis due
to difficulties in prediction, evaluation, and characterization, but possess
very positive attributes as well. Several obstacles stem from:

1. A general lack of in-depth quantitative approaches to description and
characterization of highly anisotropic reservoirs.

2. Failure of geologists and engineers to recognize fractures and/or the
regularity of their distribution.

3. Over-simplistic approaches in the description of fracture distributions
and morphologies.

4. The need for a deterministic solution to modeling fluid flow in frac-
tured porous media, while understanding that our data limitations
force us toward stochastic solutions, at best.

These obstacles are compounded by the improper use or nonuse of the
many techniques available to detect natural subsurface fractures. While
most of these techniques do work, seldom are they significant by them-
selves, and often they may even cloud the real issues of evaluation.
Remember: Finding fractures is not enough.

Detecting subsurface fractures or predicting their occurrence is indeed
only the first, most basic step in fully evaluating a fractured reservoir. The
key to economically producing these reservoirs lies in:

1. Evaluating recoverable reserves as a function of well costs.
2. Predicting optimum well locations and well performance with time

under a variety of potential completion and development scenarios.

2 Geologic Analysis of Naturally Fractured Reservoirs
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3. Obtaining sufficient rock and fracture data to make these calculations
possible.

In general, this book will emphasize techniques addressing the last two
key issues. The book will show the breadth of rock data and production data
that can be used in evaluating fractured reservoirs. These data are required
to address all of these issues at various times during the history of the field.
Therefore, this material should be considered the database necessary to
make the major economic and engineering decisions at various decision
points from exploration, to production, to harvest. While some of this data is
not fully used until later times during field history, much of the static (ver-
sus dynamic) data can only be obtained early, in working life with the field.

Definitions

The word “fracture” has been defined in various ways. Some definitions
are purely descriptive (Dennis, 1967) while others are mechanical (Ranalli
and Gale, 1976). The range in definitions generally reflects the different in-
terests of the authors. Because this book addresses the effect naturally oc-
curring fractures have on reservoir rock, the definition will be restricted
here to a reservoir context.

A reservoir fracture is a naturally occurring macroscopic planar discon-
tinuity in rock due to deformation or physical diagenesis. If related to brit-
tle failure, it was probably initially open, but may have been subsequently
altered or mineralized. If related to more ductile failure, it may exist as a
band of highly deformed country rock. As a result, natural reservoir frac-
tures may have either a positive or negative effect on fluid flow within the
rock. This broad definition allows this text to address fluid flow anisotropy
created by numerous features regardless of any mechanical differences in
their generation and propagation (extension versus shear, mode 1 versus
mode 2, fracture versus microfault, etc.). This definition also makes it pos-
sible to treat effects of various fracture morphologies on fluid flow. For ex-
ample, one can look at the effect of highly permeable open fractures on
reservoir behavior, but can also consider the strong anisotropy in rock per-
meability created by low-permeability deformed fractures.

The definition of a reservoir fracture is a broad one, and the definition of
a “fractured reservoir” even more so. Because natural fracture systems can
have a variety of effects on reservoir performance in primary, secondary,
and tertiary recovery, and because these effects must often be predicted
long before they are evidenced in production data, an operational definition
of a fractured reservoir becomes a necessity. A fractured reservoir is de-
fined as a reservoir in which naturally occurring fractures either have, or are

Evaluating Fractured Reservoirs: Introduction 3
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predicted to have, a significant effect on reservoir fluid flow either in the
form of increased reservoir permeability and/or reserves or increased per-
meability anisotropy. The qualifier, or “are predicted to have a significant
effect,” is important operationally because the data necessary to quantify a
fractured reservoir must be collected very early in the life of a reservoir. We
must often, therefore, predict the “significant effect” and treat the formation
as a fractured reservoir prior to true substantiation by production history.

THE EVALUATION SEQUENCE

The remainder of this chapter presents the critical attributes that must be
evaluated to quantify fractured reservoirs in a logical, workable sequence:
origin, properties, fracture/matrix interaction, reservoir typing and, eventu-
ally, well placement and completion.

BASIC TYPES OF EVALUATION

Exploration and production cannot be separated from evaluation in frac-
tured reservoirs. It is of paramount importance to know what we are look-
ing for and what we have found in terms of reservoir properties. There are
three basic types of evaluation to be addressed in fractured reservoir analy-
sis (Nelson, 1982). They are listed in order of increasing complexity,
amount of data, and time to completion:

1. Early exploration evaluations to determine or predict gross reservoir
quality.

2. Evaluations of economic potential (reserves, flow rates, etc.).
3. Evaluations for recovery planning and detailed reservoir modeling.

These are distinctly different types of evaluation, requiring various
amounts of both qualitative and quantitative data. They were performed in
the past at different times within the history of a field or prospect. Today,
however, work cycles in the industry are much more compressed, forcing
us to address some of the more detailed modeling aspects early in the
“prospect phase.”

4 Geologic Analysis of Naturally Fractured Reservoirs
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Early Exploration Evaluations

Economically, the most frequent and often most critical fracture evalua-
tion is that performed early in the exploration phase of a hydrocarbon play.
The purpose is to better define the properties of interest and to determine or
predict the gross reservoir quality of a discovery. These evaluations only
deal with a general knowledge of the structure and stratigraphic sequence
(petrophysical and mechanical attributes), log suites that are not designed
specifically for natural fracture evaluation, and minimal core and well-test
data. Evaluations performed at this time are qualitative at best, and are
probably more like speculations than true evaluations.

However, these evaluations often will “make or break” a play in its
drilling infancy. For example, cores from an early well cutting into the
Cambrian section in Amal Field in Libya would have shown a permeable
fracture system with no significant rock matrix contribution to reservoir
flow or storage (fractured reservoir Type 1, see Chapter 2). Because we are
always skeptical of such reservoirs, extreme caution would have been ad-
vised, including the possibility of abandoning the play. However, knowl-
edge that the fracture system present is fold-related (tectonic in origin) and
should, therefore, be developed over the entire 100,000 acres of structural
closure, and that the entire quartzite package, which is 800 ft. thick, and
should fracture as a unit, would have allowed workers to predict the enor-
mous potential of this discovery (1,044 million barrels of oil [MMBO]).

The early exploration evaluation data most often used are:

1. General geological/geophysical data on structural forms.
2. A good lithologic description of the stratigraphic section.
3. Mechanical data on the particular rocks of interest or on similar

lithologies.
4. Matrix properties from logs or as interpreted from nearby areas.
5. Drill stem test (DST) or initial potential (IP) flow rates.
6. Core analysis (standard or whole core).
7. Borehole imaging logs.
8. In situ stress data.

Evaluations of Economic Potential

After it has been proven that fractures are an integral portion of the total
reservoir quality and more quantitative data are available, evaluations of

Evaluating Fractured Reservoirs: Introduction 5
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economic potential are made. The purpose is to estimate reserves and flow
rates to more accurately determine the potential worth of the reservoir.

Estimates of fracture spacing and width become more important as well
as knowledge of fracture-matrix porosity interaction. Also important are
laboratory estimates of relative flow within fractures and matrix at simu-
lated depth.

In addition to early exploration data, other information should include:

1. Extended time pressure tests.
2. 3-D whole-core permeability analyses (oriented if possible), borehole

imaging logs.
3. Laboratory data on matrix and fracture properties under simulated

depth and depletion conditions.
4. Estimations of fracture/matrix interaction.

Evaluations for Recovery Planning and Modeling

During full development of a major field, several depletion schemes
must be evaluated to optimize recovery and/or economic factors. An im-
portant tool is reservoir modeling: using computer-assisted mathematical
models to investigate compositional behavior and relative flow rates under
changing reservoir pressure and temperature conditions. In creating such
models for fractured reservoirs, the most detailed quantitative fracture
analyses are required. These involve not only statistical analyses of fracture
properties and patterns, but also detailed knowledge of 3-D distributions of
fractures within the reservoir. This requires a foot-by-foot description and
documentation of numerous cores and or image logs. Such in-depth analy-
ses are costly and time consuming, and are deemed appropriate in only the
larger, complicated reservoirs.

The types of data most often used in recovery planning evaluations are:

1. Detailed structure maps covering several horizons above and below
the producing formation.

2. Detailed core descriptions including lithology, mineralogy, textures,
and a foot-by-foot documentation of fracture occurrence, orientation,
and morphology.

3. Interpreted borehole imagery logs in all wells, especially those that
are uncored.

4. 3-D whole-core analyses with at least one oriented core in the field.
5. Mechanical data derived from core samples of interest.

6 Geologic Analysis of Naturally Fractured Reservoirs
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6. Long-term flow tests and multiple well tests.
7. Estimation of initial in situ stress state in the reservoir.
8. Laboratory data on both matrix and fracture properties under simu-

lated depth and depletion conditions.
9. Laboratory data on fracture/matrix interaction.

GENERAL SEQUENCE OF STUDY

The order of investigation in fractured reservoirs is important in that
study can be suspended at any time if the reservoir quality appears to be
poor. If, for example, the fracture network initially detected was interpreted,
because of the origin, to be of limited aerial extent, further evaluation and
data generation may be considered unnecessary. The next three sections dis-
cuss the first three phases of this evaluation sequence. The fourth
(Classification of Reservoir Type) and fifth (Optimum Locations and Paths)
phases will be discussed in later chapters.

FRACTURE SYSTEM ORIGIN

The origin of the fracture system is postulated from data on fracture dip,
morphology, strike (if available), relative abundance, and the angular rela-
tionships between fracture sets. These data can be obtained from full-diam-
eter core (oriented or conventional), borehole imaging log output, or other
less oriented logging tools, and applied to empirical models of fracture gen-
eration. Available fracture models range from tectonic to others of prima-
rily diagenetic origin (Stearns and Friedman, 1972; and Nelson, 1979). It is
only by a proper fit of fracture data to one of these genetic models that any
effective extrapolation or interpolation of fracture distribution can be made.

The interpretation of fracture system origin involves a combined geo-
logical/rock mechanics approach to the problem. It is assumed that natural
fracture patterns depict the local state of stress at the time of fracturing, and
that subsurface rocks fracture in a manner qualitatively similar to equiva-
lent rocks in laboratory tests performed at analogous environmental condi-
tions. Natural fracture patterns are interpreted in light of laboratory-derived
fracture patterns (Handin and Hager, 1957) and in terms of postulated
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paleo-stress fields and strain distributions at the time of fracturing. In gen-
eral, any physical or mathematical model of deformation that depicts stress
or strain fields can, by various levels of extrapolation, be used as a fracture
distribution model (Hafner, 1951; Odé, 1957; and Lorenz and others, 1993).

A genetic classification scheme for natural fracture systems, which is an
expansion of that found in Stearns and Friedman (1972), permits separation
of complicated natural fracture systems into superimposed components of
different origin. Such partitioning can make delineation of structure
(Friedman, 1969; and Friedman and Stearns, 1971) and prediction of in-
creased fracture-related reservoir quality (McCaleb and Willingham, 1967;
and Stearns and Friedman, 1972) from fracture data more tractable. Stearns
and Friedman (1972) classify fractures into those observed in laboratory ex-
periments and those observed in outcrop and subsurface settings. Their
classification scheme, together with modifications suggested by this book,
forms a useful basis for fracture models (Table 1–1). The major modifica-
tion to Stearns’ and Friedman’s scheme is the addition of two categories of
naturally occurring fractures: contractional fractures and surface-related
fractures. A minor modification to the experimental fracture classification
is the addition of a category similar to extension fractures in morphology
and orientation, but having a different stress state at generation and rock
strength: tension fractures.

Table 1–1
Experimental and Natural Fracture Classification

Experimental Fracture Classification

1. Shear fractures
2. Extension fractures
3. Tensile fractures

Naturally Occurring Fracture Classification

1. Tectonic fractures (due to surface forces)
2. Regional fractures (due to surface forces or body forces) 
3. Contractional fractures (due to body forces)
4. Surface-related fractures (due to body forces)
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Generic Classification

Three fracture types are observed to form at consistent and predictable
angles to the three principal stress directions during laboratory compres-
sion, extension, and tensile tests. All brittle fracture in rock must conform
to one of these basic fracture types: shear, extension, and tension fractures.

Shear Fractures

Shear fractures have a sense of displacement parallel to the fracture
plane. They form at some acute angle to the maximum compressive princi-
pal stress direction (σ1) and at an obtuse angle to the minimum compressive
stress direction (σ3) within the rock sample. Potentially, two shear fracture
orientations can develop in every laboratory fracture experiment, one on ei-
ther side of, and oriented at the same angle to, σ1. In laboratory experi-
ments, these fractures form parallel to σ2 and at an obtuse angle to σ3
(Figure 1–1). Shear fractures form when all three principal stresses are
compressive (compressive stresses are considered positive for this work).
The acute angle between shear fractures is called the conjugate angle and is
dependent primarily on:

1. The mechanical properties of the material.
2. The absolute magnitude of the minimum principal stress (σ3).
3. The magnitude of the intermediate principal stress (σ2) relative to both

the maximum (σ1) and minimum (σ3) principal stresses (as σ2 ap-
proaches σ1 the angle between σ1 and the fracture plane decreases).

Figure 1–1. Potential fracture planes developed in laboratory compression tests. Extension
fractures (A) and shear fractures (B and C) are shown.
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Extension Fractures

Extension fractures have a sense of displacement perpendicular to and
away from the fracture plane. They form parallel to σ1 and σ2 and perpen-
dicular to σ3 (Figure 1–1). These fractures also form when all three princi-
pal stresses are compressive. In laboratory fracture experiments, extension
fractures can and often do form synchronously with shear fractures.

Tension Fractures

Tension fractures also have a sense of displacement perpendicular to and
away from the fracture plane and form parallel to σ1 and σ2. In terms of ori-
entation of σ1 and sense of displacement, these fractures resemble exten-
sion fractures. However, to form a tension fracture, at least one principal
stress (σ3) must be negative (tensile). To form an extension fracture, all
three principal stresses must be positive (compressive). The distinction be-
tween the two is important because rocks have a much lower (10 to 50 times
lower) fracture strength in tension tests than they do in extension tests. This
becomes important in mathematical prediction of subsurface fracturing.
Also, it is likely that true tensile fractures only occur in near subsurface en-
vironment, while extension fractures can occur in all low mean stress sub-
surface conditions. In general, I will call extension fractures those that are
parallel to σ1 and perpendicular to σ3 when σ3 is compressive (positive) or
when its sign is unknown; tensile fractures will be referred to only when ev-
idence suggests σ3 is negative.

Geologic Classification

The genetic natural fracture classification presented in Stearns and
Friedman (1972) and expanded here is built on two fundamental assumptions:

1. Natural fracture patterns (conjugate shear and extension or tensile
fractures) faithfully depict the local state of stress at the time of frac-
turing.

2. Subsurface rocks fracture in a manner qualitatively similar to equiva-
lent rocks in laboratory tests performed at analogous environmental
conditions.

Thus, we assume that natural fracture patterns reflect the same geometry
with respect to applied loads as do fractures generated in laboratory exper-
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iments. If these assumptions are correct, then naturally occurring fractures
can be classified on the basis of the origin of their causative forces as de-
termined from laboratory data and fracture system geometry (Table 1–1).
Therefore, this classification relies heavily on the previously presented ex-
perimental or generic fracture classification.

There are two schools of thought on the best means to observe and de-
scribe complex natural fracture systems in outcrop. One assumes that frac-
ture data must be handled statistically to be meaningful. Thus, by
combining large amounts of data from many outcrops together and search-
ing for preferred orientations, it is believed that objectivity in interpretation
can be obtained (Currie and Reik, 1977). While this combining of data is
necessary at some stage of a fracture study, I believe this approach to be in-
efficient due to the great loss of interpretive precision when data are lumped
together prior to interpretation. For example, an orientation plot containing
10,000 fracture measurements from many places on a fold will display
gross trends in the data but will not allow description of subtle changes in
orientation and inferred stress states from outcrop to outcrop.

A second approach involves the interpretation of individual outcrop data
with respect to the mode of origin prior to statistical treatment (Stearns and
Friedman, 1972). These interpreted data sets can then be added together se-
quentially to arrive at a combined description. The combined data set will
have more statistical meaning and is also more easily interpreted for stress
analysis due to prior interpretation of the statistically less significant indi-
vidual data sets.

This approach to fracture interpretation necessitates the use of a genetic
natural fracture classification such as that used in this book. Determining
the origin of loads that caused fracturing at the outcrop scale increases the
precision of structural interpretation on all scales. This can be accomplished
because fractures form in a consistent geometry with respect to the three
principal stress directions, thus delineating the paleo-stress field at the time
of fracture (compare figures 1–1 and 1–2).

The geologic classification described below has important ramifica-
tions to pervasiveness, or the degree to which the fracture system is de-
veloped over multiple scales of size. For example, tectonic fractures
related to folding are pervasive because the same fracture types and ori-
entations are seen from aerial photographs of the outcrop, to hand sam-
ples from the outcrop, to thin sections taken from the outcrop or core. On
the other hand, regional fractures are nonpervasive because they can usu-
ally be seen on only a limited number of scales, i.e., down to outcrop scale
only. A generalization of the pervasiveness of the various geological clas-
sifications is given in Table 1–2.
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Table 1–2
Scales of Natural Fracture Development

for the Geologic Classification

Orders of Magnitude in Size Spanned

Tectonic Fractures 9–10 Orders
Regional Fractures 5
Contractional Fractures 2
Surface-Related Fractures 4–5

Figure 1–2a Probable conjugate shear fractures in outcrop from Trinidad, courtesy of S. Serra
and D.B. Felio.

Figure 1–2b Conjugate fold-related fractures expressed on a bedding plane in carbonate
rocks in the Western Wyoming Thrust Belt. Field of view is about 3 ft. Photo courtesy of S.
Serra.
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Tectonic Fractures

Tectonic fractures are those whose origin can, on the basis of orientation,
distribution, and morphology, be attributed to or associated with a local tec-
tonic event. They are formed by the application of surface forces. This au-
thor has observed that the majority of tectonic fractures in outcrop tend to
be shear fractures. However, locally I have seen examples of folds in com-
pressive environments where the deformation is dominated by extension
fractures. Tectonic fractures form in networks with specific spatial relation-
ships to folds and faults.

Fault-Related Fracture Systems
Fault planes are, by definition, planes of shear motion. The majority of

fractures developed in the vicinity of faults are shear fractures parallel to the
fault, shear fractures conjugate to the fault, or extension fractures bisecting
the acute angle between these two shear directions (the zone of fault slip or
gouge is complex, and has its own internal deformation morphology).
These three orientations (Figure 1–3) correspond to the three potential frac-
ture directions during laboratory fracture experiments (Figure 1–1) and are
developed relative to the local state of stress causing the fault. The fault is
a result of the same stress field that caused the fractures. The fracture swarm
predates the through-going fault and acts as a process zone conditioning the
rock mass for the eventual fault offset. There are cases where large-scale
slip did not occur, leaving only the precursive fracture swarm. In these
cases, the orientation of the swarm itself, as well as the internal fracture ori-
entations are needed to ascribe a fault-related origin. Several authors have
noted and documented the fault-fracture relationship: Stearns (1964),
Yamaguchi (1965), Norris (1966), Stearns (1968a, 1968b, 1972), Skehan
(1968), Friedman (1969, 1975), Tchalenko and Ambraseys (1970), Stearns
and Friedman (1972), and Freund (1974).

Because of the relationship between faulting and fracturing, it is possi-
ble to determine the direction of the principal stresses or loads at the time
of formation. Also, knowing the orientation of a fault plane and the frac-
tures associated with it, the sense of movement of the fault can be deter-
mined (Figure 1–4). The relationship of fractures to faults exists on all
scales. Indeed, Friedman (1969) was able to use the orientation of micro-
scopic fractures from oriented cores in the Saticoy Field of California to
determine the orientation and dip of a nearby fault. An outcrop example of
fractures associated with a normal fault in the Sinai in Egypt is shown in
Figure 1–5.
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Figure 1–4 Relationships between stress states, the fault and fracture orientations derived
from those stress states, and the resultant dip histograms subsequently obtained from core
analyses. After Price (1966) and Friedman (1969), courtesy of Pergamon Press, Ltd., and the
American Association of Petroleum Geologists (AAPG).
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Figure 1–3 Rose diagram of shear fractures associated with normal default. After Stearns
(1968b).
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Figure 1–5 A normal fault in the Miocene clastic section of the Gulf of Suez. The fault is down to
the right (west) and occurs on the Sinai side of the Gulf. The width of the outcrop is about 100 ft.
Note the conjugate shear and extension fractures in the footwall (left side) of the fault. These pre-
dated the fault displacement and are related to the same stress state that caused the fault.

While, under ideal conditions, it is now possible to determine the orienta-
tion and sense of displacement of a nearby fault by the analysis of fractures,
it is difficult to determine the proximity of the fault (Skehan, 1968; Pohn,
1981; Shepherd and others, 1982). The intensity of fracturing associated
with faulting appears to be a function of lithology, distance from fault plane,
amount of displacement along the fault, total strain in the rock mass, depth
of burial, and possibly the type of fault (thrust, growth, etc.). Which of these
parameters will dominate fracture intensity varies from fault to fault.

There are other less frequent fracture orientations associated with fault-
ing of various scales. One group of grain-sized fractures occurs at acute an-
gles to the fault plane and is called microscopic feather fractures (Friedman
and Logan, 1970), Conrad (1974) relates these to displacement along the
fault and the normal stress across the fault plane. While these feather frac-
tures are important in determining a faulting origin and in microscopic ex-
amination of fault planes for the sense of shear motion, their importance in
macroscopic fracture production of hydrocarbons is probably minimal.

Other fractures associated with faults occur within the slip zone itself.
These reflect complex and changing stress and strain states inherent in the
slip zone or mylonite zone itself. A description of these can be found in
Higgs (1981).
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Figure 1–6 Typical fold-related fracture orientation diagrams depicting a portion of the total
fracture geometry on folds. After Price (1966) and Price (1967), courtesy of Pergamon Press
Ltd. and the National Research Council of Canada.

Figure 1–7a A generalization of dominant fold-related fracture sets according to Stearns
(1968b). 

Fold-Related Fracture Systems
The stress and strain history during the initiation and growth of a fold in

rock is very complex. Therefore, the fracture patterns that develop within
the fold are also complex. A significant amount of literature has been pub-
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lished describing the orientation of fractures on folds: Martin (1963),
Stearns (1964, 1968a, 1968b), Muecke and Charlesworth (1966), Price
(1966), Roberts (1966), Nickelson and Hough (1967, 1969), Norris (1966),
Price (1967), Charlesworth (1968), Parker (1942, 1969), Arndt and others
(1969), Burger and Thompson (1969, 1970), Friedman and Stearns (1971),
Stearns and Friedman (1972), McQuillan (1973, 1974), and Reik and Currie
(1974). The majority of these papers describe only portions of the total frac-
ture geometry (Figure 1–6). Stearns (1964, 1968a, 1968b) presents the most
useful description of the total fracture geometry of folds (Figures 1–7a and
1–7b, and Table 1–3). 

While the position and intensity of these fracture sets varies with fold
shape and origin, most sets are observed on all folds that are studied in de-
tail. These orientations are seen in a well-exposed fold flank in carbonate
rocks in the thrust belt of western Canada in Alberta in Figure 1–8. In this
figure, you can see all of the geometric elements of the total fracture sys-
tem displayed on the bedding surface, and you can see that the individual
elements are unequally developed in terms of their position and intensity.
Indeed, core taken from multiple spots on the flank of the fold shown in
Figure 1–8 would show different elements in the total pattern and different
fracture intensities. At a large scale (the entire flank) most or all of the ele-
ments of the total fracture pattern of the fold would be expressed on a strike
histogram or pole plot of all fractures. However, not all elements will be ex-
pressed at every point on the fold. In other folds, the distribution of orien-
tations tends to be more regular (Figure 1–9). The difference is that each
fold has uniqueness in its strain pattern during folding. The distribution of
various elements of the fold-related fracture geometry that are utilized on
the structure during deformation will vary. An example of this variation in
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Figure 1–7b A block diagram showing the geometry of the major conjugate fracture patterns
observed on folds in rock (Stearns, personal communication). 
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Figure 1–8 Tectonic fold-related fractures expressed on the bedding surfaces of a fold in the
Western Canadian Thrust Belt in the wilderness area near Grand Cache, Alberta. This is the
back limb of a leading-edge fold verging into the photograph. The outcrop pictured is about
300 ft. across.

Figure 1–9 Tectonic fold-related fractures expressed on the bedding surface of Black
Canyon Anticline in the Rocky Mountains Foreland near Rawlins, Wyoming. Dip of the
Permian Phosphoria limestone is toward the viewer. The field of view is about 20 ft.
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carbonate folds in Iran can be found in Gholipour (1994). Similar variations
are often seen at different scales such as on the satellite image of a fold in
Pakistan in Figure 1–10.

The outcrop examples of the fracture patterns shown so far on folds have
looked at those elements that have conjugate expression on the bedding
plane. A distribution of Type 3 fracture sets expressed in an outcrop cross
section of a fold in chalk in Denmark is given in Figure 1–11.
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Figure 1–10 Tectonic fold-related fractures expressed on the bedding surface on a fold in
northern Pakistan. Fractures are expressed on a satellite image of carbonate beds. The field
of view is about 50 mi. left to right. Photo courtesy of S. Serra.

Figure 1–11 Type 3 fold-related tectonic fractures expressed in cross section of a chalk anticline
along the western coast of Denmark. The field of view of the photo is about 10 ft. left to right.
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Table 1–3
Fracture Geometry of Folds

Type
Set σ1 σ2 σ3

I parallel to dip direction perpendicular to parallel to
parallel to bedding bedding bedding

II perpendicular to dip direction perpendicular to parallel to
parallel to bedding bedding bedding

(a) perpendicular to bedding parallel to bedding parallel to dip

III strike direction

(b) parallel to dip direction parallel to bedding perpendicular to
strike bedding

IV parallel to bedding parallel to bedding perpendicular to
strike bedding

V at an angle to bedding plane parallel to bedding at an angle to
(dihedral angle) strike bedding plane

(90º –  dihedral
angle)

I associated with bending in strike section
II associated with bending dip section
III associated with bending in cross-section: a. extensional, b. compressional
IV associated with fold-related thrusting
V associated with bedding plan slip

Fractures associated with domes have been briefly investigated by
Nakagawa (1971) and Nelson (1975). It is concluded that the distribution of
fractures on structural domes is analogous to that on folds. In essence,
domes may be treated as equidimensional anticlines that plunge in all di-
rections. As such, several of the Stearns fracture sets, which are defined
with respect to the strike and dip of the beds, become coincident on domes.

Other Tectonic Fracture Systems
Fractures associated with other tectonic features such as piercement and

impact structures can be predicted by determining the principal stress di-
rections at failure. For example, the fracture system generated during im-
pact should resemble that developed during the fracture below an indenter
or point load, as in hardness testing, or during the deformation experienced
below the tooth of a rotary drill bit. If a model can be made for the forces
involved in the formation of a simple geological structure, a prediction of
the stress directions and resultant fracture orientations can be made. This
prediction involves the use of structural mechanics and experimentally de-
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termined relationships between potential fracture directions and the applied
loads. More detailed discussion of fracture prediction will be covered later.

Regional Fractures 

Regional fractures are those that are developed over large areas of the
earth’s crust with relatively little change in orientation, show no evidence of
offset across the fracture plane, and are always perpendicular to major bed-
ding surfaces (Stearns, 1968a, 1968b, 1972; and Nelson and Stearns, 1977).
Regional fractures differ from tectonic fractures in that they are developed
in a consistent and simple geometry, have a relatively large spacing, and are
developed over an extremely large area crosscutting local structures. These
fracture systems have (1) orientation variations of only 15–20º over 80 mi.;
(2) fracture spacings ranging from just under 1 ft. to over 20 ft.; and (3) con-
sistent development in areas as large as the entire Michigan and Uinta Basins
and one-fourth of the Colorado Plateau. These fractures have also been
called “systematic joints” by Price (1959, 1966, 1974), Hodgson (1961a),
and Ziony (1966); “regional joints” by Babcock (1973, 1974a, 1974b); and
simply “joints” by numerous authors, including Kelley and Clinton (1960).
The descriptive terms of Hodgson (1961a) are the most commonly used. He
describes the longer and more through-going fracture set as the “systematic”
set (usually 90º Azimuth [AZ] from the first) and the shorter more discon-
tinuous fracture set as the “nonsystematic” set. Because the nonsystematic
set often abuts or terminates against the systematic set, they are considered

Evaluating Fractured Reservoirs: Introduction 21

Figure 1–12 Orthogonal regional fractures in Devonian Antrim shale, Michigan Basin.
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to have formed sometime after the systematic set. However, the time delay
may have been milliseconds or many years.

Regional fractures in the stratigraphic section generally parallel cleat di-
rections in coal beds in an area, with the face cleat corresponding to the sys-
tematic regional fracture set and the butt cleat corresponding to the
nonsystematic regional fracture set. This correspondence and parallelism has
been documented in Szwilski (1984), and Tremain and Whitehead (1990).
Cleat in coals differs from regional fractures in the sedimentary units sur-
rounding it only in its fracture intensity. Coals contract substantially as they
thermally mature and increase in grade or rank. This component of shrink-
age is in addition to whatever contraction is responsible for regional fracture
development, thus giving the coals similar patterns but greater fracture in-
tensity. An important aspect of this correspondence between regional frac-
tures and cleat is the body of observational data available for coals. While
regional fracture directions have not been mapped and published for many
areas of the earth, cleat directions have. Cleat directions are important in coal
mining because they affect extraction and tunneling. As a result, cleat direc-
tions have been recorded for hundreds if not thousands of years throughout
the world. If you wish to understand the regional fracture directions in an
area, the coal literature for that area is a good place to start.

Regional fractures (Figure 1–12) are commonly developed in orthogonal
sets (Price, 1959, 1966; Stearns, 1968a; and Holst, 1982) and often change
strike slightly from formation to formation (Stearns, 1968b; Nelson and
Stearns, 1977). Price (1974) suggests that the two orthogonal orientations
parallel the long and short axes of the basin in which they form and are due
to the loading and unloading history of the rock. Supporting studies have
been reported in Narr and Currie (1982) and Das Gupta and Currie (1983).

From a detailed study of fractures in the south-central Colorado Plateau,
regional fractures appear to be extension fractures with the maximum prin-
cipal stress acting in the vertical direction, Figure 1–13 (Nelson, 1975).
Along these lines, regional fracture trends have been used by Engelder and
Geiser (1980) to map paleostress fields on a regional scale. The origin of re-
gional fractures is obscure. Many theories have been proposed, ranging from
plate tectonics to earth tides (fatigue); however, none have proven conclu-
sive. At present, they are considered to be due to the application of external
or surface forces. They are probably developed with respect to vertical earth
movements, but their distribution indicates that the scale of this movement
is much larger in areal extent than anything we see in local structures.

One proposal of regional fracture origin that has gained support in the
last 10 years is that of Lorenz et al. (1993). In their model, regional frac-
tures are thought to be related to tectonic loading at the basin edges, in
much the same way as proposed by Engelder and Geiser (1980). Lateral
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basin compression such as in the intermountain basins of the U.S. Rockies
(Piceance Basin, for example) are thought to create extension fractures
within the adjoining basin. It is postulated that these fractures owe their ori-
entation to the compression or shortening directions of the belt at the basin
edge and on the belt’s geometric variation. Variations in the shape of the in-
denter or compressing block are envisioned to give variations in the strike
of the resulting regional fractures within the basin. A convincing argument
can be made for this idea. However, several features of regional fractures
worldwide do not fit this model:

1. The intensity of regional fracture systems do not vary dramatically
from the active basin margin to the basin center; they should decrease
noticeably in intensity toward the basin center.

2. There are many basins that have well-developed regional fractures
that have no structural belts at their edges to cause the fracturing; the
Michigan Basin for example.

As an alternate hypothesis, regional fractures are seen as part of the nor-
mal basin compaction process. The fractures are an artifact of the loss of
vertical dimension of the sediments, and the pattern and azimuth of the ex-
tension fractures are imparted by the geometry of the basin itself. Price
(1966) contends that the two perpendicular orientations of most regional
fracture sets are rotated to basin shape. As most basins are elliptical to some
degree he rightly pointed out that one orientation of the orthogonal pattern
parallels the long axis of the basin and the other parallel the short axes of
the sedimentary basin. For the foreland basins of Engelder and Geiser
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Figure 1–13 Regional fractures in Jurassic Navajo sandstone, Lake Powell, in southeastern
Utah. Local strength anisotropies may cause the development of one dominant orientation
rather than the typical orthogonal pattern.
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Figure 1–14 Shrinkage cracks due to desiccation in a 3 ft.-deep mud pan in the western Sinai
of Egypt. Note the plumose texture along the fracture surfaces indicating a mode 1 extension
or tension opening. Also note that in the flat center of the pan, the fractures display a polygo-
nal pattern. While on the dipping edge of the pan, the fractures display a systematic/nonsys-
tematic orthogonal pattern with the systematic direction down the dip (radial to the basin
shape) and the nonsystematic direction in the strike direction (tangential to the basin shape).
A pen is shown for scale.
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(1980) and the intermountain basins of Lorenz et al. (1993), this would
mean that one direction would be in the strike direction locally in the basin
and one in the dip direction.

One analogy can be drawn from an evaporating mud pan in the western
Sinai of Egypt. Figure 1–14 shows a mud pan with about 1 m of relief from
its top edge to the bottom of the evaporating pan. The clay was saturated
with water when this pan began as a small water pool. Upon drying, the clay
desiccated and contracted upon the loss of water. In the center of the pan,
contraction created tension fractures with a polygonal pattern or distribution
on the surface. The center of the pan was flat and contracted equally in all
azimuths. However, as seen in Figure 1–14, at the edges of the pan where the
clay surface experiences dip (toward the center of the pan), the polygonal
pattern of tension fractures gives way to an orthogonal pattern; two fracture
directions perpendicular to the surface with one in the local dip directions
and one in the local strike direction. These orientations keep this geometric
relationship around the pan with one pointing down-dip to the center of the
pan and the other following contours on the surface. In addition, using the
regional fracture terms of systematic (first formed and through-going), and
nonsystematic (second formed and discontinuous), the fractures in the
down-dip direction are always the systematic set and the fractures in the
strike direction are always the nonsystematic set. This is the same geometry
as that found in Engelde and Geiser (1980), further substantiated in
McColloch et al. (1974). Because in foreland basins and intermountain
basins the basin shape is controlled by the deformation at the edges, the frac-
tures have the same relationship with structural blocks at the edge as they do
with the local basin geometry. It is only when you see the fractures in the
mud pan or in the circular untectonized Michigan Basin (Holst and Foote,
1981) that it can be seen to be a basin geometry control rather than a basin
edge control. In this model, the regional fractures and body forces can be due
to normal compaction within a subsiding basin (Figure 1–15). The rocks lose
vertical dimension and a small amount of resultant lateral dimension as well
(a small negative Poisson’s Ratio, like a cork, when compacting and dewa-
tering). In this way, the forces that cause the fractures are body forces rather
than surface forces with the orientations of the fracture pattern the result of
basin geometry and pre-existing in situ stress.

Whatever the origin, there appear to be several factors that control the
orientation of these fractures. In several areas of the Colorado Plateau, there
appears to be a sub-parallelism between fault and fracture orientations in
the crystalline basement and the regional fracture pattern in the overlying
sedimentary rocks (Hodgson, 1961a, 1961b; Case and Joesting, 1972;
Nelson, 1975). In some way, the regional stress system could have dis-
placed existing fractures in the crystalline basement, which, in turn, could
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have extended and fractured the overlying sediments (Nelson, 1975).
Evidence against this upward inheritance is, however, presented in Harper
(1966) and Roberts (1976).

On a smaller scale, it is possible to cause a shift in regional fracture ori-
entation of ±20 degrees by strength anisotropies within and between for-
mations (Nelson and Stearns, 1977). Such strength anisotropies can result
from primary sedimentary fabrics such as crossbedding or preferred grain
orientation. Locally on the Colorado Plateau, primary rock anisotropy is
often great enough to inhibit the development of one of the regional frac-
tures in the normal orthogonal set (Nelson and Stearns, 1977), leaving only
one dominant fracture trend (Figure 1–8). Similar anisotropic control of
fracture orientations brought about by sedimentary fabric in tectonic frac-
tures is found in Winsor (1979).

Regional fracture systems produce hydrocarbons in numerous fields in-
cluding Big Sandy and Altamont-Blue Bell. Regional fracture systems are
second in importance only to tectonic fractures in hydrocarbon production.
Excellent fractured reservoirs occur when later tectonic fracture systems are
superimposed over a strong regional system. This relative importance of re-
gional fractures will probably increase as large stratigraphic traps (off struc-
ture) become more prevalent.
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Figure 1–15 Schematic diagram showing the concept that regional orthogonal fractures are
oriented with respect to the basin shape in which they formed. Also shown are possible hori-
zontal drilling directions that could be used to optimize fracture permeability in the wellbore.
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Contractional Fractures

This class is a collection of tension or extension fractures associated with
a general bulk volume reduction throughout the rock. These fractures are
the result of:

• Desiccation
• Syneresis
• Thermal gradients
• Mineral phase changes

The importance of these volume reduction-related features to hydrocar-
bon production has long been overlooked. Because these fractures are ini-
tiated by internal forces to the body (body forces) rather than external forces
(surface forces), their distribution is not necessarily restricted to local geo-
logic structures as in tectonic. Herein lies their great value to production.
Under the right depositional and diagenetic circumstances, contractional
fractures can occur throughout the reservoir independently of the trapping
mechanism. These fractures do produce hydrocarbons and are especially
important in gas production in the Chase and Council Grove sections of the
Panoma Field in Kansas and Oklahoma.

Desiccation Fractures (Mud Cracks)
In the contractional class, mud cracks are the most familiar to geologists,

but they may also have the least economic significance. This fracture sys-
tem is known to be due to shrinkage upon loss of water in subaerial drying.
These tensile fractures are generally steeply dipping (with respect to bed-
ding), wedge-shaped fractures often filled with later deposited material.
The fracture system forms cuspate-shaped polygons of several nested sizes
(Figure 1–16). Desiccation fractures are generally developed in clay-rich
sediments (Netoff, 1971; and Kahle and Floyd, 1971). These fractures are
important in reconstructing depositional environments because they indi-
cate subaerial drying. However, because they are restricted to thin topo-
graphic exposure surfaces or unconformity surfaces, they are probably of
minimal importance to direct hydrocarbon production.

Syneresis Fractures
Syneresis is a chemical process that brings about bulk volume reduction

within sediments by subaqueous or subsurface dewatering. This can involve
dewatering and volume reduction of clay, or of a gel or colloidal suspen-
sion. Either or both of these processes can occur in sediments of varying
grain size and sorting.
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Syneresis, unlike desiccation, can generate either tension or extension
fractures. Several papers that discuss syneresis and the fractures it produces
are White (1961), Burst (1965), Picard (1966, 1969), and Donovan and
Foster (1972). Syneresis fractures are referred to in this text as “chicken-
wire fractures” because of the three-dimensional polygonal network of frac-
tures developed within the sediment (Figure 1–17). Because syneresis
fractures are initiated by internal body forces, they tend to be closely and
regularly spaced, and are often isotropically distributed in three dimensions
(equal spacing in all directions). Associated fracture permeability also
tends, therefore, to be isotropically distributed. While desiccation fractures
are restricted primarily to shaly or clay-rich sediments, syneresis fractures
have been observed in shales, siltstones, limestones, dolomites, and fine- to
coarse-grained sandstones (Picard, 1966, 1969; and Netoff, 1971).
Desiccation and syneresis have been separated as distinct processes in this
discussion. But in reality, a gradation between the two probably exists.
What is important is that these two end-member processes produce fracture
systems of distinctly different properties (Figure 1–18). Of these two,
syneresis is far more important to hydrocarbon production because it occurs
in greater volumes and types of rocks, and because the fracture system in-
terconnects in three dimensions.

Thermal Contractional Fractures
For the purposes of this study, macroscopic thermally induced fractures

are those caused by contraction of hot rock as it cools. Depending on the
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Figure 1–16 Desiccation cracks in mud. From Nelson (1979), courtesy of AAPG.
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Figure 1–17 Contractional (chickenwire) fractures in core from 2,568 ft., Amoco Myler Gas
Unit No. 2, Stanton County, Kansas. From Nelson (1979), courtesy of AAPG.

Figure 1–18 Contrasting characteristics of desiccation and syneresis.
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depth of burial, these can be either extension or tension fractures and their
generation is usually dependent on the existence of a thermal gradient
across the material (Thirumalai, 1970). The classic example of natural ther-
mally induced fractures is columnar jointing (Figure 1–19) in fine-grained
igneous rocks (Peck and Minakami, 1968; DeGraff and Aydin, 1986).
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Figure 1–19 Columnar jointing in basalt northwest of Great Salt Lake, Utah.
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In the subsurface, both overburden-derived and thermally-derived
stresses are superimposed. In this way, tensile stresses derived from heating
are often cancelled out by larger compressive stresses derived from over-
burden pressure. As such, true thermal fracturing at depth in the subsurface
is probably rare relative to fracture patterns of other origin. 

In most cases, the effects of temperature are evidenced by an alteration
of the mechanical properties and rheologic behavior of rocks rather than by
true thermally induced fracturing. True thermal fracturing may be of use in
hard-rock mining and wellbore fracturing, but is considered of minimal im-
portance in petroleum production in all but igneous rocks, such as oil pro-
duction from the tertiary basalt flows at West Rozel Field, Salt Lake, Utah.
In this field, sustained flow of oil and water of up to 1,000 barrels per day
(bbl/day) was achieved from this form of contractional fractures.

Mineral Phase Change Fractures
This fracture system is composed of extension or tension fractures of

often-irregular geometry related to volume reduction due to mineral phase
change in the carbonate and clay constituents of sedimentary rocks. The
chemical change from calcite to dolomite, for example, involves a change
in molar volume of about 13 percent. Phase change from montmorillonite
to illite involves a similar type of volumetric change. Under proper condi-
tions, such phase change shrinkage could cause chickenwire fracturing, es-
pecially if superimposed over other contractional processes. A possible
fracture pattern of this type has been reported in a porous dolomitized reef
(Lang, 1964).

Surface-Related Fractures

This diverse class includes fractures developed during unloading, release
of stored stress and strain, creation of free surfaces or unsupported bound-
aries, and weathering in general. Surface-related fractures are often devel-
oped due to the application of body forces. They have not proven to be
important in hydrocarbon production to date in other than weathering sur-
faces (Karst), but it is important to know their origin with respect to other
fracture types present in core or outcrop. 

Unloading fractures are often found in quarrying operations. As rock ma-
terial is removed from the quarry, rock bursts are common. This is due to
the release of load or constraint in one direction. The rock relaxes and
spalls, or fractures, on a plane parallel to the newly developed free surface.
These fractures are often irregular in shape and follow topography in many
eroded areas. Such fractures are often called sheeting in erosional terrains
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(Price, 1966). Similar unloading fractures are frequently found in subsur-
face cores. These disk-shaped or cusp-shaped fractures are especially
prevalent in shales and rocks that show evidence of substantial pressure so-
lution (Figure 1–20).

Another type of fracture in this group is derived from the creation of a
free or unsupported surface. These fractures can be either extension or ten-
sion and are often observed paralleling high canyon walls (Figure 1–21). A
planar loss of support and gravitational forces acting on the unsupported
material cause failure or spalling parallel to the strike of the free surface.
Such fractures are similar in morphology and orientation to unloading frac-
tures, but are primarily generated by gravitational forces, and are often as-
sociated with and initiate large-scale slumping.

The term “weathering fracture” describes fractures that relate to the di-
verse processes of mechanical and chemical weathering (e.g., freezethaw
cycles, small-scale collapse and subsidence, mineral alteration, and diagen-
esis) and mass-wasting. A weathering fracture should not be confused with
the control of weathering or erosion by pre-existing fractures and residual
stresses in outcrop. In these cases, fractures preferentially erode, causing
the parallelism between free surfaces and fracture planes. Weathering frac-
tures are probably of minimal importance to direct hydrocarbon production
except possibly for such production as from the Precambrian granite wash
in Kansas and the buried granite hills in China, and various solution-
enlarged weathering fractures associated with karsting in carbonates. Such
solution-related fracture porosity may be quite important in unconformity-
related carbonate reservoirs.

FRACTURE PROPERTIES AFFECTING
RESERVOIR PERFORMANCE

Once the origin of a fracture system has been determined in a reservoir,
the sequence of study suggests that the petrophysical properties of the rock-
fracture system must be addressed next. This involves characterization of
the fracture system in terms of physical morphology, distribution, and esti-
mation of the reservoir properties (porosity, permeability, etc.) resulting
from the fracture system characteristics.

Introduction

Fractures are present in all rock formations; subsurface or outcrop. The
physical character of these fractures is dictated by their mode of origin, the
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Figure 1–20 Unloading fractures in proximity to a stylolite zone in Yamama Limestone, Darius
Field, Persian Gulf. From Nelson (1979), courtesy of AAPG.
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Figure 1–21 Fractures (shown by arrows and numbers) associated with free, unsupported sur-
faces in Navajo sandstone at Lake Powell, southeastern Utah. From Nelson (1979), courtesy
of AAPG.
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mechanical properties of the host rock, and subsurface diagenesis. These
factors combine to develop a feature that can either increase or decrease
reservoir porosity and permeability. While always present in some large
scale, it is only when fractures occur in sufficient spacing or length that
their effect on fluid flow becomes important. To accurately assess this ef-
fect, either positive or negative, it is important to know the fluid flow prop-
erties of individual representative fractures and how many of these fractures
of a given orientation exist in a given reservoir volume.

Therefore, in addition to the normal petrophysical determinations made
on the rock matrix (rock in which the fracture resides), it is also necessary
to determine the reservoir properties of the fracture network (either advan-
tageous or detrimental to fluid flow) and how it changes with depth and
reservoir depletion, which tends to mechanically close the fractures.

The four petrophysical determinations most useful in evaluation are, in
order of increasing difficulty of calculation:

1. Fracture permeability
2. Fracture porosity
3. Fluid saturations within the fractures
4. The recovery factor expected from the fracture system

The data most useful in these determinations are derived either from
analysis of whole-core samples or from single or multiple well testing. Data
derived from various well logs are often used but in my experience are less
accurate and less appropriate than whole-core and well-test data in such
studies. This differs from the experience of Aguilera (1980), who claims
that little useful data can be derived from core analysis. Wholecore samples
are useful in fracture evaluation for two reasons:

1. They sample a relatively large volume of rock and thus potentially
sample more regularly-spaced reservoir fractures than plug analysis;
and

2. Standard permeability analyses can be performed in three dimensions
on these samples (vertical, maximum horizontal, and horizontal 90 de-
grees to maximum horizontal permeability).

Such permeability analyses not only allow for calculation of the absolute
permeability of a fracture or fractures at surface conditions, but also ade-
quately depict the permeability anisotropy developed due to the presence of
the fracture(s).
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In addition, correlative fractured and unfractured plugs taken from the
whole-core samples can be subjected to tests that measure the variation in
fracture and matrix properties under simulated burial conditions. This is
done in confining pressure tests or under a variety of mixed loading condi-
tions to simulate subsurface conditions. Determinations of fracture perme-
ability under confining pressure are very important because open fractures
are generally higher in absolute permeability than the matrix, but the frac-
tures are much more compressible and, therefore, reduce in permeability
and porosity much more rapidly than the matrix with the application of
force (Jones, 1975; Nelson and Handin, 1977; and Nelson, 1981b).

Whole-core samples can also be used as material for selected mercury in-
jection and fluid saturation or relative permeability tests, which sample both
fractured and unfractured material. The difference between the two com-
panion (fractured and unfractured) samples can be considered a crude
measure of fracture width distribution in the mercury injection tests (frac-
ture width analogous to pore throat size) and variations in fluid saturation
and relative permeability between the matrix and fractures in the fluid sat-
uration tests.

Core analysis is used to determine reservoir quality and performance by
summing together the individual small-scale elements of the reservoir. Well
testing, on the other hand, is used to determine the bulk response of a rela-
tively large volume of the reservoir and is a summary of the relative con-
tribution of all its individual parts. A complete, accurate evaluation includes
both small-scale and large-scale determinations of porosity, 3-D permeabil-
ity, etc. However, early in exploration, sophisticated well-test data, espe-
cially multiple well interference test data, may be unavailable and more
emphasis must be placed on smaller-scale whole-core analyses. The useful
well tests are pressure transient analysis, pressure pulse testing, and inter-
ference testing. These techniques are described in detail in Aguilera (1980)
and van Golf-Racht (1982).

Log analysis has been used successfully to delineate fracture occurrence
and distribution in the wellbore. The quantification of the subsurface reser-
voir properties such as porosity and permeability of fracture systems by
well logs is, however, much more difficult. Quantitative measurement of
subsurface fracture porosity and fracture permeability by well logs gives
highly variable and inaccurate results, especially when not tied closely to
core from the specific fractured zones of interest. A complete listing of well
log techniques is given in Aguilera (1995).
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Fracture Morphology

An important factor that dictates fracture porosity and permeability is the
morphology of the fracture planes. This morphology can be observed in
core and outcrop and inferred from some well logs. There are four basic
types of natural fracture plane morphology:

1. Open fractures
2. Deformed fractures

a. Gouge-filled fractures
b. Slickensided fractures

3. Mineral-filled fractures
4. Vuggy fractures

Open Fractures

Open fractures, as the name implies, possess no deformational or diage-
netic material filling the width between the walls of the fracture. Such frac-
tures are potentially open conduits to fluid flow. The permeability of open
fractures is a function of the initial fracture width, the in situ effective stress
component normal to the fracture plane, and the roughness and contact area
of the fracture walls. Initial fracture width, roughness, and contact area are
functions of the grain size distribution of the host material because the num-
ber and height of asperities along the surface dictating these parameters
must be made up of multiples of the smallest basic rock units—grains. In
general, open fractures greatly increase reservoir permeability parallel to
the fracture plane. Because the fracture is only the width of one pore, it will
have little or no effect on fluid flow perpendicular to the fracture plane
(Figure 1–22). 

Fractures open to fluid flow are often evidenced in outcrop by an oxida-
tion staining or liesegang banding parallel to the fractures (Figure 1–23).
These features indicate groundwater motion along the fracture planes.
Examples of open fractures in outcrop and thin section are depicted in fig-
ures 1–24 and 1–25. Open fractures show little associated deformation in
thin section and scanning electron microscope (SEM) photographs.
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Figure 1–22 Example of 3-D whole-core permeability associated with an open fracture.

Figure 1–23 Natural fractures with liesegang banding in eolian Triassic/Jurassic Aztec
Sandstone, Valley of Fire State Park, Nevada. The banding is iron oxide staining associated
with ground water flow and exchange of iron between the sandstone and fractures. This geom-
etry may be analogous to pressure isopotential lines in a subsurface reservoir that is being
produced.
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Figure 1–24 Open fractures in outcrop, Triassic Wingate sandstone, Lake Powell, southeast-
ern Utah.

Deformed Fractures

Deformed fractures are ones that either formed as a relative ductile shear
zone or were initially open and subsequently physically altered by later tec-
tonic shear motions. This morphology creates strong anisotropy within the
reservoir that is considered two end-member fracture morphologies within
the deformed fracture category: gouge-filled (deformation bands) and
slickensided. Intermediate mixtures of the two are possible and do occur in
the subsurface.

Gouge-Filled Fractures (Deformation Bands)
Gouge is defined as the finely abraded material occurring between the

walls of a fracture as a result of grinding or frictional sliding motion.
Displacement of rock masses along the fracture plane causes cataclasis or
granulation of the grains in contact across the fracture. This granulation or
cataclastic zone can be several grain diameters wide, and it reduces the
porosity, grain size, sorting, and therefore, the permeability of the fracture
zone. In some instances, secondary mineralization on the freshly broken
mineral surfaces further reduces the porosity and intrinsic permeability. In
addition, the fine-grained deformed material possesses high-water satura-
tion that can drastically reduce the relative permeability to hydrocarbons. 

Evaluating Fractured Reservoirs: Introduction 39

01CH01pp001-100  5/9/01  1:41 PM  Page 39



40 Geologic Analysis of Naturally Fractured Reservoirs

Figure 1–25 Open fracture in thin section in plane (above) and polarized (below) light. Rock
is Nugget sandstone. (Magnification 140x).
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In controlled laboratory experiments, it appears that the width of the
gouge zone within a rock increases with the amount of shear displacement
(Engelder, 1973; and Jamison and Stearns, 1982). Because the fracture is
long and narrow, reduction in permeability occurs primarily perpendicular
to the fracture or gouge zone (Figure 1–26). 

Rock ductility and sliding friction developed across the fracture are of
prime importance in the formation of gouge and, as will be discussed later,
slickensides. The two vary with composition and texture of the rock. In
general, sliding friction (not to be confused with internal friction) along a
fracture plane is relatively low if we consider brittle rock in contact with
brittle rock across the fracture plane, and relatively high if we consider two
ductile rocks in contact across the fracture plane (Logan and others, 1972).
The lowest relative sliding friction is developed with unlike rocks in con-
tact across the sliding surface. A great deal of work has been done on gouge
development in both field and laboratory observations (Stearns, 1968a;
Brock, 1973; Engelder, 1973; Aydin, 1977; Pittman, 1981; and Jamison and
Stearns, 1982).

Gouge-filled fractures are often the easiest of the fracture morphologies
to observe in core or outcrop, because gouge material is usually more re-
sistant to weathering and abrasion than the unfractured rock. It usually
shows up as light colored, raised linear features in sandstone (Figures 1–27a
and b, 1–28, and 1–29). While most prevalent in porous sandstones (porosi-
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Figure 1–26 Example of 3-D whole-core permeability associated with a gouge-filled fracture.
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Figure 1–27a A gouge-filled fracture or deformation band in Jurassic Nugget Sandstone for a
well in the Western Wyoming Thrust Belt. This is a whole-core sample approximately 4 in. di-
ameter. Photo courtesy of B. Ward.

Figure 1–27b Tectonic gouge-filled fractures or deformation bands in Silurian Oil Creek
Sandstone of the Simpson Group in southern Oklahoma (lens cap for scale).
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Figure 1–28 Gouge-filled fracture in thin section, polarized light. Shown is the gouge/country
rock contact. Sample is Nugget sandstone from 10,171 feet, American Quasar 3-1, Summit
County, Utah. (Magnification 56x.)
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Figure 1–29 Sandstone gouge on SEM photomicrographs of Nugget sandstone.

Figure 1–30 Gouge textures in shale. Drawing courtesy of H.H. Hinch.
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Figure 1–31 Gouge in thin section in plane (above) and polarized (below) light. Sample is
Devonian Woodford shale.
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Figure 1–32 Gouge material in shale on SEM photomicrographs.
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ties above 15 percent), gouge development also occurs in shales (Figures
1–30, 1–31, and 1–32) and in limestones (Figures 1–33, 1–34, and 1–35).
The deformation band or gouge-filled morphology is probably a primary
feature, forming with the earliest shear motions of the fracture.
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Figure 1–33 Limestone gouge in an outcrop sample from Deer Creek Thrust, Nevada.

Figure 1–34 Limestone gouge in thin section (plane light) from an outcrop sample of the Deer
Creek Thrust, Nevada. (Magnification 40x).
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Slickensided Fractures
A slickenside is a polished or striated surface that results from frictional

sliding along a fracture or fault plane. Slickenside development involves ei-
ther pulverization and cataclasis of the host rock, or the creation of glass by
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Figure 1–35 Limestone gouge on SEM photomicrographs from an outcrop sample of the Deer
Creek Thrust, Nevada.
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grain melting. The result of this deformation is a reduction in permeability,
at least in the direction perpendicular to the slip surface. However, some
permeability increase may occur parallel to the slip surface due to mismatch
of the smooth fracture walls. In contrast to gouge, the deformation zone in
slickenside development is generally only one or two grain diameters away
from the fracture plane (Figure 1–36).
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Figure 1–36 Example of 3-D whole-core permeability associated with a slickensided fracture.

Figure 1–37 Slickensided fracture in Nugget sandstone outcrop, Big Elk Anticline, northwest
of Alpine, Wyoming. Photo width is about 3 ft. of outcrop.
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Figure 1–38 Slickensided fracture in thin section in plane (above) and polarized (below) light.
Sample is from Nugget sandstone core, 7,613 ft., Champlin 224 Well, Uinta County, Wyoming.
(Magnification 126x.)
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Figure 1–39 Slickensided fracture surface on SEM photomicrographs (500x and 1,000x).
Sample is from Nugget sandstone core, Uinta County, Wyoming.
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In the literature, these fractures are most often described in sandstones
(Figures 1–37, 1–38, and 1–39) and especially limestones (Figures 1–40,
1–41, and 1–42), but they have been found with increasing regularity in
shales (Figures 1–43, 1–44, and 1–45), as shales are being examined more
often for source rock and reservoir potential.
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Figure 1–40 Slickensided fracture in a limestone outcrop sample from the Deer Creek Thrust,
Nevada.

Figure 1-41 Slickensided fracture in a limestone in thin section (plane light). Sample is from
outcrops along the Deer Creek Thrust, Nevada. (Magnification 40x).
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Figure 1–42 Slickensided fracture in limestone on SEM photomicrograph. Sample is from out-
crop along the Deer Creek Thrust, Nevada.
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Figure 1–43 Slickensided fracture in shale. Sample is from Devonian Second White Specks,
Alberta, Canada.
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Figure 1–44 Slickensided fracture in shale in thin section (polarized light). (Magnification
242x).

Figure 1–45 Slickensided fracture in shale on SEM photomicrographs.

Slickensides are prominent in relatively low-porosity sandstones and
carbonates of various properties. These rocks are usually somewhat
stronger or more brittle than analogous rocks that develop gouge, environ-
mental conditions being equal. Also, rocks that contain significant amounts
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of material not subject to granulation or cataclasis, such as clay, gypsum,
and calcite fill, will tend to form slickensides in preference to gouge even
though they are not strong, brittle materials. 

Occasional glass development can be seen in thin sections along the slid-
ing surface (Figure 1–38). This glass is the result of quartz grain melting
during frictional sliding along the fracture surface. Laboratory experiments
indicate at least 1200ºC can be developed along sliding surfaces in sand-
stone (Teufel, 1976). Such pools of glass are impervious to fluid flow. If
sufficient glass is created by continued displacement, permeability perpen-
dicular to the fracture plane will be drastically reduced. The slickenside
morphology can either form as a primary feature of the fracture surface or
as an effect of rejuvenation of slip at a later event.

Combined Gouge-Filled and Slickensided Fractures
One type of fracture morphology in porous sandstones being observed

with more frequency involves a combination of gouge and slickensides.
This morphology is frequently observed in Jurassic Nugget Sandstone cores
from the Western Wyoming Thrust Belt. The morphology consists of a thick
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Figure 1–46 Example of 3-D whole-core permeability associated with mineralized fractures.
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gouge zone with discrete striated or slickensided surfaces occurring either
totally within the gouge or at the boundary or contact between the gouge
and country rock.

The slickenside development appears to post-date the gouge formation
and indicates a progressive change in the mechanical properties of the
gouge-filling and its relation to the host or country rock. As the compactive
process of gouge formation proceeds, the material becomes finegrained, in-
durated, brittle material with a pronounced fabric. With increasing gouge
width, the material begins to act as a separate mechanical entity within the
rock mass. As further deformation occurs, the gouge itself fractures, and
due to its now lower ductility, forms slickensided fractures rather than ad-
ditional gouge. Also, as the gouge material grows in thickness and changes
its properties drastically from that of the host rock, slip and slickensides
often occur at the gouge/host contact. Initiation of slip at this contact indi-
cates a relatively low coefficient of sliding friction at this surface due to a
large ductility contrast.

The importance of the combined gouge-filled and slickensided morphol-
ogy lies in the differing reservoir properties of the two individual features.
Slickensided fractures have some porosity and permeability parallel to the
plane, while gouge has little to none. The presence of the combined mor-
phology often displays some fracture porosity and permeability on the scale
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Figure 1–47 Incompletely mineralized fracture in Silurian Tuscarora Sandstone on SEM pho-
tomicrograph from the Amoco No. 1 Texas-Gulf Well, Centre County, Pennsylvania. Photo
courtesy of R.E. Larese. 
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Figure 1–48 Completely mineralized fracture in shale on three magnifications of SEM pho-
tomicrographs. Sample is Devonian Second White Specks, Alberta, Canada.
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of whole-core analyses, but the effect on reservoir flow as a whole is proba-
bly minimal because the slickenslided fracture is often encased with low-
permeability gouge. Therefore, core analyses involving this combined
morphology with the fractures intersecting the core surface could be mis-
leading.

Mineral-Filled Fractures

As the name implies, these fractures are those that have been filled or
“choked-off” by secondary or diagenetic mineralization. Quite often this
secondary cementing material is quartz, carbonate, or both. Mineral filling
may or may not be complete, of course. Its effect on permeability depends
on the completeness of filling and digenetic history of the material. Usually,
filled fractures are permeability barriers, but incomplete filling of a fracture
in the form of either vug development or intergranular porosity can give
some measurable increase in permeability to the reservoir (Figure 1–46).

Mineral-filled fractures are extremely common. Mineral filling is the
nemesis of flow prediction and quantification in fractured reservoirs. While
the presence, width, and intensity of natural fracture systems can be pre-
dicted to some degree, mineral filling and the completeness of filling can-
not. The presence of complete mineral filling can kill an otherwise
scientifically sound exploration play. Fortunately, mineral filling is often
incomplete or has undergone some degree of dissolution, making reservoir
permeability acceptable for production. Mineralized fractures occur fre-
quently in sandstone, shale, and limestone (Figures 1–47, 1–48, and 1–49).

Completely Filled Fractures
Complete mineral filling in a fracture system imparts no positive reser-

voir attributes to the rock in which it resides. There are, however, some
analyses that can be performed on these fractures that are relevant to an in-
depth reservoir study. First, if the fractures are filled with a mineral phase
significantly different in acoustic properties from the matrix, recognition on
the acoustic televiewer may be easier and facilitate fracture recognition and
orientation. This allows for better determination of and intensity of the frac-
ture system. This may in turn allow for the prediction of a fractured reser-
voir nearby where the fractures are not completely filled. 

Other uses of completely filled fractures lie in documenting diagenesis.
The fracture fill often records deformation and cementation events that oc-
curred after the fracture was formed. Evidence for these events can be found
in the form of twinning and translation of the filling crystals, multiple ce-
mentation sequences, and fluid inclusions. These occurrences can be quite
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useful in unraveling the depth, alteration, and fluid migration history of the
rock after fracturing took place (Narr and Currie, 1982; and Tillman, 1983).

Incompletely Filled Fractures
In incompletely filled fractures, some measurable pore space exists

within the filling material. This pore space may be primary to the fracture
or secondary in nature. Frequently, secondary porosity development in frac-
ture fill is the result of calcite dissolution.

Incomplete mineral fill in fractures can be very important and in some
cases actually creates the total reservoir quality. The Tuscarora Sandstone
(Figure 1–47) is an example of such a reservoir. In this rock the matrix
porosity is about 0.5 percent. The dissolution/fracture porosity is about 1
percent. This dissolution/fracture porosity is the result of a complex diage-
netic history of the fracture fill. After fracturing, four periods of mineraliza-
tion took place in fractures of one tectonic fracture set. The sequence was:

1. Early chlorite coating the fracture walls
2. Euhedral quartz mineralization
3. Calcite mineralization
4. Sulfide mineralization (mostly pyrite, chalcopyrite, and galena)
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Figure 1–49 Completely mineralized fracture in thin section (polarized light). Sample is
Devonian carbonate from outcrops near Nahanni Butte N.W.T., Canada. (Magnification 83x.)
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Subsequent to this, a period of calcite dissolution took place forming the
present day secondary porosity along the fracture fill that represents the es-
sential porosity and permeability within the reservoir. Initial flow rates from
this discovery well were estimated at 48 million cubic feet per day
(MMcfd).

Vuggy Fractures

Vuggy fractures are not so much a true fracture morphology as they are
a matrix alteration surrounding the fracture (Figure 1–50). Vuggy fractures
form when fluids enter a low-permeability rock along fracture planes. If the
fluid is in disequilibrium with the rock matrix, dissolution may occur. Vugs
develop along and adjacent to the fractures and are more or less restricted
to a narrow zone surrounding the fracture “channel.” This produces vuggy
porosity intimately associated with fractures. Such vuggy fractures are
often associated with unconformities in carbonates and the development of
karst. Similar morphologies have also been observed in fine-grained cherts,
like the Caballos Novaculite and in the hydrothermally altered granites at
Bach Ho Field in offshore Vietnam. Vuggy fractures are very important in
many of the largest carbonate reservoirs in the world, such as the Middle
Eastern Asmari fields. Secondary porosity associated with these fractures
can be quite large compared to more normal fracture porosity values
(Weber and Bakker, 1981). In addition, due to the spherical to oblate shape
of the vugs, this fracture-associated porosity will be relatively incompress-
ible during reservoir drawdown.
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Figure 1–50 Vuggy fracture in carbonate core. Courtesy of B.J. Ward, Jr. (Magnification 1.5x.)

01CH01pp001-100  5/9/01  1:41 PM  Page 60



Morphology/Permeability Summary

It can be seen from the preceding sections that the morphology of a frac-
ture can influence the directional permeability of the rock mass around it.
In general, an open fracture will dramatically increase reservoir permeabil-
ity parallel to the fracture plane. However, because the fracture may be only
one matrix pore or so wide, reservoir permeability across the open fracture
will be identical to normal matrix permeability in that direction. A gouge-
filled fracture will drastically reduce reservoir permeability across the frac-
ture. Due to the relatively small cross-sectional area of the fill, however,
permeability will be close to (or slightly less than) normal matrix perme-
ability parallel to the fracture fill.

A slickensided fracture creates perhaps the largest permeability
anisotropy of all the fracture morphologies because it increases permeabil-
ity parallel to the fracture and decreases it across the fracture. The defor-
mation along the walls of the fracture decreases reservoir permeability, as
in gouge, across the fracture. However, due to the mismatch of smooth slid-
ing surfaces, continuous interconnected pore space occurs along the frac-
ture, which increases reservoir permeability parallel to the fracture. Vuggy
fractures without diagenetic alteration of the vug walls should, as in open
fractures, increase reservoir permeability parallel to the fracture and have
little permeability effect across the fracture. Mixtures of the various mor-
phologies can give unusual directional permeability effects and must be
treated individually, often with 3-D whole-core data.

Relationship Between Fracture Morphology
and Rock Strength and Ductility

In lieu of direct observation of fracture morphology in the subsurface,
some predictability of morphology can be gained through the use of rock
mechanics principles and laboratory mechanical testing. 

There are many parameters that must affect fracture and fault plane mor-
phology in the subsurface (depth, strain rate, stress level, rock composition,
and texture). These combined factors control the strength and brittleness or
ductility of rocks in the subsurface. It appears that fracture plane morphol-
ogy is directly related to the strength and ductility of the rock materials in-
volved. This discussion will be restricted to faults and fractures with like
rock in contact across the plane, thus eliminating the problem of low slid-
ing friction of unlike rocks in contact (Logan and others, 1972). It is possi-
ble that the potential transition from open to slickensided to gouge-filled
fractures accompanies a reduction in strength and/or an increase in ductil-
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ity in any one rock (fracture mineralization is, on the other hand, considered
to be unrelated to the mechanical properties of the rocks involved). Two ex-
amples of a rock mechanics approach to defining and predicting fracture
morphology using Nugget sandstones and a Devonian shale will be dis-
cussed next.

Nugget Sandstone
An example of the correlation between morphology and rock properties

is shown in the Nugget sandstone from the Ryckman Creek Field.
Observation of core from the Amoco Ryckman Creek WI Unit No. 6, Unita
County, Wyoming, showed that certain zones in the Nugget sandstone con-
tained only slickensided fractures while other zones contained only gouge-
filled fractures. This distribution is observed to varying degrees in other
Nugget cores, for example the Champlin 224 Amoco A. These zones dis-
play no significant differences in composition or environment of deposi-
tion, but do display an overall difference in porosity. In general, zones
possessing gouge have relatively higher porosity while zones possessing
slickensides have relatively lower porosity. It was postulated that this
porosity difference caused a difference in strength and ductility of the rocks
in these two zones. Such a strength and ductility variation could in turn be
the cause of the observed difference in fracture morphology. To test this hy-
pothesis, two zones of distinct fracture morphology were sampled in the
Nugget sandstone core from Ryckman Creek WI Unit No. 6. The samples
were unfractured pieces of rock taken from within zones that had fractures
that were either all slickensided or all gouge-filled. The samples were then
subjected to triaxial compression tests at 10,000 pounds per square inch
(psi) (690 bars) confining pressure to simulate a possible depth of burial for
the corresponding natural deformation.

The sample representing the slickensided zone whole core sample desig-
nation (IG) turned out to be 48 percent stronger in ultimate strength at
10,000 psi confining pressure than the sample representing the gouge-filled
fracture zone (LS–Figure 1–51). In addition, sample designation (LS) was
more ductile at this confining pressure than sample IG. This greater ductil-
ity of the gouge-zone sample is evidenced in the higher brittle-ductile tran-
sition of the slickenside-zone sample. The slickenside zone sample became
ductile at about 45,000 psi (3,100 bars) confining pressure while the gouge
zone sample became ductile at about 20,000 psi (1,380 bars).

These results support the hypothesis that within a constant lithology rock
unit, weaker more ductile zones tend to develop more gouge-filled shear
fractures than relatively stronger, more brittle zones, which tend to develop
more slickensided fracture planes. In the Nugget sandstone from this core,
the change in strength and ductility relevant to fracture morphology differ-
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ences is dependent on porosity variations—higher porosity yields gouge-
filled fractures and lower porosity yields slickensided fractures. These few
tests cannot prove this relationship, but certainly do substantiate the origi-
nal hypothesis of strength and ductility control of fracture morphology
based on core observation.

Devonian Shale
A zonation of fracture morphology similar to that shown in the Nugget

sandstone of Ryckman Creek is observed in a Devonian shale core from the
Appalachian Basin (Columbia Gas Well No. 2-338, Wise County, West
Virginia). In this core, which cuts the Pine Mountain Thrust Fault, open and
slickensided tectonic fractures occur in discrete zones. By applying the
same postulated relationship between fracture morphology and rock re-
sponse in deformation (strength and ductility) it was assumed that the open
fracture zones would be stronger and relatively more brittle than the slick-
ensided zone rock. A few tests similar to the Nugget sandstone tests were
performed on unfractured samples of each zone at 5,000 psi (345 bars) con-
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Figure 1–51 Stress-strain curves for samples deformed in triaxial compression tests at 690
bars pressure and ambient temperature and pore pressure.
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fining pressure. Results of these tests do confirm the hypothesis in the form
and relative position of the curves but do not show a quantitative difference
great enough to be reported here.

In conclusion, these few tests cannot be considered proof of fracture
morphology control by the mechanical properties of the rocks involved.
However, they do confirm the postulated relationship that the samples were
intended to test. While this is not statistical proof, these test results may be
considered substantiation of observational or empirical conclusions.

Fracture Width and Permeability

Introduction

This section addresses the problem of quantifying the effect of natural
fracture systems on reservoir quality and productivity. While exact quan-
tification of a reservoir during exploration is very difficult, this section will
discuss the determination of subsurface fracture width and permeability,
and the geologic parameters necessary for an early understanding of how
fractures can affect reservoir performance.

Equations for Fluid Flow

The first quantitative description of fluid flow through porous media was
by Darcy (1856). In his general equation, derived for laminar, incompress-
ible, single-phase, Newtonian flow in a continuous, homogeneous, porous
material, Q, the flow rate is:

(1–1)

where K = hydraulic conductivity
A = cross-sectional area
dh/dl = head gradient

Hubbert (1940) showed that:
K = k(ρg/µ) (1–2)

and

k = Nd2 (1–3)

Q KA
dh
dl

=
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where k = intrinsic permeability
ρ = fluid density
g = acceleration of gravity
µ = fluid viscosity
N = a dimensionless coefficient characteristic of the medium
d = average constitutive grain diameter of the rock.

The resultant dimensions of k are (length)2.

It was later realized that Nd2 could not be defined for flow along a frac-
ture. Therefore, in an attempt to model fractures, the parallel-plate theory of
flow was developed. Flow in this theory is assumed to occur between two
smooth parallel plates separated by a distance, e. The basic equation as used
by Huitt (1955), Lamb (1957), Snow (1965, 1968a, 1968b), and Sharp and
others (1972) is:

(1–4)

where D = fracture spacing, the average distance between parallel regu-
larly spaced fractures

This equation is valid for single-phase, Newtonian, laminar flow in pla-
nar fractures with small overall changes in width e. 

Each of these two quantitative relations (Equations 1–1 and 1–4) de-
scribes only a portion of the total flow through a fractured, porous rock;
Darcy’s equation for the intact-rock portion of the system, and the parallel-
plate theory for the fractures. The next logical approach to determine the
total flow was to combine these equations (Parsons, 1966):

(1–5)

and

(1–6)

where kfr = permeability of the fracture plus intact-rock system
kf = permeability of a fracture
kr = permeability of the intact-rock
α = angle between the axis of the pressure gradient and the fracture

planes

k
e
12

g
f

2

= ⋅ ρ
µ

k k
e cos

12Dfr r

e 2

= + α

Q
A

e
12D

dh
dl

g3

= ⋅ ρ
µ
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This equation assumes that flow is laminar between smooth, nonmoving,
parallel plates, that fluid flow across any fracture/matrix surface does not
alter the flow of either system, and that the fractures are homogeneous with
respect to orientation, width, and spacing. The assumption of laminar flow
in a subsurface reservoir is valid for low fluid-flow rates and low surface
roughness relative to e. Increased subsurface flow velocities due to produc-
tion may, however, cause turbulence. If so, much more complicated equa-
tions than those of Parsons (1966) are necessary to accurately calculate
permeability. Such approaches, however, involved parameters often outside
the realm of available geologic data. These will be discussed later.

Parsons’ relationship (Equation 1–5) is simple but appears applicable for
oil and gas movement in fractured rock. As stated in Witherspoon and Gale
(1976, page 24): 

Warren and Price (1961) concluded from core analysis and pressure test
data that the most probable behavior of single phase flow is a heteroge-
neous system approaches that of an equivalent homogeneous system
having a permeability equal to the geometric mean of the individual per-
meabilities. Parsons (1966) in studying idealized fracture systems has
come to the same conclusion.

They also state that “a fractured reservoir is equivalent to a homogeneous
porous medium if the dimensions of the matrix blocks are small (less than
1 m) and the matrix permeabilities are significant (greater than 0.01 milli-
darcies [md]).” This is further refined in Long and others (1982).

The concept of an equivalent porous media is an important one in mod-
eling fractured reservoirs and deserves more discussion. As shown by the
previous flow equations, fractured rock can be treated by various levels of
complexity. In the simplest approach, the reservoir can be treated as a sin-
gle porosity system with anisotropic Darcy flow (parallel plate flow if only
fractures are present). More complex forms of modeling treat the fractured
rock mass as a dual-porosity system, using Darcy flow for the porous ma-
trix system and parallel plate flow for the porous fracture system. In both
approaches, the continuity of the fracture system becomes important.

If at a given scale the fracture system is continuous and interconnected,
it can be treated as an equivalent porous medium using either a single- or
dual-porosity model. However, if the fracture system is distinctly discon-
tinuous and noninterconnected at a given scale, it cannot be treated as an
equivalent porous medium (Gale, 1982). If this is the case, the simplifying
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assumptions of the equivalent porous media approach, such as symmetry of
the permeability tensor, do not hold and the reservoir cannot be treated
using statistical abstractions for the fracture system. The reservoir must
then be modeled using discrete fractures mimicking the real size, orienta-
tion and position of the fractures present, a different task. 

The question of continuous versus discrete modeling has been addressed
by Long (Long and others, 1982; Long, 1983). This is an important dis-
tinction because in exploring for and engineering in subsurface fractured
hydrocarbon reservoirs, we will never have sufficient fracture data to ade-
quately apply discrete or discontinuous fracture modeling. 

At best, in subsurface reservoirs we can abstract the real or predicted
properties of the natural fracture system for use in a continuous, dual-poros-
ity approach. If this equivalent porous media approach is invalid for theo-
retical reasons, our best-case modeling will be in error. This is why there is
substantial debate in the literature about the applicability of equivalent
porous media concepts to fractured reservoir modeling. 

For natural subsurface reservoirs prior to production, Parsons (Equation
1–5) presents a reasonable approximation of total reservoir flow. As has
been stated previously, this equation assumes that flow across the frac-
ture/matrix surface does not alter the flow of either system. This is true for
rocks of either high or near nonexistent matrix permeability. Stated another
way, high matrix permeability would allow the matrix to respond individu-
ally to the overall pressure gradient rather than to the relative pressure sink
of the fracture. If, on the other hand, the matrix permeability is so low as to
become nonexistent, cross-flow once again becomes unimportant. In a rock
of relatively low or intermediate matrix permeability, cross-flow becomes
more important and Equation 1–5 becomes a poorer approximation of the
total flow.

If a more accurate approximation is needed in a rock, more complex
cross-flow equations such as those of Barenblatt and others (1960), Duguid
(1973), Duguid and Lee (1977) and Evans (1982) should be used. Such
equations are extremely complicated (Table 1–4) and difficult to work with,
however. Most petroleum exploration geologists would either lack the ex-
pertise or the interest to pursue them. This, coupled with the fact that Jones
(1975) has had good success with Parsons’ (1966) equations in laboratory
experiments on low-permeability carbonates, leads to the conclusion that
Equation 1–5 is an apt semi-quantitative representation of fractured reser-
voir flow for use in exploration where data are often scarce.
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Table 1–4 
Fluid Flow In Fractured Porous Rock After

Barnblat, Zheltov, and Kochina (1960)

Where: K = Permeability
P = Pressure
t = Time
ø = Porosity
C = Compressibility
µ = Viscosity
� = Cross-Flow Coefficient

(øm to øf)

Subscript m is Matrix
f is Fracture
w is Water

After Duguid (1973)
Continuity Eq. for Fluid in Pores

Continuity Eq. For Fluid In Fractures

Where:

Written in Terms of
3 Components of Dilation of the Medium

Fluid Velocity in Fractures r = Cross-flow Term
Pressure in Matrix ϕm to ϕf
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After Parsons (1966)

For 1 → n
Fracture Sets

Where K = Permeability
e = Fracture Width
D = Fracture Spacing
A = Angle Between Axis of Pressure Gradient and Fracture Planes
ρ = Density
µ = Viscosity
g = Acc. Gravity

Subscripts:
m is Matrix
f is Fracture
fm is Matrix and Fracture Combined
w is Water (Fluid)

Parsons (1966) also showed that Equation 1–5 could be expanded to in-
corporate multiple fracture sets:

kfr = kr + a cos2α+ b cos2 β+ (1–7)

where

for Fracture Set 1

and

Fracture Set 2 (1–8)

Each of these additional terms refers to a separate parallel fracture set of
constant spacing (Dn) and opening (en). As in Equation 1–5, cos2 α, cos2β,
etc., refers to the angle between each parallel fracture set and the pressure

b  
e

12 D
2
3

2

=

a  
e

12 D
1
3

1

=

K
e
12

 g
f

2
w

w

= .
ρ
µ

K K
e Cos A

12 D

e Cos A

12 Dfm m
1
3

1

1

N
3

n

n

= + +K.

Evaluating Fractured Reservoirs: Introduction 69

01CH01pp001-100  5/9/01  1:41 PM  Page 69



gradient. Equation 1–7, then, can deal with a number of intersecting frac-
ture sets, a geologically prevalent situation. In fact, this ability to deal with
multiple fracture sets in a permeable matrix overshadows any imprecision
that may result from using such a simple and direct equation.

The Direct Effect of Fractures on Fluid Flow

Contrary to popular belief, reservoir fractures are not always high-per-
meability channels, but often they act to impede or as barriers to fluid flow.
The effect of individual fractures on permeability is dependent on the char-
acter and morphology of the fracture plane itself (Figure 1–52). It is often
difficult to determine if natural fractures play an important role in fluid pro-
duction in a given well. There are, however, several clues that can give the
geologist or engineer suspicion of fracture control. All include core data.
Several indicators are:

• Direct observation of oil-stained or “bleeding” fracture planes in core
samples can indicate fracture control. Often, evidence of oil move-
ment along fracture planes is prevalent (Figure 1–53).

• High flow test permeability from zones of relatively low core-derived
plug permeability can indicate flow control by natural fractures. An
example of this is found in Amoco Norway 2/8-10 well, Valhall Field,
Norwegian North Sea. Here, a flow test permeability of greater than
100 md was recovered from a zone with corresponding atmospheric
pressure plug permeability of less than 1 md, indicating fracture con-
trol of reservoir flow.

• Fluid flow control can also be revealed by three-directional wholecore
permeability analysis (Khmax, Kh90º, Kv). A good example of such in-
dication is found in the Nugget sandstone from the Champlin 224
well, Summit County, Wyoming (Figures 1–54, 1–55, and 1–56).

In a vertical versus horizontal permeability plot, most well-bedded rocks
will plot below the line of equal permeability (isotropy) emphasizing pref-
erential flow parallel to bedding. However, if substantial scatter of points
exists both below and above the line of isotropy (Figure 1–54), fracture
control within the reservoir should be suspected. In the same core data used
in Figure 1–54, the role of fractures can be exemplified by first illustrating
the effect of the bedding present. This can be done by highlighting those
samples which, according to the testing laboratory report, show little or no
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Figure 1–52 Direct effect of various fracture morphologies on whole-core permeability.

Figure 1–53 Oil staining along open fractures in Nugget sandstone core from American
Quasar 3-1 UPRR, 10,159 ft. (Magnification 1.5x.)
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Figure 1–54 Vertical versus horizontal whole-core permeability for Nugget sandstone sam-
ples, Champlin 224 Well, Uinta County, Wyoming. Straight line indicates equal vertical and
horizontal permeability.

Figure 1-55 Replot of Figure 1–54 with all samples not listed as having fractures highlighted
as squares.
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visible fracturing (Figure 1–55). This diagram then gives the range of vari-
ability for nonfractured samples (all samples outside and some samples in-
side this field are controlled by fractures). Significant fracture variability
must, then, be viewed in light of the “normal” bedding data distribution.

This core contains many fractures (gouge-filled, slickensided, and open),
which are oriented oblique to bedding. The effect of these on permeability
in 3-D is difficult to ascertain. Horizontal fracture effects can be obscured
by bedding effects. A vertical fracture or gouge zone, however, should have
a distinct effect, by moving data points above the isotropic permeability line
(Figure 1–54). These effects can be illustrated by replotting the previous di-
agram highlighting all those samples, which have obvious and unambigu-
ous vertical fractures or gouge zones (Figure 1–56). Both of these features
would decrease horizontal permeability relative to vertical (vertical gouge
decreases horizontal permeability while vertical open fractures increase the
vertical permeability). Such anomalously high data points can be indicative
of fracture control in a reservoir and document anisotropic permeability.

Fracture Permeability Versus Confining Pressure

In order for Equation 1–5 to simulate subsurface reservoir flow, estima-
tion of kr and kf or e at depth must be made. These estimations are gener-
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Figure 1–56 Replot of Figure 1–54 with all samples containing unambiguous vertical open and
gouge-filled fractures highlighted as triangles.
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ally made by subjecting a nonporous, fractured laboratory rock sample to
external loads (simulating depth of burial) as permeability is being meas-
ured (Summers and others, 1978; and Engelder and Scholz, 1981). For
porous rocks, these tests can be run on unfractured rock (kr) and fractured
rock (kfr). Fracture permeability (kf) can then be calculated using Equations
1–5 and 1–6 (Figures 1–57 and 1–58). Once kf and kr are known as a func-
tion of depth, the total reservoir permeability (kf) can be calculated for any
combination of reservoir fracture systems in that rock (Equation 1–7).
Usually in such tests a hydrostatic confining pressure is applied to the out-
side of a jacketed sample. This does not, however, simulate natural subsur-
face conditions where the vertical and horizontal components of burial
stress are not equal (σv ≠ σh). A detailed discussion of this point will be
given later in this chapter. Theoretical analyses of fracture permeability re-
duction with stress have been presented in Gangi (1978) and Walsh (1981).

Figure 1–57 Matrix (kr) and fracture (kf) and total (kfr) permeability versus hydrostatic confin-
ing pressure (Pc) for Jurassic Navajo sandstone samples. From Nelson (1975), courtesy of
AAPG.
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Figure 1–58 Permeability versus hydrostatic confining pressure for sample of Cretaceous
North Sea chalks, Valhall Field, offshore Norway.

Fracture Width versus Confining Pressure

Subsurface fracture permeability can be approximated from laboratory
data in a manner discussed in the last section or by complex testing of large
in situ fractured blocks (Swolfs and others, 1981). Using the data docu-
menting fracture permeability as a function of stress state or simulated
depth from laboratory or in situ measurements, we can calculate an average
effective fracture width necessary to give each permeability value from
Parsons’ equation (Equation 1–5). The appropriate permeability value is
input to this equation along with the angle (α) between the real or artificial
fracture plane and the pressure gradient, and the value for fracture spacing
in the sample (D). If multiple parallel fractures are used, the average dis-
tance between fractures is input for D. If one fracture parallel to the cylin-
der axis is used, the assumption of an image well source from hydrology is
applied (Walton, 1970), and one sample diameter is input for D.

With these input values and Equation 1–5, average effective fracture
width or hydraulic aperture (e) can be approximated (Figures 1–59 and
1–60). The hydraulic aperture is somewhat different from the mechanical
width, which is highly variable along the fractures. This distribution of me-
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chanical width is difficult to measure on natural fractures and has been in-
vestigated as a function of stress by Sharp and others (1972). Other inves-
tigations have looked at changes in total area of contact along the fracture
as a function of stress (Gale, 1982). The number derived from the fracture
permeability measurement mentioned above does not directly address the
mechanical width distribution or contact area, but better represents the
overall hydraulic effect of its distribution in fluid flow.

In this manner, one can derive a suite of hydraulic fracture width versus
stress curves representative of various lithologies or grain sizes and from
them simplify prediction of fracture permeability and fracture porosity in
the subsurface (see the section on “Field-Lab Determination” later in this
chapter).
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Figure 1–59 Calculate fracture width (e) versus hydostatic confining pressure (Pc) plot for
Nugget sandstone samples. From Nelson (1976), courtesy of AAPG.
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Fracture Width Distributions in Nature and Experiments 

Several representative, published values for shallowly buried natural
fractures indicate that their width is quite small (Table 1–5). These values
range from 1.0 � 10-3 cm up to 5.0 � 10-1 cm, and span a little over one
order of magnitude. As stated previously, however, these represent values
for shallow depths (several hundred meters). Subsurface fracture widths at
modern operating reservoir depths (5,000-20,000 ft.) are significantly
smaller than this.
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Figure 1–60 Calculated fracture width (e) versus hydrostatic confinig pressure (Pc) plot for
several North Sea chalk samples.
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Natural or simulated fractures in reservoir rock subjected to external load
in the laboratory indicate how these values may change at depth or during
reservoir depletion. From a nonstatistically significant number of such ex-
periments, gross values or “orders of magnitude” widths can be calculated
for various rock types. Preliminary results tend to indicate a segregation by
constitutive grain size of the host rock (Table 1–6).

Table 1–5
Some Published Natural Fracture Widths

Noorishad and others (1971) 3.0 � 10-1 cm
Ohnishi and Goodman (1974) 1.3–2.5 � 10-1 cm
Sharp and others (1972) 1.0–5.0 � 10-2 cm
Snow (1968a) 5.0 � 10-1 cm
Snow (1968b) 0.5–1.5 � 10-2 cm
van Golf-Racht (1982) 1.0–4.0 � 10-3 cm
Wilson and Witherspoon (1970) 2.5 � 10-2 cm (mean)

Table 1–6
Experimental Fracture Widths at 10,000 ft. (Simulated Depth)

(Number of Samples Not Statistically Significant)

Medium to Coarse Grained Sandstone 10-2 cm
Fine to Medium Sandstone and Crystalline Carbonates 10-1 cm
Siltstones 10-4 cm
Shales (Textural Term) 10-5 cm
Chalks (Compositional and Textural Term) 10-1–10-6 cm

It is evident from these low width numbers why it would be extremely
difficult to detect or quantify natural fractures by standard borehole logging
methods in the subsurface. Most wellbore techniques rely heavily on frac-
ture enlargement by hole, working to allow for detection. 

Natural subsurface fractures are certainly narrow and hard to measure.
However, as Wilson and Witherspoon (1970) point out, the characterization
problem is even more difficult because the fracture system normally has a
log-normal frequency distribution with respect to fracture width (Figure
1–61). Skewed log-normal distributions of width present a problem in cal-
culating representative values, because the mean, median, and mode values
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separate. Such skewed distributions are important because the few large
widths present can dominate fracture system permeability due to the fact
that fracture width is a cubed term in fracture permeability equations.

Fracture Spacing

Introduction

Along with fracture width, fracture spacing is the other important quan-
titative fracture system parameter necessary to predict fracture porosity and
permeability in a reservoir. Unlike subsurface fracture width, which is dif-
ficult to observe directly, fracture spacing can be directly quantified and
also does not change when the reservoir is perturbed. However, while frac-
ture spacing can be directly observed in outcrop and mines, difficulties in
quantification often arise due to the small size of our subsurface sampling
methods (core and wellbore observations) with respect to the fracture spac-
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Figure 1–61 Hypothetical natural fracture frequency diagrams, after Wilson and Witherspoon
(1970). 
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ing or matrix block size (see the section on “Scale Versus Nonscale
Dependency”). In addition, natural fracture systems are often of such a
complicated cross-cutting fabric as to make determination of an average
spacing difficult if not ill-defined.

Many parameters have been used in the literature in an attempt to quan-
tify the abundance of fractures in a reservoir. Terms such as fracture inten-
sity, fracture density, fracture index, fracture surface area, fracture
intersection density, and fracture spacing have all been used with the exact
definitions of each varying from author to author. Several usages involve
volumetric terms while most are in actuality vector terms. In this text, frac-
ture spacing is defined as the average distance between regularly spaced
fractures measured perpendicular to a parallel set of fractures of a given ori-
entation (Parsons, 1966). The terms can be applied to numerous parallel
fracture sets of various orientations within the reservoir. Each spacing term
will, therefore, be a vector (direction and magnitude) representing an aver-
age distance along the direction normal to the fracture planes (see the ear-
lier section, “Equations for Fluid Flow”). This definition of fracture spacing
is used here primarily because it is the format most frequently used in the-
oretical fracture permeability equations (e.g., Lamb, 1957).

Effect of Variation in Fracture Spacing

Variation in fracture spacing can have a dramatic effect on both fracture
porosity and permeability (Figures 1–62 and 1–63). The combined effect of
both fracture width and spacing on these reservoir parameters is shown in
Figures 1–62 and 1–63. A good qualitative feeling for the effect of outcrop
or core observations of fracture spacing at an assumed fracture width, or
vice versa, can be derived from these diagrams.

Techniques for Calculating Fracture Spacing

In simple fracture networks of regular, closely spaced fractures, fracture
spacing is easily calculated in core or outcrop provided the sampling area
or volume is large with respect to fracture spacing. This is accomplished by
counting the number of fractures encountered along a line of some given
length perpendicular to the fracture set of interest, for each of the fracture
sets present and dividing the length of measurement line. 

In more complex fracture systems, workers have gone to similar deter-
minations along lines in specific directions. This author has often used two
perpendicular measurement directions with one parallel to bedding strike
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Figure 1–62 Fracture permeability as a function of fracture width and fracture spacing.

Figure 1–63 Fracture porosity as a function of fracture width and fracture spacing.
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and one parallel to bedding dip. Others have tried to reconstruct the entire
vector/spacing distribution (at least in a plane) by measuring along three
specific directions (120º apart) and statistically manipulating the data into a
full 360º distribution. Hudson and Priest (1983) present an excellent statis-
tical technique for determining the entire 2-D array of spacing vectors pres-
ent in a rock. Narr and Lerche (1984) present a statistical/geometric method
for accurately depicting fracture spacing from core data.

FRACTURE AND MATRIX POROSITY COMMUNICATION

Once fracture origin and the reservoir properties of the fracture and ma-
trix systems have been determined, fracture and matrix porosity interaction
should be addressed.

Introduction

Any reservoir in which fractures play a significant role in production and
storage of reserves must be treated as a two-porosity system—one system
in the matrix and one in the fractures.

Reservoir interpretation that does not recognize the potential for reduced
recovery because of an adverse interaction between the two porosity sys-
tems will lead to an incorrect estimation of reserves and recovery factors.
These complexities in fractured reservoirs make reliable early estimations
of reserves or recovery factors more complex than in conventional reser-
voirs. Early warning of fracture/matrix interaction problems can be gained
by thin-section observation of fracture planes and by analysis of whole-core
directional permeabilities selected to illustrate in a relative sense the inter-
action and flow rates between matrix and fractures.

In many cases, flow communication or interaction between these two
systems may be good. However, in other reservoirs such communication
may be inhibited by mineralization within or deformation along the fracture
plane surfaces (see the earlier section on “Fracture Morphology”). For ex-
ample, in a fractured reservoir where: (1) deformation is accomplished pri-
marily by extension fracturing (as in regional fractures, Stearns and
Friedman, 1972), and (2) diagenetic mineralization is minimal; fracture/ma-
trix interaction or cross-flow is probably good. In such a system, both
porosity systems can respond to the overall fluid pressure gradient as well
as directly to each other.
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Poor fracture/matrix porosity interaction may occur either because of
deformation along, or mineralization within, the fracture. Such lack of
communication may or may not be a problem in production, depending on
the petrophysical properties of the two systems. For instance, poor com-
munication between a moderately porous, permeable fracture system and
a low-porosity, high-water saturation matrix would not be a problem. Such
a prospect would be judged on the reservoir properties of the fracture sys-
tem alone.

On the other hand, poor communication between a highly permeable
fracture system and a matrix system with a large volume of potentially
flowable hydrocarbons presents a significant production and evaluation
problem. If the presence of an impervious lining to the fractures is not rec-
ognized, it will result in an erroneous estimate of the matrix contribution
into the fracture system and then to the wellbore. The properties of a two-
porosity system and some misconceptions and nonparallelisms are dis-
cussed next.

Basics of Fracture and Matrix Porosity

Fracture porosity, like matrix porosity, is the percentage of a particular
void volume in a rock mass compared to its total volume. It accounts for
only those voids occurring between the walls of fractures. Matrix porosity,
on the other hand, accounts for all voids within a rock other than those
within fractures. Thus, matrix porosity includes voids of various origin—
vuggy porosity, intergranular porosity, dissolution porosity, etc. The two
basic relationships used to calculate fracture porosity and matrix porosity
are presented in Equations 1–10 and 1–11.

(1–10)

(1–11)

where ϕr,= matrix porosity
ϕf = fracture porosity
Vp= volume of pores (other than fractures)
Vb= bulk volume
D = average spacing between parallel fractures
e = average effective width of fractures
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A brief analysis of these equations leads to the interesting conclusion that
fracture porosity (ϕf) is very scale-dependent while matrix porosity (phi r)
as we use it is not.* For clarification of this point, consider an outcrop of
rock in which we will attempt to measure fracture and matrix porosity
(Figure 1–64a and b). If we assume that the fractures shown are regularly
spaced and that the matrix is homogeneous, the size and position of our
porosity calculation element effects ϕf to a much greater degree than ϕr.

Scale Versus Nonscale Dependency

A small element of rock (1 cm2) located between fractures (Figure
1–64a) would calculate normal ϕr and no ϕf. If this same element were po-
sitioned over a fracture (Figure 1–64b), near normal ϕr, would be calculated
while ϕf would be quite large. As the measurement element grows larger,ϕr
remains nearly constant while more fractures are encountered and ϕf ap-
proaches a smaller but more truly representative number. This figure illus-
trates the fact that ϕf, by having a spacing term built into its calculation, is
scale-dependent and as such presents a more severe sampling problem in its
calculation than does matrix porosity. In fracture porosity calculations, we
must use a large enough sampling element to encounter several regularly
spaced fractures to get an accurate measurement. It appears that we need an
area encompassing four to five regularly spaced fractures to accurately as-
sess fracture porosity.

Porosity-Permeability Relationships

A second way that fracture porosity and matrix porosity are different is
in their effect on permeability (Figure 1–65). While fracture porosity is usu-
ally slight, it is highly interconnected and does, therefore, have a much
more dramatic effect on permeability than does matrix porosity. Relatively
small increases in fracture porosity cause immense changes in permeability
parallel to the fracture (Figure 1–63). Fracture porosity and matrix porosity
thus should not be given equal significance in reservoir flow predictions.
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*Matrix porosity actually is scale-dependent below the size of individual grains (unit cell
equals several pores and grains), while fracture porosity is scale-dependent below the size
of the fracture spacing (unit cell equals D + e)
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Figure 1–64a and b Fracture porosity determinations are dependent on the size and posi-
tioning of the sample, while matrix porosity determinations are not.
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Compressibility Differences

A third way that ϕf and ϕr, differ is in their compressibility. In general,
fractures are much lower in porosity and much higher in permeability than
the matrix in which they reside. However, as external stress increases
(below the yield point) due to either increasing depth of burial or reservoir
depletion, fractures compress or reduce in porosity and permeability much
more readily than the matrix (Figure 1–66a and b). This difference in be-
havior is most dramatic in relatively brittle rocks and less dramatic in rocks
with a ductile matrix, where the compressibilities of the two phases are
more nearly the same.

Magnitude Differences

Fracture porosity is generally a small number compared to “normal” ma-
trix porosity. Here are some rules-of-thumb for judging the magnitude of
macroscopic fracture porosity (Table 1–7). Most good fractured reservoirs
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Figure 1–65 Permeability versus porosity showing the relative positions of matrix and fracture
curves.
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Figure 1–66 a and b Normalized porosity (ø/ø500) and permeability (k/k500) are shown as a
function of hydrostatic confining pressure in tests on rock matrix and rock fractures.
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possess less than 1 percent fracture porosity. Any large-scale subsurface
fracture system of around 2 percent or greater fracture porosity has under-
gone dissolution along the fracture planes as in many limestones to attain
sufficient void space or has unusually close fracture spacing as in some
cherts. These numbers do not include grain-scale cracking, which can give
larger porosities, but are usually ineffective to large-scale fluid flow. As was
pointed out earlier, fracture porosity is a difficult number to calculate. Once
it is calculated, however, its significance to production is still not always
immediately clear.

Table 1–7
Guidelines for Fracture Porosity

Always Less Than 2%
Excluding Small Zones Less Than 1%
General Less Than 0.5%
Vuggy Fractures O-Large

Fracture porosity is usually low but can be important in specific reservoirs with
large vertical and areal extent.

Use of Fracture Volume Instead of Fracture Porosity in Evaluation 

Fracture porosity is, then, a small number. However, this small porosity
value can be important to production in that ϕf is very effective. When ap-
plied over large drainage areas and thick reservoirs, ϕf can amount to a large
reservoir volume. In addition, it has a recovery factor generally assumed to
be greater than that of the matrix, in part due to the assumed low water sat-
uration in smooth, open fractures. The potential for substantial reservoir
volume residing in fracture systems even of 1 percent fracture porosity is
high, depending on reservoir thickness and drainage area (Figure 1–67).
This volume can be quite large, as in some of the larger Middle East fields
where drainage areas are large leading to well spacings in excess of 1,000
acres. It is probably best to not use the term “fracture porosity” in early
evaluations. It could be misconstrued as “matrix porosity.” Because the two
are so drastically different, it is best to calculate and use fracture-volume-
obtainable-per-well rather than fracture porosity.

88 Geologic Analysis of Naturally Fractured Reservoirs

01CH01pp001-100  5/9/01  1:41 PM  Page 88



The Significance of Fracture Porosity

The significance or importance of ϕf values in reservoir evaluation and
potential production problems depends on the type of fractured reservoir
encountered. In a fractured reservoir, where the fracture system provides
the essential porosity and permeability to the reservoir, an early calculation
of ϕf or fracture volume attainable per well is of paramount importance. We
must have an accurate knowledge of this volume as early as possible to
evaluate the reservoir properly, and this estimation must be updated contin-
uously through the early production history with as many methods of cal-
culation as the data permit. The significance of a ϕf calculation in fractured
reservoirs, where the fracture system provides only permeability of various
amounts to the reservoir and the matrix supplies the porosity or storage vol-
ume, is much less if not negligible. In those reservoir types, the ϕr, which
is usually several orders of magnitude greater than ϕf, so overshadows the
volume in the fractures as to make an accurate, early calculation of ϕf
unimportant. What is important is to determine the reservoir type as early
as possible. 

Fracture Porosity Estimations

Fracture porosity is a very difficult number to calculate. Estimates can be
made by:
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Figure 1–67 Fracture volume as a function of fracture porosity and drainage area.
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1. Core analysis
2. kf/ϕf relationship
3. Field determinations
4. Logs
5. Multiple well tests

These methods usually give slightly different values of ϕf because they
are based on slightly different data. It is, therefore, important to use as many
different methods to calculate ϕf as possible with the data available in order
to determine the range of possible values in the reservoir.

Core Analysis

Whole core analysis samples a relatively large rock volume (3- to 5-in. di-
ameter sample) compared to plug analysis (3/4-in. diameter sample) and,
therefore, often depicts a measure of fracture porosity unattainable by stan-
dard plug analysis. Using a Tuscarora sandstone example (Table 1–8) the
fracture porosity exists as incompletely mineralized, partly dissolved frac-
tures. By subtracting the consistently low matrix porosity (taken from the av-
erage of the unfractured samples) from the whole core samples containing
fractures, an estimate of fracture porosity is made. This method of calculat-
ing ϕf is, of course, fraught with scale and sampling problems. The fractures
in this core are vertical (parallel to the core axis). The core diameter is 4 in.
At any spacing of parallel fractures greater than 4 in., the sampling becomes
a “hit-or-miss” problem. If fractures were spaced more than 4 in. apart, hit-
ting one with the 4-in. core would give an anomalously high ϕf compared to
that portion of the reservoir. Conversely, not intersecting fractures with the
core would give an anomalously low fracture porosity (ϕf = 0 percent).
Because of these and other sampling problems, core analysis—though the
most direct procedure—can often give the most misleading value for frac-
ture porosity. However, this is often the first method available for the analy-
sis of ϕf and should be performed as soon in evaluation as possible.

Fracture Porosity-Fracture Permeability Relationship

Another method used in fracture porosity calculations involves the rela-
tionship between fracture porosity and fracture permeability (Figure 1–68).
In the Valhall Field in the Norwegian sector of the North Sea, a reservoir
permeability of 66 md was calculated from a flow test in the same zone
from which a core was taken. By standard analysis of the core, the matrix
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Table 1–8
Average Porosity from Whole-Core Analysis (Arithmetic Average)

Tuscarora-Amoco #1 Texas-Gulf

Assumes < 0.5% = 0.0%

All Core = 0.9%
Best Zone = 1.4%
Unfractured Rock = 0.6%
All Core ϕf = 0.4%
Best Zone ϕf = 0.9%
Highest ϕf = 2.9%

permeability was so low (much less than 1 md) that all flow measured in
the test must have been from the natural fracture system. Observation of
the core material indicated a fracture spacing from this same zone of about
0.5 cm (a very intense fracture system). Therefore, by knowing the spac-
ing of the fracture system and the total permeability of the same fracture
system, fracture porosity (ϕf) could be approximated (Jones, 1975). By this
method, a ϕf of 0.3 to 0.4 % was calculated for that particular portion of
the reservoir.

This method of calculating fracture porosity from fracture permeability
is quite elegant and should give fairly accurate values. However, the num-
ber of situations where this can be used are relatively few. Three conditions
must be met:

1. A flow test permeability must have been calculated for the same zone
from which a core was pulled.

2. Core analysis must show that the rock matrix (ϕr) contributed negli-
gible flow to the flow test.

3. A good estimate of fracture spacing must be obtainable from the core.

If these conditions are met, the ϕf – kf method of ϕf calculation can be
used.

Field-Lab Determination

Because fractures are planar entities, both ϕf and kf are directly depend-
ent on the width and spacing of the fractures (e).
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(1–12)

(1–13)

where D = average fracture spacing and where the fracture plane is parallel
to the fluid pressure gradient

In the laboratory, we can measure the permeability of fractured and un-
fractured companion samples of reservoir rock under confining pressure.
The permeability difference between those two curves (k versus confining
pressure) at any confining pressure can be considered the effect of the frac-
ture on flow in the samples, or fracture permeability (kf). Once kf is meas-
ured and an estimate of D made, these variables can be applied to Equation
1–12 and the effective width of the fractures (e) at any confining pressure
can be calculated (Nelson and Handin, 1977). Once e is known for any con-
fining pressure or simulated depth, subsurface fracture spacing data can be
applied to Equation 1–12 and ϕf calculated (Figure 1–69). 

In a study of the Paleozoic carbonate section correlative to that in the
producing zone in the Whitney Canyon Field, laboratory-derived fracture
width data as a function of simulated depth were combined with outcrop-
derived fracture-spacing data to map fracture porosity variations in large-
scale folds. This method depicted potential ϕf variations in exploration,
such variations with structural position, and stratigraphic level could be
then anticipated (Figure 1–70).

This method of ϕf calculation involves both field and laboratory meas-
urements and is, therefore, quite time-consuming. Its advantage lies in the
fact that structural and stratigraphic inhomogeneities in ϕf can be modeled
and predicted. This method, however, requires that the rock section of in-
terest outcrops in structures similar in style or form to the subsurface struc-
ture of interest. This fact may severely limit its applicability in many areas.

Logs and Log Suites

There is no direct method of calculating fracture porosity from well logs.
Several log suites have been developed to detect natural fracture systems
(Aguilera and van Poollen, 1977; and Aguilera, 1995), but none can calcu-
late ϕf directly. Most early methods used (such as the borehole gravimeter)
relied on measuring matrix porosity on one tool and total porosity on an-
other. The difference between the two being considered fracture porosity.
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However, because ϕf is so small, calibration errors often overshadowed the
true value of ϕf. Calculations of ϕf by logging methods are and should be
routinely made in reservoirs where this is a relevant term; however, these
values tend to overestimate fracture porosity. More modern logging ap-
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Figure 1–68 Fracture porosity as a function of fracture spacing and flow test permeability.
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Figure 1–69 Fracture porosity as a function of fracture width and fracture spacing.

Figure 1–70 Calculated fracture porosity (%) distribution by fracture spacing measurerment
point or station on a surface fold in Ordovician Big Horn dolomite, western Wyoming thrust belt.
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proaches to determining subsurface fracture porosity come from the elec-
trical borehole imaging logs. This tool not only records the orientation and
intensity of interpreted fractures, but will also record their apparent electri-
cal aperture. With both integrated aperture and intensity of the recorded
fractures, an estimate of fracture porosity for each fracture set can be made.
The absolute values of fracture porosity using this method directly from the
interpretive workstation are perhaps incorrect. However, the variation in
aperture within the logged interval is accurate. If one orientation or horizon
has the same fracture intensity as another, but has twice the interpreted frac-
ture aperture as another, it has twice the fracture porosity. 

Multiple Well Tests

Both single- and multiple-well testing can be used to effectively calcu-
late ϕf. Pulse testing and pressure transient analyses are good methods for
doing this. Because adequate discussion of these methods is beyond the
background of this author, readers are referred to Aguilera (1995) and van
Golf-Racht (1982).

These methods probably give the most accurate estimates of subsurface
ϕf. However, they require close-spaced wells for testing and are usually
only applicable in well-developed areas where production can be ceased in
several wells long enough to perform the tests.

Cross-Flow in a Two-Porosity System

The quantitative evaluation of a natural fracture system in a fractured
reservoir requires that the analyst determine three main fracture system
characteristics:

1. Fracture intensity or spacing
2. Fracture plane morphology and width
3. Fracture and matrix porosity communication or interaction

The first two of these were discussed earlier. This section will discuss
fracture/matrix interaction, its effect on the reservoir, and how this interac-
tion might be evaluated early in reservoir analysis.

Several different equations have been derived to describe fluid flow in a
two-porosity system (fractures and matrix). Some equations assume a fixed
degree of communication or interaction between the two systems; others
allow for variable interaction as a function of pressure gradients and the per-
meability contrast between the fractures and matrix (Table 1–4). These ap-
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proaches, while valid for many simple fractured reservoirs, generally ignore
the geometry and petrophysical properties of the fracture/matrix interface.

During early production, this lack of knowledge is often compensated for
by adjusting recovery factors in the two-porosity systems and by assuming
erroneous drainage areas. While often of limited harm in primary recovery,
approximations made without a true knowledge of fracture/ matrix flow in-
teraction can become devastating in predictions of reservoir response in
secondary and tertiary recovery projects. Such compensations can be disas-
trous in early economic evaluations when long-term investment decisions
are made.

Examples of Cross-Flow in Thin Section

Uninhibited Cross-Flow

In a fractured reservoir where deformation is accomplished primarily by
extension fracturing (as in the earlier section on regional fractures) and di-
agenetic mineralization is minimal, fracture/matrix interaction is good. In
such a system, both porosity phases respond to the overall fluid pressure
gradient as well as directly to each other (Figure 1–71). Such fractures are
quite amenable to direct quantification by the various flow equations dis-
cussed previously.

Inhibited Cross-Flow

Producible reserve estimates for economic evaluation must include some
difficult-to-determine matrix contribution. Quantification of fracture/matrix
interaction is at this time quite difficult. Estimations must be made on the
basis of the effect of the geometry of the fracture/matrix interface on both
porosity and directional permeability. The following sections will discuss
examples of porosity interaction problems related to both fracture mineral-
ization and deformation.

Fracture Mineralization

If diagenetic mineralization within a fracture is complete, the fracture is
a barrier to fluid flow and an obvious detriment to the reservoir. When min-
eralization is present but incomplete, the properties of the fracture/matrix
interface become important. Poor fracture and matrix porosity interaction
due to incomplete diagenetic mineralization is pictured in Figures 1–72 and
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Figure 1–71 (Bottom) Photomicrograph of open fracture with good fracture and matrix poros-
ity interaction. (Top) Schematic tracing of the two porosity systems shown on the photo (ø frac-
ture and ø matrix). Also shown are the probable relative fluid rates (Q is a flow rate per unit
area). This example is from the Champlin 224 well at 7,592 ft. depth, Pineview Field.
(Magnification 140x.)
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Figure 1–72 (Bottom) Photomicrograph of a rock with a very poor fracture and matrix poros-
ity interaction. (Top) Schematic tracing of the three-porosity system shown in the photo. Also
shown are relative fluid flow rates probable (Q is flow rate per unit area). From the Champlin
224 Well at 7479 ft. depth. (Magnification 140x.)
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1–73. They illustrate the particularly bad problem of impervious mineral
lining in fractures. In this case, large solution vugs at the center of the frac-
ture fill are isolated from the porous matrix by a coarse lining of diagenetic
mineralization. These situations make knowledge of the mineralization and
solution history of paramount importance in fluid flow prediction. The pres-
ence of an impervious mineral lining can be quite damaging when we erro-
neously predict significant matrix contribution through the fractures to the
wellbore. On the other hand, it can present little or no evaluation problem
in reservoirs like the Tuscarora sandstone discoveries in central
Pennsylvania in the 1980s, where matrix contribution to production is con-
sidered negligible.
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Figure 1–73 Effect of fracture and matrix interaction on whole-core permeability.
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Fracture Deformation

Fracture-associated deformation can significantly alter fracture/matrix
interaction. Of prime importance in this alteration are slickensides and cat-
aclasis. Both processes accomplish deformation by a crushing or breaking
of host rock grains. Examples of poor fracture/matrix porosity communica-
tion due to cataclastic gouge around and slickensides along open fracture
planes are shown in Figure 1–72. In general, slickenside development is
less pervasive into the rock than gouge and, subsequently, affects a nar-
rower zone of deformation. Therefore, for a constant number of fractures,
slickenside formation often affects fracture/matrix interaction less drasti-
cally than cataclasis.

Estimation of Porosity Interaction

Direct determination of fracture/matrix communication is very difficult.
It is as important at this point to recognize that poor communication in a
reservoir exists as it is to accurately quantify it. Early recognition of poor
fracture/matrix interaction allows us to be more cautious in economic eval-
uation of a reservoir.

The importance of thin-section observation of fracture/matrix interfaces
in fractured reservoir analysis cannot be overemphasized. Such observa-
tions give direct evidence of major interaction problems as well as a chance
to document the geometry of the interface itself. Porosity, grain size and
shape, and sorting of the interfacing material can all be quantified and ap-
plied in estimations of fracture/matrix interaction.

In addition to thin-section measurements, estimates of communication
between the two systems can sometimes be made by analyzing directional
permeability data. Open or partially open fractures will generally have per-
meabilities much greater than the matrix rock in which they are found. Such
fractures will have higher permeability parallel to the plane and “normal”
matrix permeability across the fracture. In cases where poor fracture/matrix
interaction exists, however, permeability perpendicular to the fracture plane
is lower than that of normal or average matrix permeability, reflecting the
reduced porosity and permeability of the interface or deformation zone. The
reduced permeability of the zone or interface can then be used in modeling
the flow distribution in the reservoir in a manner possibly similar to that of
skin effects in wellbore damage.
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Reservoir Management

After a fractured reservoir has been discovered with its initial well, early
evaluations determine if the prospect will be economic to develop. This re-
quires proper reservoir management based on (1) the knowledge of how the
reservoir compares to already-developed reservoirs having similar proper-
ties, and (2) the knowledge of how the geological, engineering, and petro-
physical data integrate into a coherent reservoir/depletion model. The
following sections will address these aspects in detail.

CLASSIFICATION OF FRACTURED RESERVOIRS

Reservoir Types

Once the origin, continuity, and reservoir properties of the fracture sys-
tem are determined, and the flow interaction between the fractures and the
matrix has been investigated, the reservoir must be classified on the basis
of what positive effects the fracture system provides to overall reservoir
quality. The following classification has proven useful in this regard:

Type 1: Fractures provide the essential reservoir porosity and permeability.
Type 2: Fractures provide the essential reservoir permeability. 
Type 3: Fractures assist permeability in an already producible reservoir. 
Type 4: Fractures provide no additional porosity or permeability but cre-

ate significant reservoir anisotropy (barriers).

This classification is an expansion of that proposed in Hubbert and Willis
(1955). The first three types describe positive reservoir attributes of the
fracture system. The fourth, while somewhat nonparallel to the others, de-

101

2

02CH02pp101-124  5/9/01  2:06 PM  Page 101



scribes those reservoirs in which fractures are important not only for the
reservoir quality they impart, but for the inherent flow anisotropy and reser-
voir partitioning they create. A depiction of this classification in graph form
is given in Figure 2–1.

The advantages of this classification are that it delineates the parameters
of the fracture system, which are most important in quantifying a particular
reservoir, and it allows for prediction of the types of production problems
that are likely to occur.

In the first type of fractured reservoir, where the fracture system provides
the essential porosity and permeability, an early calculation of fracture
porosity or fracture volume attainable per well is of paramount importance.
An accurate knowledge of this volume must be gained as early as possible
to evaluate total reserves obtainable per well and to predict if initially high
flow rates will be maintained or drop rapidly with time. In these estima-
tions, fracture width and fracture spacing values are critical. Accurate frac-
ture porosity calculations in fractured reservoir Types 2 through 3 are much
less important because the fracture system provides only permeability—the
matrix supplies any significant porosity or storage volume. In those types,
the matrix pore volume (usually several orders of magnitude greater than
the fracture volume) overshadows the fracture volume so much that to
make an accurate, early calculation of fracture porosity is unimportant. In
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Figure 2–1 A schematic cross plot of percent reservoir porosity versus percent reservoir per-
meability (percent due to matrix versus percent due to fractures) for the fractured reservoir
classification used by this author.
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these reservoirs, however, an early knowledge of fracture/matrix interaction
is extremely important to determine whether the matrix porosity can be
drained by the fracture system.

Similar breakdowns using this classification can be made for the other
reservoir property determinations previously mentioned in Chapter 1.

Lists of Reserves by Type, and Examples of
Reservoirs with Contrasting Histories

The classification scheme previously presented effectively subdivides
reservoirs by size of reserves. This section will present a breakdown of re-
serves by fractured reservoir type. In addition, two fields will be chosen
from the examples for each group to depict a relative difference in produc-
tion history due to a difference in one of the parameters characteristically
considered in reservoir evaluations.

A listing of reserves for several fields or groups of fields, which fall into
the category of fractured reservoir Type 1, where fractures provide the es-
sential porosity and essential permeability to the reservoir, shows that the
reserves in this general reservoir type are rather low (Table 2–1). Amal is
by far the largest field of this type. This field has substantial reserves due to
its large thickness and very large aerial extent (100,000 acres, 800 ft. thick).
The fracture porosity in this field appears to average about 1.7 percent as-
suming no matrix porosity in the Cambrian quartzite host rock.

Table 2–1
Examples of Fields in Which Fractures Provide the Essential

Porosity and Permeability to the Reservoir

Field Reserves

1. Amal Libya 1700 mmbbi*
2. (5) Ellenburger Fields Texas 107.8 (1957)
3. Edison California 42
4. Wolf Springs Montana 5.4
5. (8) PC Fields Kansas 3.8
6. Big Sandy Kentucky/West Virginia 3 TCF**

*mmbbi=million barrels of oil
**TCF=trillion cubic feet
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Edison and Big Sandy fields are chosen as examples of contrasting his-
tory in this reservoir type, due to the origin and extent of the fractures
(Table 2–2). The fractured reservoir of interest in Edison Field in California
is the fractured Jurassic schist that constitutes basement in the area. This
unit is one of nine pays within the field. The thickness of the fracture pro-
duction is about 1300 ft. The fractures are tectonic in origin and are devel-
oped on a structural nose encompassing about 7,090 acres. This unit
accounts for 42 MMBO or about 29 percent of the total field reserves.
Matrix porosity in this unit is negligible.

Table 2–2 
Examples of Contrasting History

Reservoir Type 1:
Fractures Provide the Essential Porosity and Permeability

• Edison (California) Poor History
Tectonic Fractures

• Big Sandy (Kentucky/West Virginia) Good History
Regional Fractures

The Difference is Primarily One of Drainage Area and Fracture Type

Big Sandy Field in eastern Kentucky and western West Virginia is a frac-
tured shale gas-producing reservoir. The producing Devonian shale units
vary in thickness over the roughly 650,000 acre developed area. Reserves
are estimated at about 3 trillion cubic feet of gas (TCFG). The fracture sys-
tem appears unrelated to local structure and is believed to be a result of re-
gional fractures. This field produces from shale with low effective matrix
porosity, making it a Type 1 fractured reservoir.*

The difference in reserves between these two shallow, low-pressure
fields is dramatic—one artifact of a difference in origin of the two fracture
systems. The fractures in Edison are tectonic fractures related to the devel-
opment of the structural nose or flexure. As such, the fractures are restricted
to the size of the structure (7,090 acres).

The fractures at Big Sandy, however, are regional fractures and crosscut
numerous structures. The area of fracture development is, therefore, very
large (650,000 acres). Regional fractures will by definition be developed
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* It has been pointed out, however, that gas may exist adsorbed on the small particles within
the shale, which may be released and produced with time. If this is true, the field may not
be a typical Type I reservoir.
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over much larger areas than tectonic fractures, thus giving the potential for
larger reserves in Type 1 fractured reservoirs. 

A listing of reserves for several fields that fall into the Type 2 category—
where fractures provide the essential permeability, and the matrix provides
the essential porosity—shows that the reserves in these fields are substan-
tially higher than the Type 1 fields (Table 2–3). This reflects the larger stor-
age volume associated with matrix porosity (up to 20–30 percent in the
matrix as opposed to up to 1–2 percent in the fractures).

Table 2–3
Examples of Fields in Which Fractures Provide

the Essential Permeability to the Reservoir

Field Reserves

1. Agha Jari Iran 9,500 mmbbi
2. Haft Kel Iran 2,660
3. Rangely Colorado 600
4. Spraberry Texas 447
5. Altamont-Bluebell Utah 250
6. Sooner Trend Oklahoma 70
7. La Paz/Mara Venezuela 800

Spraberry and Altamont-Bluebell fields are chosen as examples of con-
trasting production history in this reservoir type (Table 2–4). The reservoirs
in these two fields are both fractured siltstones quite similar in character.
The fracture systems are regional with very similar spacings. Both rocks
show a tight, low-permeability matrix with moderate-to-low porosity (5–8
percent). Spraberry had an ultimate recovery of the oil in place of only 7
percent, however, while Altamont-Bluebell was much greater (possibly in
the 30–40 percent range). This is due primarily to differences in initial
reservoir energy.

Spraberry is an underpressured field or trend (0.33 psi/ft). Altamont-
Bluebell, on the other hand, is an overpressured reservoir (0.7 and in some
places up to 0.9 pounds per square inch [psi/ft]). Upon pressure drawdown
there is very little pressure differential between the center of the matrix
blocks and the fractures in the underpressured formation to drive the oil out.
In the overpressured reservoir, however, significant pressure differential
can be developed during pressure drawdown in the fractures and the oil is
“forced” out of the matrix blocks into the fractures and ultimately to the
wellbore. Therefore, the large difference in recovery factor between these
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two fields, which are quite similar in fracture and matrix properties, is reser-
voir energy.

Table 2–4 
Examples of Contrasting History

Reservoir Type 2:
Fractures Provide the Essential Permeability

• Spraberry (Texas) Poor History
Underpressured

• Altamont-Blue Bell (Utah) Good History
Overpressured

The Difference is Primarily One of Reservoir Energy.

A listing of reserves for several Type 3 fields, where the fractures pro-
vide a permeability-assist to the reservoir in which the matrix itself is ca-
pable of significant flow, shows that these are some of the largest fields in
the world (Table 2–5). Fractures here give the voluminous flow rates, which
make these fields so economic (flow rates often in excess of 100,000 bar-
rels of oil per day [BOPD]). Kirkuk and Cottonwood Creek fields are ex-
amples of this reservoir type (Table 2–6).

Table 2–5
Examples of Fields in Which Fractures Provide

a Permeability Assist to the Reservoir

Field Reserves

1. Kirkuk Iraq 15,000 mmbbi
2. Gachsaran Iran 8,000
3. Hassi Messaoud Algeria 6,000
4. Dukhan Qatar 4,570
5. Cottonwood Creek Wyoming 182
6. Lacq France 8.8 TCF
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Table 2–6 
Examples of Contrasting History

Reservoir Type 3:
Fractures Provide a Permeability Assist

• Cottonwood Creek (Wyoming) Poor History
Late Recognition of Fractures

• Kirkuk (Iraq) Good History
Early Recognition of Fractures

One Difference is When the Fracture Systems
Were Recognized in Production Procedures.

While it is unfair to economically contrast two fields with such drasti-
cally different reserves (Kirkuk being one of the largest fields in the world),
the difference in history of development of the two fields is instructive. In
Kirkuk, gigantic flow rates were observed from the Asmari Limestone in
the first wells drilled (100,000 BOPD with 1 to 2 pound pressure differen-
tial). The field was, therefore, recognized as a fractured reservoir immedi-
ately and was developed as such from day one. At Cottonwood Creek,
however, the importance of the natural fracture system was not determined
until failure of the secondary recovery project in the Phosphoria Reservoir.
At that point, the field was shut in and a new secondary recovery study was
made based on re-evaluation of cores and logs with natural fractures in
mind. A successful secondary recovery project was then initiated, but there
was a loss in ultimate recovery due to the shut-in and the failure to initially
recognize the fracture contribution.

POSITIVE RESERVOIR ATTRIBUTES

Too often we look at fractured reservoirs as a bad thing: fractures always
make a simple matrix reservoir poorer and more difficult to handle. This is
not true. In fact, the first three fractured reservoir types have some inherent
positive attributes due to the fracture system. Tables 2–7 through 2–9 high-
light some of these positive reservoir attributes by fractured reservoir type. 
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Table 2–7
List of Positive Reservoir Attributes Inherent in Fractured

Reservoir Type 1
Fractures Provide Essential Porosity and Permeability

1. Drainage areas per well are large
2. Few wells needed in development (in-fill for rate acceleration only)
3. Good correlation between well rates and well reservoirs
4. Best wells are often early
5. Generally high Initial Potentials (IPs)
6. Can produce from nonstandard and nonreservoir quality rocks

Table 2–8
List of Positive Reservoir Attributes Inherent in Fractured

Reservoir Type 2
Fractures Provide Essential Permeability

1. Can develop low permeability rocks
2. Often higher than anticipated well rates
3. Hydrocarbon charge often facilitated by fractures

Table 2–9
List of Positive Reservoir Attributes Inherent in Fractured

Reservoir Type 3
Fractures Provide a Permeability Assist

1. Reserves dominated by matrix properties
2. Reserve distribution fairly homogeneous
3. High sustained well rates
4. Great reservoir continuity
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POTENTIAL PROBLEMS

Using the fractured reservoir classification scheme presented here, one
can predict potential evaluation and production problems by reservoir type
(Table 2–10 through 2–13). In general, problems with reservoir Type 1 re-
volve around delineation of the fracture system intensity and extent, as well
as ultimate reservoir volume. Problems with Type 2 involve documentation
of matrix and fracture interaction and optimum development patterns. In
reservoir Type 3, virtually all potential problems relate to nonrecognition of
the fracture system, especially during secondary development planning.

Table 2–10
Preliminary List of Problems Involved in Fractured

Reservoir Type 1
Fractures Provide Essential Porosity and Permeabilily

1. Often a rapid decline curve
2. Possible early water encroachment
3. Size and shape of drainage area is difficult to determine
4. Reserve calculations difficult to constrain
5. Many development wells add rate but not additional reserves

Table 2–11
Preliminary List of Problems Involved in Fractured

Reservoir Type 2
Fractures Provide Essential Permeability

1. Poor fracture and matrix porosity communication leads to poor matrix recov-
ery and disastrous secondary recovery

2. Possible early water encroachment (production rates may need to be con-
trolled)

3. Fracture intensity and dip critical
4. Development pattern must be tailored to the reservoir
5. Recovery factor difficult to determine and quite variable
6. Fracture closure in overpressured reservoirs may occur
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Table 2–12
Preliminary List of Problems Involved in Fractured

Reservoir Type 3
Fractures Provide a Permeability Assist

1. Highly anisotropic permeability
2. Often unusual response in secondary recovery
3. Drainage areas often highly elliptical
4. Often interconnected reservoirs
5. Correlation between log/core analysis and well test/performance often poor

Table 2–13
Preliminary List of Problems Involved in Fractured

Reservoir Type 4
Fractures Create Flow Barriers

1. Reservoir compartmentalization
2. Wells underperform compared to matrix capabilities
3. Recovery factor highly variable across the field
4. Permeability anisotropy opposite to other adjacent fractured reservoirs of

other fracture types

The key to this understanding is the process of defining the fractured
reservoir type and, therefore, what is to be expected from the fracture sys-
tem. An example of this approach using former Amoco fractured reservoirs
is shown in Figure 2–2. This historic view of the problems associated with
these fields can now be used as a predictor of evaluation and development
problems in new fields. We should be able to classify the type of fractured
reservoir early in our evaluation and plan for the potential challenges from
day one.

STRATEGIES OF FRACTURED
RESERVOIR MANAGEMENT

Though many fractured reservoirs are profitably produced, very few are
depleted efficiently. In general, these are very complicated reservoirs, and
(especially the largest) must be studied in depth for correct evaluation and
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optimum development and depletion. For anisotropic reservoirs in general,
and fractured reservoirs in particular, several philosophical changes must be
made in how we do our business. These include:

1. Quantification (both geological and petrophysical) in reservoir de-
scriptions.

2. Interpretive evaluation of production history or history matching.
3. Reservoir modeling to understand the scaling of various geological

and engineering data, and the ramifications of the numbers used.
4. A move toward total management and dynamic development as early

as possible for optimum recovery in all phases of depletion.

Characteristically, in the past, reservoir management (development and
depletion) in fractured reservoirs has relied heavily on production history
data taken from early in the history of a field or from a look-alike field. A
look-alike field is a produced field having similar characteristics to the one
in question (Figure 2–3). Petrophysical and geological reservoir descrip-
tions tended to be nonquantitative and were used to only a limited the ex-
tent in interpreting the history data and development plans.
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Figure 2–2 A visual depiction of the fractured reservoir classification of some of the fractured
reservoirs studied by the author. Also depicted are production and evaluation problems en-
countered as a function of fractured reservoir type and relative position on this diagram.
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Figure 2–3 The “old” relationship between reservoir management decisions and input data.

Changes in technology and the current desire to improve recovery fac-
tors, especially in those fields with large reserves, allow us to change this
procedure to a more integrated approach (Figure 2–4). Here optimum
reservoir management is achieved through the use of reservoir modeling.
These mathematical models integrate and iterate engineering and geologi-
cal data of various scales and levels of quantification to achieve more ac-
curate predictions of reservoir performance through time and under
various assumed development and depletion schemes. Such interactive
work requires changes in our method of data collection for the integrated
approach to succeed.

Figure 2–4 The “new” relationship between optimum reservoir management in fractured reser-
voirs and input data.
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Reservoir Description

Geologists must learn to generate hard numerical data to not only define
the size, shape, and distribution of relevant rock packages, but also to char-
acterize the fluid-flow properties of these reservoir units. For too long, ge-
ologists have merely defined geologic units and left their in-depth
quantification to the reservoir engineers who are generally less aware of
the subtleties of reservoir variation and anisotropy. Quantification of these
small-scale features and effects are most effectively handled by the geolo-
gist. Unfortunately, such quantification is often foreign to most geologists,
but this must change for the unified approach (Figure 2–4) to become ef-
fective.

Geologists must learn to work up from the classical small-scaled core ob-
servations to understand how anisotropic features and flow characteristics
combine to larger-scale reservoir performance. Observations must be made
in light of defining potential reservoir compartmentalization and strong di-
rectional properties. Such work requires a synergistic melding of petrogra-
phy, mechanics, and fluid-flow attributes in the total reservoir description.

Production History

In conducting evaluations, reservoir engineers deal with large-scale re-
mote-sensed fluid-flow data, which is an amalgamation of all of the individ-
ual anisotropic parts or units within the reservoir. These data are often not
interpreted in light of the details of reservoir composition because, like most
large-scale remote-sensed data, it tends to be rather nonunique. Reservoir
description is characteristically used only in the selection of an appropriate
look-alike in the early stages of work. However, as more detailed quantita-
tive reservoir descriptions and numerical reservoir models become available,
this must change. Production history data will have to be interpreted in light
of the details of reservoir makeup. This is possible with iterative modeling,
much like inverse modeling of geophysical data. Models are first run that
treat the reservoir more like a homogeneous, isotropic tank. With each pro-
gressive modeling run, more detail is added to the model, breaking it up into
more response units and layers displaying more in homogeneity and perme-
ability anisotropy as defined by the small-scale geological descriptions. At
some point, results will not differ significantly with increasing model com-
plexity. At this point, more detail is not necessary. As such, reservoir engi-
neers will be moving relatively down in scale from the large-scale
production data to smaller-scale interpretations of the data.
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Reservoir Modeling

Reservoir models range from “look-alikes” to complex mathematical ap-
proximations. All are valid forms of modeling and should be viewed as ef-
fective and necessary vehicles for integrating and iterating various
geological, petrophysical, and engineering data.

Look-alike models (produced fields that appear to have similar charac-
teristics to the one in question) have always been popular prediction tools
in the petroleum industry, both in exploration and production. They may be
useful in general, but they have never proven very accurate in fractured
reservoirs. This is due to the complex (almost unique) nature of most frac-
tured reservoirs, and the general lack of quantitative descriptive data on the
fracture and matrix properties necessary to determine which developed
fields are truly analogous to the field in question. Because of this, we have
often used very inappropriate look-alike models. However, with continued
quantification in reservoir description, such modeling will become more
and more meaningful.

Detailed mathematical modeling of fractured reservoir behavior and per-
formance is relatively new within the industry. These finite differences and
finite element techniques can depict pressure, temperature, fluid flow, satu-
ration, and compositional behavior throughout the reservoir under various
simulated depletion and treatment schemes. The modeling techniques have
reached such a level of sophistication that these models can now begin to
accept the reservoir complication evidenced in our reservoir descriptions at
several scales.

Reservoir management decisions have often been made on the basis of
different and often conflicting input data (Figure 2–4). In contrast, use of
reservoir modeling as the primary integration of the various data permits
reservoir management decisions based on the coherent, integrated modeling
output-decisions that are more rational and straightforward.

Iteration

A very important aspect of the philosophical changes presented in this
section is the facility for, and the necessity of, iterative steps in description
or characterization, history matching, and modeling. Larger-scale quantifi-
cation of reservoir descriptions and smaller-scale interpretation of history
matching allows for a freer interaction between these disciplines. Iterative
modeling facilitates this interaction by projecting the ramifications of the
numbers chosen and in helping to define the scaling of detailed reservoir
data up to large-scale (reservoir-scale) flow. Such scaling work helps us de-
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fine the level of description complexity relevant to the reservoir perform-
ance above which accuracy is not improved.

Historic Production Distributions

Compared to normal reservoirs, fractured reservoirs are anisotropic and
very inhomogeneous. This inhomogeneity can be shown by examination of
frequency plots of field-wide rates and reserves, Figures 2–5 and 2–6. In a
normal matrix-dominated reservoir, these distributions tend to be bell-
shaped. However, in the fractured reservoir depicted in Figures 2–5 and
2–6, the distributions are highly skewed to the high end. The data shows
that a few wells in the field dominate the reserves and are much higher in
rates. To quantify this skewness in fractured reservoir properties, a data
compilation was done for 20 produced fractured reservoir fields mostly
from North America. The fields studied are shown in Table 2–14. The pro-
duction data came mostly from Dwight’s Database.

Figure 2–5 A frequency plot of cumulative production per well for the basement granite frac-
tured reservoir in La Paz Field, Maracaibo Basin, Venezuela. This highly skewed distribution
(log-normal versus bell-shaped) is typical of fracture-dominated reservoirs. Note that most
wells produced about 5 million barrels of oil per day (MBOPD), while a few produced 7 to 10
times that amount.
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Figure 2–6 A frequency plot of Initial Potential (IP) or rate per well for the basement granite
fractured reservoir in La Paz Field, Maracaibo Basin, Venezuela. This highly skewed distribu-
tion (log-normal versus bell-shaped) is typical of fracture-dominated reservoirs. Note that most
wells produced are about 2 million barrels of oil per day (MBOPD), while a few produced at
five to eight times that amount.

After studying the rate and reserve distributions of these fractured reser-
voirs along with those from two homogeneous matrix-only fields (Upper
Valley and Waker Creek), the degree of skewness seems to be related to the
degree of fracture control or fractured reservoir type (Figures 2–7 and 2–8).
In general, the degree of skewness decreases as we go from a fracture-only
reservoir (Type 1) to a matrix-only reservoir. Because it is difficult to visu-
alize the differences in these distributions, a new format of display was de-
signed to highlight these changes. Figure 2–9 depicts reserve distributions
for the fields studied by plotting the percentage of wells drilled (ordered
from lowest to highest) against the percentage of the total cumulative pro-
duction of the field.
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Table 2–14

Field Formation Rock Type EOD Cum., Max.
MMBOE Rate,

BOPD

East Anschutz Nugget Sandstone Eolian 564 7217

Ryckman Creek Nugget Sandstone Eolian 64 3445

Pineview Nugget Sandstone Eolian 15 540

Painter Nugget Sandstone Eolian 167 3282

East Painter Nugget Sandstone Eolian 138 4744

Lost Soldier Tensleep Sandstone Eolian 138

Wertz Dome Tensleep Sandstone Eolian 42

Rangeley Weber Sandstone Eolian 4 1163

(Sihco, 1976)

Middle Ground Tyonek Sandstone Conglomerate 167

Shoals

Granite Point Tyonek Sandstone Conglomerate 132

Yellow Creek Twin Creek Carbonate Shelf 6 679

Whitney Canyon Madison Carbonate Shelf 33 2643

Lost Soldier Madison Carbonate Shelf 40 1941

Wertz Dome Madison Carbonate Shelf 3 642

La Paz Cogollo Carbonate Shelf 575 14600

Trap Spring Ignimbrite Volcanic 13 1546

Dine-Bi-Keyah Hermosa Syenite Sill Volcanic 18 1809

Florence Pierre Shale Marine Sh 106

Point Arguello Monterrey Siliceous Sh Deep Water Sh 131 10921

La Paz Jr. Basement Granite Intrusive 209 12252

Upper Valley Kaibab Carbonate 24 273

Walker Creek Smackover Carbonate Grainstone 16 336

(Capped)
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It is evident in this figure that there is great inhomogeneity in the cumu-
lative production per well in these fields. As a reference point, in a truly ho-
mogeneous field every well would be average with each contributing an
equal amount to the total field-wide cumulative production. Such a distri-
bution would plot as a straight 45-degree line on this diagram, with every
well giving an equal amount of reserves. The fractured reservoirs studied
depart dramatically from that straight line. In fact, the shape and position of
these curves appears to be a function of fractured reservoir type, with the
Type 1 reservoirs having the greatest deviation and Types 2, 3, and 4 pro-
gressively moving toward the “homogeneous tank” straight line (Figure
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2–10). In this data set, in the Type 1 reservoirs the top 5-15 percent of the
wells give 50 percent of the field’s reserves. This changes to 15-25 percent
of the wells in Type 2 and 25-40 percent of the wells giving 50 percent of
the reserves in Types 3 and 4. This change in distribution is logical in that
reserves in Types 3 and 4 reservoirs are dominated by matrix storage. In
these reservoirs, variations in fracture distribution have little effect on the
amount of oil and gas produced. In the Type 1 and Type 2 reservoirs, re-
serves lie either directly within the fractures or require fractures to be pro-
duced from a portion of the matrix. In these reservoirs, variability in the
fracture distribution creates large inhomogeneity in the reserve distribution.
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Figure 2–9 A percent cumulative oil versus percent wells cross plot for various fractured reser-
voirs. The wells are ordered from lowest to highest in cumulative production. Then the well’s
percentage contribution to the total production from the field is plotted for that well’s percentage
contribution to the total number of wells in the field. Fields in which every well had identical cu-
mulative production would plot on a 45-degree line on this plot. Relatively homogeneous reser-
voirs would show a curve deviated slightly below that 45-degree line. Very inhomogeneous
reservoirs, like fracture-dominated reservoirs, deviate substantially from that 45-degree line.

Figure 2–10 A percent cumulative oil versus percent wells cross plot for various fractured
reservoirs similar to that in Figure 2–9. Depicted are reservoirs of varying fractured reservoir
type (1–4) and their Fracture Impact Coefficient (percentage deviation from the homogeneous
reservoir line).
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A similar approach is used to investigate rate distributions in these same
fractured reservoirs (Figure 2–11). In this plot, the percentage of wells is
plotted against the percentage of liquid flow rate compared to the highest
flow rate well in the field. The rate values used were the maximum monthly
liquid flow rate the wells experienced during their life. On this plot, a ho-
mogeneous, all-average well field would plot as a horizontal line. As in the
reserves plot, these fractured reservoirs display significant inhomogeneity
with respect to rates, with only 10 percent of the wells having maximum
flow rates of up to half that of the best well in the field. Compared to the re-
serves plot, this figure shows little discrimination by fractured reservoir
type. In fractured reservoirs, rates are totally controlled by variations in
fracture distribution, with more fractures giving more rate. Perhaps dis-
crimination on the rate diagram will eventually be proven to be by fracture
system origin (fold-related versus regional, etc.).

Another interesting observation in the production distributions in these
fractured reservoirs comes from investigation of rates versus reserves in the
wells from a field. Figure 2–12 shows an excellent linear correlation be-
tween rate and reserves in the wells from Type 1 fields, with progressively
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Figure 2–11 A percent maximum rate versus percent wells cross plot for various fractured
reservoirs. The wells are ordered from lowest to highest in maximum rate. Then the well’s per-
centage maximum rate compared to the maximum rate well in the field is plotted for that well’s
percentage contribution to the total number of wells in the field. Fields, in which every well had
identical maximum rate, would plot as a horizontal line on this plot. Relatively homogeneous
reservoirs would show a slightly deviated curve line. Very inhomogeneous reservoirs, like frac-
ture-dominated reservoirs, deviate substantially from that 45° line.
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lower to very poor correlations moving to Type 2 to Types 3 and 4 reser-
voirs. Once again this is logical as reserves and rates are totally dependent
on fracture abundance in Type 1 fractured reservoirs; the more fractures, the
higher the rates and reserves. In Types 3 and 4 fractured reservoirs, more
fractures give higher rate, but not higher reservoirs (those are stored domi-
nantly in matrix pores).

There are several important aspects derived from these production dis-
tributions in fractured reservoirs. First, when creating early reservoir mod-
els for fractured reservoirs, we frequently do so by imputing a number of
average or “standard” wells having the properties of the first wells in the
field. In doing so, we never capture the variability because we don’t include
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the really good wells that we are likely to encounter or the conversely the
great number of poor wells. While with only one or two wells in the field,
we will not know where our wells fit in the spectrum of possibilities, we
can use these distributions to at least anticipate the likely variability (up-
side and downside).

Secondly, we can use distribution approaches such as this to circumvent
fracture denial prior to developing secondary floods. For example, in a Type
3 fractured reservoir, we may have ignored the fractures during years of
primary production. However, if we later embark on a secondary recovery-
flooding project we cannot ignore the fractures as they will create strong di-
rectional flow. Creation of production distributions such as those described
here can be used to prove that fractures play a role in the reservoir and that
fractures must be incorporated into the secondary flood planning.

THOUGHTS ON RISK ANALYSIS IN
FRACTURED RESERVOIRS

There is a variety of risk approaches used by the companies in the indus-
try to judge the relative quality of drilling opportunities in their portfolio.
They range from probability approaches to deterministic or various mixtures
of the two. All, however, attempt to constrain the uncertainty of the various
elements of aspects of the hydrocarbon system that is active and the trap it-
self. Regardless of the style used, in analysis of fractured reservoirs, attention
must be paid to the presence of the fracture system and its reservoir proper-
ties, and to several standard engineering parameters.

*****

Reservoir Presence Risk—Risk fracture system presence as well as matrix 
Detection of Fractures—Detection of fractures on multiple data types re-

duces chance of failure

• Logs 
• Core
• Welltests
• Mudlogs
• Drilling records
• Outcrop analogies
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Distribution of Fractures (dependent on origin)—Are there “sweet spots?”
Do fractures occur in restricted areas (single layers and hinge-related tectonic
fractures) or in unrestricted areas (multiple layers with regional and diage-
netic fractures). Restricted layers and areas may give higher rates while unre-
stricted ones may give higher reserves. Focus on restricted areas and layers
causes uncertainty in well optimum locations and increases chance of failure.

Most Continuous Direction—Is there one dominant fracture orientation
that can it be determined by structural, seismic, or production techniques? Is
this reservoir a candidate for directional or horizontal wellbores? Higher con-
tinuity of trend reduces chance of failure.

Reservoir Porosity and Permeability Risk—Risk flow properties of frac-
tures and matrix. Emphasis is on fracture porosity and fracture permeability
and its relation to the matrix. Issues that become important are as follows: 

Pore Pressure—Overpressured is a plus, normal pressure is neu-
tral, underpressured is a negative in terms of fracture closure.

Fracture Morphology—From best to worst (vuggy, open, partially
mineralized, slickensided, totally mineralized, gouge-filled or de-
formation bands).

Fracture/Matrix Comminication (skin)—Restricted communica-
tion or crossflow in samples is a negative, while unrestricted com-
munication is a plus.

Engineering Parameters—Several standard reservoir engineering parame-
ters should be questioned in fractured reservoirs. These include the following.

We need to pay attention to recovery factors in a two-porosity system. The
lower the permeability contrast between fractures and matrix the greater the
recovery factor. Higher reservoir or pore pressure increases recovery factor in
fractured reservoirs, while lower pressure reduces it. 

Oil saturations in fractures are likely to be higher in fractures than in the
matrix, but due to their small pore volume, will not significantly effect the
reservoir performance. 

Relative permeabilities in the fractures will be different for the fractures
and the matrix. This difference may be significant and may need to be ad-
dressed in flow calculations. 

The economic limit in fractured reservoirs may be smaller if the drainage
area per well is larger than a matrix-only reservoir due to the presence of frac-
tures. This reduces the number of wells necessary to deplete the reservoir and
lowers development costs.
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Detecting and Predicting
Fracture Occurrence

and Intensity

In exploring, developing, or evaluating a fractured formation, the zones
of highest fracture intensity (closest fracture spacing) must be found and
penetrated. These zones must either be detected in the wellbore, or they
must be predicted. The following sections will discuss several techniques
that have been used with various success in both detection and prediction
of fractures and ultimately wellbore planning. These address the fifth and
final phase of the fractured reservoir procedure.

DETECTION

All rock formations contain some fractures, and their presence in suffi-
cient quantity to influence the reservoir is a matter of degree. The degree of
fracturing present in a wellbore can be determined by either direct or indi-
rect methods.

Direct Detection

There are three basic techniques:

1. Direct observation and analysis of core
2. Downhole cameras
3. Inflatable packers

125
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Direct Observation and Analysis of Core

Unquestionably, the best method for detecting reservoir fractures is by
observation of core material from the zone of interest, provided fracturing
is not so intense as to impede core recovery. Carefully taken, whole-core
material (including rotary side-wall cores) can provide fracture dip and in-
tensity data as well as data on rock strength, rock fabric, and the interactive
flow capabilities of the fractures and matrix. Oriented core material can, in
addition, provide data on fracture azimuth. Such data facilitates in-depth
quantitative analysis of fracture distribution and generation. Percussion
sidewall cores are not recommended because the percussive event often
generates numerous induced fractures into the sample.

Downhole Cameras

Small downhole photographic and television cameras can be used to take
pictures of the wellbore. These give direct information on such physical
features as hole size, bedding planes, fractures, and faults. With the addition
of an orientation device, downhole pictures can provide the same gross di-
rectional data on fractures as oriented cores. Oriented cores will, however,
provide rock composition, fabric, and strength data. Such data are often es-
sential to a complete understanding of fractured reservoirs.

According to Fons (1960) and Aguilera and Van Poollen (1977), the pho-
tographic cameras are capable of taking up to 1,000 pictures per trip at
downhole conditions of up to 200ºF and pressures to 4,000 psi. In addition
to normal photographic problems, the greatest drawback of this method is
that this tool can only be used in dry, gas-filled, or clear water-filled wells.
In addition, any drilling mud cake on the well wall may impede, or even
eliminate, direct photography of the wellbore.

Impression Packers

Impression packers are bladders coated with a soft pliable material. The
unpressurized packer is lowered to the zone of interest in the well and then
pressurized. As the soft coating is pressed against the wellbore, it conforms
to the topography of the hole, including fractures. The pressure in the
packer is then released, and the tool is removed from the hole. Subsequent
observation of the packer coating gives an idea of the physical character of
the wellbore, hopefully including the fracture system. Impression packers
have been used almost exclusively in the detection of hydraulic fractures
(Haimson, 1975). This method works well for hydraulic fracture detection
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in uncased holes, because the hydraulic fractures are wide and cut the
drilling mud cake. Natural fracture systems, however, may not cut the mud
cake or may not be of sufficient width to be seen in the rubber skin.
Therefore, this tool is often limited for detecting natural reservoir fractures.
In addition, very large or irregular wellbores characteristic of many frac-
tured formations often cause overextension and blowouts in the packers,
making the technique somewhat unreliable.

Indirect Detection

Indirect techniques include:

1. Primary well log evaluation
2. Flow or well test evaluation
3. Manipulation of reservoir rock property data

It is not the intention here to write an in-depth analysis of these tech-
niques, but only to discuss what tools are available to students of fractured
reservoirs. This discussion should serve as a basis for more detailed inves-
tigations by qualified log analysts.

Primary Well Log Evaluation

The following discusses nine logging tools used to detect reservoir frac-
tures. In general, these tools have been used to detect (with varying degrees
of success) high-intensity fractured zones and not to determine fracture
spacing. Because responses used to detect fractures on well logs are
nonunique, a detailed knowledge of the tool and the various rock property
effects, which could cause fracture-like responses, is necessary for fracture
detection by well logs.

Sonic Amplitude Log
This tool has probably been used more than any other to detect fractures.

According to Morris and others (1964), compressional waves are attenuated
more by vertical or high-angle fractures, while shear waves are more atten-
uated by horizontal and low-angle fractures. When a compressional wave
encounters a fluid-filled fracture, its amplitude is reduced due to reflection
at the interface. When a shear wave strikes a fluid-filled fracture, its ampli-
tude essentially disappears (Aguilera and Van Poollen, 1977). In addition,
one service company describes constructive/destructive interference as an
indication of fractures that parallel the wellbore but do not intersect it.
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Variable Intensity of 3-D Log
Variable intensity logs record depth and amplitude versus time after an

acoustic transmitter pulse. A large portion of the sonic wave train is
recorded and plotted out in a seismic like trace on the log. Amplitude
changes are evidenced by changes in shading on the log; dark shades show
the largest positive amplitudes, and light shades show the largest negative
amplitudes. According to Aguilera and Van Poollen (1977), this tool is used
for fracture detection by looking for jumbled or chaotic zones (fractured
rock) on the log between zones of distinct banding of parallel wave lines
(unfractured rock). Other analysts look not for jumbled zones on the record,
but for specific W-shaped patterns. In both cases, however, unless the strati-
graphic section is well known to the analyst, variations in lithology could
be misinterpreted as fractured zones.

Caliper Log
With a good knowledge of the stratigraphic section, the caliper log can be

a good tool for finding fractured zones in a well. In brief, it is assumed that
highly fractured zones cave into the hole, thus enlarging the wellbore.
Because normal hole enlargement can occur due to compositional differ-
ences, this tool works best in detecting relative fracture intensity differences
in continuous, competent rock units such as carbonates. Any one of the dif-
ferent caliper tools (2-, 3-, 4-, or 6-arm) can be used to detect fractures. Each
will, however, gives slightly different data about borehole configuration.

Electrical and Acoustic Borehole Imaging Logs
The dominant fracture detection tools in today’s industry are the fracture

imaging logs. These include acoustic and electrical resistivity tools. The
acoustic tools image the topography of the wellbore, while the resistivity
tools image fluids within open fractures. A comparison of the two tools is
shown in Figure 3–1. This is a Schlumberger example of an ultrasonic bor-
holeimager (UBI) and formation microimager (FMI) log of the same well-
bore zone in a fractured granite section. The acoustic tool is often used
when the well was drilled with oil-based muds because the resistivity im-
aging logs do not work well in these systems (improvements have been
made allowing the resistivity imaging logs to be used in wells with these
muds, but at the time of writing are not fully available). Also, the acoustic
log is the best imaging log to define borehole breakouts for in situ stress di-
rection determiniations. The resistivity imaging logs, on the other hand,
have finer resolution and can calculate a relative width or aperture of the
fractures (in my experience, absolute apertures are not accurate, while rel-
ative aperture differences between fractures is).
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Figure 3–1 Example of natural fracture imaging of the same well interval on two varieties of
borehole image logs. Left is an acoustic image (UBI Log) and right is an electrical resistivity
image (FMI Log). Images courtesy of S. Hansen and Schlumberger.

The imaging logs give an unrolled “picture” (north to north) of the inside
of the wellbore. Fractures that dip with respect to the wellbore axis show up
as sinusoidal traces on the unrolled image (Figure 3–2). A critical tool to the
interpretation of these images is the workstation interpretation platform.
This program allows the interpreter to select points along the fracture trace
and automatically calculate the strike and dip of the interpreted feature,
whether it be sedimentary, natural fracture, or induced fracture. One com-
pany markets the use of a combined acoustic/resistivity tool. It is expensive
due to the utilization of two imaging logs but when combined in the work-
station allows for the computer enhancement of some mineralized fractures.
An analysis of the resistivity imaging logs and how they are interpreted can
be found in Trice (1999a and b).
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Figure 3–2 Example of how a fracture or fault is described and interpreted on an image log.
The fracture trace in the wellbore shows up as a sinusoidal curve on the “unrolled” borehole
image. This is an FMI resistivity image courtesy of S. Hansen and Schlumberger.

Dipole Sonic Log
The dipole sonic log utilizes both normal and shear wave acoustic data

in the wellbore. The concept in the analysis of the data is that fractures in
the rock mass do not effect the p-wave travel, while they do retard the s-
wave travel. Analysis of the sonic anisotropy derived from this oriented tool
allows the interpreter to determine the dominant fracture direction within
the wellbore and perhaps an estimation of fracture porosity as well. This
tool seems to work best in carbonate sections.

Induction Log
The induction log has been used to determine the presence of fractures

using the assumption that the presence of fractures provides resistivity
anomalies. This process depends on the invasion of vertical fractures with
a nonconductive fluid (Aguilera and Van Poollen, 1977).

130 Geologic Analysis of Naturally Fractured Reservoirs

03CH03pp125-162  5/9/01  2:07 PM  Page 130



Microlaterolog
This tool, like the induction log, uses resistivity anomalies to locate frac-

ture zones. The laterolog is affected by vertical resistivity changes while the
induction log is affected by horizontal resistivity changes. The difference
between amplitudes on the microlaterolog and induction log has been used
as an indication of the presence of vertical versus horizontal fractures de-
pending on which tool reads higher resistivity.

Dipmeter Log
The continuous four-pad dipmeter has been used to detect fractures in

two different ways. In one, the dipmeter is used as a two-directional caliper
measuring hole enlargement in one direction relative to another (maximum
and 90 degrees from maximum enlargement). As in the caliper log, it is as-
sumed that fractured zones cave into the hole parallel to the in situ fracture
system. The second method assumes resistivity changes due to fluid-filled
fracture planes to be evidenced by each of the four pads of the four-pad dip-
meter. Vertical displacement in response to the four pads can be used to cal-
culate fracture dip and strike.

Density Log Compensation Curve
This approach assumes that in a constant lithology (dense formation,

such as clean carbonates), borehole roughness corresponds to the presence
of fractures. The compensation curve acts as a very sensitive caliper to de-
tect the roughness and, therefore, fractures. Of course, the detector is only
about 2 in. in diameter. Therefore, it sees only a very small portion of the
borehole circumference (≅ 8%). But, since the detector is usually pushed
into the major diameter of the wellbore, it may be looking at the most
likely-to-be-fractured area, assuming the washout direction corresponds to
fracture orientation. 

Borehole Gravity Meter
While difficult to obtain and very difficult to interpret correctly, borehole

gravity meter data can be used to detect large fractured zones in a well. The
gravity meter determines the bulk density of a very large rock volume sur-
rounding the wellbore. If there is very good data on the porosity and grain,
and fluid density distribution in the rock, fracture porosity can be found.
Provided the matrix data is very good and relatively consistent, and struc-
ture or terrain corrections can be handled, this tool has potential in not only
finding fractures but in quantifying fracture porosity.
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Flow or Well Test Evaluation

Included in this category are flow test methods prior to production as
well as reservoir performance during production (production history). Well
testing procedures in fractured reservoirs have been worked on extensively
in the last 30 years. However, the procedures are often quite complicated
and a complete discussion of them is beyond the background of this author.
In general, such testing includes pressure buildup tests, pressure drawdown
tests, and pressure interference tests. Several interesting papers on well test
evaluation are Dyes and Johnston (1953), Russel and Truitt (1964), Odeh
(1965), Adams and others (1968), Aguilera and Van Poollen (1977), and
Aguilera (1995).

Manipulation of Reservoir Rock Property Data

There are several indirect techniques used to detect fractures, or the ef-
fect of fractures, in the reservoir from reservoir rock property data. Each of
these deals with cross-plotting various core- or log-derived data. All of
these techniques can only give an indication of fracturing, and should,
therefore, be followed up with additional direct or indirect detection tech-
niques to prove the existence of fractures in the reservoir.

Core Porosity Versus Core Permeability
Most rocks exhibit a loosely defined linear relationship between poros-

ity and permeability. Cross-plotting core analyses porosity and permeabil-
ity (plug or whole core) can establish this relationship. On such a plot,
samples or groups of samples that plot anomalously high in permeability
(with respect to the general porosity/permeability relationship defined for
the rock type) are considered to be fractured (see Figure 3–3). This conclu-
sion can be made because fractures may drastically affect permeability but
may have little or no effect on porosity. Whole-core measurements gener-
ally work better than plug measurements in this technique.

Vertical Versus Horizontal Whole-Core Permeability 
Due to the effect of bedding, most sedimentary rocks exhibit greater

permeability parallel to bedding than perpendicular to it. Thus, on a verti-
cal versus horizontal whole-core permeability plot, most rock samples will
plot to the horizontal permeability side of the equal permeability line. If
samples plot in or toward the vertical permeability side of the equal perme-
ability line, fracturing should be suspected (see Chapter 1 “Fracture Width
Versus Confining Pressure”).
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Maximum Versus 90 Degrees-from-Maximum Horizontal
Whole-Core Permeability

Vertical whole-core permeability is usually not run unless specifically re-
quested. Generally only maximum and 90 degrees-from-maximum hori-
zontal whole-core permeability is determined. In the standard analysis, a
drastic discrepancy between the two horizontal permeabilities beyond what
could be due to matrix anisotropy can be indicative of fractures.

Core Permeability Versus Flow Test Permeability
As most workers are aware, formation permeability measured in the lab-

oratory on core samples and in production testing are somewhat different.
Because the numbers are never identical, a comparison of core and flow-
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Figure 3–3 Whole core permeability versus porosity for a well containing chickenwire fractures
siltstone. Note that the siltstone samples plot 10 to 100 times greater in permeability than
sandstone samples of equivalent porosity.
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test permeability is often done to give an idea of the normal range of meas-
urement variability. However, flow test permeabilities that are extremely
high with respect to their analogous core permeabilities, well above that of
normal variability, are often considered to be fracture controlled.

Core Porosity Versus Porosity Determination from Neutron Log
This method assumes that core porosity represents a matrix porosity and

neutron log porosity represents total porosity. Core samples that plot too
low in porosity (with respect to normal variation) for a corresponding neu-
tron porosity are considered to come from a fractured zone. The problem
with this technique is that fracture porosity is generally too low to observe
numerically on a neutron log,

Resistivity Versus Log Porosity
When resistivity is plotted against log-derived porosity, the slope of the

resulting curve is the porosity exponent m. In some naturally fractured
reservoirs this slope (m) is smaller than the analogous matrix porosity ex-
ponent determined on unfractured samples in the laboratory. When this hap-
pens, fracturing is suspected.

Sonic and Neutron or Density Log Curve Separation
Curve separation between two porosity logs, the sonic and either the neu-

tron or density porosity tools, can be used to indicate fractures. The sonic-
derived porosity is assumed to indicate matrix porosity, while the neutron-
or density-derived porosity is assumed to represent total porosity. The dif-
ference or separation between the two curves is, therefore, assumed to be a
measure of fracture porosity. Fracture porosities derived using this tech-
nique are in some cases unreasonably large.

Remote Sensing

One method of very indirect detection of natural fractures in the subsur-
face is remote sensing (Blanchet, 1957). These approaches are basically ex-
trapolations of surface data derived from remotely sensed images to
subsurface formations. The basic data types used are radar imagery, and
various types and scales of black and white or color photographs from low-
altitude to satellite-based scales.

Structural, fracture, and/or lineartion data are extracted from the images
with emphasis on fabric data and specific locations of the larger features
(Nelson, 1983). Assumptions are then made that high-intensity fracture/ lin-
ear zones continue with depth (Wheeler, 1980), and that features, which are
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long in map view, continue deep through the section (Nur, 1978). To what
degree these assumptions are valid is not completely known at this time.
Structural features can be delineated effectively from remote sensing im-
agery, especially from low-altitude stereo pairs (Norman and Partridge,
1978). This can in turn be used to find areas containing tectonic fractures.
Using the models presented in Chapter 1 under “Tectonic Fractures,” sub-
surface orientations can then be predicted. Fracture intensity must then be
predicted using the principles discussed later in this chapter. The corre-
spondence of surface and subsurface fracture data in an eastern U.S. oil
field is given in Overby and Rough (1971). For further reading, see Prost
(1994).

Application of Direct and Indirect Techniques

The best procedure appears to be empirically determining the best log-
ging or technique suite, which works for the formation of interest in a par-
ticular area. If interest moves to other units or other areas, new suites may
need investigation.

Most tools and techniques described here will work in some manner for
fracture detection, but they will not give a quantitative or even a relative
measure of how many fractures exist in the reservoir. In general, detection
tools give none of the quantitative fracture data necessary to evaluate a frac-
tured reservoir and, in fact, are probably no more accurate at finding frac-
tures than are geologic and rock mechanics predictions (Hirsch and others,
1981). However, these tools are often important in isolating fractured zones
or units where concentrated quantification is needed to properly evaluate
the recovery potential and plan a production strategy. If fracture presence
and intensity in a fractured reservoir cannot be detected in the wellbore, it
is necessary to predict them. The following discusses the techniques and pa-
rameters currently available for those predictions.

PREDICTION OF SUBSURFACE FRACTURE SPACING

Fractures are virtually always present in rock. However, they are most
often distributed in an ineffective manner with respect to reservoir fluid
flow. The geologist’s task is to determine when and where fracture distri-
bution becomes effective, and to plan development-drilling programs to
take best advantage of the fractures that are there.
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Effective fracture distribution can be approximated with Parsons’ equa-
tion (Equation 1–5 in Chapter 1). This equation incorporates matrix and in-
dividual fracture permeability as well as orientation and spacing of the
fracture sets present. A graphical representation of the relationship between
fracture permeability, fracture spacing, and fracture width can show the rel-
ative importance of each parameter (Figure 3–4).
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Figure 3–4 Graph of Equation 1–5, which depicts total formation permeability as a function of
fracture width, fracture spacing, and matrix permeability.

03CH03pp125-162  5/9/01  2:07 PM  Page 136



Subsurface fracture and matrix permeability can be approximated in the
laboratory as related in Chapter 1. Subsurface fracture orientation can be
determined in some cases by core observation and by predictions based on
the relationships discussed in Chapter 1.

Several geological parameters are important in controlling fracture spac-
ing in subsurface rock units:

1. Composition
2. Grain size
3. Porosity
4. Bed thickness
5. Structural position

Relative fracture spacing can be predicted through the analysis of these
parameters. In general, relatively stronger, more brittle rocks will contain
closer-spaced fractures. Therefore, any parameter that strengthens or em-
brittles a rock will increase its fracture intensity during deformation. The re-
mainder of this section will discuss these five parameters. This discussion
should be considered an outline of present knowledge on the subject.

Composition

Several authors have pointed out the relationship between fracture spac-
ing-or density-and lithology (Stearns, 1968b; Stearns and Friedman, 1972;
and Currie, 1974). This observation is characteristically related by authors
to the strength or ductility of the rocks involved (Figures 3–5 and 3–6). In
general, rocks with a high percentage of brittle constituents will have
closer-spaced fractures than those with a lower percentage. (This, of course,
assumes similar stress and environmental conditions for the two rocks.) In
most sedimentary reservoir rocks, the primary brittle constituents would
generally be the various forms of quartz, feldspar, dolomite, and sometimes
calcite (Figure 3–7).

Porosity

Rock strength decreases with increasing porosity. This relationship has
been worked out by Price (1966), Dunn and others (1973), and Hoshino
(1974). The relationship is, however, not linear (Figure 3–8).
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Figure 3–5 Histogram showing relative tectonic fracture intensity as a function of lithology
(mineral composition and grain size). Modified from Sinclair (1980). 

Figure 3–6 Outcrop measurements of fracture intensity and corresponding percent of dolomite
in the Mississippian Madison Limestone on Sheep Mountain Anticline, Bighorn Basin,
Wyoming.
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Figure 3–7a, b, and c Effect of mineral composition on the strength of core and outcrop sam-
ples of Devonian Antrim shale, Otsego County, Michigan. Composition is defined by the abun-
dance of brittle minerals present (quartz, feldspar, and dolomite).
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Figure 3–8 Compressive strength as a function of porosity. After Dunn and others (1973),
courtesy of American Geophysical Union.

In general, lower-porosity rocks of similar composition and fabric will
have closer spaced or more numerous fractures than relatively higher-
porosity rocks (Figure 3–9). In addition, within sandstones, lower-porosity
rocks may have less intensely deformed shear fractures than higher poros-
ity equivalent sandstones.

Figure 3–9 Outcrop measurements of fracture intensity and corresponding percent of poros-
ity in the Lower Paleozoic Dolomite on an anticline near Gibson Reservoir, Sawtooth
Mountains, Montana. Note the decreasing fracture intensity with increasing porosity in the
rock. Measurements were made by B. Ward. 
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Grain Size

In well-sorted clastic rocks, decreasing constitutive grain size increases
compressive and tensile strength (Gallagher, 1976; Ramez and Mosalamy,
1969). This increase in strength is apparently due to an increase in specific
surface energy (a surface-to-volume function) as the grain diameter be-
comes smaller (Brace, 1961).

The observation is also made that in a clean clastic section, such as the
Mesozoic rocks of the Colorado Plateau, decreasing grain size gives in-
creasing fracture intensity. This effect is often hard to single out, however,
because beds of finer grain size are often thinner than corresponding
coarser grained beds.

No quantitative relationship between constitutive grain size and fracture
spacing currently exists. The qualitative relationships that can be shown
deal with the effect of grain size on fracture strength and the subsequent ef-
fect of strength on fracture intensity (Figures 3–10 through 3–12).

Bed Thickness

Considering all other rock parameters and loading conditions to be equal,
thinner beds will fracture at a closer spacing than thicker beds. This general
relationship has been documented in the literature by Bogdanov (1947),
Harris and others (1960), Price (1966), Sowers (1970, 1972), McQuillan
(1973), and Ladiera and Price (1981). Examples of some of their data as
well as new data by this author are included in Figures 3–13, 3–14, and

Detecting and Predicting Fracture Occurrence and Intensity 141

Figure 3–10 Tensile strength as function of grain diameter (specimen diameter for composite
grains). After Gallagher (1976), courtesy of Utah Engineering Experiment Station.
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Figure 3–12 Outcrop measurements of fracture intensity and corresponding grain size in the
Mississipian Madison Limestone on Sheep Mountain Anticline, Bighorn Basin, Wyoming. Note
the slight decrease in fracture intensity with increasing grain size in the rock. Measurements
were made by B. Ward.

Figure 3–11 Uniaxial compressive strength versus average grain diameter plot for Jurassic
Navajo Sandstone samples from near Page, Arizona.
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Figure 3–13 Tectonic fracture spacing versus bed thickness plot for carbonate rocks on three
outcropping folds in the Middle East. From McQuillan (1973), courtesy of AAPG.

Figure 3–14 Bed thickness versus fracture spacing plot from Sowers (1970).
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3–15, and summarized in Figure 3–16. This relationship, which has been
statistically verified by Quillin (1983), can be used to predict subsurface
fracture spacing from both core and outcrop data. For instance, if fracture
data are available in outcrop from a lithology similar to a subsurface rock
of interest and in the same structural position, the change in fracture inten-
sity due to a bed thickness change can be obtained. This can be done by
plotting bed thickness against fracture spacing (Figure 3–16), and con-
structing a straight line through the data points and, in some cases, the ori-
gin. Interpolation and extrapolation of these thickness/spacing data can then
be made from the outcrop to the subsurface unit. Ladiera and Price (1981),
however, take a slightly different approach to constructing these lines, mak-
ing them two straight-line segments instead of one, although the physical
significance of the two slopes is not clear.

A similar approach can be used when working with core data. Often the
diameter of the core is too small to intersect enough fractures parallel to the
core axis to allow for spacing measurements in the thicker, possibly more
productive units to be made. Data on several thin beds with measurable
fracture spacings can be extrapolated to the thicker units with unknown
spacings.

These relationships should be used only when all other parameters dis-
cussed in this section are held constant. Though thinner beds have higher
fracture spacing than thicker beds, care must be exercised in extrapolation
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Figure 3–15 Tectonic fracture spacing versus bed thickness plot from outcrop data, Pointed
Mountain Field, N.W.T., Canada.
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because often two parameters change spacing in the same way at the same
time. For example, finer-arained sandstones often occur in thinner beds
than their coarser-grained equivalents. If just the difference in bed thickness
were used in extrapolation from a bed thickness versus fracture spacing
curve in a sandstone that also saw a reduction in grain size, predicted spac-
ing would be too low. Two works that deal with the theoretical basis for bed
thickness effects on fracture intensity are Hobbs (1967) and Sowers (1972).
Sowers concluded that extension fractures could be treated by an instabil-
ity function with their spacing controlled by elastic differences between the
beds and the bed thickness.
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Figure 3–16 Bed thickness versus fracture spacing, composite diagram. Data is from (A)
Figure 3–15; (B, D, E) McQuillan (1973); (C, F) Bogdanov (1947); (G) Sowers (1970). In all but
curve (A), symbols are not data points but slope construction points from the original published
data.
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Structural Position

Rocks undergoing fracture exhibit increased fracture intensity with in-
creased strain. For example, in outcrop, brittle quartzite will contain closer-
spaced fractures after experiencing 10 percent strain than after 2 percent
strain. Considering fracture alone, this relationship is only qualitative. If
some ductile behavior occurs, the relation becomes more complex. Price
(1966, page 143) relates the number of fractures developed in a rock to the
strain energy originally stored in the rock. He writes:

W = (3–1)

where w = strain energy
σ = stress component
ε = resulting strain component

Assuming from linear elasticity

ε = σ � E (3–2)

where E = Young’s modulus, and

w = σ2/2E (3–3)

Price concludes that a rock with relatively high calculated strain energy
will have more frequent fractures than a rock of equal thickness with rela-
tively low calculated strain energy. Price does point out that this is only one
relative or qualitative approach to fracture intensity predictions. The major
use of the total strain approach is in predicting fracture intensity with struc-
tural position. This can be done in two ways. First, by analytically solving
boundary value problems or by applying finite element approximations, we
can determine stress and strain distribution in simple geologic models.
These general strain maps or cross sections can be combined with structural
geometry from seismic data and fracture intensity data from a core to pre-
dict changes in fracture intensity away from the wellbore (Figure 3–17).

A second way that fracture intensity with structural position can be pre-
dicted is by using the radius-of-curvature or rate-of-change-of-dip ap-
proach. This method (with several variations) has been used with success
by Murray (1968) and McCaleb and Wayhan (1969). This approach as-

1
2σ × e
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Figure 3–17 Finite element mathematical modeling of a four-layer fold developed by fault dis-
placement from below. Contours are for equivalent plastic distribution in the model. Courtesy
of N.G. Higgs.

03CH03pp125-162  5/9/01  2:08 PM  Page 147



sumes that flexure-related fracturing will occur in its highest intensity (low-
est fracture spacing) where rate of change of dip or curvature is a maximum
(see Figure 3–18). The assumptions of this technique are that:

1. The rock involved is brittle and fails predominantly by fracturing.
2. An increase of curvature gives an increase in strain.
3. This increase in strain gives an increase in fracture intensity.

This fracture intensity prediction method lends itself quite well to log-
and seismic-derived subsurface data. An example of the relationship be-
tween curvature and fracture intensity for two very different rocks at Lost
Soldier Field in Wyoming is given in Figure 3–19.
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Figure 3–18 Curvature approach to predicting zone of high tectonic fracture intensity. From
Murray (1968), courtesy of AAPG.
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Figure 3–19 A cross plot of second derivative curvature versus fracture intensity derived from
core observation for two fractured reservoirs in Lost Soldier Field, Wyoming. Two distinct re-
lationships are shown for gouge-filled fractures in Pennsylvania Tensleep Sandstone and open
fractures in Mississippian Madison Limestone. Measurements were made by J. Tilden and H.
Harrison. 
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SUMMARY

The strength and ductility of a reservoir rock are important parameters in
determining fracture intensity. In outcrop, strong rocks fracture more in-
tensely than weak rocks. In shallow crustal fracturing, strong rocks are usu-
ally brittle. As such, they cannot sustain much strain before failing, and they
fail predominantly by fracture. This is why in most rock sections the stronger,
more brittle rocks contain relatively more fractures than the more ductile
rocks, which can dissipate strain more efficiently by various methods.

In reality, fracture intensity is probably related to strain or a combination
of stress and strain. Fracture toughness or the area under a laboratory stress-
strain curve(s) from origin to fracture has been used by some to predict rel-
ative fracture intensity. If the rocks behave in a brittle manner, the greater
the fracture toughness (greater area gives greater fracture toughness), the
greater the fracture intensity or smaller the fracture spacing. However, most
sedimentary rock sections, in which we try to predict fracture intensity, dis-
play minimal differences in strain at failure under a given set of conditions.
Because of this, the area under the curves (fracture toughness) is predomi-
nantly a function of stress or strength. This is probably why strength corre-
lates relatively well with fracture intensity in outcrop for brittle rocks.

For two equally brittle rocks, the stronger of the two will contain closer-
spaced fractures. The problem of prediction by strength becomes more
complicated, however, when the style of loading is considered. If a layered
rock package is end-loaded so that each unit is in contact with the forcing
member (say a piston), the strong brittle units would sustain the greater
stress difference. If, on the other hand, the load is applied perpendicular to
the bedding, it is the ductile, usually weaker rock that sustains the majority
of the strain.

Both strength and ductility are important in controlling the fracture
process in rock. Both do not vary together in all rocks. For example, in
many rocks, strength increases with increasing ductility. This change, how-
ever, is generally brought about in the laboratory by significant changes in
environmental parameters, such as large increases in confining pressure or
temperature. Changes in rock ductility are difficult to quantify and are most
useful in defining large variations in environmental parameters in natural
deformations. Rock strength in the brittle field, on the other hand, is very
useful in defining rock property variations. In fractured reservoirs, we are
generally dealing with rock packages that have not experienced large vari-
ations in environmental parameters; within one unit or between units. The
rocks of interest in these reservoirs, for the most part, are brittle. The sig-
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nificant variations present are petrologic. Because we deal with predomi-
nantly brittle deformations that vary in petrology and not in environmental
conditions, strength is considered a more sensitive indicator of fracture in-
tensity than contrasts in ductility.

In summary, for most outcrops exhibiting regular fracture patterns, it is
the stronger more brittle rock units that contain the most numerous frac-
tures. The strength/fracture spacing relationship has been addressed by two
related papers: Hugman and Friedman (1979), and Sinclair (1980). Hugman
and Friedman (1979) showed experimentally that grain size, composition,
and porosity directly influenced the strength of carbonates, in that order.
Sinclair (1980) reported the same relative effect of grain size, composition,
and porosity on outcrop measured fracture spacing in fold-related tectonic
fractures in carbonate rocks in Montana (Figure 3–20).

Five rock variables and their effect on fracture spacing have been dis-
cussed briefly in this section, and all are intimately interrelated. Strain at
failure is a function of the strength and ductility of the rock, which in turn
is a function of the composition, size, and fabric of the constitutive particles
that make up the rock as well as the physical environment to which it is sub-
jected. It has long been known that the exact rock strength and ductility or
elastic modulus determined in the laboratory is a function of sample size. In
this way, in situ bed thickness changes may also be affecting fracture spac-
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Figure 3–20 Outcrop fracture intensity variations as a function of rock composition. Higher
fracture intensity layers are carbonates with larger amounts of dolomite, while lower fracture
intensity layers are carbonates with higher amounts of calcite. These are tectonic fold-related
fractures on a thrust belt anticline along the Sun River in the Sawtooth Mountains of Montana.
Outcrop field of view is about 5 ft.
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ing by altering rock strength and ductility. In some instances, data on one pa-
rameter are available while data on another, perhaps more pertinent param-
eter, are not. The important point to note is that a knowledge of several of
these variables can allow us to predict fracture intensity in one unit relative
to others. In this way, suites of mechanical tests on the rock types of inter-
est, tests, which investigate the relative importance of several rock variables
along the lines of Hugman and Friedman, can be an excellent tool for ex-
trapolating limited rock data to the subsurface. The good correlation between
the laboratory predictions of Hugman and Friedman (1979) and the later
field measurements reported by Sinclair (1980) are cause for optimism.

Picking Well Locations and Well Paths
in Folded Fractured Reservoirs

The porosity and permeability of natural subsurface fracture systems are
a function of fracture spacing or intensity (how many fractures) and frac-
ture aperture available for fluid flow (how wide they are). Horizontal wells
can be used to optimize the contribution of both parameters in fractured
reservoirs. Since we can do little in early exploration to actively high-grade
fracture aperture, much of our exploration activity in these reservoirs in-
volves high-grading fracture intensity.

Fracture intensity can be defined and predicted by a combination of ma-
terial property variations (a function of mineral composition, porosity, grain
size, and mechanical bed thickness), in situ conditions (depth, pore pres-
sure, temperature, and rate of deformation), and strain distribution within
the section (structural position). Because we are mostly interested in deter-
mining fracture intensity distributions in individual structures, the environ-
mental parameters at fracturing are usually assumed to have been constant
over the vertical and horizontal limits of the field, thus having little effect
on relative fracture intensity variations. This leaves us with lithology and
structural position as the prime factors to work with in picking optimum
well locations, borehole trajectories, and completion zones.

Past experiences with fractured carbonate reservoirs have led us to con-
clude that, in many cases, lithologic variations have a somewhat larger ef-
fect on fracture intensity than does structural position. This conclusion will
be detailed with the use of four carbonate rock sections of similar age and
composition in the remainder of this manuscript.
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Fracture Intensity

Outcrop observations from one section in the Western Wyoming Thrust
Belt were used to detail fracture intensity variations in the Lower Paleozoic
carbonates. This interval is typical of productive fractured reservoirs
throughout the western U.S. and Canada. To accomplish this, measure-
ments were made at five localities, four of which involved the
Mississippian Madison limestone. The remaining locality contained both
the Devonian Bighorn Dolomite and the overlying Devonian Darby cal-
careous siltstone. At each field locality, several fracture-measurement sta-
tions were selected where fracture spacing was recorded. These stations
were selected to gain an understanding of both the vertical and lateral vari-
ation in fracture intensity within the folded section.

At each station, the following information was recorded: strike and dip
of fractured bed, bed thickness, and the number of fractures encountered
along two measurement lines. For exposed bedding surfaces, measurement
lines 3 ft. long (0.984m) were laid out parallel to bed strike and parallel to
bed dip. For measurements in cross section or cliff faces, measurements
were taken parallel and perpendicular to bedding along the outcrop face.

At each station, the two fracture intensity numbers (fractures/foot) were
averaged and plotted on perspective outcrop sketches (Figures 3–21
through 3–25). These figures depict both vertical and lateral variations in
fracture intensity in deformed geometries similar to those producing in the
subsurface in this area, for example, Whitney Canyon Field.

Figure 3–21 Fracture intensity measurements as a function of structural position in outcrops
of Madison Limestone at Little Elk Creek in the Western Wyoming Thrust Belt. Measurements
were made by S. Serra. From Nelson and Serra (1995). Figure reproduced with the permis-
sion of the Canadian Institute of Mining, Metallurgy and Petroleum.
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Figure 3–22 Fracture intensity measurements as a function of structural position in outcrops
of Madison Limestone at Big Elk Creek in the Western Wyoming Thrust Belt. Measurements
were made by S. Serra. From Nelson and Serra (1995). Figure reproduced with the permis-
sion of the Canadian Institute of Mining, Metallurgy and Petroleum.

Figure 3–23 Fracture intensity measurements as a function of structural position in outcrops
of Madison Limestone at Indian Creek in the Western Wyoming Thrust Belt. Measurements
were made by S. Serra. From Nelson and Serra (1995). Figure reproduced with the permis-
sion of the Canadian Institute of Mining, Metallurgy and Petroleum.
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Figure 3–24 Fracture intensity measurements as a function of structural position in outcrops
of Madison Limestone at Mt. Fitzpatrick in the Western Wyoming Thrust Belt. Measurements
were made by S. Serra. From Nelson and Serra (1995). Figure reproduced with the permis-
sion of the Canadian Institute of Mining, Metallurgy and Petroleum.

Figure 3–25 Fracture intensity measurements as a function of structural position in outcrops
of Bighorn Dolomite and Dary Siltstone north of Mt. Fitzpatrick in the Western Wyoming Thrust
Belt. Measurements were made by S. Serra. From Nelson and Serra (1995). Figure repro-
duced with the permission of the Canadian Institute of Mining, Metallurgy and Petroleum.
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They show variations of both a primarily stratigraphic nature (such as in
Figures 3–21 and 3–22) and of a primarily structural nature. While it is true
that fracture intensities in surface outcrops are often somewhat higher than
equivalent situations in the subsurface due to the combined processes of
weathering and unloading, it is assumed that these processes affect individ-
ual outcrops equally. Thus, while intensities in outcrop may not be identi-
cal to those of equivalent situations in the subsurface (usually higher at the
surface). The relative intensities among layers and within one layer as it
crosses the structure are probably similar if not constant. As such, while ab-
solute values may not be accurate, these fracture intensity variation maps
can be compared with either laboratory measurements or predictions of hy-
draulic fracture aperture to estimate subsurface fracture porosity and frac-
ture permeability variations likely to be encountered in the subsurface.

An alternate way of viewing these data is by use of frequency diagrams
of the combined data. A histogram of all Wyoming Thrust Belt field meas-
urements taken is displayed by rock type in Figure 3–26. Such distribution
diagrams are standard for most reservoir engineering approaches when as-
signing average properties to reservoir models.

Figure 3–26 Diagram showing the frequency of fracture intensity measurements for fold-re-
lated fractures measured in the outcrops shown in Figures 3–21 through 3–25. Highlighted are
various rock types measured and hinge versus flank positions. From Nelson and Serra (1995).
Figure reproduced with the permission of the Canadian Institute of Mining, Metallurgy and
Petroleum.
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Figure 3–27 Diagram showing the frequency of fracture intensity measurements for fold-re-
lated fractures measured in the outcrops of Madison Limestone at Sheep Mountain in the
Bighorn Basin of Wyoming. These measurements were all taken from the backlimb of the
asymmetric anticline. Highlighted are measurements in rocks of less than 40 percent dolomite
and greater than 60 percent dolomite. From Nelson and Serra (1995). Figure reproduced with
the permission of the Canadian Institute of Mining, Metallurgy and Petroleum.

Figure 3–28 Diagram showing the frequency of fracture intensity measurements for fold-re-
lated fractures measured in the outcrops of Madison Limestone at Sheep Mountain in the
Bighorn Basin of Wyoming. These measurements were all taken from the forelimb of the
asymmetric anticline. The rocks are a mixture of limestone and dolomite. From Nelson and
Serra (1995). Figure reproduced with the permission of the Canadian Institute of Mining,
Metallurgy and Petroleum.
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This distribution compares favorably with data collected in a similar
manner from three equivalent Madison and Darby sections at (1) Sheep
Mountain, (2) a Rocky Mountain foreland structure in the Bighorn Basin
(Figures 3–27 and 3–28), and, (3) from a Mississippian carbonate section
from leading edge anticlines in the Rundle Group in the Canadian Thrust
Belt near Grade Cache, Alberta (Figure 3–29). These three fracture inten-
sity distributions display data from similar rock packages, but are from dif-
ferent locations involving various structural styles, field observers, and
sizes of dataset. For example, the Sheep Mountain dataset is from a base-
ment cored foreland “drapefold,” has the lowest overall fracture intensity
and contains the greatest number of observations: N=197. The remaining
two are from higher overall intensity “leading edge” anticlines in
Laramide thrust belts, but contain fewer overall observations: N=51 for the
two combined.

The Wyoming Thrust Belt observations (Figure 3–26) show that for
measurement stations outside of fold hinges, lithology controls fracture in-
tensity, with the dolomites most fractured and the limestones the least frac-
tured. The calcareous siltstones are intermediate in fracture intensity, but
have only slightly less fracture intensities than the dolomites. This distribu-
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Figure 3–29 Outcrop-based fracture intensity frequency diagram for carbonates of the lower
Paleozoic Rundle Group from leading edge anticlines in the Western Canadian Thrust Belt,
Alberta. Frequency is expressed as percent of total population.
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tion is logical and predictable. The general composition relationship for
nonhinge sections is also shown in the Sheep Mountain backlimb dataset in
Figure 3–27, where the higher fracture intensity observations are domi-
nantly from dolomites. Unfortunately, the Rundle Group and Sheep
Mountain forelimb datasets were not generally collected by lithology, mak-
ing a parallel lithologic comparison impossible. However, at one station
outside of a hinge on a fold in the Rundle Group, adjacent limestone and
dolomite measurements were taken. There, the dolomite had 3.4 times the
fracture intensity of the limestone (limestone = 8, dolomite = 27/foot or
27/0.3048m), thus generally substantiating the lithologic control in this
dataset as well.

Hinge or forelimb deformation increased fracture intensity in all three
datasets. However, the increase is variable and heavily influenced by rock
type and bed thickness. For example, the Wyoming Thrust Belt dataset
shows an increase in fracture intensity in all three lithologies in hinge
zones, with the multiplier varying by rock type. The less brittle limestones,
while lower in nonhinge fracture intensity, increased six to eight times
within hinges; while the more brittle dolomites increased only a factor of
2.2. Such changes have also been seen and reported for the equivalent sec-
tion in the Sawtooth Range of western Montana. Calcareous siltstones in-
creased only 1.3 times, giving an intermediate fracture intensity response,
but was relatively undersampled at 15 percent of the data. This is supported
by the Madison Limestone map in Figure 3–24, where a four to five times
increase in intensity is related to a gentle synclinal hinge, and in Figure
3–25, Stations 3 through 6, where dolomite fracture intensity increased only
two times due to hinge strain.

Comparison of the Sheep Mountain backlimb and forelimb data shows
an increase in average intensity in the high strain forelimb (roughly from 2
to 7 fractures/foot, /0.3048m, geometric average). However, the range in
the forelimb population is slightly smaller (10 versus 11 for the backlimb),
while the highest intensity only increased one fracture/foot over the back-
limb. The major change is in the shape of the two distributions, from a very
skewed distribution for the backlimb to a more symmetric one for the fore-
limb. As in the Wyoming Thrust Belt data, the higher intensity backlimb or
nonhinge lithologies increased in the equivalent section in the forelimb less
than the lower baseline lithologies.

Because of different sampling procedures, the Rundle data does not de-
pict rock type or relatively significant numbers of hinge measurements, but
does depict another important controlling parameter, bed thickness. The
two hinge measurements shown in this figure are from two lithologically
similar beds in the same hinge, but with different bed thicknesses. Here, a
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decrease in bed thickness from 1.0 to 0.3 ft. (0.3048 to 0.1016m) increases
the fracture intensity 3.8 times (from 13 to 49 fractures/foot, or fractures
/0.3048m).

Analysis of these three above-mentioned datasets shows several interest-
ing common characteristics including: (1) backlimb or nonhinge intensity
distributions are wider or more variable than forelimb or hinge distribu-
tions; (2) brittle rocks such as dolomites have the highest fracture intensi-
ties in backlimb or nonhinge areas and in forelimb areas, but their increase
within the hinge is less than that of the less brittle limestones possessing
lower base level backlimb intensities; (3) restricted areas of nonhinge rock
can exhibit as high or nearly as high fracture intensities as equivalent rock
in hinge areas; and (4) the leading-edge folds are nearly an order of magni-
tude higher in fracture intensity than the foreland folds.

Well Trajectory

Assuming that the above observations hold in general for folded carbon-
ate sections, several strategies can be invoked to optimize well trajectories
or well paths in the exploration and exploitation phases for such reservoirs.
These strategies consider relative fracture spacing variations among rock
layers and how they range from backlimb, to hinge, to forelimb, as well as
the dominant azimuth of fractures in these same fold domains. Optimum
wellbore azimuth can be calculated when various sets of fractures exist with
different spacings and stress-dependent widths. Such an approach is used in
this discussion, except that the azimuthal variation of the in situ stress is
considered small to negligible.

A hierarchy of optimized well paths for a typical asymmetric carbonate
fold is given in Figure 3–30. The highest predicted production rates occur
along wellpath A on Figure 3–30. At A, the well should encounter high in-
tensity (low spacing) Type 2 fractures subparallel to the fold axis (Type 2
fractures are perpendicular to bedding and are subparallel to the bedding
strike). The fracture intensity of all layers will increase when entering the
hinge (assuming all are brittle and deform by fracture) with the difference
in intensity among layers subdued in the hinge(s) compared to the flanks.
As a result, the wellpath should intersect as many layers as possible in an
azimuth perpendicular to the Type 2 fractures, or in the dip direction (well
trajectory A on Figure 3–30).

Depending on the level of strain in the forelimb of the fold, wellbore A
could be deepened to develop the steep limb of the structure, shown as well-
bores B and B′ on Figure 3–30. Wellbore B continues in the dip direction
and would be optimum for intersecting Type 2 fractures from the limb that
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has experienced a “migrating hinge” during fold development. Path B′ (bi-
secting dip and strike directions) attempts to intersect both Type 1 (perpen-
dicular to bedding and subparallel to dip direction) and Type 2 fractures as
might be expected in a “fixed hinge” development of the fold. The optimum
azimuth of B′ would be dependent on the relative abundances of types 1 and
2 fractures. Once determined or predicted, published nomographs could be
used to obtain this azimuth. Caution should be observed in booking reserves
in the forelimb of such structures, however, until a well has tested the flank.
Some folds have experienced high strain, high mean stress conditions in the
forelimb, causing the limb to deform ductilly or in a compactive manner
rather than by dilation involving fractures.

Well path C in Figure 3–30 is the next best predicted producer. It attempts
to cross-cut Type 1 fracture sets in the backlimb of the fold. These fracture
sets are less abundant than the Type 2 fractures in the hinge, but tend to be
larger and interconnect greater vertical and lateral dimensions in the fold.
The result on production is that C may have lower flow rates than A, B, and
B′ but may eventually communicate greater reserves per well. Rates are
lower because all layers will have lower fracture intensity than the hinge.
However, certain optimum layers will have fracture spacings almost as good
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Figure 3–30 Diagram showing the frequency of fracture intensity measurements for fold-re-
lated fractures measured in Mississippian carbonate outcrops in the thrust belt in western
Alberta. From Nelson and Serra (1995). Figure reproduced with the permission of the
Canadian Institute of Mining, Metallurgy and Petroleum.
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as that of the average of the hinge. The key to wellbore C is to select the op-
timum layer(s) and to have the horizontal portion of the wellbore run paral-
lel to its boundaries and completely within it (wellbore C, Figure 3–30).

Another possible target in such a fold is shown as wellbore D on Figure
3–30. This trajectory attempts to develop more minor secondary hinges
with relatively small dip inflections that sometimes occur on the backlimb
of folds. These contain small swarms of Type 2 fractures that cut multiple
layers within the fold. The optimum well path would cross the hinge and
cross the layering in an oblique manner. Rates and reserves for these com-
pletions should be quite variable.

Several unique datasets of outcrop-derived fracture intensity in carbon-
ate rocks depict the relative importance of lithologic and structural control
on fracture distribution. It has been shown through various views of the data
that lithology is a dominant control on fracture intensity especially in non-
hinge areas of folds and that it also controls the relative increase in inten-
sity within hinge zones to a lesser extent. Further, it appears that these
characteristics predict fractured reservoir potential in restricted, optimum
zones in backlimb or nonhinge fold areas that are as good as average hinge
zone properties.

Several rules of thumb could be used to predict hinge zone fracture in-
tensity. Limestone backlimb fracture intensities could increase four to eight
times within hinge zones, whereas dolomites might increase only two to
three times.

Overall, these four datasets in equivalent carbonate sections indicate that
the fracture intensities of leading-edge thrust-related anticlines (Wyoming
Thrust Belt and Rundle Group datasets) are nearly an order of magnitude
higher than those of foreland anticlines (Sheep Mountain and Lost
Soldier/Wertz Field datasets). This is logical as the leading edge folds were
probably folded and unfolded more than once as the section passed through
thrust ramps during emplacement, whereas the foreland folds experienced
folding only once.

In terms of drilling directions, results indicate that backlimb wells should
follow optimum stratigraphic layers, possibly in the strike direction; while
hinge wells should cross-cut multiple horizons, possibly in a general dip di-
rection. Optimum forelimb well tracks are dependent on rock type and the
history of migrated or fixed hinges. Tracks cross-cutting layers and varying
in azimuth from dip-parallel to 45 degrees to dip azimuth are possible.
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Analysis of
Anisotropic Reservoirs

Three main features can create strong reservoir anisotropy with respect
to fluid flow:

1. Bedding and crossbedding (a primary rock fabric)
2. Stylolites
3. Fractures

Stylolites and fractures are both secondary features due to deformation
or physical diagenesis of rocks. This chapter discusses these three features
and how their effects on reservoir anisotropy can be quantified.

STYLOLITES

A stylolite is a common diagenetic rock feature that occurs most fre-
quently in limestones, dolomites, and sandstones (Figure 4–1). As Park and
Schot stated (1968, page 175):

Generally, stylolites are recognized as irregular planes of discontinuity
between two rock units; the irregularities display the shape of “stylas,”
the Greek word for columns and pyramids. Consequently, the two rock
units appear to be interlocked or mutually interpenetrating along a very
uneven surface. This surface is referred to as a stylolite, which is most
commonly characterized by the concentration of relatively insoluble
constituents of the enclosing rock.
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The seam material is generally fine-grained, dark-colored, and displays
a degree of foliation parallel to the seam. As a result, the stylolite acts as a
permeability discontinuity within the reservoir rock. Several classification
schemes have been proposed for stylolites. Wanless (1979), for example,
categorizes them on the basis of the presence and degree of suturing of
seam material. Park and Schot (1968), on the other hand, classify them on
the basis of the two-dimensional geometry expressed by the seam and its re-
lation to sedimentary bedding. In addition, they define two scales of stylo-
lites: those which have suture amplitudes larger than the grain diameter of
the rock above and below the stylolite (aggregate stylolites), and those
which have amplitudes smaller than the grain size of the host rock (inter-
granular stylolites). Aggregate stylolites will be discussed in the remainder
of this chapter.

Stylolites are generally thought to be the result of pressure solution, a
process that involves the creation of nonuniform solubility of mineral
grains in an aggregate in response to a state of differential stress. Material
goes into solution at highly stressed surfaces of the grains and is then either
reprecipitated at surfaces of lower stress or removed from the system.
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Figure 4–1 Example of typical stylolite morphology: core sample of Cretaceous chalk from the
Amoco Norway 2/5-1 Well North Sea, 10,721 ft. Note the large variation in stylolite amplitudes.
From Nelson (1981a). Courtesy of AAPG.
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Stylolites and Their Contribution to Reservoir Anisotropy

Stylolite zones often have a variety of natural and induced fractures as-
sociated with them. The natural fractures intimately associated with the sty-
lolite zone owe their origin to the same stress state that caused the stylolite.
They have a distinct morphology and can, as the stylolites themselves, be
used as a paleo-stress indicator (Choukroune, 1969; and Nelson, 1981a),
(Figure 4–2).
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Figure 4–2 Schematic diagram showing geometric relation of stylolites, tension gashes, un-
loading fractures, and the paleo-state of stress that caused them. From Nelson (1981a), cour-
tesy of AAPG.
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Fractures Associated with Stylolites

Tension Gashes
As shown in Figure 4–2, the columns or “peaks and valleys” of a stylo-

lite parallel the maximum stress or strain direction during formation
(Choukroune, 1969; Groshong, 1975; and Nelson, 1981a). In some cases,
there is a set of parallel fractures associated with stylolites that also follows
this same maximum stress direction (Figure 4–2). These were called “ten-
sion gashes” by Choukroune (1969). They are probably not true tension
fractures but extension fractures derived from the same compressive state
of stress as the stylolite (Nelson, 1979). Many authors erroneously ascribe
these fractures to an origin separate from that of the stylolites. Choukroune
(1969) is the first to correctly point out the intimate association between
stylolites and tension gashes.

These tension gashes are generally only a few inches in length, and par-
allel the peaks and valleys or columns of the stylolite. The fractures are often
wedge-shaped and terminate at the stylolite seam at their wider end. Often
they are filled with coarse, highly twinned calcite. Tension gashes rarely
occur in the rock more than a few inches removed from stylolite. This frac-
ture/stylolite association has been observed many times in stylolite zones
from all over the world. It is a common and logical association (Figure 4–3).

Unloading Fractures
A second fracture set associated with some stylolites is made up of un-

loading fractures (Nelson, 1979, 1981a). While these fractures trend
roughly parallel to the stylolite seam, they occur more precisely perpendi-
cular to the maximum paleo-stress direction (Figure 4–2). They occur either
at the seam itself or within the rock in the general vicinity of the stylolite.
Because of surface texture and orientation they must be either extension
fractures or true tension fractures formed by unloading or relaxation of the
rock parallel to the maximum stress direction. This unloading is compatible
with the original loading direction inferred from the stylolite (Figure 4–4).

Unloading fractures may develop in cores when they are taken out of
their subsurface stress environment. These particular fractures are, there-
fore, generally induced and not true reservoir fractures. Some unloading
fractures may, however, develop in reservoirs. For example, vertical, tec-
tonic stylolites in the Twin Creek Limestone of the Western Wyoming
Thrust Belt formed during thrusting. When thrusting ceased, relaxation par-
allel to the movement direction formed unloading fractures associated with
the stylolites. All tension gashes and unloading fractures were subsequently
filled with a later-stage calcite cement indicating their subsurface occur-
rence (Figure 4–5).
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Figure 4–3 Examples of association of stylolites and tension gashes in 4–in. diameter core of
Yamama Limestone, Darius Field (Wells D-3 and D-4), Persian Gulf. From Nelson (1981a),
courtesy of AAPG.
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Figure 4–4 Core examples of association of stylolites and unloading fractures. Unloading frac-
tures shown are induced and do not occur naturally in the subsurface. (a) Smackover
Limestone, Amoco Amos 32-12, Baldwin County, Alabama; (b) Yamama Limestone, Darius
Field, D-3 Well, Iran. Such induced fractures can give overly optimistic core test permeabili-
ties. From Nelson (1981a), courtesy of AAPG.

While unloading in the direction of the in situ, maximum stress direction
can and does occur in outcrop and in many cores, fractures interpreted as
unloading fractures most often occur closely associated with stylolites. This
association may indicate that pressure solution has not dissipated all of the
stress concentration in that zone, therefore relieving it by unloading when
removed from its subsurface restraints. This may indicate either a threshold
value of stress difference for stylolitization to proceed, or possibly a rate
problem—i.e., stylolitization too slow to dissipate all of the in situ stress
concentration.
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Figure 4–5 Thin section photomicrograph of natural unloading fractures associated with sylo-
lite in Twin Creek Limestone core, American Quasar 3-1, Pineview Field, Summit County,
Wyoming. From Nelson (1981a), courtesy of AAPG. (Magnification 16x.)

Stylolite Columns
Stylolite columns are bounded by slip surfaces that separate portions of

the seam, which are advancing in either opposite directions or in the same
direction at different rates (Figure 4–6). The columns often are slickensided
and are sometimes filled with secondary mineralization. If secondary min-
erals are emplaced before stylolitization has ceased, the filling material be-
comes highly twinned and translated, i.e., crystallographic distortions
(Figure 4–7).

Stylolite-Related Fractures and Strain During Deformation

Not all stylolites have tension gashes associated with them. The presence
of tension gashes must, therefore, indicate something unique about the ori-
gin of the stylolite zones that possess them.

Analysis of Anisotropic Reservoirs 169

04CH04pp163-222  5/9/01  2:10 PM  Page 169



Figure 4–6 Stylolite column in thin section of Smackover, Amoco Amos 32-12, Baldwin
County, Alabama. From Nelson (1981a), courtesy of AAPG. (Magnification 52x.)

Figure 4–7 Crystallographically translated (deformed) carbonate crystals in stylolite column,
Smackover, 19,847 ft., Amoco No. 2 Amos, Baldwin County, Alabama. From Nelson (1981a),
courtesy of AAPG. (Magnification 57x.)
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Stylolite zones display several associated displacement or strain patterns
(Figure 4–8). A stylolite without fractures deforms the rock by uniaxial
compaction, parallel to the maximum stress direction (Figure 4–8a). The
laboratory test that most accurately reflects this state of strain is the uniax-
ial strain test (Brace and Riley, 1972; and Nelson, 1981b). The deformation
of stylolite zones with associated tension gashes is, on the other hand, quite
different and shows movement patterns that are more complicated (Figure
4–8b). Not only is there compaction parallel to the maximum principal
stress direction, but there is also extension parallel to the minimum princi-
pal stress. These strain patterns are identical to those developed in standard
laboratory triaxial compression tests (Figure 4–8c). In addition, this move-
ment and strain pattern is identical to that accomplished by typical tectonic
fracture sets (shear and extension fractures).

If stylolites with tension gashes are considered tectonic in origin, this as-
sociation is not surprising. Deformationally, tectonic stylolites and tectonic
fractures often appear to be two sides of the same coin. They can accom-
plish the same strain patterns during deformation although possibly at dif-
ferent rates.
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Figure 4–8 Idealization of movements associated with stylolites and fractures, assuming ver-
tical maximum principle stress. From Nelson (1981a), courtesy of AAPG.
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To accommodate movement patterns similar to tectonic fracture sets
most efficiently, any fracture associated with a tectonic stylolite would tend
to be an extension and not a shear fracture, i.e., no additional shortening
parallel to the maximum stress direction and maximum extension parallel
to the minimum stress direction. This agrees with observations of stylolite
zones.

In general, any slow-rate tectonic process that involves soluble rocks that
are pressure-soluble with a compaction in one direction and an extension at
90º to it should have stylolites with associated tension gashes. If the process
involves only uniaxial compaction, stylolites without tension gashes should
occur. A rapid-rate tectonic process may favor tectonic fracture sets instead
of stylolitization. Thus, overburden-related stylolites may not possess ten-
sion gashes, while some tectonic stylolites may. 

Fletcher and Pollard (1981) have an alternate point of view on the gen-
eration of tension gashes. In their model, tension gashes are generated by
shear stresses along the seam, which are related to stylolite propagation at
the ends of the seam. The model is quite innovative and envisions styloliti-
zation mathematically as the inverse of an opening stable crack. While this
seems an excellent approach, it does not explain why some aggregate sty-
lolite occurrences have well-developed tension gashes and others do not.

Effect of Stylolite Zones on Porosity and Permeability

In general, the major effect of a stylolite in a reservoir is the creation of
a highly directional, narrow zone of reduced porosity and permeability.
These features can be treated in the same way as are tectonic gouge-filled
fractures in reservoir analysis.

Stylolites are generally found in the lower-porosity portions of a core
(Dunnington, 1967; Wood and Wolfe, 1969; Patrick and others, 1972; and
Nelson, 1983). A number of these relatively low-porosity zones may be
original or due to pre-stylolitization diagenesis and, therefore, localize sty-
lolitization by causing stress concentrations. The remainder of these lower-
porosity zones may be post-stylolitization or syn-stylolitization and due to
local precipitation of pressure-dissolved material. Either case gives rela-
tively low porosity associated with stylolites.

Because of the lower-porosity surrounding many stylolites and the pres-
ence of the fine-grained seam material, stylolite zones have a more reduced
permeability compared to the adjacent underformed rock above and below
(see Figure 4–9, top). This permeability reduction is greater perpendicular
to the stylolite than parallel to it.
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The presence of tension gashes and unloading fractures can drastically
increase laboratory-measured permeability near stylolites. Therefore, great
care should be taken in analyzing such data. Many of the associated un-
loading fractures are induced during or after coring and are not, therefore,
reservoir features. Likewise, tension gashes related to one period of styloli-
tization are always parallel (therefore, not interconnected) and their perme-
ability is relevant only to the size of the measurement sample (plug or
whole-core) and not to reservoir permeability (Figure 4–9). For example,
three 4-inch-long, open parallel fractures will have a great effect on perme-
ability in any laboratory-size measurement sample but will have no signif-
icant effect on reservoir flow.

Stylolites as an Indicator of Mechanical Properties

While much has been published on pressure solution and stylolitization
in the past (Stockdale, 1922, 1926, 1936, 1943, 1945; Bastin, 1940;
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Figure 4–9 Effect of stylolites and associated fractures on laboratory permeability analyses.
From Nelson (1981a), courtesy of AAPG.
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Mossop, 1972; Bathurst, 1976; deBoer, 1977a, 1977b; and deBoer and oth-
ers, 1977), the processes that determine the location of stylolites have been
largely unaddressed. The following pages will briefly examine the localiza-
tion of aggregate stylolites in light of the rocks’ mechanical properties.*

Location of Stylolite Initiation

As defined in Durney (1972), pressure solution is “the phenomenon of
dissolution of minerals under a nonhydrostatic stress.” The grains of an ag-
gregate tend to dissolve more at highly stressed surfaces than at surfaces of
relatively low stress. Subsequently, the dissolved material is either repre-
cipitated at less stressed surfaces or transported out of the system.

Obvious areas of high stress concentration necessary to initiate pressure
solution occur at grain-to-grain contacts (low contact areas) where suturing
and microfracturing often occur (Heald, 1955; Trurnit, 1968; and Gallagher,
1976). A simple description of stress concentrations or gradients in the for-
mation of larger aggregate stylolites where contact areas are large is, how-
ever, more difficult to accomplish.

Park and Schot state (1968, p. 188) “ . . . in order for stylolites to develop
(during diagenesis), inhomogeneities in fabric or composition, or both, in
the sediment to promote pressure solution and explain the presence of seam
material appear to be a prerequisite.” Several mechanisms for localizing
stylolitization have been proposed. These mechanisms may be manifested
in rock property variations and identified on point-load hardness maps.

Once stylolitization is initiated along a plane, its growth and propagation
can be modeled using the work of Fletcher and Pollard (1981). Their model
envisions the compaction and propagation of a stylolite to be analogous to
the opening and propagation of a crack. Thus, the mechanics of Griffith
crack propagation (dilatency) can be used for the stylolite (compaction).
The stylolite is, therefore, viewed as an anticrack with a sign change in the
crack propagation mathematics.

Lithologic Boundaries
Stylolite seams often separate rocks of different lithology or rock com-

position (Park and Schot, 1968; Wood and Wolfe, 1969; Whitcombe, 1970;
Collins and Smith, 1975; and Wariless, 1979). The most common occur-
rence of this lithology-related localization is that of dolomite and limestone
in contact across a stylolite surface (Figure 4–10).

*Aggregate stylolites as used in this book are those whose amplitude is larger than the grain
size of the rock in which they form (Park and Schot, 1968).
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Figure 4–10 Examples of lithologic differences across stylolites. (a) Stylolite in Yamama
Limestone from the Darius #3, Persian Gulf. Fine-grained dolomite to the left is in contact with
coarse-grained limestone to the right of the stylolite. (b) Smackover Limestone sample from
19,847 ft. in the Amoco #2 Amos, Baldwin County, Alabama. The darker material to the right
of the stylolite is stained limestone, while the lighter material below is unstained dolomite.

Such contacts are often explained (especially in low-amplitude stylo-
lites) by assuming that the stylolite began within the limestone and subse-
quently dissolved calcite in both directions until the less soluble dolomite
was encountered. Solution is then plausibly envisioned to either slow or
cease on the dolomite side of the stylolite and continue on the limestone
side. An alternate explanation considers initiation at the lithologic boundary
due to a stress concentration (stress gradient) arising from a mismatch in
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mechanical properties. The development of lithologic boundary-related
stress gradients is discussed in Sowers (1972).

Low-Porosity Zones
Stylolites are generally found in zones of relatively low porosity in core

material (Dunnington, 1967; Wood and Wolfe, 1969; Patrick and others,
1972; Mapstone, 1975; and Klopp, 1975). This association could be initi-
ated either early or late in diagenesis. As pointed out previously, the low rel-
ative porosity could be early and localize subsequent stylolite formation; or
the low relative porosity could be late and due to reprecipitation of stylo-
lite-related pressure-dissolved material. The distinction is important in a
mechanical sense because many rocks such as chalk and clean, well-sorted
sandstones vary in mechanical properties directly as a function of porosity
(Dunn et al., 1973; Hoshino, 1974; and Yaalon and Singer, 1974; Figure
4–11). As such, porosity variations in an otherwise homogeneous section
may mechanically localize stylolitization within or at the boundaries of
porosity layers in a manner similar to those already described. In any event,
whenever formed, this association may be useful in defining small-scale
reservoir properties (porosity) and other small-scale petrophysical property
variations in core by stylolite distribution.

Discontinuities
Aggregate stylolites often occur on planes of discontinuity within the

rock mass, such as bedding planes, pre-existing fractures, and thin “shale
stringers” or clay layers. Such associations have been previously docu-
mented in Stockdale (1943), Blake and Roy (1949), Heald (1955, 1959),
Manten (1966), and Wood and Wolfe (1969).

Physical breaks such as bedding planes and fractures could affect sty-
lolitization by perturbing the stress state in the immediate vicinity of the
opening (Sowers, 1972). Clay layers, on the other hand, could affect sty-
lolitization by either acting as a small-scale lithologic contact or as a cata-
lyst to the pressure-solution process (Heald, 1959).

The Concept of Stress Concentration Localization

Stylolites have been treated phenomenologically, with little regard to
their distribution and position. Stylolitization is a major rock deformation
mechanism initiated in response to both overburden and tectonic stresses
and is not distributed randomly within rock masses. Indeed, their occur-
rence tells us something about the long-term load-bearing capabilities of the
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rocks involved as well as the inhomogeneities in the paleo-stress field
within the rock mass.

On a large scale, stylolites occur in rock types that contain an abundance
of minerals that are susceptible to pressure solution (Heald, 1955). On a
smaller scale, they occur at places within the rock where stresses are con-
centrated due to the physical make-up or internal geometry of the body.
This association may permit definition of the mechanical property distribu-
tion within the section by observation of the stylolite distribution. This me-
chanical property distribution may in turn define the lithologic and
reservoir quality distribution within the section.

In order to define more accurately the mechanical discontinuities in rock,
which could give rise to stress gradients and subsequent stylolitization,
hardness testing was done on several core samples containing stylolites.
Point-load hardness maps were constructed for several stylolite zones
(Figures 4–12 through 4–19).
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Figure 4–11 The relationship between differential compressive stress at failure and porosity
for the chalk section in the Norwegian North Sea (Valhall Field). Data were derived from triax-
ial compression tests at the confining pressures (Pc) shown. Tests were run at room tempera-
ture and humidity at a strain rate of 10-4sec-1. From Nelson (1983), courtesy of AAPG.
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Figure 4–12 A map of point-loaded hardness in the rock surrounding a stylolite in Mission
Canyon Limestone. The rock is from the Gulf 1-10-2a Well, Littleknife Field, North Dakota,
9,954-ft.depth. Note the variation in hardness across the stylolite. The arrow refers to the ap-
proximate location of Figure 4–3. From Nelson (1983), courtesy of AAPG.

178 Geologic Analysis of Naturally Fractured Reservoirs

04CH04pp163-222  5/9/01  2:10 PM  Page 178



Figure 4–13 Photomicrograph taken from the sample in Figure 4–12 showing the general mor-
phology of the stylolite seams in this sample. From Nelson (1983), courtesy of AAPG.
(Magnification 14x.)

Figure 4–14 A map of point-loaded hardness in the limestone surrounding a stylolite. The core
sample is from Stolotz, Wagner and Brown, No. 1 Rose Well, Kearny County, Kansas. Black
numerals indicate hardness values for anhydrite blebs within the limestone. The arrow shows
the approximate location of Figure 4–15. From Nelson (1983), courtesy of AAPG.

Analysis of Anisotropic Reservoirs 179

04CH04pp163-222  5/9/01  2:10 PM  Page 179



Figure 4–15 A photomicrograph taken from the sample shown in Figure 4–14. Note the dif-
ference in rock texture across the column and its relation to point-loaded hardness. From
Nelson (1983), courtesy of AAPG. (Magnification 57x.)
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Figure 4–16 A map of point-loaded hardness surrounding a stylolite in a Chase Limestone
layer. The core sample (Sample 20) is from the Amoco Miles #2 Well, Panoma Field, Kearny
County, Kansas, 2,631-ft. depth. Note the radial increase in hardness toward the stylolite. The
arrow points to the approximate location of Figure 4–17. From Nelson (1983), courtesy of
AAPG.

Analysis of Anisotropic Reservoirs 181

04CH04pp163-222  5/9/01  2:10 PM  Page 181



Figure 4–17 Photomicrographs of the sample in Figure 4–16. Both photographs show the sty-
lolite seam. From Nelson (1983), courtesy of AAPG. (Magnification 65x.)
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Figure 4–18 A map of point-loaded hardness in the rock surrounding a stylolite in Yamama
Limestone. The core sample is from the Darius 17, D-4 Well, Iran, 11,144-ft. depth. Note that
this very low-porosity rock shows no significant variation in point-load hardness. The arrow
refers to the approximate location of Figure 4–19. From Nelson (1983), courtesy of AAPG.

Figure 4–19 Photomicrograph taken from the sample in Figure 4–18. The lighter calcite in the
center is the base of one of the calcite-filled tension gases in Figure 4–18. From Nelson
(1983), courtesy of AAPG. (Magnification 57x.) 
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The values plotted on these maps are relative penetration of a ball of con-
stant diameter driven by a constant load and are related to penetration hard-
ness.* These numbers are in a loose way related to rock strength and
ductility. Relative values of strength can be obtained by calibrating the tests
with samples of known compressive and tensile strength. In general, on
these maps, the larger numbers represent the stronger and usually more brit-
tle rock.

Hardness maps of stylolite zones indicate that they may have been initi-
ated at a lithologic or mechanical interface within the rock (Figures 4–12
and 4–14). This is suggested by the great hardness variations across the sty-
lolite seams and, to some degree, across the columns. It is further substan-
tiated by thin-section observations that show a great variation in both
porosity and dolomite-to-calcite ratio across the stylolite (Figure 4–13) and
a large variation in grain size across the column (Figure 4–15). All of these
indicate the possibility of mechanically dissimilar rocks in contact across
the initial pressure solution surface.

Other maps show stylolites with a small but gradual decrease in rock
hardness with increasing distance from the seam (Figure 4–16). From thin-
section observations (Figure 4–17), this increase in hardness near the seam
often appears to be related to redeposition of material dissolved to form the
stylolite. The width of porosity reduction by re-precipitation around a seam
could be measured by empirically calibrating thin-section-derived porosity
values with the point-load values. This porosity zone width could then be
used to estimate the spacing of stylolites at which all effective porosity
would be destroyed by reprecipitation. Stylolites showing no significant
hardness variation associated with them are also seen (Figure 4–18). This is
probably due to the very low bulk porosity of the sample (< 1.0 percent in
Figure 4–18). Such a stylolite may, however, have initiated at a bedding
plane or a pre-existing fracture that localized subsequent pressure solution
(Figure 4–19). Because of its insignificant hardness variation, a sample
yielding such as a point-load map would probably not be chosen for any
subsequent small-scale data collection.

In general, hardness mapping may be an easy, informative procedure to
determine the origin and time of stylolitization. These in turn can provide
insight into lithologic and reservoir property distribution variations on a
small scale, provided additional observational work (most specifically, thin-
section observation) is performed on the samples. Point-load testing, like
many other forms of data collection, gives a nonunique result. Such point-
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*Hardness testing was performed on Rockwell Hardness Tester Model 4JR with a 1/8-in.

ball and chuck and a 100-kg load.
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load mapping should be used as a reconnaissance technique for locating
pertinent locations for detailed observations such as cathodoluminescence
and UV fluorescence. If, within a particular unit, a significant correlation
exists between generalized stylolite location and the petrologic and/or me-
chanical property variation, such as modulus or porosity maps, the distri-
bution of stylolites may be used effectively in reservoir property
descriptions.

DEVELOPMENT OF PERMEABILITY TENSORS
FOR ANISOTROPIC RESERVOIRS

“Reservoir quality” is a broad term that includes many parameters that
either influence or determine the volume and mobility of the various fluid
phases held within the rock. For simplicity, this section will focus primarily
on differences in porosity and permeability brought about by geologically
significant variations in rock character. These two parameters are the most
used and most easily measured of those used to evaluate reservoir perform-
ance.

In this type of study, an attempt is made to determine the effect of indi-
vidual petrologic features in small-scale, oriented, standard-permeability
plugs and to subsequently show the combined effect of these features in
larger-scale, whole-core analysis. The study will address both reservoir in-
homogeneity (the similarity or dissimilarity of properties of one piece of the
reservoir with another) and reservoir anisotropy (the variation of certain
properties, such as permeability, with direction at any single point within
the reservoir).

The reservoir chosen as an example was the Jurassic Nugget Sandstone
from the Ryckman Creek Field of the Western Wyoming Thrust Belt.
Excellent unslabbed core material was available from the Ryckman Creek
Working Interest No. 6 Well, Unita County, Wyoming. The petrology of this
rock allows us to investigate the effects of grain size, cementation, and the
quality and orientation of crossbedding and fracturing.

The selected core samples come from the top 336 ft. of the approxi-
mately 800-ft. thick Nugget Sandstone. Whole core porosity and three-di-
rection permeability analyses were performed on it. The entire core was
peel-scaled at the rig to preserve reservoir saturations.

This work was performed with the assistance and collaboration of
Howard Cotton of Amoco Research. A description was first made of the un-
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wrapped portions of the core. This visual description emphasized grain size
and the character and orientation of the crossbeds and fractures.

From the 177 unwrapped whole-core samples, 36 were selected as ex-
cellent examples of certain individual or combined features. Each of the 36
samples was measured for standard permeability plug analysis. These plugs
were chosen to sample either fractures (F) or crossbedding (B). Plugs were
taken such that the axis of one plug was perpendicular to the feature B-1
and F-1, one was at 45º to the feature B-2 and F-2, and one was parallel to
the feature B-3 and F-3.

One of the purposes of the sets of three plugs is the eventual creation of
the two-dimensional permeability tensor associated with the individual fea-
ture. Because permeability is a tensor quantity, only these three permeabil-
ity components (directions and magnitudes) are needed to describe
permeability in any direction. Permeability tensors for various features can
be added together to determine their combined effect on flow in the reser-
voir (Figure 4–20).

In addition to the plug “sets,” one “random plug” (R-4) was taken per-
pendicular to the whole-core axis. This plug was taken “blindly” wherever
space permitted to simulate the standard plug analysis procedure used by
various core-testing facilities.

Crossbedding

Crossbedding is an arrangement of laminations transverse or oblique to
the main planes of stratification in clastic rocks (Trowbridge, 1962). At its
smallest scale, a crossbed is recognized by an alternation in grain size
and/or composition. In the Nugget Sandstone, crossbedding is predomi-
nantly a grain size alternation.

Crossbedding, has a profound influence on the permeability-porosity re-
lationship in the Nugget Sandstone reservoir (Rose, 1983). This influence
manifests itself not only in terms of the orientation of bedding, but also in
the visual quality or distinctness of the crossbedding.

The effect of the presence and orientation of crossbedding is best shown
on standard porosity-permeability cross plots; for example, (ϕ-k) relation-
ship for the Nugget Sandstone plugs that have no bedding or fracturing
(Figure 4–21), and ϕ-k relationship for crossbedded Nugget Sandstone
plugs as the angle between the measurement direction and the crossbed
planes varies from 90º to 45º to 0º (Figures 4–21a–c). These ϕ-k relation-
ships are summarized in Figure 4–22.

It is evident in Figure 4–22 that there is more than an order of magnitude
(10 times) higher permeability at a given porosity for samples measured
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Figure 4–20 Orientation of permeability plug sets with respect to the features they represent
are shown along with the permeability tensor components.
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Figure 4–21 Porosity-permeability relationships as the angle between measurements direc-
tion and the crossbed plane varies from 90° (a), to 45° (b), to 0° (c), and to plugs that show
neither bedding nor fractures (d).

(a) (b)

(c) (d)
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parallel to bedding than samples measured perpendicular to bedding. The
“no bedding” line on Figure 4–22 plots lower in permeability than the par-
allel-to-bedding crossbed curve over most of its range. This is due to the
segregation of grain sizes in the crossbedded sandstones, causing alternat-
ing coarse and fine layers. When this happens, the well-sorted coarse layers
with their higher permeability dominate the fluid flow.

Fractures

The effect of fractures on porosity and permeability in this core is less
distinct than that of crossbedding. Because the majority of tectonic fractures
in this core are gouge-filled shear fractures, the granulated rock in the frac-
ture planes should, due to a reduction in grain size and sorting, reduce per-
meability perpendicular to the fracture plane and have little or no effect on
flow parallel to the fracture plane. The effect of fractures on the porosity-
permeability (Figure 4–23) is similar in form but smaller in magnitude than
that of the crossbeds (Figure 4–21). To fully understand the combined ef-
fects of crossbeds and fractures, it is first necessary to understand the (ϕ-k
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Figure 4–22 Porosity-permeability plot summary showing the effect of bedding and bedding
angle.
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Figure 4–23 Porosity-permeability relationships are shown as the angle between the meas-
urement direction and the fracture planes varies from 90° (a), to 45° (b), to 0° (c). A summary
of the relationships is shown in (d).

(a) (b)

(c) (d)
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Figure 4–24 Whole-core (a, b, and c) and plug (d) porosity-permeability relationships for
nonbedded, nonfractures Nugget Sandstone.

(a) (b)

(c) (d)

04CH04pp163-222  5/9/01  2:10 PM  Page 191



192 Geologic Analysis of Naturally Fractured Reservoirs

Figure 4–25 Variations in permeability with grain size.

(a) (b)

(c)
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relationship for the visually nonbedded, nonfractured Nugget Sandstone
(Figure 4–24). These data provide the base level ϕ-k relationship in this
rock. As would be expected in these visually featureless rocks, the perme-
ability in three directions is nearly equal for each of the whole core samples.

Other Factors

Grain Size

The Nugget Sandstone in this core is fine-grained (0. 125 to 0.25 mm),
with a range from silt size (< 0.063 mm) to coarse-grained (0.5–1.0 mm)
sand. Variation in permeability with grain size is obscure in the crossbed-
ded and fractured plugs. A good relationship is, however, seen in the data
for the nonbedded, nonfractured plugs (Figure 4–25a). As would be ex-
pected, the coarser the grain size, the higher the permeability. The poorly
developed trends for the fractured and bedded plug data and the nonbedded,
nonfractured trend are quite similar (Figure 4–25b). A similar, but less dra-
matic effect, is seen in the whole core data (Figure 4–25c).
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Figure 4–26 Variations in permeability with cementation.

(a) (b)
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Cementation

A visual estimation of the degree of cementation was made for each plug
used in this study. This estimation is, of course, highly subjective. As with
the grain size data, the relationship between cementation and permeability
is weakly defined in both the fracture and bedding plug data, and somewhat
more well defined in the nonfractured, nonbedded plug data (Figure 4–26).

Scaling

The major aim of this work was to show how individual petrologic fea-
tures combine to dictate reservoir flow. The combining of these parameters
requires the comparison of petrophysical data obtained at various scales.

As with the grain size data, the relationship between cementation and
permeability is weakly defined in both the fracture and bedding plug data,
and somewhat more well defined in the nonfractured, nonbedded plug data
(Figure 4–26).

Random Plugs

In general, the random plugs seem to plot intermediate in position on the
grain size and cementation versus permeability compilation plots and on the
ϕ-k compilation plot (Figure 4–27).

Scaling

The major aim of this work was to show how individual petrologic fea-
tures combine to dictate reservoir flow. The combining of these parameters
requires the comparison of petrophysical data obtained at various scales.

A plot of the ϕ-k relationships for both the plug and whole-core data
shows that for a given porosity the whole-core fit gives a lower perme-
ability than the analogous plug permeability (Figure 4–28a). In all three
curves, the whole-core permeability is lower than the average permeabil-
ity of the plugs taken from them. If we assume that the larger the sample
of the reservoir the closer it reflects the true petrophysical properties of the
reservoir, we must conclude that plug data gives too optimistic a perme-
ability for this rock.

One of the more instructive forms of display of whole-core data is the di-
rectional permeability plot (Figures 4–29 and 4–30). These plots character-
istically give a strong indication of fracture and crossbed control of
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Figure 4–27 Comparison of random plug analyses.

(a) (b)

(c) (d)
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permeability in a reservoir rock. Ideally, in a nonfractured, horizontally
bedded sandstone, the data points should plot near, and slightly to the KHrnax
side of, the equal permeability line. Pronounced crossbedding should re-
duce both KH90º and Kv relative to KHna. This would move data points off
of the equal permeability line toward KHmax into the lower right-hand por-
tions of the plotted fields (Figures 4–29 and 4–30). The effect of vertical
fractures, either open or gouge-filled, would be to either increase Kv (open),
or reduce KH90º (gouge-filled) relative to KHmax, In addition, vertical open
fractures would increase KHmax, relative to KH90º. The end result would be
a movement of the data points away from the equal permeability line into
the lower right-hand portion of the plotted field (Figure 4–30) and into both
the upper left-hand and lower right-hand fields of Figure 4–29. A substan-
tial number of data points do, in fact, indicate crossbedding- and fracture-
related displacements (Figures 4–29 and 4–30). 

Data fields on Figures 4–29 and 4–30 relative to the equal permeability
line can be expressed in permeability ratios (Kv/KHmax, and KH90º/KHmax).
These ratios can be plotted as a function of depth. By core observation, rel-
evant cut-off values for the ratios indicative of specific control can be gen-
erated. These ratio cut-off values can be highlighted as having specific
anisotropic effects. In this study, on the basis of sample descriptions,
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Figure 4–28 Permeability relationships for corresponding plug and whole-core data.
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Figure 4–29 Whole-core, directional permeability plot, vertical versus maximum horizontal
permeability, with equal permeability line show.

Figure 4–30  Whole-core directional permeability plot, maximum horizontal versus 90° to max-
imum horizontal permeability, with equal permeability shown.
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KH90º/KHmax, < 0.5 indicates fractures, while Kv/KHmax, > 1.0 indicates frac-
tures and Kv/KHmax < 0. 2 indicates either strong crossbedding or fractures,
or both (Figure 4–31). 

Permeability Tensors for Crossbedding and Fractures

In an anisotropic porous media, the magnitude of permeability is de-
pendent on the measurement direction. As such, because it has a direction
and a magnitude, a permeability measurement is a vector quantity. The
array of permeability vectors, or the permeability field, at a given point in
a rock can be treated mathematically as a second-order tensor much like
stress and strain (Evans, 1982; van Golf-Racht, 1982, p. 434; and Rose,
1983). The utility of this treatment is that such tensors can be translated and
rotated through matrix algebra from one frame of reference to another. This
means that once these specific permeability components are described, the
permeability in any direction can be calculated. In addition, permeability
tensors for the effect of specific features can be added and subtracted via
matrix algebra to determine their combined effects in the material.

In this section we will show how permeability tensors can be created for
crossbedding and gouge-filled fractures and how the tensors can be indi-
vidually rotated and added together to approximate whole-core permeabil-
ity and ultimately reservoir performance. This discussion assumes a limited
knowledge of tensor mathematics and matrix algebra. An excellent discus-
sion of tensor concepts and tensor mathematics can be found in Chapters 1
and 2 of Nye (1957).

The individual sets of three permeability plugs were taken such that they
fully describe the permeability tensor in directions coincident with the prin-
cipal permeability planes (Figure 4–20). The tensor reflecting the effect of
crossbedding or gouge-filled fractures can be calculated by subtracting the
isotropic matrix permeability tensor (Mij) from the bedding and fracture
tensors (Bij and Fi) to give the appropriate permeability deviator tensors.

Using the notation of Figure 4–20, Bij, Fij, and Mij can be calculated for
any porosity using the least-squares fit equations for the ϕ-k relationships
generated in this study. These equations are summarized in Table 4–1. The
matrices generated for the given porosity value can then be subtracted via
matrix algebra to give two new tensors, which depict the effect of cross-
bedding (B′ϕ) and fractures (F′ϕ) relative to the featureless matrix: 

Bij – Mj = B′ij (4–1) 

Fij – Mij = F′ϕ (4–2)
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These matrices are described in the principal permeability directions. To
determine the effect in a whole-core sample, each matrix must be rotated
via matrix algebra to conform with the orientation of these physical features
in the core. The average dip of crossbedding in this core is 22º and the av-
erage dip of gouge-filled fractures is 78º, relative to the core axis. To simu-
late kv and kHmax in a two-dimensional whole-core analysis, F′ij must be
rotated through 78º and B′ij through 22º. The rotated matrices are then
added and recombined with Mij to simulate whole-core permeability
(Figure 4–32a).

To more accurately simulate subsurface permeabilities and changes in
permeability during reservoir draw-down or depletion, Bij, Fij, and Mij can
be altered to accommodate changes in the components due to an applied ex-
ternal load, such as confining pressure. Curves showing percentage reduc-
tion in permeability (k/k0) as a function of stress (σ3 or σ1 – σ3) for the
individual permeability plugs taken in this study (B-1, B-2, B-3, F-1, F-2,
F-3, and N) could be created by subjecting these plugs to stress tests in the
laboratory. Equations of curves similar to those shown in Table 4–1 for each
component could then be calculated to show how to reduce the components
as a function of applied load or pore pressure depletion. Unfortunately, such
tests would have to be run at many porosities because the form of the (k/k0
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Figure 4–31a Replot of figures 4–29 and 4–30 with fields and cut-off ratios depicted for strong
anistropic effects of crossbedding and fractures.
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versus σ3) line will undoubtedly be different for high- and low-porosity
sandstones.

In addition to the permeability tensors, the oriented permeability plug
data can be used to generate ellipses representing the two-dimensional per-
meability array for flow parallel to pressure gradient. These are created
using the k11, k22 and k45 data (see Figure 4–20 and Table 4–1). 

The cross permeability terms k12 and k21 are not especially relevant to
geologists working in reservoir development. They represent the perme-
ability for flow in a direction 90º to the pressure gradient. Of more rele-
vance is the permeability representing flow parallel to the gradient in all
directions around a point. Figure 4–32b displays these data from this study
in a format described in Long (1983).
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Figure 4–31b Permeability ratio values plotted in log form with cut-off ratios representing
strong anisotropic effects of crossbedding and fractures from Figure 4–3a highlighted.
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Table 4–1
A Summary of the Least-Squares Fit Equations for the Plug Data

Bedding

Bij k11 = 2.04 � exp (0.251 � ϕ) 
k22 = 0.000387 � exp (0.615 � ϕ)
k45 = 0.00396 � exp (0.521 � ϕ)

Fractures (Gouge-Filled)

Fij k11 = 0.0130 � exp (0.491 � ϕ)
k22 = 0.0746 � exp (0.355 � ϕ)
k45 = 0.322 � exp (0.273 � ϕ)

Matrix

Mij k11 = k22 = 0.0109 � exp (0.546 � ϕ)

Figure 4–32a Schematic diagram showing how tensors for bedding (B′ij), fracturing (F′ij), and
matrix (Mij) are rotated and added together to depict total permeability. Shown in a compari-
son of the tensor manipulation and an average whole-core example for Nugget sandstone
with the average porosity (15 percent), the average bedding dip (22°), and the average frac-
ture dip (78°).
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Figure 4–32b Directional permeability diagrams for bedding fractures and homogenous ma-
trix at 15, 17 and 20 percent porosity (see Figure 4–20 and Table 4–1); for flow parallel to pres-
sure gradient.

Relative Effect of Rock Parameters

Analysis of the data presented shows that variation of orientation in
crossbedding and gouge-filled fractures affects the ϕ-k relationship in this
rock more than grain size and degree of cementation variation. Of the two,
crossbedding appears to dominate in its effect on permeability porosities
below about 18 percent and appears roughly equal to fractures above about
18 percent.
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Continuity of Features Within the Reservoir

Once the relative effects of the individual petrologic features have been
shown, it is instructive to determine how continuous these features are both
vertically and horizontally in the reservoir. Because the core used in this
study samples a representative productive Nugget Sandstone section, a
good idea of vertical reservoir continuity is known. In general, by visual
and thin-section observations this core displays fairly constant grain size,
moderate variations in cementation, and large variations in the amount and
quality of crossbedding and fracturing. The result is great vertical variations
in porosity and permeability. Because this is a crossbedded sandstone, one
might expect similar variations in petrologic parameters and their resulting
porosity and permeability in the horizontal direction.

Indeed, because these reservoirs are made up of dune packages, and
these crossbed packages and the fractures within them possess a high de-
gree of preferred orientation, horizontal porosity and permeability are in-
homogeneous from point to point and distinctly anisotropic in three
dimensions at any point.

The Nugget Sandstone in the Western Wyoming Thrust Belt is predomi-
nantly an Eolian deposit, although some marine influence is undoubtedly
present. According to Potter and Pettijohn (1963), the strike of a sand dune
is generally perpendicular to the wind direction at the time of formation.
The inclination of crossbeds with respect to true bedding is a maximum in
the direction parallel to the wind direction, about 26º, and approaches zero
in the direction perpendicular to the wind direction. Paleo-wind directions
are determined for an area by statistically analyzing crossbed dip directions.
A general knowledge of the average paleo-wind direction in an area does,
then, reflect the statistical distribution of crossbed inclination directions.
This, in turn, reflects for us a regional anisotropy in permeability parallel to
the major bedding surface (top and bottom of the formation). Ideally, re-
gional horizontal permeability in an Eolian, crossbedded sandstone would
be greatest perpendicular to the average paleo-wind direction and least par-
allel to it. 

Poole (1962) reports paleo-wind directions for the Nugget Sandstone
from northeast Utah and northwest Colorado near the Western Wyoming
Thrust Belt. His data show a generalized paleo-wind direction of roughly
N-S. If these data are similar to the Ryckman Creek Area, regional perme-
ability may be greatest E-W and least N-S. Preliminary analysis of the dip-
meter data from the subject well indicates a poorly defined W-NW
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paleo-wind direction. More work on wind directions in this field would be
necessary to further determine regional permeability trends due to cross-
bedding.

The effect of fracturing on horizontal permeability in this rock is to
greatly increase permeability anisotropy. As pointed out in Stearns (1968b)
and Nelson (1979), fracture planes have definite and reproducible orienta-
tions with respect to structural strike in a fold such as at the Ryckman Creek
Field. Major permeability trends should run near-parallel and near-perpen-
dicular to the axis of the structure. Open fractures would increase reservoir
permeability parallel to the fracture plane, while gouge-filled fractures
would decrease reservoir permeability perpendicular to the fracture plane.

Data Types

This study of the Nugget Sandstone used three different data types: ran-
dom plug data, oriented plug data, and 3-D whole-core data. Obviously, not
all data types are necessary in every standard analysis of a reservoir such as
this. The type of data to use depends to a great deal on the type of simula-
tion to be made.

The random plug analysis, for example, gave a very good representation
of the data as a whole. The random plugs plot intermediate on the ϕ-k dia-
gram with respect to the oriented plugs, and somewhat closer to the whole-
core data than the plugs as a whole. The random plugs with a correlation
coefficient for σ-k of 0.888 represent the total of several petrologic effects
quite well. If a homogeneous reservoir is assumed, the random plug analy-
sis gives a good representation of the reservoir. However, while considered
appropriate in many primary production models, this assumption is often
invalid for modeling secondary and tertiary recovery in anisotropic reser-
voirs. Reservoir inhomogeneity and anisotropy are not well defined by the
random plug analysis.

The 3-D whole-core data (kHmax, kH90, kv) is the best to use for reservoir
analysis incorporating anisotropic features. Data plots, such as Figures 4–29,
4–30, and 4–31 can be used to define this anisotropy. Once anisotropy is de-
fined on whole-core analyses, the numerical effect of mixed features can be
determined with oriented plug analysis as performed in this study.

Permeability Anisotropy and Stylolites

As pointed out earlier in this chapter, stylolites can create a strong per-
meability anisotropy within a reservoir. Permeability tensors can be created

04CH04pp163-222  5/9/01  2:10 PM  Page 204



for the effect of stylolites similar to that created for fractures. In calculating
the principal permeability components of the second order tensor (k11, k22,
k33) two conceptual approaches can be taken. The first envisions the pres-
ence of parallel stylolites within the reservoir, as is often observed in core
samples (Figure 4–33). In this case permeability measured perpendicular to
the stylolite seam is usually the minimum permeability component (k33).
The maximum and intermediate reservoir permeability components are as-
sumed to be equal and parallel to the seam (k11 = k22). The second concep-
tual approach envisions that the stylolite seams anastomose or interconnect
in three dimensions within the reservoir (see Figure 4–34). In this case, the
overall permeability effect will be equal in all directions, creating an
isotropic permeability tensor for stylolites (k11 = k22 = k33)

In either model, measurements of permeability parallel and perpendicu-
lar to stylolite seams with respect to normal matrix permeability can allow
for the creation of the stylolite permeability tensor (measurement with sty-
lolite minus matrix permeability in that same direction gives the effect of
the stylolite along that line).
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Figure 4–33 Effect of parallel stylolites on 3-D whole-core permeability.
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Combined Tensors

Once the permeability tensors are created for the various fabric elements
within a rock, they can be numerically manipulated to depict the combined
effect of all oriented anisotropic features: Bij for bedding, Fij for fractures,
Sjj for stylolites, and Mij for homogeneous matrix (Figure 4–35).

The tensor components and their directions can be derived from statisti-
cally analyzing numerous oriented permeability plugs and appropriate
whole-core samples. Therefore, the values may vary in error and quality
with the amount of data available and may not match exactly the values in
the reservoir on a foot-by-foot basis. They do, however, allow prediction of
combined effects within the nonsampled, interwell portions of the reservoir
where the individual features change in abundance and orientation in a pre-
dictable manner with respect to formational boundaries and the long axis of
the wellbore. Future predictions of interwell areas for reservoir modeling in
anisotropic reservoirs will rely heavily on permeability tensor analyses sim-
ilar to those discussed here.

Figure 4–34 Effect of intersecting or anastomosing stylolites on 3-D whole-core permeability.
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Figure 4–35 Schematic diagram showing various permeability tensors including that for stylo-
lites would be rotated and added to simulate or correspond to 3-D whole-core analyses. Also
see Figure 4–32.

STATISTICAL DATA IN RESERVOIR MODELING

Reservoir Domains or Compartments

Reservoirs are considered to be anisotropic when they possess signifi-
cant variation in physical properties (porosity, permeability, wettability,
etc.) in three dimensions. The Nugget Sandstone reservoirs of the Western
Wyoming Thrust Belt all fall into this category. Reservoir anisotropy and
heterogeneity are due to primary sedimentary fabric and variations in phys-
ical and chemical diagenesis. Such anisotropy can lead to several potential
reservoir problems. These include:
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1. Reservoir compartmentalization
2. Anisotropic fluid flow
3. Difficulties in recovery planning
4. Uncertain economic forecasts

In the Nugget Sandstone, reservoir anisotropy is the result primarily of
the presence of crossbedding and natural fractures of various morphology
(Figure 4–36).

In describing anisotropic reservoirs such as the Nugget sandstone, for the
purposes of reservoir modeling, three general approaches can be used to
represent the distribution of reservoir properties (Figure 4–37) (Lelek,
1983). In the first (Figure 4–37a), anisotropic properties are of such a small
scale and so variable in distribution that a single-layer homogeneous model
of the reservoir can be used. This model is characterized by reservoir prop-
erties that are extracted or averaged in some manner from the entire data
population. Such models are frequently supported by the statement, “the
rocks are so heterogeneous they are homogeneous.” These models or de-
scriptions are most valid when the reservoir properties of interest vary in a
nonsysternatic or nonsegregated manner. This approach is least valid when
domains of similar reservoir properties exist within the material.

Figure 4–36 The effect of heterogeneities on 3-D whole-core permeability are shown. Sample
porosities are given in percent, and permeabilities in millidarcies. All samples are from the
Champlin 458, Amoco D-3 Well, Anshultz Ranch East Field.
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In the second approach to modeling reservoir property distribution
(Figure 4–37b), properties are assumed to be layered, varying primarily in
the vertical dimension while being continuous or homogeneous in the lat-
eral direction. This approach is the most frequently used in modeling sedi-
mentary rocks with normal intergranular porosity. Layering is generally
accomplished by the correlation of porosity, gross lithology, or flow rates
from well to well. It is assumed that no significant or unexpected variation
in properties exists along each layer between correlation points. In lieu of
any reason to expect variation outside the known data population or any ex-
pectation of property segregation due to depositional processes, this is the
most appropriate approach in modeling a normally bedded, nonfractured
sedimentary reservoir.

The third approach to modeling reservoir property distribution (Figure
4–37c) assumes the presence of domains of like reservoir properties that
vary both vertically and laterally on a large scale within the reservoir. This
“brick-like” distribution of properties can occur because of sedimentary
texture or fabric, such as in Eolian dune sequences, or because of the inho-
mogeneous distribution of natural fractures. The Nugget Sandstone at East
Anschutz can be characterized as a brick-work reservoir. The greatest diffi-
culty with this approach to reservoir description is its complexity. Because
this approach does not a priori assume continuity in the lateral direction, as
in the layered approach, construction of the domain distribution from a lim-
ited amount of one-dimensional well data becomes very difficult.

The reason this approach is considered more appropriate than the simpler
layered approach (Figure 4–37b) lies not in the porosity distribution but the
permeability distribution within the reservoir. Crossbedding and natural
fractures show a high degree of preferred orientation that produces
anisotropy. As such, directional reservoir properties, for example perme-
ability, vary dramatically in three dimensions. Porosity as measured in ei-
ther core or logs is a bulk property that has no inherent directionality. Any
lateral continuity of porosity evidenced within the reservoir does not nec-
essarily indicate permeability continuity or layering.

The most difficult part of creating a reservoir description for the pur-
poses of detailed reservoir modeling is the melding of diverse data types
into a coherent package. Definition and correlation must proceed from sim-
ple one-dimensional descriptions, to more difficult two-dimensional corre-
lations, and finally to complex three-dimensional definitions of reservoir
response units.

Consider a small slice of a hypothetical sandstone reservoir, which is
made up of 16 individual crossbed units (Figure 4–38a). These units or
“pods” of sandstone are defined by the presence, strike and dip of cross-
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beds, grain size, and porosity-permeability relationship of the material.
Now imagine a nonhomogeneous fracture distribution (Figure 4–38b). The
combined crossbed and fracture data for this hypothetical reservoir slice
would produce a highly compartmentalized reservoir (Figure 4–38c). The
combined fracture and crossbed data can be coded to represent blocks of
like permeability anisotropy or response in fluid flow (Figure 4–39).

210 Geologic Analysis of Naturally Fractured Reservoirs

Figure 4–37 The various methods by which reservoir properties can be modeled in a petro-
leum reservoir. (Upper left) Homogeneous model in which properties vary in a small and sta-
tistically random fashion. (Lower left) Layered model in which properties vary primarily in the
vertical dimension while being relatively continuous in the lateral direction. (Right) Domain
model in which properties are distributed in domains of like reservoir properties and varying in
both vertical and horizontal dimensions.

Figure 4–38 (Upper left) Idealized slice of an Eolian Sandstone reservoir broken up into units
of nonbedded and crossbedded material of various crossbed orientation. (Lower left) Possible
fracture distribution within this slice with open fractures and deformed fractures. (Right)
Complexity of the reservoir as those various anisotropic fractures are added together.
Anisotropic response units can be defined from the addition of these various factors.
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Basic to such a process is a complete one-dimensional description of each
well. Environment of Deposition (EOD), sample type (sample categories de-
fined by the presence and relative orientation of predetermined features), and
petrophysical units can all be interpreted on sample or core logs. These one-
dimensional units can then be correlated in the second dimension to the next
well studied. The two-dimensional correlation of the two individual well
data sets shows that while porosity is often roughly correlative, large por-
tions of the sample type and EOD units are not. Communication or continu-
ous layering between wells would, therefore, be suspect. 

Three-dimensional correlation and definition of reservoir units proceed
along the same lines as the two-dimensional correlations and utilize
prospective fence diagrams. In this way, limits or size constraints can be
placed on the individual reservoir response units. These response units may
often be defined by the EOD units (modified or further subdivided by pods
of material of relatively constant crossbed orientation) and sample type lay-
ering (chosen at a scale commensurate with the EOD or porosity unit size).

These 3-D response units must then be analyzed and modified to fit the
large-scale reservoir data derived from the early production data and multi-
ple well tests and finally iterated into the mathematical models in a manner
similar to that described in Barbe (1983). Only through this small-scale to
large-scale correspondence can the most valid, yet least complex reservoir
description be determined. In order to better deal with complex reservoirs
in the future, more work and data is required (see Table 4–2).
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Figure 4–39 The various anisotropic fractures depicted in Figure 4–38 can be added together
to form response units, which act as entities on units with respect to fluid flow. These are
shaded here to show their 3-D fluid flow affinities to other crossbed/fracture units within the
reservoir.
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Table 4–2
Research Needed in Anisotropic Reservoir Analysis

1. Determine the relative importance Which parameters?
of various petrophysical/petrological
parameters on fluid flow.

2. Learn to more accurately superimpose How they add?
anistropic effects of various rock fabrics.

3. Tie petrophysical data to reservoir Scaling?
engineering data.

4. Determine the proper level of How complex in modeling?
geological/petrophysical complexity
necessary for effective reservoir modeling.

By the general method described above, geological and petrophysical
data can be used in effective reservoir management, either directly or
through the use of reservoir modeling techniques. In this way, optimum
reservoir management can be approached through time.

Averaging Techniques in Three Dimensions

Once an anisotropic reservoir is modeled into domains or flow compart-
ments for modeling, it is necessary to assign flow properties to these units
or blocks. The rock within these domains must be quantified by a single set
of characteristic directional and nondirectional parameters (such as poros-
ity, directional permeability, permeability ratios, directional permeability-
porosity relationships, saturations, relative permeabilities, etc.). Methods of
characterizing these blocks of material are, however, problematic.

In highly anisotropic reservoirs, there are usually several features, or ori-
entations of single features, that cause a large scatter on standard reservoir
property cross plots, such as porosity versus permeability and vertical versus
horizontal permeability (see Figure 4–40). As pointed out earlier, these fea-
tures include such things as bedding, crossbedding, fractures, and stylolites.

To reduce the scatter in such data and derive a statistically tighter rela-
tionship for domain characterization, smaller, statistically tighter data sets
are used. The data sets are derived from detailed descriptions of each poros-
ity/permeability sample taken in the reservoir. Three-dimensional whole-
core analyses are essential in this regard. Sample types can be defined on
the basis of the presence and orientation of various anisotropic features rel-
evant to that reservoir (Table 4–3).
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Table 4–3
A Sample Type Classification for Nugget Sandstone

at Anschutz Ranch East

1. NB, NF
2. NB, F < 45º
3. NB, F > 45º
4. B < 20º, NF
5. B < 20º, F < 45º
6 B < 20º, F > 45º
7. B > 20º, NF
8. B > 20º, F < 45º
9. B > 20º, F >45º

where NB is no bedding
NF is no fractures
B is bedding
F is fractures
90º is parallel to core axis
0º is perpendicular to core axis
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Figure 4–40 Whole-core porosity-permeablity diagrams for all samples in the Champlin 458,
Amoco 3-D Well, Anschutz Ranch East Field. Note that correlation quality is only 31 percent
for the KHmax plot and 51 percent for the KH90 plot.
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The sample sets, then, are groups of samples with common anisotropy at-
tributes. The sample set data can be cross-plotted in a form similar to that
of Figure 4–41 for one sample type in which the original scatter in the data
is much reduced (Figure 4–41). We can then characterize a reservoir do-
main or block by the presence and orientation of the features present (dom-
inant sample type) and use the relatively cleaner sample type data to
characterize the block.

The tighter sample type data population is the first step toward character-
ization. However, this data population must still be reduced to a set of indi-
vidual values representative of the domain. This is most frequently done by
averaging the data in some manner. Three of the averaging techniques avail-
able to us for this purpose give harmonic, arithmetic, and geometric means.
(Equations for the calculation of these means are given in Appendix C.)

Permeability values for any sample population have a frequency distri-
bution (Figure 4–42). Both are log-normal distributions with one (4–42a)
being a nonskewed distribution and one (4–42b) a skewed distribution.
These are similar in form to the fracture width distributions discussed pre-
viously. Notice that there is small variation in the three different averages
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Figure 4–41 Whole-core porosity-permeability diagrams correlative to those in Figure 4–40,
but for only sample Type7 data (bedding dip greater than 20°, unfractured.) Corresponding
correlation quality has risen to 62 percent for the KHmax plot and 66 percent for the KH90 plot.
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in the nonskewed distribution (Figure 4–42a). In this case all techniques
would give somewhat similar values. In the skewed distribution, however,
a great variation in the averages exists (Figure 4–42b). In such a population,
the averaging technique used becomes very important. For fractured reser-
voirs and, indeed, all highly anisotropic reservoirs, the geometric mean is
currently considered the most appropriate of the three in domain character-
ization.

Calculation of relevant permeability ratios is another important factor in
domain characterization. Two basic approaches can be used: one involves cal-
culating the average of all the individual ratios in the data population, while
the other involves the creation of a single ratio using average permeability
values. In my experience it is best to create directional permeability ratios
(kv/kHmax, kH90º/kHmax) by taking the ratio of the geometric mean of each per-
meability population (geometric mean Kv/geometric mean KHmax, etc.).
These ratios are input into reservoir models for reservoir characterization.

Three-Dimensional Correlation of Reservoir
Properties in Fractured Reservoirs

In correlating domain characteristics in three dimensions, several proce-
dures must be considered. First the analyst must look for vertical and hori-
zontal continuity in the data: 1-D correlations of reservoir properties within
wells, 2-D correlations between individual wells along sections, and 3-D
correlations among a network of numerous wells. Next, the interwell areas
must be categorized by knowledge of rock type geometries, fracture conti-
nuity by fracture origin, and rock controls on fracture morphology. This in-
terwell area characterization, which is based substantially on prediction,
must then be backed up with multiple-well test data to support or refute the
predictions.

These three-dimensional correlations and the quantitative data ascribed
to them must then be displayed graphically in three-dimensional perspec-
tive. This is important because geologists generally think and work in three-
dimensional representations and because it is easier to spot major
discontinuity surfaces and their orientation in such presentations. Lastly, the
three-dimensional correlations and characterizations based on data points
and interwell predictions must be modified iteratively through the use of
physical or numerical reservoir models and production values when avail-
able. This is often the only way to truly characterize fluid flow effects
within the reservoir. 
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Figure 4–42 Permaebility frequency diagrams for kHmax whole-core data, Nugget Sandstone,
Anschutz Ranch Field, Wyoming Thrust Belt. Depicted are the harmonic (H), geometric (G),
and arithmetic (A) means for lightly skewed (a) and heavily skewed (b) populations.
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Statistical Characterization of Block Sizes

Most equations for fracture permeability and fracture porosity require
the use of a fracture spacing term. For reservoir modeling and predicting the
dynamics of reservoir flow, however, fracture spacing data is usually recal-
culated into matrix block size and shape (Aguilera, 1995, p. 518; and Van
Golf-Racht, 1982, p. 99). Engineers find data in this form is very useful for
defining fracture/matrix cross flow, matrix recovery factors, and pressure
distributions within the dual-porosity system. Numerous publications deal
with the statistical characterization of matrix block size and shape in frac-
tured reservoirs. Of interest is Ghez and Janot (1972).

STIMULATION IN FRACTURED RESERVOIRS

Very efficient fracture stimulations can be performed in rocks that con-
tain an extensive natural fracture system. In a fracture job (either explosive
or hydraulic), productivity increase is directly related to the extent and sur-
face area of the generated fractures. One fracture plane with the wellbore as
a general midpoint is generated during a hydraulic fracture treatment. This
single fracture can be propagated hundreds to thousands of feet into the for-
mation and has a minimal amount of “fines” associated with its generation.
In a “shot” well, many explosive fractures are generated radially around the
wellbore. These fractures are, however, much shorter than hydraulic frac-
tures (substantially less than 100 ft. in length) and are associated with an
abundance of fine particles during their generation. These differences are
important in considering a fracture stimulation program in a naturally frac-
tured reservoir.

In induced fracture stimulation of an unfractured formation, the fracture
surface area generated is calculated from the energy input and the amount
and physical properties of the fluid injected. In a naturally fractured reser-
voir, the effective fracture surface area can be higher than that calculated for
the fracture job due to the interaction of natural and induced fractures.
Figures 4–43 through 4–46 depict various hypothetical natural and induced
fracture combinations and the isopotential lines associated with these frac-
tures. These drawings assume a matrix with low permeability and equal and
near-infinite conductivity of the fractures. Though this is not the case in na-
ture, it is used to simplify the situation for illustrative purposes.
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Figure 4–43 Three natural fracture systems (a) monodirectional, (b) orthogonal, and (c)
oblique. Black dot represents the wellbore.

Hydraulic fractures are very efficient in draining large areas, especially
in an interconnected fracture system or in a mono-directional fracture sys-
tem if the strike of the hydraulic fracture is at high angles to the natural frac-
ture trend. As unidirectional natural and induced fractures approach
parallel, drainage is less efficient. Explosive or radial fracture patterns may
communicate and drain better in interconnected fracture systems than in
unidirectional ones. However, due to the multiple directions of fracturing in
explosive stimulation, the strike of the natural fracture system becomes less
important in drainage efficiency. Radial fractures are bound to intersect a
natural fracture system of any strike provided the fracture spacing is small
and is developed close to the wellbore.
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Figure 4–44 Three isopotential lines surrounding various induced fracture directions in a
monodirectional natural fracture system; (a–d) are hydraulic fracture treatments, (e) is an ex-
plosive fracture treatment.

While in one instance, a correlation between wellbore hydraulic fracture
orientations and the surface fracture orientations has been documented in
Overby and Rough (1968), many downhole techniques for predicting hy-
draulic fracture directions have become popular. From cores within a field
and predictions based on empirical relationships between fractures and ge-
ological structures, the strike distribution of a natural fracture system can be
estimated. With the aid of mechanical tests on selected core samples and
high-quality in situ stress measurements, the preferred hydraulic fracture
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direction may be predicted in come cases (Smith et al., 1978; and Logan,
1983). If in a closely spaced natural fracture system, it is found that de-
signed hydraulic fractures cross the natural system at high angles, a hy-
draulic fracture stimulation would be most efficient. If on the other hand the
potentially developed fracture plane intersects the natural system at low an-
gles, the explosive system may be more efficient at intersecting the greatest
number of natural fracture planes. In a highly interconnected system of
closely spaced natural fractures, both stimulation techniques would proba-
bly be efficient. The major deciding factors would be cost and safety.

Explosive fracturing has been of use in earlier-produced naturally frac-
tured reservoirs where wells were characteristically completed open hole.
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Figure 4–45 Three isopotential lines surrounding various induced fracture directions in an or-
thogonal natural fracture network; (a–d) are hydraulic fracture treatments, (e) is an explosive
fracture treatment.
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Production engineers today discourage explosive fracturing due to wellbore
damage, safety, and casing problems. However, if carefully designed by the
geologist, engineer, and driller, explosive fracturing may still be valuable in
specific highly fractured reservoirs, especially in light of the new low-ve-
locity explosives currently available.

In the Big Sandy Field of Kentucky and West Virginia, such a natural
fracture system exists in the Devonian Black Shales. A study of hydraulic
versus explosive fracturing was performed for the Department of Energy to
determine which stimulation process is most efficient (Ray, 1976). In most
cases, the hydraulic fracture stimulation yielded higher flow rates and bet-
ter production than the explosive fracturing. The hydraulic fracture treat-
ment was always significantly greater (as much as 115 percent better) in
wells of low initial, pre-stimulation flow. In the highest initial flow rate
wells, which probably possess more intense natural fracture systems, this
difference was as low as only about 9 percent in the second year of pro-
duction. In very fractured reservoirs, a 9 percent increase must be balanced
against the higher cost of the hydraulic fracture jobs.

The discussion of the interaction of natural and induced fracture systems
has assumed no inhibition of the generation of induced fractures by the
presence of a pre-existing natural fracture system. Indeed, natural fractures
can: (1) control the orientation of a hydraulically induced fracture; and (2)
inhibit the generation of a hydraulic fracture.
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Figure 4–46 Schematic diagrams depicting three isopotential lines surrounding various in-
duced fracture directions in an oblique natural fracture network; (a–d) are hydraulic fracture
treatments; (e) is an explosive fracture treatment.

(a)

(b) (c)

04CH04pp163-222  5/9/01  2:10 PM  Page 221



Natural fractures in a reservoir impart a mechanical anisotropy to the
rock mass. This anisotropy can be a plane of weakness, as in the case of an
open fracture, or a plane of strength, as in the case of a fracture filled with
gouge material or secondary mineralization. The orientation of a hydraulic
fracture plane is controlled by the in situ state of stress in the rock mass.
When this state of stress approaches hydrostatic (all three principal stresses
near equal, or a very low differential stress), anisotropies within the rock
can dominate fracture orientation (Smith et al., 1978; and Logan, 1983).

Work by Komar and Frohme (1973) on one type of rock has shown that
if the in situ differential stress is less than 200 psi, mechanical anisotropies
within the rock control hydraulic fracture orientation. These anisotropies
could be sedimentary structures, rock fabric, or fracture planes. When in
situ differential stresses are above 200 psi in this rock, the state of stress
may control generated fracture orientations.

The presence of natural fractures can inhibit the generation of hydraulic
fractures. If a well-developed, open fracture system is present in a reservoir
prior to hydraulic fracturing, the fracturing fluids may open and prop the
natural system, and never break the rock regardless of the state of stress
(Blanton, 1982). This may be evidenced in fracture jobs in which a distinct
breakdown pressure is never attained on a pressure-time record.

The control of generation and propagation of hydraulic fractures by nat-
ural fracture systems just described does not apply to explosive fracturing
because of the very rapid strain rate involved in explosive stimulation.
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Analysis Procedures in
Fractured Reservoirs

Previous chapters have developed the general concepts and approaches
necessary for effective evaluation of fractured reservoirs. This chapter will
now step back and discuss how we determine we have a fractured reservoir
and how we obtain the detailed data we need from core and outcrop obser-
vations and production techniques.

SCREENING TOOLS IN DEFINING
A FRACTURED RESERVOIR

Natural fractures occur in all subsurface formations. However, as
pointed out in Chapter 1, “A fractured reservoir is defined as a reservoir in
which naturally occurring fractures either have, or are predicted to have, a
significant effect on reservoir fluid flow either in the form of increased
reservoir permeability and/or reserves or increased permeability
anisotropy.” In practice, how do we determine if the natural fractures pres-
ent have or will have this significant effect? To do this, screening tools can
be created by which the analyst can begin to define this effect. These ques-
tionnaires can range from the simple to the complex and are used to direct
the analyst to the key observations necessary. One such simple tool or
checklist is shown in Table 5–1.
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Table 5–1
Simple Fractured Reservoir Screening Tool

If you answer “Yes” to any of these questions, you may have a Fractured
Reservoir:

• Do well test or whole core permeabilities exceed typical porosity-permeabili-
ty relationship by an order of magnitude?

• Do some wells in the field experience water influx much earlier than others?

• Are well rates extremely variable across the field?

• Do injected fluids show up earlier or in different wells than expected?

• Are flow rates after casing and perforating substantially lower than open hole
tests?

• Do your drilling wells experience unexpected high mud losses or unintended
variable drilling rates?

• Do your wells experience rapid decline in rates?

In this simple tool emphasis is on flow behavior in the field. Other, more
discipline-based tools can be addressed to screen the reservoir at earlier
stages of its maturity. Examples of such discipline-based questionnaires are
given in Tables 5–2 through 5–6.

Table 5–2
Fractured Reservoir Screening Tool Based on Geological Data

“Yes” Answers Point Toward the Presence of a Fractured Reservoir

1. Do you observe significant number of natural fractures (>1/ft.) in core or on
well-processed imaging logs?

2. Do outcrops of the relevant formation(s) on structures of similar origin contain
abundant natural fractures?

3. Are well test Kh’s a factor of two or more greater that those observed from
core analysis?

4. Do numerical structural deformation models using mechanical properties of
the formation of interest and relevant structural geometry and deformation
paths predict significant brittle strain in the trap?

5. Do calibrated restoration strains from kinematic forward modeling predict sig-
nificant brittle strain in the trap?
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Table 5–3
Fractured Reservoir Screening Tool Based on Geophysical Data

“Yes” Answers Point Toward the Presence of a Fractured Reservoir

1. Do various forms of seismic attributes based on amplitude anomolies display
azmuthal response within the trap?

2. Does shear wave birefringence techniques show a strong azmuthal anisotropy
within the trap?

3. Do seismic dim zones correlate with structural curvature in the structure or
map parallel to regional fracture trends in the area?

4. Do interval velocities for the potential fractured reservoir vary significantly
throughout the trap or structure?

Table 5–4
Fractured Reservoir Screening Tool Based on Drilling Data

“Yes” Answers Point Toward the Presence of a Fractured Reservoir

1. Do restricted zones in the formation exhibit penetration rates higher than
expected and does this occur in more than one well?

2. When drilling certain “hard” formations, does the drill string exhibit an unusu-
al amount or “chatter” of vibration?

3. Do we experience sporadic and rapid mud losses within the formation, and do
they correlate across the field/trap?

4. Do zones of mud loss become periodic within the formation?

5. Does the well experience unusual pressure kicks, especially in tight portions of
the formation?

6. Do production logs (spinner, temperature, acoustic) display restricted zones of
high fluid entry in a step function manner?
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Table 5–5
Fractured Reservoir Screening Tool Based on

Reservoir Engineering Data

“Yes” Answers Point Toward the Presence of a Fractured Reservoir

1. Is there a very good correlation between maximum rate and cumulative pro-
duction within the field?

2. Do pressure transient tests display a dual porosity behavior?

3. Does history matching require greater than anticipated flow rates or drainage
areas?

4. Do well tests indicate the presence of fluid flow barriers or point sources away
from the wellbore, and can these be mapped using multiple wells?

5. Do multiple well tests or flood pilots indicate strong preferential flow direc-
tions or high permeability azimuths?

DATA TYPES AND CONSTRAINTS AS
A FUNCTION OF WHEN THE FRACTURED

RESERVOIR IS DISCOVERED

As pointed out in previous sections, fields are often discovered to con-
tain fractured reservoirs long after production is initiated. This occurs either
because of the paucity of appropriate data at the early stages of evaluation
or a general lack of focus on fracture related issues within the reservoir. A
major problem related to the delay of “discovery” of the effect of the frac-
ture system is the limitations it places on collection of needed data from the
field and the formation. For the purposes to this discussion, Table 5–6 de-
fines three exploration and development phases.

Table 5–6
Work Procedures once a Fractured Reservoir is “Discovered”

• The Industry often resists defining fields as fractured reservoirs for as long as
possible (Fracture Denial).

• We can often “make it fit” during primary recovery, but it becomes evident
during secondary recovery.

• When we “discover” we have a fractured reservoir impacts the work plans we
can accomplish. 

• 1)exploration/access, 

• 2)primary/production, 

• 3)secondary/harvest 
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Table 5–7 lists some of the major data types used in a evaluating fractured
reservoirs. However, not all of these can be brought to bear if fracture effects
are understood later in the reservoir maturity cycle. Tables 5–8 through 5–10
display a version of data constraints and subsequent recommended proce-
dures as a function of when the fracture system was discovered.

Table 5–7
Data Types Useful in Fractured Reservoir Analyses

Table 5–8
Data Constraints and Procedures When a Fractured Reservoir is

“Discovered” During 1) Exploration/Access

Data Constraints

• Little dynamic data available

• Limited number of wells

• Predictions dominate the fracture descriptions

Procedures

• Obtain cores and/or image logs in all early wells

• Predict natural fracture distributions

• Select optimum well locations and well paths

• Determine and map in situ stress from breakouts, etc.

• Determine fractured reservoir type

• Evaluate reserves, variability, and risk
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• Cores

• Borehole Image Logs

• 2-D Seismic

• Core Analysis (Plug, Whole
Core/3-D Whole Core)

• Structural/Fracture Modeling

• Single and Multiple Well Tests

• Tracer Tests

• 3-D Seismic

• History Matching

• Reservoir Simulations

• Directional Permeability Data

• Water Breakthrough 

• 4-D Seismic

• Drainage Area Calculations
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Table 5–9
Data Constraints and Procedures When a Fractured Reservoir is

“Discovered” During 2) Primary Recovery/Production

Data Constraints

• Wells usually not located to maximize rate or reserves

• Well pattern interventions still possible

• Static data can still be obtained

• Correlation between static and dynamic data still possible

Procedures

• Plan static data collection wells

• Perform multiple well tests

• Model fracture system and in situ stress and correlate with dynamic data

• Determine directional permeability vectors

• Correlate fracture directions, in situ stress, and directional permeability

• Refine reservoir simulations using fractures

Table 5–10
Data Constraints and Procedures When a Fractured Reservoir is

“Discovered” During 3) Secondary Recovery/Harvest

Data Constraints

• Few “elective” wells can be drilled

• Cannot gather fracture description or other static data easily or cheaply

• Generally have good dynamic data

• Little remaining flexibility in well locations and well patterns/spacing

Procedures

• Re-evaluate flood patterns

• Evaluate water production in terms of fractures

• Model in situ stress across the field

• Infer characteristics of the fracture system from dynamic data

• Re-evaluate reservoir simulations to include fracture anisotropy

• Revise predicted recovery factor (down)
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CORE AND OUTCROP ANALYSIS

Fracture Stratigraphy and the Interrelation of Deformation,
Petrology, and Petrophysics

To obtain meaningful fracture data from observation of core or outcrops,
it is important to look primarily at the fracture distribution first and not the
standard stratigraphic breakdown of the section. Primary evaluation of the
fracture system distribution on the basis of character and intensity (or for
that matter deformation or physical diagenesis in general) allows for the de-
lineation of a “fracture stratigraphy.” Deformation, in general, and frac-
tures, in particular, are very sensitive to small changes in rock properties.
Therefore, we are often able to do fine-scale petrology and petrophysics on
the basis of fracture stratigraphy. Once a fracture stratigraphy or layering by
fracture distribution is constructed, analysis must proceed for the reasons
for, or controls of, this distribution. Some important controls are:

1. Localization of deformation by structural position
2. Bedding thickness
3. Petrology
4. Reservoir properties
5. Strain partitioning (for example, stylolitization versus fracturing ver-

sus flow).

Once the structural controls (strain distribution during tectonism) on
fracture stratigraphy are determined, rock controls can be related to stan-
dard subsurface information sources such as mechanical logs and a meas-
ure of predictability gained. This procedure is distinctly different from the
standard logging techniques for fracture detection discussed in Chapter 3
and is far superior to them. In the fracture stratigraphy approach, we are re-
lating fracture distribution to rock or petrologic controls (such as composi-
tion, grain size, and porosity) and mapping these rock property distributions
in the subsurface, a task for which mechanical logs are quite well suited. In
fracture detection, mechanical logs are used to detect fracture properties di-
rectly, a task for which they are not well suited. 
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Determining Natural Versus Induced Fractures

Induced Fracture Systems

Many formations contain little or no effective natural fracturing and must
be artificially fractured to stimulate production. There are two basic reasons
for fracture stimulating a well:

1. To stimulate production by either increasing the effective surface area
of the borehole or by increasing the average permeability of the for-
mation. 

2. To bypass low or non-permeable zones such as wellbore damage or
facies changes.

In general, formations are fracture stimulated because they have ade-
quate porosity or storage capacity and low permeability.

Many formations contain numerous artificially induced fractures that
mask the natural fracture system present. This is especially evident in core
analysis. It becomes important to know how artificial and stimulation frac-
tures are formed and what their characteristics are in order to recognize
them in analysis and evaluation. An excellent discussion on the character-
istics of induced versus natural fractures is found in Kulander and others
(1990).

There are several ways to form artificially induced or stimulation in-
duced fractures:

1. Explosive fracturing, often called shooting
2. Indention or impact fracturing
3. Thermal fracturing
4. Hydraulic fracturing
5. Unloading
6. Careless core handling
7. Drillstring/rock interaction

Explosive Fracturing
Explosive charges set off within rock characteristically generate a system

of fractures radially symmetric about the detonation point. They can be ob-
served in surface rock blasts in mining operations and road construction.
Such fractures can be generated in a wellbore to stimulate production
(Figures 5–1 and 5–2). This fracture system is dominated by tensile or ex-
tension fractures with some minor shear fracturing present. In rock subjected
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to a high-velocity explosive charge, the area immediately surrounding the
charge is characteristically pulverized and compacted. This can cause sub-
stantial wellbore damage in a petroleum reservoir. This pulverized zone ap-
pears to be minimized when low-velocity explosives are used. The intensity
of fracturing and distance of fracture propagation are related to the total en-
ergy of the blast and the subsequent partial velocity. Blast-generated frac-
tures frequently curve into natural fracture systems, when present, just prior
to termination as propagation rate decreases.

Figure 5–1 Blast-related fractures in Cretaceous Limestone in West Texas showing the
arrangement of fracture surfaces to blasthole and natural “joints.” From Birkimer (1970).
Courtesy of American Institute of Mining, Metallurgical and Petroleum Engineers.

Figure 5–2 Radial blast or explosive induced fractures in outcrop, southern Oklahoma.
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Impact and Indention Fracturing
Included within this very loose classification are all fracture systems re-

lated to either impact or indention. Indention is the major rock-breaking
process in rock/bit-tooth interaction in rotary or cable tool drilling (Figure
5–3). Impact fracturing results from such excavation processes as high-ve-
locity water jet and spark drilling, and from mishandling of core as it is
being hammered out of the core barrel.

Failure under indention or impact is predominantly from shear fractur-
ing. The major distinction between indention and impact deformation is a
difference in strain rate. The direction of shear failure is dependent on the
state of stress below the indenter and the stress trajectory patterns derived
from it (Cheatham and Gnirk, 1967). If the state of stress can be deter-
mined, the subsequent fracture patterns can be predicted, and vice versa.

Thermal Fracturing
Thermal fracturing is perhaps the least understood of induced fractures.

There are really two different kinds of thermally derived fracturing: those
related to a triaxial state of thermal stress and those related to thermal ex-
pansion and contraction of rock material due to the creation of thermal gra-
dients. This distinction may be artificial, but is of use in the discussion of
fracture patterns derived from temperature effects.

The three-dimensional state of stress derived from temperature is analo-
gous to that derived from pressure; in fact, the two stress states can be su-
perimposed when solving for the total state of stress in a material.
Normally, thermal stresses in rock are small. Upon homogeneous heating to
high temperatures, however, thermal stresses may cause fracturing. From
such heating, either shear or tensile fracturing can take place. The orienta-
tion of the fractures generated can be calculated knowing the thermal state
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Figure 5–3 Extension and shear fracture network surrounding indention craters in Solenhofen
Limestone as obtained with 60 bit-teeth at a confining pressure of 15,000 psi. From Cheatham
and Grink (1967), courtesy of American Institute of Mining, Metallurgical and Petroleum
Engineers.
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of stress. It is common to encounter fractures associated with thermal gra-
dients (thermal spalling) during coring and drilling operations (Figure 5–4).
Such gradients can be established in the heating and cooling of rock next to
drilling and coring bits. The fractures are tensile in nature and are formed
perpendicular to the thermal gradient. These fractures are often purposely
generated in hard rock mining to excavate rock material. Spalling due to
high-energy electrical input could be considered to be a form of thermal
fracturing.

Hydraulic Fracturing
In hydraulic fracturing, the wellbore fluid pressure is increased until it

exceeds the total of pore pressure of rock plus the tensile strength of the
rock plus the in situ least-principal rock stress. At this pressure, a fracture
is generated on either side of the wellbore and will propagate some distance
away from the hole. Due to the low tensile strength of rock, the fracture will
generally be oriented perpendicular to the in situ least-principal stress
(Figure 5–5). As such, the fracture is predominantly vertical at depth, but
often horizontal at shallower depths (2000 ft. or less). If the direction of the
least-principal stress changes away from the wellbore, so will the orienta-
tion of the hydraulic fracture. If the difference between the maximum and
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Figure 5–4 Thermal unloading fractures in Tertiary basalt near Great Salt Lake, Utah. Field of
view is about 2 ft.
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minimum in situ principal stresses is low (in one known case less than 200
psi), rock anisotropies (including natural fractures) can control fracture ori-
entation (Komar and Frohme, 1973; Teufel, 1976; and Blanton, 1982).

Hydraulic fractures can sometimes be generated in the wellbore by acci-
dent. Overbalanced mud systems often cause failure by hydraulic fracture
at the wellbore. Such fractures can propagate uphole behind the casing,
causing substantial production problems. These induced fractures follow
the same mechanics of formation as fractures generated during stimulation.

Several recent papers discuss natural hydraulic fractures developed from
fluid pressure increases resulting from organic maturation in source rocks.
The fractures have been documented in thin sections of shale and are often
used as an explanation of oil expulsion routes. While these are undoubtedly
fluid-pressure related, they do not follow the mechanics of hydraulic frac-
turing, and they are best described by Coulomb failure (Domenico and
Palciauskus, 1979).

Unloading
Many rocks may release locked-in stress or strain when removed from

their subsurface environment. Sheeting, spalling, rock bursts, and unload-
ing are all part of this process of induced fracture development. Such frac-
tures generated in outcrop and core form perpendicular to the maximum
unloading direction in the rock, which is often dictated by free surface
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Figure 5–5 Geometry of an induced hydraulic facture and its relation to the subsurface stress
state and the wellbore. From Hubbert and Willis (1972), courtesy of AAPG.
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geometry, including erosion surface, core axis, etc. These fractures are,
therefore, easily defined in outcrop.

Often in shale-rich zones in core, we observe shale partings parallel to
bedding. When intense they are often called “poker chips.” These are a
form of unloading fractures, unloading parallel to in situ maximum stress
(σ1) or perpendicular to bedding. Kulander et al. (1990) has documented
plumose markings on these shale parting surfaces with an origin within the
parting surface indicating that the fractures are induced. However, the
markings also point out that the plume axis is oriented and parallels the in
situ maximum horizontal stress direction (σ2), making the markings stress
indicators in an oriented core.

Careless Core Handling
Careless core handling can cause numerous induced fractures in core ma-

terial. Removing jammed core from the core barrel with a sledge hammer,
causing the core to fall in a heap on the rig floor, causes numerous fractures.
Rough transportation and flexing of core boxes can also cause numerous
bedding plane breaks within a core, especially in shale cores. Allowing
some oil-saturated cores to completely dry out often induces contractional
fractures, which look identical in their polygonal pattern to chickenwire
fractures. But the polygonal fracture pattern caused by drying dissipates as
you cut into the core, and it is often unequally developed on the sides away
from, and resting on, the bottom of the core box due to differences in dry-
ing rate.

Drill String/Rock Interaction
Several types of induced fractures develop during the drilling or coring

process. One is called a centerline fracture. It is an extension fracture prop-
agated in front of the drilling or coring bit due to the weight of the drill
string. If core is being cut, the fracture is often cored and occurs exactly in
the center of the core (Kulander et al., 1990).

Breakage of core during the coring process sometimes causes a helical or
spiral induced fracture to develop. This is due to twisting or torque applied
to the core from the core bit and core barrel (Figure 5–6).

Another form of induced fracturing is “chatter” or petal fractures
(Kulander et al., 1990). Chatter is a form of fracturing due to unstable fric-
tional stick-slip between the core and core bit. It forms short, well-spaced,
periodic fractures on two opposite sides of the core. Infrequently, two will
intersect from opposite sides of the core, producing a strange-looking sinu-
soid-shaped induced fracture. The fractures are generally short and enter the
core at the edge, and often propagate down and into the core as a centerline
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fracture, cutting the core into two equal halves (Figure 5–7). Long an
enigma, centerline fractures and their associated petal fractures are now
known to be extension fractures generated in front of the coring bit due to
the weight of the drill string (Lorenz and Finley, 1988). 

In hard rocks, the driller will often increase weight on drill string to
maintain penetration rate. If high enough, this weight drives a propagating
extension fracture below the drill string, and the coring bit cores it shortly
after it formed. We now know that these can occur below drilling bits as
well as coring bits and can occur in the borehole wall as well as in core.
When centerline fractures form, the maximum load (σ1) is parallel to the
drillstring, therefore for a vertical well, it is a vertical fracture. Its azimuth
is controlled by the in situ stress state in the subsurface with the induced
fracture parallel to the maximum horizontal stress ( σ2) and perpendicular
to the minimum horizontal stress ( σ3). These centerline fractures can be
feet in height to hundreds of feet in height. If the core in which they reside
is oriented, the azimuth of these fractures can depict the in situ stress direc-
tions in the subsurface. In addition, numerous centerline fractures are now
found in the borehole wall on imaging logs (sonic or electrical). Because
the image logs are oriented tools, the strike of these interpreted fractures
can be determined and could be confused with accidental hydraulic frac-
tures, which they would parallel. 
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Figure 5–6 Helical, torque-induced fractures in 4-in. diameter Nugget sandstone core.

05CH05pp223-254  5/9/01  2:13 PM  Page 236



Analysis Procedures in Fractured Reservoirs 237

Figure 5–7 Petal and centerline induced fractures in core. (a) A pair of petal fractures on op-
posite sides of a core sample. (b) Core trace of a centerline fracture cutting the core in two
equal halves. (c) Plumose and arrest lines on a centerline induced fracture surface in core
showing downward propagation of the mode 1 crack in front of the bit. Photos courtesy of B.
Ward and B. Kulander.

(a)

(b)

(c)
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Observational Clues

The first step in observing core fracture data is to determine which are
natural reservoir fractures and which are induced fractures. Several rules of
thumb for this determination are listed below. The reader should also see
Sangree (1969), Kulander et al. (1977), and Aguilera and Van Poollen
(1977).

The observer should consider fractures to be induced or artificial if the
fracture planes:

1. Are very irregular or conchoidal (especially true if the rock is fine-
grained).

2. Parallel a scribe or orientation groove for a significant distance.
3. Always parallel the core axis even though bedding dip varies drasti-

cally with depth.
4. Are coincident with bedding planes.
5. Are cup-shaped or change strike or dip at the edge of the core. These

can be unloading fractures due to removal of overburden pressure.
6. Are spiral or helical in shape. These are due to torque in the core bar-

rel.

The observer should consider the fracture planes real, natural, reservoir
fractures if they:

1. Contain cements or minerals not related to the drilling fluid.
2. Are enclosed within the core (both ends terminate within the core and

do not intersect the core edge).
3. Form one or more parallel sets.
4. Are slickensided with an inferred movement direction consistent with

deduced maximum stress direction during natural fracturing event.
5. Have directions or orientations consistent within the core and correla-

tive with models of fracture distribution discussed in Nelson (1979)
and Chapter 2.

The distinction between real and artificial fractures is difficult and inex-
act. The observer’s ability to make such distinctions increases with experi-
ence. In some ways, it is more an art than a science. The overriding rule in
core fracture work is consistency of data. Are the observed orientations con-
sistent? Are the data consistent with models of and hypotheses for fracture
distribution?
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Data Acquisition

In natural fracture work, problems can range from the very general (e.g.,
Do natural fractures need to be considered in evaluation of this reservoir?)
to the very specific (e.g., What will be the percentage contribution of natu-
ral fractures in condensate production from a specific field in the fifth year
of production?). The level and importance of the initial problem must dic-
tate the kind and amount of data generated during the study. There are so
many aspects of fractured reservoirs that can be quantified and evaluated
that no single study will likely incorporate all of them in a reasonable time.
For practical reasons, analysis programs must be tailored to the specific
questions asked.

Unfortunately, the geologists, engineers, or managers requesting analy-
ses often are not familiar enough with fractured reservoirs or fracture analy-
sis to pose proper or well-defined questions. Therefore, the fracture worker
must learn to redirect a task (such as “work up the fractures”) into specific
problems and questions (such as: Problem—“Fracture volume may not be
sufficient to make the reservoir economic;” and Question—“What is the
fracture system spacing, width, and porosity in the subsurface?”).
Understanding the type of evaluation necessary is of paramount importance
in defining the problems to address, the questions to answer, and subse-
quently the procedures to follow in analysis.

Levels of Observation

Once the specific problems and questions are structured in a particular
evaluation, various observational and numerical data can be generated from
relevant cores and/or outcrops. The complexity of these observations and
data should be no greater than necessary to answer the questions posed. For
example, in ascertaining if fractures will play a role in production from a
formation, study of available core material and petrophysical data will be of
a qualitative, near-cursory nature. On the other hand, if the object is to de-
termine fracture system permeability in the formation at 10,000 ft., detailed
quantitative distribution data and experimental data will be required. The
level of observation should be commensurate with the type of question
being asked.

Analysis Procedures in Fractured Reservoirs 239

05CH05pp223-254  5/9/01  2:13 PM  Page 239



Coring in Fractured Reservoirs

Coring in fractured reservoirs is often more difficult than in more normal
reservoirs. Poor results are the result of core jamming due to rotation of
fractured pieces of rock and subsequent low core recovery. In addition, frac-
tured core is often handled poorly causing additional breakage making nat-
ural fracture interpretation more difficult. Some general procedures used in
coring fractured formations are:

1. Most use a core barrel liner of either plastic or aluminium. It helps
keep the core intact and prevents jamming. Some have used a flexible
mesh liner like a Chinese finger puzzle to keep the core from falling
out of the barrel on the rig floor, but this is not used very much.

2. Care is often taken not to put too much weight on a bit while coring.
If weight on a string is too high, we can generate an induced extension
fracture in front of the coring bit. It is then captured in the core as a
“centerline fracture.” It will also show up in the borehole wall on
image logs (FMI, etc.). These get in the way of interpreting the real
fractures, but can be used as a stress direction indicator. The most frac-
tured rocks are usually the hardest most brittle rocks, hence the ten-
dency to weight up on a bit to maintain penetration rate.

3. Special handling of the core is often needed. If we are interested in
natural fractures, removing the core from the barrel with a sledge
hammer is not a good idea.

4. Care should be taken during twist-off at the bottom of the core. We
often generate helical induced fractures in the bottom of the core if we
are too aggressive in breaking the core off bottom.

5. Most workers try to core as long a continuous core as possible (often
up to 90 ft. at a time). The idea is that once the coring is working, you
don’t want to start and stop. That’s where recovery falls off.

6. In some hard rocks, some workers add the Hugel Knives to the mouth
of the core barrel. These knives create the orienting scribes on the core
when taking an oriented core. The idea is that the knives keep the frac-
tured core from spinning as it enters the barrel and, therefore, prevents
jamming.

7. Core is usually taken with a constant weight on a bit. Fluctuations in
weight on a string causes problems.

8. Care is often taken in tripping the bit. Drillers should not trip too fast,
as this often causes problems and damage in the core.
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9. One successful company had success in coring fractured chalk by pay-
ing a bonus to the core handlers based on the percentage of core re-
covery. This was perhaps the thing that influenced the process the
best; care!

Core Analysis Methods

Factors to Consider
The following general points should be considered when doing fracture

analyses from core.

1. There is no substitute for core observations, especially early in the de-
velopment of a field.

2. Large-diameter cores are preferred to small-diameter cores. The
larger-diameter core depicts more regularly spaced high-angle frac-
tures and, therefore, gives a better representation of fracture spacing
and reservoir properties.

3. Whole-core porosity and permeability analyses are preferable in that
they sample fracture properties better than plug analyses. Three-di-
mensional whole-core permeability analyses are the best form of such
data.

4. Core observation should be backed up with appropriate logs from the
same zone for extrapolation to uncored wells. The acoustic or electri-
cal borehole imagery tools are good for this purpose.

5. Structural and petrological descriptions of the core go hand-in-hand.

Core Procedures
The following procedures have proven useful in fracture analyses in

core.

1. Lay out all of the core from a given well at once for observation. This
makes descriptions of relative fracture distribution and intensity eas-
ier and more consistent.

2. Next, do initial observations while the core is in its whole-core state
(unslabbed). In this state, all fractures are present, and their angular re-
lationships retained. The core can be slabbed later, and a finer internal
description done at that time. 
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3. Have the core analyses (porosity and permeability) data in hand while
observing the core to determine the relative effect of the features ob-
served. Get 3-D whole-core data, if possible, if from observation the
fractures or other anisotropic features are going to be important.

4. Do the fracture stratigraphy (involves procedures 5 through 16).

5. Construct a core/deformation map at a relevant scale, which includes
the major lithology and formation breaks, lost core and noncored in-
tervals, and oil/water or gas/water contacts, and if available, fractures,
and stylolites. Often hairline fractures in the core will be difficult to
see. These can be enhanced by painting the core with a volatile liquid
and observing the drying pattern. Overlooked fractures may “jump
out” at the observer by persistence of wetting along hairline fractures
reaching the core surface.

6. Record fracture distribution with depth.

7. Record fracture distribution with rock type.

8. Record the dip of fractures.

9. Record the strike of fractures if the core is oriented core or locally ori-
ented by an imaging log.

10. Look for intersection angles of fractures as expressed on the outside
surface of the core or on the ends of the samples.

11. Determine natural versus induced fractures.

12. Describe stylolite distribution.

13. Determine fracture morphology, paying particular attention to any
partial mineralization along the fracture planes that might act as a nat-
ural proppant during depletion. If present, determine its mineralogy
and strength.

14. Measure the relative size or height of the fractures, paying particular
attention to any features that tend to control the vertical extent of the
fractures: lithology breaks, bedding planes, stylolites, unconformities,
etc.

15. Observe the width and width variation of the fractures.

16. Estimate or measure fracture spacing and its variability with depth.

17. Determine principal stress directions, and the origin and continuity of
the fracture system(s).

18. Determine relative timing of deformational events.
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19. Relate fracture distribution to rock properties and rock fabric (compo-
sition, porosity, preferred grain orientation, bedding, crossbedding,
etc.).

20. Select samples for additional petrophysical/petrological determina-
tions (X-ray, thin sections, permeability, etc.).

21. Estimate the permeability of individual fractures from the core analy-
sis.

22. Qualitatively estimate fracture and matrix property interaction or at
least determine if there is an evident impedance to cross-flow.

23. Determine the fractured reservoir type.

24. Photograph important relationships shown in the core, for documen-
tation in reports, if needed.

25. Select samples for mechanical testing (if appropriate).

26. If needed, set up a checklist of important parameters and document as
many parameters as needed on a foot-by-foot basis (on each whole-
core piece is ideal).

27. Write down impressions and conclusions before leaving the core.
Include thoughts on the relative importance of fractures to production
and flow, the permeability of the fractures present, fracture porosity
(qualitative), relative compressibility of the fractures fracture origin
and continuity in the reservoir, the percentage of real versus induced
fractures, and the fractured reservoir type.

Field Analysis Methods

To date, fracture analysis has remained very nonritualized. Each worker
has developed his or her own field methods and parameters of interest.
Methods briefly presented here should be altered and tailored to the indi-
vidual analyst and the problem being addressed. This section has been writ-
ten in such a manner that a novice investigator could, by recording as many
of the noted items as possible, collect all of the field data necessary to quan-
tify the fractured reservoir. Notebook pages should contain forms to be
filled out at each station. By correlating these data and laboratory data on
the rock of interest, approximations of reservoir fracture porosity and frac-
ture permeability are possible.
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Factors to Consider

1. Look for rocks similar to the reservoir rocks of interest on similar out-
cropping structures. Look at more of the rock section than just the per-
spective reservoir rock, including potential sealing beds. Look for
relative deformational response and intensity (fracture versus flow,
etc.) in the outcrops. 

2. Measure fracture spacing in different layers (in and out of the forma-
tion in the same structural position). Relate fracture intensity to bed
thickness. If a great difference in fracture intensity exists and is not re-
lated to thickness or structural position, take samples for porosity and
X-ray mineralogy determinations. 

3. Look for fracture orientation changes in different layers (in and out of
formation in the same structural position). Look for fracture orienta-
tion changes with respect to structure and structural position.
Determine principal stress directions from the fracture patterns at each
outcrop and relate these directions to models of folding, faulting, etc.
Pay particular attention to patterns and principal stress directions that
do not fit working models.

4. Record fracture plane morphology (open, deformed, mineralized).

5. Postulate depth at which the fractures formed.

6. Observe fracture patterns in view of making cross predictions of frac-
ture spacing and potential drainage area of wells (including the shape
of drainage area).

7. Take representative samples of the formations of interest for possible
mechanical testing (about 10� � 6� � 5�). 

Field Procedures

1. Select an outcrop area having representative fracture patterns for a
specific structural position. Record strike and dip data, or at least
strike data. 

2. For a so-called quantitative measurement station (enough fracture
measurements to be statistically meaningful), all fractures in the
measurement area should be recorded and should number from 100 to
150 fractures. The actual number should depend on the complexity of
the fracture patterns present. 
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3. For a so-called qualitative measurement station (not enough fracture
measurements to be statistically meaningful), only general fracture
trends are recorded, along with a judgment of relative abundance of
the individual fracture orientations, when spot-checking areas be-
tween statistical measurement stations. If no major change in orienta-
tion and intensity of fracture patterns is observed away from nearby
statistical measurement stations, the use of qualitative stations gives
valid intermediate data.

4. At the individual measurement stations the analyst should record as
much of the following general data as possible:

—A locality number corresponding to a location map
—A brief station location and data
—The formation(s) and rock type(s) measured at the station
—Strike and dip of the bed(s)
—Structural position and attitude of the structure
—Bed thickness(es)
—Fracture spacing (number of fractures per foot of outcrop) along

lines that are

(a) Parallel to the major fracture trend (with strike of line), and
(b) Perpendicular fracture to the major trend (with strike of

line), or
(c) Parallel to bedding strike and,
(d) Parallel to bedding dip

—Comments
—Postulate the maximum stress direction (or,) at fracturing
—Postulate the origin of fracture sets

5. Each individual fracture measurement should record as much of the
following data as possible:

—A sequential number
—Fracture strike
—Fracture dip
—Fracture morphology (gouge, open, mineralized, slicken-sided,

vuggy)
—Fracture length or length class
—Comments

6. At convenient times, the fracture data should be plotted in preliminary
form on either rose diagrams or pole plots (PI diagrams). Such pre-
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liminary plotting is necessary in the field to establish trends and ap-
plication to simple geological fracture models. In this way, working
interpretive models can be created and altered or updated while field
data are still being gathered. At all times, the observer should exam-
ine fracture patterns in light of their relation to other localities and to
local structural configuration.

7. The number and frequency or spacing of quantitative measurement
situations are generally high in the early stages of study in a region
and decrease in relation to qualitative stations throughout the length of
study.

8. When dealing with outcrops containing a predominance of contrac-
tional fractures, much of the abovementioned quantitative orientation
data will be ill-defined due to their isotropic distribution in orienta-
tion. In these outcrops, matrix block size (fracture spacing in 3-D) will
be very important as will be lateral distribution and lithology.

Useful Checklists

In doing core and outcrop analyses of fractures to determine reservoir
properties and reservoir type, it is often difficult to judge the relative effect
of the fracture system. To help alleviate this problem, there are two useful
checklists that can be used (Figures 5–8 and 5–9). Plotting the percentage
of total reservoir permeability (Figure 5–8) and porosity (Figure 5–9) as a
function of fracture width and fracture spacing for three orders of magni-
tude of matrix values proves helpful. When analyzing a core or outcrop, as-
sumptions can be made for width at depth and matrix properties
(determined from core analyses, thin sections, etc.) and the relative contri-
bution of the fracture system for various spacings read off the graph. 

For example, if the fracture system accounts for only 10 percent of the
total permeability and 1 percent of the total pore volume of the reservoir,
the analyst may choose to neglect the system in further study. Conversely,
if the fracture system provides 80 percent of the permeability and 50 per-
cent of the total pore volume, an in-depth quantitative study of fractures in
the reservoir is indicated.

Checklists such as those presented here are important in early evalua-
tions and in structuring evaluation programs. The reader is encouraged to
investigate the use of these and other checklists of their own design.
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Figure 5–8 Total reservoir permeability due to fractures plotted as a function of fracture width,
fracture spacing, and matrix permeability.

Figure 5–9 Total reservoir volume due to fractures plotted as a function of fracture width, frac-
ture spacing, and matrix porosity.
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Data Presentation

Methods of presentating individual station outcrop fracture data depend
on the type of data available and may be divided as follows:

1. If only strike data are available, Rose diagrams or Azimuth histograms
are used (Figure 5–10). Either can be used with absolute numbers or
with percentages of the total population.

2. If only dip data are available, Dip histograms or Dip Quadrant dia-
grams are used. Either can be used as absolute number or percentage
of the total population.

3. If both strike and dip data are available, stereographic projection plots
are used (Pi diagrams) (Figure 5–11). These data are often contoured.
For a description of how these diagrams are constructed, see Billings
(1954).

Individual station fracture intensity data can be plotted on any of the
above diagrams by adding the numerical intensity on the azimuth corre-
sponding to the measurement line.

Areal and cross-sectional variations in fracture orientation and intensity
data are generally plotted as points on simplified structure maps and struc-
tural cross-sections. Orientation maps plot the type of data available (strike
data or strike and dip data.) (See Figure 5–12). Fracture dip data alone is
plotted as points on structural cross-sections. Fracture intensity data is plot-
ted on either structure maps or structural cross-sections. Fracture spacing
data can be contoured for particular fracture sets or for particular compass
directions.

Presentation of fracture data in final form is often facilitated by using a
schematic format which simplifies the data and makes it easier to present in
oral form.
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Figure 5–10a–c Polar strike histogram (Rose diagrams) using frequency (top), percent of total
length (middle), and average length (bottom) of linears measured on 1:250,000 scale satellite
photographs of the Wind River Mountains, Wyoming.

(a)

(b)

(c)

05CH05pp223-254  5/9/01  2:13 PM  Page 249



Figure 5–10d Cartesian strike histograms using fracture data from core.

Figure 5–11 Example of strike and dip frequency in the form of a contoured, stereographic
projection of poles to fracture plane diagram.
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Figure 5–12 Example of how strike-frequency diagrams can be combined in map form to dis-
play 2-D distribution or orientation. From McQuillan (1974), courtesy of AAPG.

PRESSURE AND PRODUCTION
ANALYSIS FOR QUANTIFYING

FRACTURE SYSTEM PROPERTIES

Logging Techniques

Natural fracture systems may be detected in the subsurface by numerous
mechanical and computer-assisted logging suites. These tools often do not
find fractures and are certainly not of great use in quantifying porosity, per-
meability, width, spacing, etc. (Hirsch et al., 1981). The tools most useful
in this regard are those that measure total porosity (fractures and matrix). If
these can be combined with detailed core analysis to determine a statisti-
cally significant matrix porosity value, fracture porosity variation (the dif-
ference between total and matrix porosity) can be plotted. Such techniques
are usually most accurate in reservoirs with moderate to low matrix poros-
ity where fracture volume is significant with respect to total porosity. The
borehole gravity meter is one such tool that may eventually have success in
finding and quantifying fracture porosity. 

Well Testing

Single and multiple well tests can be of great help in quantifying certain
parameters in fractured reservoirs. The parameters best described are frac-
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ture porosity and overall permeability anisotropy direction or effective open
fracture orientation. These and other parameters are obtained effectively by
pressure transient analysis, pressure pulse testing, and interference testing,
which define fracture properties in short-term response and matrix proper-
ties in long-term fluid flow response. These methods are discussed in detail
in Aguilera (1980), Reiss (1980), van Golf-Racht (1982), Kamal (1983),
and Serra et al. (1983).

NUMERICAL MODELING IN GEOLOGY

In the study of fractured reservoirs, mathematical modeling is useful in
predicting rock failure, gross-structural geometry, orientation of fractures,
and fracture intensity or spacing. The two basic classes of approaches are
analytical, which gives exact solutions to stress-strain boundary value prob-
lems, and numerical, which gives approximate solutions to stress-strain
boundary value problems.

The analytical approaches can be quite elegant and useful and range from
the sophisticated work of Patton (1984) to the simple forms of curvature
analysis (Murray, 1968). They are, however, somewhat limited in terms of
the complexity of geometry and internal material property variations that
can be used. Complex bodies with large variations in physical properties are
frequent in geological problems and are best handled by numerical model-
ing techniques.

The two primary forms of numerical modeling in common use are the fi-
nite element and finite difference techniques. In both, the body to be mod-
eled is divided into a number of either elements or nodes, each being
assigned a set of physical/mechanical properties. The finite difference tech-
nique is best suited for problems where the array of nodal points remains
stationary during the model and material moves through the mesh. This
makes this class of models ideal for modeling fluid flow in reservoir engi-
neering and sonic wave transmission in seismic studies.

In the finite element technique the elements deform or are carried along
with the material as it moves. This makes this class of models ideal for
studying structural deformations. In fact, it is this technique that is used
most frequently in the petroleum industry for predicting subsurface struc-
tural geometry and natural fracturing.

Finite element models have been used to predict the geometry of folds
involving rocks of known properties and well-constrained boundary loads
or displacements (Stein and Wickham, 1980). Models have also been used
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to predict or explain fracturing, fracture orientation, and fracture intensity
(Tapp and Wickham, 1978; and Jamison and Stearns, 1982). The finite ele-
ment techniques are far superior to simple analytical curvature techniques
for predicting fracture occurrence because in their best form they model de-
formational behavior using real rock experimental data. As such, they can
predict ductile behavior as well as brittle. They can therefore allow for com-
pactive behavior in zones of high curvature, whereas the curvature ap-
proach can predict only dilatancy.

Finite element models can output maps and sections depicting the distri-
bution of various stress and strain parameters (such as stress difference,
mean stress, equivalent plastic strain, etc.). Predictions of fracture intensity
from the models are probably best done with one of the various strain pa-
rameters.

In order to do this, the models must be calibrated to natural fracture in-
tensities. Individual outcropping structures must be modeled with the
proper rock properties and loads and/or displacements. The natural fracture
distributions in these outcrops must then be meticulously measured to cal-
culate the strain due to fractures. With the fracture strain distribution and a
knowledge of strain partitioning (the amount of strain accounted for by
each deformational mechanism present), the finite-element-model strain
maps or sections can be calibrated and subsequent solutions for analogous
rocks and deformations used for fracture intensity predictions. Such cali-
bration to outcrops is tedious and must be done for a variety of rock types
and structural situations. However, once done, the strain output of carefully
constructed numerical models can be an excellent predictor of natural frac-
ture intensity. 
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List of Documented
Fractured Reservoirs

An excellent compilation of fractured reservoirs in the United States is
found in Hubbert and Willis (1955). In the 45 years since publication of that
work, many new and more detailed reports of specific fractured reservoirs
have been added to the literature. Table A–1 represents a compilation of
published data on fractured reservoirs based on Hubbert and Willis (1955),
Chilingar et al. (1972), and Daniel (1954) with personal additions through
2000 and Venezuela additions from F. Chartegui. In addition, selected fields
have also been included from a 100 field fractured reservoir data compila-
tion by C & C Reservoir Analogs. The 370 or so fields on this list produced
from fractures of virtually every mode of origin and rock type. While addi-
tions can be made, this list includes a sufficient number of fields and a suf-
ficient amount of reserves to document the impact of naturally occurring
fracture systems in the exploration for petroleum reserves.

Table A–2 presents a subset of Table A–1, which has been studied in de-
tail by the author. These fields are listed with greater quantitative detail.
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Procedures Checklist

Each procedure step is listed by number with data types and tasks listed
by letters.

❏ 1. Document fracture presence
A. Logs
B. Cores
C. Anomalous flow rates

❏ 2. Determine if structure is present
A. Seismic, gravity, magnetics
B. Structure maps
C. Dipmeters

❏ 3. Determine lithologic control of fracture distri-
bution
A. Logs
B. Cores
C. Logs and flow tests/DST’s

❏ 4. Document fracture system geometry
A. BHTV
B. Cores
C. Predictions (including relevant outcrops)

❏ 5. Document fracture morphology
A. Cores
B. BHTV
C. Predictions (including relevant outcrops)
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278 Geologic Analysis of Naturally Fractured Reservoirs

❏ 6. Determine fracture type (origin)
A. Application of observations to empirical models using data from

(Procedure Steps 1–5) 

❏ 7. Predict fracture distribution/extent
A. Extrapolation using fracture type and observations

❏ 8. Estimate fracture spacing and spacing variabil-
ity
A. Cores
B. BHTV
C. Predictions (including relevant outcrops)

❏ 9. Estimate fracture width
A. Laboratory data
B. Flow test data

❏ 10. Estimate reservoir properties at depth
A. ϕm, Km

B. ϕf, Kf
C. Using data from (Procedure Steps 7–9)

❏ 11. Estimate fracture/matrix interaction
A. ϕf/ϕm interaction 
B. Kf/Kn, contrast

❏ 12. Correlate small-scale petrophysical properties
with large-scale reservoir engineering tests

❏ 13. Determine fractured reservoir type
Correlate matrix and fracture properties and their communication to
determine relative contribution of the fracture system and potential
recovery problems.

❏ 14. Make conclusions relevant to the type of
evaluation
A. Early exploration evaluation
B. Estimation of economic potential
C. Recovery planning and reservoir modeling
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Averaging Techniques

AFTER ROEBUCK (1979)

Arithmetic Average (Parallel Flow)

(C-1) 

Harmonic Average (Series Flow)

(C-2)

Geometric Average (Random Flow)

(C-3)

where ki is permeability measurement
hi is height of sample measurement (often 1 ft. in whole-core
analysis)
ht is total height (sum of hi)
k is average permeability
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Glossary

BHTV: Borehole televiewer.

body (internal) forces: Those forces that act on all elements of volume of a
continuum. Examples are gravity and inertial forces. Expressed as force per
unit mass or force per unit volume.

BOPD: Barrels of oil per day.

brittle behavior: Characterized by predominantly elastic deformation up to the
point of fracture; that is, no permanent strain, only small, recoverable elas-
tic strains are present before rupture.

conjugate fractures: The two potential shear fracture orientations in any com-
pressive state of stress formed at identical but opposing angles to the maxi-
mum principal stress direction.

contractional fractures: Fractures whose origin is associated with a general
bulk volume reduction within the rock mass.

deformation: Any change in the original form or volume of rock masses pro-
duced by either surface or body forces.

dessication fractures: Fractures whose origin is associated with shrinkage or
bulk volume reduction in clay or shale-rich sediments due to loss of water
in subaerial drying.

differential (triaxial) state of stress and strain: The situation where at least
two of the three principal stresses or strains are not equal.

dihedral angle: The acute angle formed between the maximum principal stress
direction and a potential shear fracture. This angle is dependent on depth of
burial, state of stress, and the properties of the material.

DST: Drill stem test.

ductile behavior: Characterized by predominantly permanent strain and dras-
tic changes in shape. 

ductility: The ability to deform or flow without visible fracture.

281
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282 Geologic Analysis of Naturally Fractured Reservoirs

elasticity: An ideal constitutive relationship between stress and strain. Elastic
behavior is time independent with all strain instantly recoverable upon re-
lease of load. A typical stress-strain curve for an elastic body is an inclined
straight line.

EOD: Environment of deposition.

extension fracture: A fracture that has a sense of displacement perpendicular
to and away from the fracture plane, and forms parallel to the maximum and
intermediate principal stress directions and perpendicular to the minimum
principal stress direction. All principal stresses must be compressive.

failure: The yielding of a material either by brittle fracture or ductile flow. A
decrease in the ability to sustain load.

faulting: Failure along a plane or restricted zone with displacement parallel to
the plane; with or without loss of cohesion, loss of strain energy or ability to
sustain load.

flow: Any deformation, not instantly recoverable, without permanent loss of
cohesion.

fracture: Verb—Loss of cohesion across a plane. Associated with release of
strain energy and at least momentary inability to sustain load. Noun—A sur-
face of discontinuity within a rock mass that has at some time in the past
been a plane of no cohesion. It may have been subsequently altered, healed,
or mineralized.

fractured reservoir: A reservoir in which naturally occurring reservoir frac-
tures either have or are predicted to have a significant effect on subsurface
fluid flow either in the form of increased reservoir permeability and/or
porosity or increased permeability anisotropy.

fracture spacing: The average linear distance between parallel fracture planes.

fracture strength: The differential stress at the moment of fracture of the ma-
terial in a laboratory experiment. This is often smaller than the ultimate
strength.

hydrostatic state of stress and strain: The situation where all principal
stresses or strains within a body are equal. Often called spherical stress or
strain.

ideal plasticity: An ideal constitutive relationship relating stress and strain.
Plastic behavior is time dependent with all strain being permanent. Strain is
zero until a fixed stress value is reached. Infinite strain will occur at or above
this stress value. An ideal stress-strain curve for a plastic body would be a
horizontal straight line at some constant stress level.
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IP: Initial rate of production (flow rate).

microfaults: Planar zones across which small but discernible shear displace-
ment has occurred.

MMBO: Million barrels of oil.

mode 1, 2, 3: Basic theoretical forms of microcrack propagation to which all
fracture is said to conform (extension, shear, twist).

normal stress and strain: Stress and strain components that act perpendicular
to a given real or imaginary plane within a body.

orthogonal fracture set: A group or set of two or three mutually perpendicu-
lar fractures.

principal stress and strain: The three mutually perpendicular planes in a state
of stress or strain at any point in a body along which there are no shear
stresses or strains, only normal stresses or strains.

regional fractures: Fractures that are developed over large areas of the earth’s
crust with relatively little change in orientation, that show no evidence of
offset across the fracture plane, and that are always perpendicular to major
bedding surfaces. They are commonly developed in orthogonal sets.

reservoir fracture: A naturally occurring macroscopic planar discontinuity in
a reservoir rock, which is interpreted to be due to deformation or physical
diagenesis. For practical reasons, it is assumed to have been initially open
and may have been subsequently deformed or mineralized. It may have ei-
ther a positive or negative effect on fluid flow within the reservoir.

shear fracture: A fracture that has a sense of displacement parallel to the frac-
ture plane and forms at some acute angle to the maximum principal stress
direction. All principal stresses must be compressive.

shear stress and strain: Stress and strain components that act along or paral-
lel to a given real or imaginary plane within a body.

strain: A mathematical description of the deformational response to a state of
stress within a body. Changes in size or shape of a body are the result of
strain. Strain is a tensor quantity that is dependent on the properties of the
material and can be measured or calculated from the stress field using one
of the constitutive equations.

stress: A mathematical description of the resultant interaction of all points
within a body when forces are applied at its boundaries; that is, how force is
distributed throughout a body. This mathematical description is accom-
plished by the use of tensor mathematics and is independent of the material
properties or the coordinate system used to describe it.

Glossary 283
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stress and strain difference: The difference between the maximum and mini-
mum principal stresses or strains.

surface (external) forces: These forces act on a surface element, whether it is
a portion of the bounding surface of the continuum or perhaps an imaginary
internal surface. Forces with which neighboring parts of the medium act on
each other and which are transmitted across surfaces.

surface-related fractures: Fractures whose origin is associated with the cre-
ation of free, unsupported surfaces in rock (unloading, slumping, and
spalling).

synaeresis fractures: Fractures whose origin is associated with bulk volume
reduction in sediments by subaqueous or subsurface dewatering. This dewa-
tering may be either a physical or chemical process.

TCFG: Trillion cubic feet of gas.

tectonic: Of, pertaining to, or designating the rock structure and external forms
resulting from the deformation of the earth’s crust.

tectonic fractures: Fractures whose origin can, on the basis of orientation, dis-
tribution, and morphology, be attributed to or associated with a local tectonic
event such as folding or faulting.

tensile fracture: A fracture that has a sense of displacement perpendicular to
and away from the fracture plane, and forms parallel to the maximum and
intermediate principal stress directions and perpendicular to the minimum
principal stress direction. At least one principal stress (σ3) must be tensile.

ultimate strength: The maximum differential stress achieved during a labora-
tory experiment; that is, the maximum ordinate on a stress-strain curve.

viscosity: An ideal constitutive relationship relating stress and strain rates.
Viscous behavior is time dependent with all strain being permanent.

σσ1, σσ2, σσ3: The maximum, intermediate, and minimum principal stress direc-
tions, respectively.

εε1, εε2, εε3: The maximum, intermediate, and minimum principal strain direc-
tions, respectively.
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203–204
crossbedding and, 186–189, 198–202
data types, 204
fractures, effect on, 189–193,

198–202
grain size and, 193
introduction to, 185–186
random plugs, 194–196, 201
rock parameters, effect of, 202
scaling and, 194–198
styolites and, 204–206

stimulation in fractured reservoirs,
217–222

styolites
as indicator of mechanical proper-

ties, 173–174
contribution to reservoir anisotropy,

165
definition of, 163
deformation and, 169–172
discontinuities and, 176
fractures associated with, 166–168
introduction to, 163–165
lithologic boundaries, 174–176
locations of initiation, 174–176
low-porosity zones, 176
permeability tensors and, 204–206
porosity vs. permeability and,

172–173, 176
stress concentration localization,

176–185
styolite columns, 169
tension gashes, 166–167

unloading fractures, 166–168. See
also Unloading

Averaging techniques, 212–215, 279–280.
See also Modeling

B
Blast-related fracturing. See Explosive frac-

turing
Boreholes

gravity meters, 131
imaging logs, 5, 128–129

C
Caliper logs, 128
Cameras, downhole, 126
Centerline fracturing, 235
Chatter/petal fracturing, 235–236
Checklists and screening tools. See

Screening tools and checklists
Chicken-wire fractures, 28–30
Classification of fractured reservoirs

contrasting histories and, 103–108
introduction to, 101
reservoir listings and examples,

103–108. See also Example fractures,
reservoirs, and fields

reservoir management and. See
Management of fractured reservoirs

reservoir types
introduction to, 101–103
type 1, 101–105, 108–109, 116–119,

122
type 2, 101–102, 105–106, 108–109,

118–119, 122
type 3, 101–102, 108, 110, 118–119,

122
Classification of fractures

experimental classification
extension fractures, 8, 10
introduction to, 8–9
shear fractures, 8–9
tension fractures, 8, 10

geologic classification, 10–12
introduction to, 7–8
naturally-occurring classification

contractional fractures, 27–31
desiccation fractures (mud cracks), 27
fault-related fracture systems, 13–16
fold-related fracture systems, 16–20
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impact fractures, 20–21
introduction to, 8
piercement and, 20–21
regional fractures, 20–28
surface-related fractures, 31–32
syneresis fractures, 27–28
tectonic fractures, 8, 13–21
thermal contractional fractures, 28–31

Columns, styolite, 169
Combined gouge-filled and slickensided

fractures, 55–58
Contractional fractures, 27–31
Conversation factors, 285–286
Core and outcrop analysis

analysis procedures. See Analysis proce-
dures

checklists for
introduction to, 246
permeability matrix, 247
porosity matrix, 247

coring and
analysis methods, core, 241–246
analysis methods, field, 243–246
introduction to, 240–241

data
acquisition and, 239
consistency and, 238
levels of observation and, 239
presentation and, 247–251

introduction to, 5, 90, 229–230
natural vs. induced fractures, determina-

tion of
core handling and, 235
drill string/rock interaction, 235–237
fracturing, centerline, 235
fracturing, chatter/petal, 235–237
fracturing, explosive, 230–231
fracturing, hydraulic, 233–234
fracturing, impact and indention, 232
fracturing, shear, 232–235
fracturing, thermal, 232–233
induced fracture systems, 230–237
introduction to, 230
rock bursts and, 234–235
sheeting and, 234–235
spalling and, 234–235
unloading, 234–235

observational clues, 238
stratigraphy vs. deformation, petrology,

and petrophysics, 229

Core handling, 235
Cross-flow

deformation and, 100
inhibited, 96
introduction to, 95–96
mineralization and, 96–99
porosity interaction and, 100
uninhibited, 96

Crossbedding, 186–189, 198–202

D
Darcy flow, 66–67
Definition of terms, 3–4, 281–284
Deformation bands (gouge-filled fractures),

37, 39–47, 55–58
Deformed fractures, 37, 39–60
Denial of fractures, problems associated

with, 1–4
Density log compensation curves, 131
Desiccation fractures (mud cracks), 27
Detection (fracture occurrence and inten-

sity)
application of techniques, 135
direct detection

core analysis, 5, 126
downhole cameras, 126
impression packers, 126–127
introduction to, 125
observation, direct, 126

indirect detection
flow test evaluation, 132
introduction to, 127
log evaluation, 127–132. See also

Logs and logging tools
remote sensing, 134–135
reservoir rock property data, manip-

ulation of, 132–134
well test evaluation, 132

introduction to, 125
prediction and. See Prediction (fracture

occurrence and intensity)
techniques of, 125, 135

Devonian shale, 63–64
Dipmeter logs, 131
Dipole sonic logs, 130
Direct detection (fracture occurrence and

intensity)
application of techniques, 135
core analysis, 5, 126. See also Core and

outcrop analysis
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downhole cameras, 126
impression packers, 126–127
introduction to, 125
observation, direct, 126

Discipline-based screening tools, 224–226
Discontinuities and styolites, 176
Discovery of fractured reservoirs

data
constraints of, 227–228
types of, 226

introduction to, 226–227
phases of

exploration/access phase, 226–227
recovery/harvest phase, 226, 228
recovery/production phase, 226, 228

timing of, 226–228
Downhole cameras, 126
Drill string/rock interaction, 235–237
Drilling data-based screening tools, 5, 225
Ductility and rock strength, 61–64

E
Electrical borehole imaging logs, 5,

128–129
Engineering data-based screening tools,

226
Evaluation of fractured reservoirs

classification of fractures
contractional fractures, 8, 12, 27–31
experimental classification, 8–10
experimental vs. naturally-occurring

classification, 8
extension fractures, 8, 10
geologic classification, 10–12
introduction to, 8
naturally-occurring classification, 8,

13–32
regional fractures, 8, 12, 21–26
shear fractures, 8–9
surface-related fractures, 8, 12,

31–32
tectonic fractures, 8, 12–21
tension fractures, 8, 10

core analysis, 90–92, 90. See also Core
and outcrop analysis

cross-flow
deformation and, 100
inhibited, 96
introduction to, 95–96

mineralization and, 96–99
porosity interaction and, 100
uninhibited, 96

definition of terms, 3–4, 281–284
fracture denial, problems associated

with, 1–4
introduction to, xiii–xv, xvii, 1–2
logs and log suites, 92–95. See also

Logs and logging tools
multiple well tests, 95
order of investigation

introduction to, 4–7
phases of, 7

origins of fracture systems
introduction to, 7–8
types of fractures and, 8–32

properties affecting performance
combined gouge-filled and slicken-

sided fractures, 55–58
deformed fractures, 37, 39–58
fracture morphology, 37–64
fracture porosity vs. fracture perme-

ability, 61–78, 90–100
fracture porosity vs. fracture volume,

88
fracture porosity vs. matrix porosity,

83–100
fracture spacing, 79–82. See also

Fracture spacing
fracture width, 64–78
gouge-filled fractures, 37, 39–48,

55–58
introduction to, 32–36
mineral-filled fractures, 58–60
open fractures, 37–38
rock strength and ductility, 61–64
slickensided fractures, 37, 48–58
vuggy fractures, 60

study sequences of, 4–7
types of

early exploration evaluations, 4–5
economic potential evaluations, 4–6

introduction to, 4
recovery planning and modeling

evaluations, 4, 6–7
Example fractures, reservoirs, and fields

Agha Jari (Iran), 105
Altamont-Blue Bell, 26–27, 105–106
Amal Field (Libya), 5, 103
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American Quasar 301 (Wyoming), 169
Amoco Amos 32-12 (Alabama),

168–170, 176
Amoco Myler Gas Unit No. 2 (Kansas),

29
Amoco No. 1, Texas-Gulf Well

(Pennsylvania), 56
Amoco Norway 2/5-1 Well (North Sea),

164
Anshultz Ranch East Field, 208
Big Elk Anticline (Wyoming), 49, 154
Big Sandy, 26–27, 103–104
Bighorn Basin (Wyoming), 157
Black Anticline (Rocky Mountains

Foreland), 18
Champlin Wells (Wyoming), 50–51, 62,

72, 97–98, 208
Colorado Plateau, 22–27, 141
Cottonwood Creek (Wyoming),

106–107
Darius Field (Persian Gulf), 33,

167–168, 175, 183
Deer Creek Thrust (Nevada), 47–48,

52–53
Dine-Bi-Keyah, 117
Dukhan (Qatar), 106
East Anschutz, 117
Edison (California), 103–104
Ellenburger Fields (Texas), 103
Florence, 117
Gaschsaran (Iran), 106
Granite Point, 117
Great Salt Lake (Utah), 30
Gulf of Suez, 15
Haft Kel (Iran), 105
Hassi Messaoud (Algeria), 106
Kirkuk (Iraq), 106–107
La Paz/Mara (Venezuela), 105, 115–117
Lacq (Fance), 106
Lake Powell (Utah), 23, 34, 39
Little Elk Creek (Wyoming), 152
Littleknife Field (North Dakota), 178
Lost Soldier Field (Wyoming), 115,

149, 162
Michigan Basin, 21
Middle Ground Shoals, 117
Nahanni Butte (N.W.T., Canada), 59
Otsego County (Michigan), 139
Page (Arizona), 142

Painter, 117
Panoma Field (Kansas and Oklahoma),

27, 181
PC Fields (Kansas), 103
Piceance Basin (Rocky Mountains), 23
Pineview, 117
Point Arguello, 117
Pointed Field (N.W.T., Canada), 144
Rangely (Colorado), 105, 117
Rose Well (Kansas), 179
Ryckman Creek Field, 62, 117, 185,

203–204
Sawtooth Mountains (Montana), 140,

151, 159
Sheep Mountain Anticline (Wyoming),

138, 142–143, 159, 162
Simpson Group (Oklahoma), 42
Sinai (Eqypt), 24–25
Sooner Trend (Oklahoma), 105
Spraberry (Texas), 105–106
Summit County (Utah), 43
Trap Spring, 117
Tuscarora Amoco No. 1 Texas-Gulf, 91,

99
Upper Valley, 117
Vahall Field (Norwegian North Sea), 70,

75–77, 90–91, 164, 177
Valley of Fire State Park (Nevada), 38
Walker Creek, 117
Wertz Dome, 117
Western Canadian Thrust Belt, 18, 158
Western Wyoming Thrust Belt, 12, 42,

55–56, 94, 153–155, 159, 162, 185,
203–204, 207

Whitney Canyon, 117
Wolf Springs (Montana), 103

Experimental classification of fractures,
8–10

Experimental vs. naturally-occurring classi-
fication of fractures, 8

Exploration/access phase (discovery),
226–227

Explosive fracturing, 230–231
Extension fractures, 8, 10
Extension fracturing, 232–233
Extension vs. shear, 3

F
Fault-related fracture systems, 13–16
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Field analysis methods, 241–243
Fields, examples of. See Example fractures,

reservoirs, and fields
Fixed hinges, 160–162
Flow behavior-based screening tools, 223
Flow test evaluation, 132
Fold-related fracture systems, 16–20
Folded fractured reservoirs, 152
Fracture and matrix porosity

compressibility differences, 86
core analysis and, 90
cross-flow and, 95–100
deformation and, 100
estimations and calculations of, 89–90,

100
field-lab determination, 91–92
fractured volume vs. fractured porosity,

88
introduction to, 82–84
logs and log suites, 92–95
magnitude differences, 86–87
multiple well tests, 95
porosity-permeability relationships,

84–86, 90–91
scale vs. non-scale dependency, 84
significance of, 89

Fracture denial, problems associated with,
1–4

Fracture occurrence and intensity
detection of

application of techniques, 135
core analysis, 126
direct detection techniques, 125–127
downhole cameras, 126
flow test evaluations, 132
impression packers, 126–127
indirect detection techniques,

127–135
introduction to, 125
log evaluations, 127–132. See also

Logs and logging tools
observations, direct, 126
remote sensing, 134–135
rock property data, manipulation of,

132–135
well test evaluations, 132

examples of, 153–160
folded fractured reservoirs and,

152–153

introduction to, 125
prediction of

application of techniques, 135
bed-thickness and, 141–146
composition and, 137
fracture spacing, parameters of,

79–82, 137–149
grain size and, 141
introduction to, 135–137
Parson’s equation and, 136
porosity and, 137–140
structural position and, 146–149

reservoir rock, strength and ductability
and, 150–152

wall trajectory and, 160–162
well locations and paths, selection of,

152–153
Fracture spacing, 79–82, 135–149
Fracture width and permeability

distributions
experimental fracture widths, 78–79
introduction to, 77–78
natural fracture widths, 78–79

fluid flow
effect of fractures on, 70–73
equations, 64–70
fracture width vs. confining pressure,

75–77
introduction to, 64
permeability vs. confining pressure,

73–75
fracture spacing and

introduction to, 79–80
techniques for calculating, 80–82
variation in, effect of, 80

introduction to, 64
Fracture, definition of, 3–4
Fractured reservoirs

analysis procedures for, 223–253. See
also Analysis procedures

anisotropic reservoirs, 163–222. See
also Anisotropic reservoirs

classification of, 101–122. See also
Classification of fractured reservoirs

classification of fractures, 7–32. See
also Classification of fractures

definition of, 3–4, 223–226
evaluation of, 1–100. See also

Evaluation of fractured reservoirs
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fracture occurrence and intensity, detec-
tion and prediction of, 125–162

introduction to, 1–4
management of, 101–124. See also

Management of fractured reservoirs
morphology of fractures, 37–64. See

also Morphology of fractures
Fractured reservoirs, examples of. See

Example fractures, reservoirs, and fields
Fractured volume vs. fractured porosity, 88
Fractures, examples of. See Example frac-

tures, reservoirs, and fields

G
Geologic numerical modeling, 252–253.

See also Modeling
Geological data-based screening tools, 224
Geophysical data-based screening tools,

225
Glossary and definition of terms, 3–4,

281–284
Gouge-filled fractures (deformation bands),

37, 39–47, 55–58
Grain size and permeability tensors, 193

H
Hinges (fixed and migrating), 160–162
Hydraulic fracturing, 233–234

I
Imaging logs, 5, 128–129
Impact and indention fracturing, 232
Impact fractures, 20–21
Impression packers, 126–127
In situ stress data, 5, 131–133, 152,

234–237
Indirect detection (fracture occurrence and

intensity)
application of techniques, 135
flow test evaluation, 132
introduction to, 127
log evaluation, 127–132. See also Logs

and logging tools
remote sensing, 134–135
reservoir rock property data, manipula-

tion of, 132–134
well test evaluation, 132

Induction logs, 130

Inhibited cross-flow, 96
Intensity of fractures, 125–162. See also

Fracture occurrence and intensity

L
Lithologic boundaries (styolites), 174–176
Log suites, 92–95
Logs and logging tools

evaluation logs and log suites, 92–95
introduction to, 127, 251
types of

acoustic borehole imaging logs, 5,
128–129

borehole gravity meters, 131
caliper logs, 128
density log compensation curves,

131
dipmeter logs, 131
dipole sonic logs, 130
electrical borehole imaging logs, 5,

128–129
induction logs, 130
microlaterologs, 131
sonic amplitude logs, 127

Low-porosity zones (styolites), 176

M
Management of fractured reservoirs

classification of reservoirs
contrasting histories and, 103–108
introduction to, 101
reservoir listings and examples,

103–108. See also Examples frac-
tures, reservoirs, and fields

reservoir types, 101–122
type 1, 101–105, 108–109, 116–119,

122
type 2, 101–102, 105–106, 108–109,

118–119, 122
type 3, 101–102, 108, 110, 118–119,

122
type 4, 101–102, 110, 118–119, 122

introduction to, 101
positive attributes and, 107–108
production problems and

as predictors, 110
introduction to, 109
reservoir types and, 109–110
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risk analysis and, 123–124
strategies of

descriptions of, 110–112
historic production distributions,

115–123
iteration and, 114–115
modeling and, 114–115
production history and, 113–114
reservoir description, 113–123
technology, impact of, 112

Mathematical modeling. See Modeling
Microfault vs. fracture, 3
Microlaterologs, 131
Migrating hinges, 160–162
Mineral-filled fractures, 37, 58–60
Mode 1 vs. mode 2, 3
Modeling

anisotropic reservoirs, statistical data
and

averaging techniques, 212–215,
279–280

block sizes, characterization of, 217
correlation of reservoir properties,

three-dimensional, 215–216
introduction to, 207–208
research requirements, 212
reservoir domains and compartments

and, 207–212
conversion factors, 285–286
evaluations (recovery planning and

modeling), 4, 6–7
geologic numerical modeling, 252–253
notation, xix–xx
reservoir management and, 113–123

Morphology of fractures
deformed fractures

combined gouge-filled and slicken-
sided fractures, 55–58

gouge-filled fractures (deformation
bands), 37, 39–47, 55–58

introduction to, 39
mineral-filled fractures, 37, 58–60
slickensided fractures, 37, 48–58
vuggy fractures, 37, 60

introduction to, 37
open fractures, 37–38
rock strength and ductility and

Devonian shale, 63–64
introduction to, 61–62

Nugget sandstone, 62–63
Mud cracks (desiccation fractures), 27
Multiple well tests, 95

N
Naturally-occurring classification, 8, 13–32
Notation, xix–xx
Nugget sandstone, 62–63
Numerical modeling. See Modeling

O
Occurrence of fractures, 125–162. See also

Fracture occurrence and intensity
Open fractures, 37–38
Origins of fracture systems

introduction to, 7–8
types of fractures and, 8–32

Outcrop analysis. See Core and outcrop
analysis

P
Packers, impression, 126–127
Parson’s equation, 136
Permeability

analysis procedures and, 223–253
anisotropic reservoirs and, 163–222
fracture occurrence and intensity and,

125–162
fracture width and, 64–82
permeability matrix, 247
porosity vs. permeability, 61–78,

90–100, 172–173, 176
porosity-permeability relationships,

84–86, 90–91
reservoir evaluation and, 1–100
reservoir management and, 101–124
tensors. See Permeability tensors

Permeability tensors
anisotropic reservoirs and. See

Anisotropic reservoirs
cementation size and, 194
combined tensors, 206–207
continuity of reservoir features and,

203–204
crossbedding and, 186–189, 198–202
data types, 204
fractures, effect on, 189–193, 198–202
grain size and, 193
introduction to, 185–186
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random plugs and, 194–196, 201
rock parameters, effect of, 202
scaling and, 194–198
styolites and, 204–206. See also

Styolites
Petal/chatter fracturing, 235–236
Petrology and petrophysics, 229
Piercement and fracture classification,

20–21
Porosity

analysis procedures and, 223–253
cross-flow and, 95–100
fracture and matrix porosity, 82–100
fracture evaluation and, 1–100
fracture occurrence and intensity and,

125–162
fracture porosity vs. matrix porosity,

83–100
low-porosity zones, 176
low-porosity zones (styolites), 176
porosity matrix, 247
porosity vs. permeability, 61–78,

90–100, 172–173, 176
porosity vs. volume, 88
reservoir management and, 101–124

Potential fracture planes, 9
Prediction (fracture occurrence and inten-

sity)
application of techniques, 135
bed-thickness and, 141–146
composition and, 137
fracture spacing, parameters of, 79–82,

137–149
grain size and, 141
introduction to, 135–137
Parson’s equation and, 136
porosity and, 137–140
structural position and, 146–149

Pressure and production analysis, 251–252
Procedures checklists, 246–247, 277–278
Properties affecting reservoir performance,

32–36

R
Random plugs and permeability tensors,

194–196, 201
Recovery/harvest phase (discovery), 226, 228
Recovery/production phase (discovery),

226, 228

Regional fractures, 20–28
Reservoir fractures, definition of, 3–4
Reservoir management. See Management

of fractured reservoirs
Reservoir quality, definition of, 185
Reservoirs, examples of. See Example frac-

tures, reservoirs, and fields
Risk analysis, 123–124
Rock bursts, 234–235
Rock property data, manipulation of,

132–134
Rock strength and ductility, 61–64
Rock/drill string interaction, 235–237
Rose diagram (shear fractures), 14

S
Scale vs. non-scale dependency, 84
Scaling, permeability tensors and, 194–198
Screening tools and checklists

basic
flow behavior-based, 223
introduction to, 223

discipline-based, 224–226
drilling data-based, 225
engineering data-based, 226
geophysical data-based, 225
introduction to, 223–224

evaluation checklists, 246–247
Shear fractures, 8–9, 232–233
Sheeting, 234–235
Slickensided fractures, 37, 48–58
Sonic amplitude logs, 127
Spacing. See Fracture spacing
Spalling, 233–235
Statistical data and modeling. See

Modeling
Stratigraphy vs. deformation, petrology,

and petrophysics, 229
Styolites

anisotropic reservoirs and. See
Anisotropic reservoirs

as indicator of mechanical properties,
173–174

contribution to reservoir anisotropy, 165
definition of, 163
deformation and, 169–172
fractures associated with

introduction to, 166
styolite columns, 169
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tension gashes, 166
unloading fractures, 166–168. See

also Unloading
introduction to, 163–165
lithologic boundaries, 174–176
locations of initiation

discontinuties, 176
introduction to, 174
lithologic boundaries, 174–176
low-porosity zones, 176

permeability tensors and, 204–206. See
also Permeability tensors

porosity vs. permeability and, 172–173,
176

Subsurface fracture spacing, 135–149. See
also Fracture spacing

Surface-related fractures, 31–32
Syneresis fractures, 27–28

T
Tectonic fractures, 8, 13–21
Tension fractures, 8, 10
Tension gashes (styolites), 166
Tensors, permeability. See Permeability

tensors
Thermal contractional fractures, 28–31
Thermal fracturing, 232–233
Three-dimensional variable intensity logs,

128
Tools, screening. See Screening tools
Types of fractured reservoirs

classification and. See Classification of
fractured reservoirs

introduction to, 101–103
type 1, 101–105, 108–109, 116–119,

122
type 2, 101–102, 105–106, 108–109,

118–119, 122
type 3, 101–102, 108, 110, 118–119,

122
type 4, 101–102, 110, 118–119, 122

U
Uninhibited cross-flow, 96
Unloading

analysis procedures and, 234–235
styolites, 166–168. See also Styolites

V
Variable intensity three-dimensional logs,

128
Vuggy fractures, 37, 60

W
Wall trajectory, 160–162
Weathering fractures, 32
Well testing, 95, 132, 251–252
Width, fracture. See Fracture width and

permeability

Z
Zones, styolite. See Styolites
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