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ABSTRACT
Promoting the learning environment within Jordanian universities
and maximizing the students’ academic gain are essential national-
level problems. Since learning and teaching systems are main build-
ing bricks to grow individuals who are responsible for developing
and flourishing culture and civilization for Jordanian society. Edu-
cational data mining focuses on developing new smart algorithms
devoted to analyzing the resulted data from educational systems; in
order to better understand students and the learning environments.
In this paper, we are analyzing major factors affecting university
students’ performance and the effect of social media usage on them.
Furthermore, predicting the students’ performance by adopting dif-
ferent rule-based data mining algorithms like rule learner based on
Repeated Incremental Pruning to Produce Error Reduction (JRIP)
and a type of decision tree called (PART). We have conducted a
research survey within the University of Jordan students that is
covering all faculties and cover a vast range of different students.
Using both JRIP and PART we have concluded fundamental re-
marks; mainly, we have noticed that using YouTube as a learning
resource has positive impacts on students’ performance especially
within scientific faculties. Moreover, we have interpreted the im-
pact of other factors, such as having an Internet connection, having
several social media applications and others. Certainly, upon our
findings, we recommend the importance of integrating YouTube as
a learning resource within universities learning environments.

CCS CONCEPTS
•Computingmethodologies→Machine learning algorithms;
• Applied computing→ Education.
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1 INTRODUCTION
In the new educational environment of universities, which is highly
complex and competitive, the students’ performances have become
a central issue for pointing out the uniqueness of the educational
institution, as well as building strategies for future developments. In
the last couple of decades Jordanian universities are competing not
only in a national level but on an international level as well, thus
according to the Quacquarelli Symonds (QS) ranking the University
of Jordan is ranked between number 551-600 internationally, num-
ber nine in the Arab region and number one nationally. Thus, one of
the greatest challenges for these universities’ management is to use
the admitted students’ profiles and their entry points as resources
to help build new marketing campaigns, build strategies to increase
the performance of weak students, in addition, to encourage the
potential of promising students.

The study will be conducted on collected data from an online
survey distributed among university students. The collected data
will be analyzed using data mining techniques[1–3]. The imple-
mentation of data mining techniques in acquiring new patterns
and information from the collected data is the central focus of this
research study. In this research, we are trying to prove the high po-
tential of data mining implementation in educational management
generally and in universities specifically.

The educational system in Jordan covers different levels from
preliminary studies until graduate and post-graduate studies. the
higher education system was introduced in Jordan in 1951 and has
been on a continuous development since then [4]. The first public
university established in Jordan is the University of Jordan (UJ)
in 1962, which is the data source for this study. According to the
statistics released by the Ministry of Higher Education in Jordan
(MOH), over a decade almost 7500 students graduate annually from
UJ alone, in which 2000 students are male and the remaining 5000
are female students [5].

Educational data mining (EDM) [6, 7] is a new discipline that fo-
cuses on developing new smart methods and algorithms devoted to
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analyzing the data that resulted from educational systems; in order
to better understand the students and the learning environment.
Data mining is also known as knowledge discovery in databases
(KDD), which is the process of discovering novel valuable infor-
mation from a large amount of data stored in databases or data
warehouses [8]. In this paper, we focus on class of data mining
that concerned with rule-based machine learning techniques. Rule-
based learning techniques apply such types of learning algorithms;
in order to produce and identify useful rules [9]. Those rules take
the form of if-then rules which is relatively easier for people to read
and understand [10]. However, there are different approaches for
rule-based machine learning as; rule-learning classifiers systems,
association rule mining, and artificial immune systems [11]. All
of them rely on extracting rules to express contextual descriptive
knowledge [11]. In this paper, we focus on rule-based learning clas-
sifiers. Rule classifiers aim to identify a set of rules that represent
accurate classifiers [11].

In this paper, we investigate the use of social media in the learn-
ing environment and examine the possible positive and negative
effects of using social networking applications and sites on student
academic performance. As a consequence, we identify the major
factors which play an important role in the students’ performance
as well as in predicting students’ performance based on several
questions displayed to the students as a survey.

This first section 1 introduces the topic and the educational sys-
tem in Jordan in addition to explaining the importance of this paper
to the local universities in improving the managerial strategies. The
remaining parts of the paper proceed as follows. Section 2 will dis-
play previous studies, applications of data mining implementation,
and its use in educational fields. In addition, a background. Section
3 explains the methodology used in the analysis process. While
section 4 discusses the results and findings. Finally, section 5 is the
paper ends with a summary conclusion and possible future works.

2 BACKGROUND AND RELATEDWORKS
2.1 Rule-Based Classifiers
Rule-based classifiers are rule-learning classifiers that use a set
of if-then rules to do classification. If-then rules let us represent
the inferred knowledge of a dataset in an easy way for people to
understand, which is one of the merits of rule learning classifiers
over decision tree learner classifiers. Nonetheless, since decision
trees suffer from overfitting, reduced error pruning (REP) technique
is used in rule learning classifiers to overcome this problem [12].
In this study, we utilize both JRip and PART algorithms to analyze
the students’ academic performance.

2.1.1 JRIP Algorithm. JRip is theWeka workbench implementation
of a propositional rule learner based on Repeated Incremental Prun-
ing to Produce Error Reduction (RIPPER). Created by William W.
Cohen. as an enhanced version of IREP. Mainly, JRip goes through
two stages; the building stage and the optimization stage. The build-
ing stage iteratively enters two phases; a growing phase then a
pruning phase [9].

The growing phase grows one rule by a time. Starting by an
empty rule and greedily adding conditions to the rule until it is
100% accurate. In this phase all possible conditions of all attributes

will be tried, thus, the algorithm picks the conditionwith the highest
information gain, as given by Eq. 1 [9].

𝐼𝐺 (𝑆, 𝐹 ) = 𝐻 (𝑆) −
∑
𝑓 ∈𝐹

|𝑆𝑓 |
|𝑆 | ∗ 𝐻 (𝑆𝑓 ) (1)

In which S is a set of features. 𝑆𝑓 is the number of elements of
S having feature F with value f. Whereas, H(S) is the entropy of S
and given by Eq. 2.

𝐻 (𝑆) = −
∑
𝑐∈𝐶

𝑝𝑐 ∗ 𝑙𝑜𝑔2 𝑝𝑐 (2)

𝑃𝑐 is the probability of elements of S belonging to class c. While
S is a set of examples with C classes.

The pruning phase, incrementally prunes each rule by deleting
any final sequence of conditions that maximize the pruning metric
𝑣 given by Eq. 3 [9].

𝑣 =
𝑝 − 𝑛

𝑝 + 𝑛 (3)

𝑛 is the number of negative examples covered by the rule in the
validation set. 𝑝 is the number of positive examples covered by the
rule in the validation set.

The building step keeps repeating the growing and pruning
phases until there are no positive examples left, the description
length value of a rule is greater than a predefined threshold value,
or the error rate is >= 50% [9]. Upon finishing the building stage;
an initial rule set is produced to enter the optimization step.

The optimization stage takes the produced rule set and creates
two variants of each rule. Then optimize the new rules by again
using the growing and pruning steps, in addition to a modified
version of the pruning metric, given by Eq. 4 [9].

𝑣 =
𝑇𝑃 +𝑇𝑁
𝑃 + 𝑁

(4)

TP is same as p, and TN is same as n. P and N is the total number
of positive and negative examples, respectively [9].

The rule with minimal description logic is selected as the final
representative rule [9]. As the final step, the algorithm deletes any
rule from the rule-set that would maximize the description length
of the whole rule-set.

2.1.2 PART Algorithm. Primarily, it is called PART because it is
based on partial decision trees. PARTworks by using a separate-and-
conquer strategy to generate a decision list. It builds a partial C4.5
decision tree in each iteration and converts the best leaf node into a
rule [10]. C4.5 algorithm builds decision trees from the training set
based on the information entropy. The attribute with the highest
information gain selected to split the examples into subsets. Then
the algorithm keeps recursing on the produced subsets [10].

2.2 Related Works
Recently, several technologies for collecting and generating new
data have been developed. Datamining can be defined as the process
of finding meaningful new patterns and correlation by mining into
a tremendous amount of data using certain techniques such as
statistical, and machine learning [13]. This technology is not related
to one industry; it has been used in several application fields like
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medical, industrial manufacturing, and many more. The integration
of data mining techniques in decision support systems; promotes
the decision-making process and help in building more reliable
trustworthy systems [13].

Data mining can be viewed as an evolution of information tech-
nology [14]. EDM refers to the utilization of data mining tools in
analyzing the existing data in the educational systems and institu-
tions [15]. Authors in [15] conducted a survey in order to investigate
the integration of data mining in education from 1995 to 2005. They
found that a great deal of previous research has focused on edu-
cational data mining. Educational data mining helps researchers
in targeting a variety of questions related to the psychology of
learning [15]. Cognition, language, motivation, and social discourse
are some of the issues addressed by implementing educational data
mining using data resulted from intelligent systems, online courses,
and discussion forums [16].

The application of EDM covers areas such as educational soft-
ware, computer-adaptive testing and the factors which impact the
students’ performance [8]. Educational data mining is very useful
in identifying the priority needs of the students and assessing the
institutional performance [17]. In higher education institutions,
Educational data mining is used to concentrate on improving in-
stitutional effectiveness, enrollment management and retention of
students [18].

Factors that influence the performance of the students have been
viewed in the literature. In [19] the authors conducted a review to
show data mining techniques used on the prediction of the students’
performance. In their systematic review, they summarize the factors
which affects the students’ performance as cumulative grade point
average, internal assessment such as assignment mark, quizzes
and lab work, demographic factors including gender, age, family
background, and disability, external assessments, extra-curricular
activities, high school background, social interaction network and
psychometric factor which includes student interest and family
support. Gender has been found as one of the significant factors
which influence the performance in several studies [20], [21], [22].
In those studies, females perform better than males. Authors in
[20] justifies that most females have positive learning styles and
behaviors in comparison with males. Female students are more
focused, self-directed, and perform well since they have effective
and successful learning strategies [21]. Cumulative grade point
average (CGPA) is found as a crucial and the most important factor
in [23], [24], [25]; as CGPA has a real value for future educational
mobility [19].

There are several features that affect the students’ performance
such as gender, income, smartphones and social media. In [26] the
researchers stated that the grade point average for females is higher
than males’ GPA. Other research like [27].

Predicting and analyzing students’ performance is a hot research
topic, since it is an essential argument for educational systems,
either locally or globally. The education operation is complex and
heterogeneous among countries. However, in [28] authors studied
the school systems of nine developed countries and found that
some of the most influential factors on students’ performance are
socio-economic index, anxiety, motivation, gender, and parental
education [28]. Nonetheless, in [29] authors claim that receiving
financial support decreases the students’ performance, moreover,

they state that race, gender, and past academic history significantly
affect students’ grade point average (GPA). Nonetheless, in [30]
authors identified a set of factors affecting undergraduate Latin
students’ performance, such as socio-cultural features, university
experiences, and communication with helpful individuals.

Nowadays, with the continuous evolution of technology; we see
a tremendous trend in using the evolved digital computing devices,
and digital social applications. In [31] 67% of the surveyed students
believe that the use of mobile devices has an important role in
their success and in their academic activities’ usage. However, [32]
argued the role of social media in higher education platforms, in
which they discussed existing limitations for deploying social me-
dia as an educational tool. Nonetheless, in [33] authors found that
the adoption of Facebook as an educational instrument for higher
education, had different benefits as increased student to teacher
and student to student interactions, also improved performance.
Even so, the debate on the benefits and usage of Facebook in educa-
tional platforms continues [33]. Typically, the use of visual teaching
techniques has a fundamental effect on learner [34]. In [34] the
researchers studied the impact of integrating YouTube as a com-
plementary teaching tool. They did a study on different university
students. As a result, they encourage instructors to adopt YouTube
resources in their activities and course material. Additionally, in
[35] the authors conducted a study on UK university students to test
the integration of social media in a higher education institutions.
They suggest recommendations to consider before the practical
adoption of social media in education.

3 METHODOLOGY
In this section, we present a detailed explanation of our designed
approach and the collected dataset.

CRISP-DM is one of the most used tools in data mining analysis
[18], thus we utilize it in our designed approach. It uses a cyclic
approach that undergoes six main phases; Business Understanding,
Data Understanding, Data Preparation, Modeling, Evaluation, and
Deployment. In order to run our experiments, we use WEKA work-
bench. [36] authors state that WEKA software is easy to use and
known for its wide range of classification methods.

3.1 Dataset Description
Basically, the data have been collected through an online survey
and cloud-based software called SurveyMonkey [37]. The survey
launched at the University of Jordan, during summer 2018 within
Social Media course, over two months. The Social Media course is
an elective course where students from any faculty can attend it.
The design of the questionnaire and choosing the types of ques-
tions both are key aspects in developing the dataset. The objective
of the survey is to collect information or distinctive features of
undergraduate students.

3.2 Designed Approach
This section discusses our designed methodology procedure as
will be mentioned in the following subsections. Figure 3 shows an
overview of the designed approach.

3.2.1 Data Preprocessing. The first essential step in order to ana-
lyze our data is the preprocessing step. The quality of data plays a
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Table 1: Dataset Description

Feature Type Values Description

Gender Nominal Male, female Student’s gender

Age Numeric [18, 19, 20, 21, 22, >23] Student’s age

Faculty Nominal Scientific, humanities, health Field of study

Study year Numeric [1, 2, 3, 4, 5] Current study year

Income Numeric (JD) [(50-100), (100-150), (150-200),
>200]

Student’s income

Internet availability Nominal (binary) Yes, no Having Internet connection at
home

Internet Type Nominal 3G, wifi, no_Internet Type of Internet they are using

Internet using experi-
ence

Numeric (year) [ < 1 ,(1-2), (3-5), (5-7), > 7] The experience of using Inter-
net less than year or greater
than 7 years

Internet using time Numeric ( hr/ day) [ 1, (1-2), (2-3), (3-4), (4-5), > 5] The number of hours a student
use the Internet in a day

Mobile type Nominal Android, apple, other The manufacturer of the mobile

Mobile using time Numeric (hr/ day ) [ 1 , (1-2), (2-3), (3-4), (4-5), > 5] The number of hours a student
use his/her mobile in a day

Facebook Nominal (binary) Yes, no Having a Facebook account

Followers Numeric [ <50 , (50-100), (100-300), (300-
500), (500-1000), (1000-2000),
(2000-3000), >3000]

Number of Facebook followers

Twitter Nominal (binary) Yes, no Having a Twitter account

Instagram Nominal (binary) Yes, no Having an Instagram account

Snapchat Nominal (binary) Yes, no Having a Snapchat account

YouTube Nominal (binary) Yes, no Having a YouTube account

Linked In Nominal (binary) Yes, no Having a Linked In account

Pinterest Nominal (binary) Yes, no Having a Pinterest account

Social media using time Numeric ( hr/day) [ <0.5 hr/week , <0.5, (1-1.5), (1-
2), (2-3), (3-4), >4]

The number of hours a student
use social media in a day

Average Nominal Excellent, very good, good,
weak, very weak

The student cumulative aca-
demic average

Collect data

Data Preprocessing

Evaluation & rule
generation

SMOTE 
200% SMOTE 

300% SMOTE 
400% 

JRip & PART

Using 10-folds cross
validation

Experiment I & III Experiment II

JRip & PART

Using 10-folds
cross validation

Figure 1: Designed Approach

significant role in the reliability of the classifier. Having redundant,
noisy, and irrelevant features deteriorate the performance of the

learning method [38]. Therefore, by examining our data there are
several missing values across different features as well as some
data instances do not have a class label. Consequently, we have
applied a filter to remove the missing values for specific features
with the mode value of that feature. According to the unlabeled
class values we have removed the corresponding data instances.
We conducted our analysis on the processed data through three
experiments which are illustrated as follows.

3.2.2 Experimental Setup. All the experiments and the preprocess-
ing step conducted using Weka machine learning workbench [12].
In all the experiments we use both JRip and PART algorithms. The
parameter settings for both algorithms are set to their default val-
ues and as identified by the Weka library. Except for the number
of folds is set to 10. The number of folds specifies the amount of
data to be used. In which, one-fold used for the pruning, and the
rest used for growing the rules. The datasets are evaluated using
10-folds cross-validation.

3.2.3 Experiment I. The first experiment arranges the students
into two groups; pass and fail. We consider the 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 attribute
is the class attribute. Since the 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 class consists of five values.
Hence, the excellent, very good, and good averaged students are
representing the pass class, while weak and very weak students
are representing the fail class. Table 2 shows the classes’ percent-
ages over all the three experiments. Obviously, in experiment I
the dataset is imbalance and the minor class is the fail class with
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Table 2: Dataset Classes Distribution

Experiment Class Percentage

Experiment I Pass 84%

Fail 16%

Experiment II A 50%

D 50%

Experiment III A 15%

B 69%

D 16%

a percentage of 16 % of all the data. It has been proofed empiri-
cally that class imbalances decrease the performance of standard
classifiers [39]. One of the approaches to deal with the imbalance
problem is a filter-based technique called SMOTE; SMOTE is Syn-
thetic Minority Over-sampling Technique. In which the minority
class is over-sampled by creating new interpolated instances based
on the neighboring instances [40]. Since the data needs to be bal-
anced, we have run SMOTE at three percentages 200%, 300%, and
400%. Afterward, the resultant data applied to both JRip and PART
algorithms.

3.2.4 Experiment II. In this experiment, we excluded the students
who have good and very good averages. Therefore, the dataset
contains two classes; the first class is the class that represent the
excellent averaged students, pointed out as A. Whereas, the second
class represents the weak and very weak averaged students, pointed
out as D. Noticeably, both of the extreme classes A, and D are having
equal percentages of data instances, thus the dataset is balanced.
Next, the data directly applied to both JRip and PART algorithms.

3.2.5 Experiment III. In the third experiment, we have categorized
the students’ averages into three groups. The first group refer to
the collection of students who have excellent Average, those are
denoted as class A. The second group represents the group of stu-
dents who have either very good or good average, and denoted
by class B. Finally, the third group represents the students who
have weak and very weak average, denoted by class D. Obviously,
referring to table 2 both class A and D are representing a minority
classes that need to be over-sampled. The data in this experiment
is over-sampled at three levels when SMOTE percentage is 200%,
300%, and 400%. Thereafter, the three variants of data are applied
to both JRip and PART algorithms.

4 RESULTS AND DISCUSSION
4.1 Evaluation Metrics
In order to evaluate the performance of the algorithms we use
different performance metrics as accuracy, recall and G-mean [41–
43]. Accuracy: is the ratio of correctly classified students (into for
example fail and pass) over the total number classified students (Eq.
5).

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(5)

Recall: known as sensitivity (Eq. 6). Measures the percentage of
true positives (TP) that are correctly identified as positives.

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝐹𝑁 +𝑇𝑃 (6)

G-mean: it is the Geometric mean (Eq. 7). It measures the clas-
sification reliability using the square root of the product of both
the specificity and the sensitivity. In which the specificity is the
percentage of true negatives (TN) that are correctly identified as
negatives.

𝐺 −𝑚𝑒𝑎𝑛 =
√
𝑠𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐𝑖𝑡𝑦.𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (7)

4.2 Discussion and Experiments Results
Table 3, table 4, table 5 show the results of deploying the constructed
data from experiment I on both JRip and PART.

It is obvious that both JRip and PART algorithms perform well
in terms of accuracy and recall. For example, JRip achieves 81%
accuracy and PART achieves 73%. However, the more important is
the resulted rules. We can observe that JRip obtained a few num-
bers of rules (which is 9) in comparison to PART which obtained
116 when SMOTE is 200%. However, we did not notice a valuable
increase in performance with increasing the percentage of SMOTE.
Therefore, we collected all the rules from both algorithms from
the three SMOTE variants and explored the rules for any frequent
pattern of data. By analyzing the resulted rules, we come up with
various important patterns of information as follows.

We found that students from scientific faculties do not use YouTube.
That is affected their academic performance negatively and they
classified with fail average.

• (Faculty=Scientific) and (YouTube =No) then (Avg=fail) (510/199)
The numbers beside the rule as (A/B) gives an indication of the
accuracy of the rule. Where A is subject to the number of individu-
als matching this rule, whereas, B is the number of misclassified
instances from A value [13].

However, there is no effect of not using YouTube on students
from humanities and Literature background, which return to the
nature of the study and its requirements. The following rules are
examples of the frequent pattern of rules.

• (Faculty=Humanities) and (Pinterest=No) and (Internet-type=wifi)
and (Mobile-using-time= 1-2 hrs) and (Instagram=No) and
(followers= 200-300 ) and (YouTube =No) then (avg=pass)
(45/0.0)

Additionally, if there is no Internet connection with a relatively
long time for using the mobile, this is accompanied by a negative
performance. As it in the following rule.

• (Faculty=Scientific) and (YouTube =No) and (mobile-using-
time= 4-5 hrs) and (Internet-availability=No) then (Avg=fail)
(73/12)

Using the social media for long time besides 3G internet avail-
ability affect the performance negatively. For example:

• (Faculty=Scientific) and (YouTube = No) and (mobile-type=
Android) and (Internet-type=3G) and (social-media-time= 4
hrs or more) then (Avg=fail) (96/9)

Nonetheless, the non-existence of Internet connection, also has
a passive impact on the students. The following rule justifies that:
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Table 3: Results of Experiment I using SMOTE 200%

Accuracy
(%)

Recall
(Pass)

Recall
(Fail)

G-mean #Rules

JRip 81.9076 0.939 0.182 0.413 9

PART 73.5806 0.838 0.191 0.400 116

Table 4: Results of Experiment I using SMOTE 300%

Accuracy(%) Recall
(Pass)

Recall
(Fail)

G-mean #Rules

JRip 81.1506 0.939 0.134 0.355 14

PART 74.7918 0.847 0.22 0.432 120

Table 5: Results of Experiment I using SMOTE 400%

Accuracy(%) Recall
(Pass)

Recall
(Fail)

G-mean #Rules

JRip 81.5291 0.938 0.163 0.391 19

PART 75.1703 0.846 0.249 0.459 127

Table 6: Results of Experiment II

Accuracy(%) Recall
(Pass)

Recall
(Fail)

G-mean #Rules

JRip 64.878 0.607 0.689 0.647 6

PART 64.1463 0.612 0.670 0.640 43

• (Faculty=Scientific) and (Internet-availability=No) and (mobile-
using-time= 4-5 hrs) and (social-media-time ≥ 1.5 hr) and
(Snapchat=No) and (Instagram=No) and (Internet-experience
≥ 1-2 yr) then (Avg=fail) (53/1.0)

Table 6 shows the results of deploying the constructed data from
experiment II on both JRip and PART. As it clear in table 6, the
dataset is balanced; hence, we do not apply SMOTE. Considering
the accuracy and g-mean both JRip and PART are doing well and
relatively close to each other. For instance, according to the g-mean
both JRip and PART achieved 0.647 and 0.640, respectively. By
exploring the rules, we found that the resulted rules emphasize,
too, on the importance of having Internet connections on students’
academic performance. Moreover, and in contrast, having high
internet using time and high social media time is accompanied by
positive effects on students’ performance in this experiment.

Table 7, table 8, table 9 show the results of the deploying the
constructed data from experiment III on both JRip and PART. We
can see that the JRip algorithm performs better than PART in terms
of accuracy and g-mean. However, by anticipating the resulted rules
from both algorithms within the variants we can notice that having
a good internet experience can increase positively the academic
performance of students. As will be shown in the following rules:

• (Faculty=Health) and (Internet-experience ≥ 7 yrs) and (Mobile-
using-time≤ 3-4 hrs) then (avg= A) (103/10)

• (Faculty= Humanities) and (Snapchat= No) and (Internet-
experience ≥ 7 yrs) and (Age ≤ 21) then (avg= A) (62/9.0)

Table 7: Results of Experiment III using SMOTE 200%

Accuracy(%) Recall
(A)

Recall
(B)

Recall
(D)

G-mean #Rules

JRip 60.106 0.269 0.762 0.220 0.212 17

PART 51.779 0.294 0.637 0.215 0.201 223

Table 8: Results of Experiment III using SMOTE 300%

Accuracy(%) Recall
(A)

Recall
(B)

Recall
(D)

G-mean #Rules

JRip 55.7154 0.323 0.686 0.220 0.221 24

PART 52.3089 0.259 0.643 0.254 0.206 234

Table 9: Results of Experiment III using SMOTE 400%

Accuracy(%) Recall
(A)

Recall
(B)

Recall
(D)

G-mean #Rules

JRip 50.6435 0.299 0.605 0.278 0.224 23

PART 52.7631 0.313 0.639 0.249 0.223 235

• (Faculty= Health) and (Internet-experience ≥ 7 yrs) then
(avg= A) (256/33)

Also, it can be noticed that there is sometimes high Internet
using time and social media time which accompanied with low
academic performance, as follows:

• (Faculty=Scientific) and (YouTube =No) and (Internet-type=3G)
and (Internet-using-time= ≥ 4-5 hrs) then (avg= D) (216/38)

• (Faculty=Scientific) and (Internet-using-time= ≤ 4-5 hrs) and
(social-media-time ≥ 3-4 hrs) then (avg= D) (103/20)

Furthermore, it can be investigated that students from health
faculties who relatively have high income and do not use YouTube;
gain excellent average and do well.

• (Faculty=Health) and (YouTube = No) and (Income ≥ 200)
and (Age ≤ 20) then (avg= A) (60/3.0)

Further, we observe potential relation with the number of follow-
ers, where the students with a relatively high number of followers
have high positive academic performance.

• (followers ≥ 300) and (YouTube = Yes) and (Instagram= No)
and (Age ≤ 20) then (avg= A) (39/6)

• (followers ≥ 300) and (Internet-type= wifi) and (Sex= female)
and (Snapchat= No) and (Age ≤ 21) and (Internet-experience
≥ 3-5 yrs) then (avg= A) (41/2)

4.3 Limitations and Future Work
Generally, from the resulted rules we can observe the importance
of using the Internet and social media within the learning environ-
ments. However, some findings still need more clarification and
investigation. Such as the long periods of using the Internet or social
media, or the mobile device, whereas, he/she has negative academic
performance. This needs a more customized survey that looks for
more details on why the use the corresponding technologies. More-
over, we would like to investigate other possible factors of media
and social networking that might affect students’ performance.
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5 CONCLUSION
Recently, we are witnessing an increasing development in tech-
nology and other digital appliances like smartphones and iPads.
In order to adapt to the evolution of information technology; this
requires the preparation for more smart environments to elevate
the learning process. Typically, the emergent of data mining tech-
niques facilitates the process of analyzing students’ behaviors in
order to understand the effect of such factors especially the effect
of social media on students’ academic performance. In this paper,
we conducted a survey within the University of Jordan questioning
students’ habits and attributes on the use of social media and smart
applications. All to examine the effect of emergent digital tools on
the academic performance of undergraduate students. We utilized
two dominant algorithms JRip and PART for extracting such an
informative pattern of data. We found that integrating YouTube as
a complementary educational tool within course materials is very
important for the success of students, especially within scientific
faculties and health faculties. Also, the adoption of networking sites
as Facebook is a significant advantage to promote active and inter-
active teaching and learning styles. Nonetheless, having a stable
Internet connection is important for the success of students.
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