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Smarter Balanced Assessment Consortium
Comprehensive Research Agenda

l. Introduction

In September 2010, the U.S. Department of Education awarded $175 million to the Smarter
Balanced Assessment Consortium (Smarter Balanced) to develop assessments in English
language arts (ELA) and mathematics that would “provide ongoing feedback to teachers during
the course of the school year, measure annual student growth, and move beyond narrowly-
focused bubble tests” (U.S. Department of Education, 2010). This award was part of the federal
government’s $4.35 billion Race to the Top competitive grant fund, which rewarded states for:

e Adopting standards and assessments that prepare students to succeed in college and the
workplace and to compete in the global economy;

e Building data systems that measure student growth and success, and inform teachers
and principals about how they can improve instruction;

e Recruiting, developing, rewarding, and retaining effective teachers and principals,
especially where they are needed most; and

e Turning around our lowest-achieving schools. (U.S. Department of Education, 2009a, p. 2)

The goals of Smarter Balanced are comprehensive and are consistent with those of the Race to
the Top Initiative. At the time of this report, Smarter Balanced represents a consortium of 25
states working together to develop cutting-edge ELA and mathematics assessments that
feature computer-adaptive technology, technology-enhanced item formats, summative and
interim assessments, and formative assessment resources. The assessment system being
developed by the Consortium is designed to provide comprehensive information about student
achievement that can be used to improve instruction and provide extensive professional
development for teachers. The Smarter Balanced assessment system focuses on the need to
strongly align curriculum, instruction, and assessment, in a way that provides valuable
information to support educational accountability initiatives.

The specific goals of Smarter Balanced are described in its “Theory of Action,” which is
presented in Appendix A. The purpose of this report is to outline the research that should be
conducted to (a) provide information to Smarter Balanced to help the Consortium accomplish
its goals as it implements the program, and (b) evaluate the degree to which the Consortium is
meeting its goals. Given that a large part of Smarter Balanced involves developing,
administering, and scoring the assessments, and reporting the assessment results, much of
the recommended research is based on the guidance provided by the Standards for
Educational and Psychological Testing (AERA, APA, & NCME, 1999), hereafter referred to as the
Standards.

Purposes of This Report

The purposes of this report are to inform Smarter Balanced of research that should be done to
evaluate the degree to which the Consortium is accomplishing its goals and to demonstrate
that the assessment system adheres to professional and federal guidelines for fair and high-
quality assessment. The intent is to provide a comprehensive and detailed research agenda for
the Consortium that includes suggestions and guidance for both short- and long-term research
activities that will support Consortium goals.



To best inform the Consortium, we provide a description of the Standards, which were used as
a framework for developing much of the research agenda. Integral to this description is a
discussion of validity and the test validation process. We also reference the U.S. Department of
Education’s Standards and Assessments Peer Review Guidance (2009b), which stipulated the
requirements for assessment programs to receive federal approval under the No Child Left
Behind (NCLB) legislation. Although not described in this report, the research agenda also
considered and is consistent with the Joint Committee on Standards for Educational Evaluation
(JCSEE) Program Evaluation Standards (Yarbrough, Shulha, Hopson, & Caruthers, 2011) as well
as the Guiding Principles for Evaluators (American Evaluation Association, 2004), which state
that “evaluators aspire to construct and provide the best possible information that might bear
on the value of whatever is being evaluated” (p. 1). The research agenda proposed here is
designed to provide the best possible information to Smarter Balanced for understanding both
the degree to which the Consortium is meeting its goals as well as what it can do to improve the
system as it evolves.

In the remainder of this report, we (a) discuss the development of a validation plan that is
consistent with the Standards and with the U.S. Department of Education’s Standards and
Assessments Peer Review Guidance; (b) list the primary purposes and goals of Smarter
Balanced; (c) list the key validity issues associated with these purposes and goals; and (d)
provide a description of studies that should be done to provide evidence regarding the degree
to which Smarter Balanced assessments and activities are meeting the intended goals.



Il. Standards and Guidelines for Test Validation

The Standards for Educational and Psychological Testing: A Validation Framework

There have been debates regarding what the term “validity” refers to, but for over 50 years
three organizations—the American Educational Research Association (AERA), the American
Psychological Association (APA), and the National Council on Measurement in Education
(NCME)—have worked together to forge a consensus view of validity and provide guidance for
developing and validating educational and psychological tests (Sireci, 2009). Currently, the
Standards for Educational and Psychological Testing (AERA et al., 1999) define validity as
“...the degree to which evidence and theory support the interpretations of test scores entailed
by proposed uses of tests” (p. 9). This definition emphasizes the importance of theory and
empirical evidence to support the use of a test for a particular purpose. Thus, the research
agenda for Smarter Balanced must be derived from the intended testing purposes and how
assessment scores will be used.

The Standards describe the process of validation as that of developing a convincing argument,
based on empirical evidence, that the interpretations and actions based on test scores are
sound. Kane (1992, 2006) characterized this process as a validity argument, which is
consistent with the validation process described by the Standards. For example,

A sound validity argument integrates various strands of evidence into a
coherent account of the degree to which existing evidence and theory support
the intended interpretation of test scores for specific uses . . . Ultimately, the
validity of an intended interpretation . . . relies on all the available evidence
relevant to the technical quality of a testing system. This includes evidence of
careful test construction; adequate score reliability; appropriate test
administration and scoring; accurate score scaling, equating, and standard
setting; and careful attention to fairness for all examinees . . . (AERA et al.,
1999, p. 17)

This excerpt reinforces the Standards’ emphasis that validation should center on test-score
interpretation for specific uses. The research agenda developed for Smarter Balanced will be
designed to fulfill the requirements of a sound validity argument as described by the Standards.

The Standards’ Five Sources of Validity Evidence. To develop a sound validity argument, the
Standards provide a validation framework based on five sources of validity evidence. These
sources are validity evidence based on (a) test content, (b) response processes, (c) internal
structure, (d) relations to other variables, and (e) consequences of testing.

Validity evidence based on test content refers to traditional forms of content validity evidence
such as practice (job) analyses and subject-matter expert review and rating of test
specifications and test items (Crocker, Miller, & Franks, 1989; Sireci, 1998), as well as newer
“alignment” methods for educational tests that evaluate the links among curriculum
frameworks, testing, and instruction (Bhola, Impara, & Buckendahl, 2003; Martone & Sireci,
2009). Evidence in this category is used to confirm that the tests that students take adequately
represent the intended knowledge and skill areas. Confirming the degree to which the Smarter
Balanced test specifications capture the intended Common Core State Standard (CCSS) and
confirming that the items that students take adequately represent the areas delineated in the
test specifications are examples of validity evidence based on test content that will be needed
to build a strong validity argument for the Smarter Balanced assessments.

Validity evidence based on response processes refers to “evidence concerning the fit between
the construct and the detailed nature of performance or response actually engaged in by



examinees” (AERA et al., 1999, p. 12). Such evidence can include interviewing test takers
about their responses to test questions, systematic observations of test response behavior,
evaluation of the criteria used by judges when scoring performance tasks, analysis of item
response time data, and evaluation of the reasoning processes that examinees use when
solving test items (Embretson [Whitley], 1983; Messick, 1989; Mislevy, 2009). Such evidence
will be needed to confirm that the Smarter Balanced assessments are measuring the cognitive
skills that they intend to measure, and that students are using the targeted skKills to respond to
the test items.

Validity evidence based on /nternal structure refers to statistical analysis of item and sub-score
data to investigate the primary and secondary (if any) dimensions measured by an assessment.
Procedures for gathering such evidence include factor analysis (both exploratory and
confirmatory) and multidimensional scaling. Internal structure evidence also evaluates the
“strength” or “salience” of the major dimensions underlying an assessment, and so would also
include indices of measurement precision, such as reliability estimates, decision accuracy and
consistency estimates, generalizability coefficients, conditional and unconditional standard
errors of measurement, and test information functions. In addition, analysis of differential item
functioning (DIF), which is a preliminary statistical analysis to assess item bias, also falls under
the internal structure category.

Evidence based on relations to other variables refers to traditional forms of criterion-related
validity evidence, such as concurrent and predictive validity studies, as well as more
comprehensive investigations of the relationships among test scores and other variables, such
as multitrait-multimethod studies (Campbell & Fiske, 1959), and score differences across
different groups of students, such as those who have taken different courses. These external
variables can be used to evaluate hypothesized relationships between test scores and other
measures of student achievement (e.g., test scores and teacher grades), to evaluate the degree
to which different tests actually measure different skills, and the utility of test scores for
predicting specific criteria (e.g., college grades). This type of evidence will be essential for
supporting the validity of certain inferences based on scores from Smarter Balanced
assessments (e.g., certifying college and career readiness).

Finally, evidence based on consequences of testing refers to evaluation of the intended and
unintended consequences associated with a testing program. Examples of evidence based on
testing consequences include investigations of adverse impact, evaluation of the effects of
testing on instruction, and evaluation of the effects of testing on issues such as high school
dropout and job applications. Other investigations of testing consequences relevant to the
Smarter Balanced goals include analysis of students’ opportunity to learn the CCSS, and
analysis of changes in textbooks and classroom artifacts. With respect to educational tests, the
Standards stress studying testing consequences. For example, they state,

When educational testing programs are mandated . . . the ways in which test
results are intended to be used should be clearly described. It is the
responsibility of those who mandate the use of tests to monitor their impact and
to identify and minimize potential negative consequences. Consequences
resulting from the use of the test, both intended and unintended, should also be
examined by the test user. (AERA et al., 1999, p. 145).

Thus, it is important that validity evidence based on testing consequences is prominent in the
Smarter Balanced research agenda.

Using the Standards as a Validation Framework. The Standards are considered to be “the most
authoritative statement of professional consensus regarding the development and evaluation
of educational and psychological tests” (Linn, 2006, p. 27). Therefore, they have great utility in



guiding a validity agenda. The validation research component of this comprehensive research
agenda is based on crossing the intended purposes and use of Smarter Balanced assessments
with the Standards’ five sources of validity evidence. Therefore, the first step in determining the
Smarter Balanced validity research agenda was to explicitly state its goals and purposes. These
goals and purposes that are the focus of validation are described in Chapter Il of this report.

NCLB Peer Review Guidelines

One of the seven principles underlying the Smarter Balanced Theory of Action is the adherence
“to established professional standards” (Smarter Balanced, 2010, p. 33). In addition to
adhering to the Standards, the Consortium will also meet the requirements of the U.S.
Department of Education’s Peer Review process for NCLB assessments. Although these
requirements are temporarily suspended as they undergo revision (Delisle, 2012), they remain
important because they reflect the Department’s most recent standards for ensuring quality
and equity in statewide assessment programs. Thus, the research agenda incorporates much of
the guidance provided in the Standards and Assessments Peer Review Guidance (U.S.
Department of Education, 2009b). There is a great deal of overlap between the Standards and
the U.S. Department of Education’s Peer Review Guidance. However, the Guidance stipulates
several important requirements that are highlighted in this research agenda. In particular, it
requires:

e Providing evidence of the purpose of an assessment system and studies that support the
validity of using results from the assessment system for their stated purpose and use
(p. 42)

e Strong correlations of test and item scores with relevant measures of academic
achievement, and weak correlations with irrelevant characteristics, such as demographics
(p- 42)

e |nvestigations regarding whether the assessments produce intended or unintended
consequences (p. 42)

e Documentation supporting evidence of the delineation of cut scores and the rationale and
procedures for setting cut scores (pp. 21-22)

e Evidence of the precision of the cut scores & consistency of student classification (p. 44)
e Evidence of reliability for overall population and for each reported subpopulation (p. 44)
e Evidence of alignment over time through quality control reviews (p. 52)

e Evidence of comprehensive alignment and measurement of the full range of content
standards and depth of knowledge and cognitive complexity (p. 54)

e Evidence that the assessment plan and test specifications describe how all content
standards are assessed and how the domain is sampled to lead to valid inferences about
student performance on the standards, individually and in the aggregate (using impartial
experts in the process) (p. 54)

e Scores that reflect the full range of achievement standards (p. 57)

e Documentation to describe that the assessments are a “coherent” system across grades
and subjects including studies establishing vertical scales (p. 34)

e Identification of how each assessment will provide information on the progress of students
(p. 34)



The overlap of these requirements with the Standards is clear, and the anticipated revisions to
this guidance will likely retain these key features. For example, in the recent letter informing
states of the temporary suspension of peer review, the Department reiterated the following
desired characteristics:

A high-quality assessment system [is] one that is “valid, reliable, and fair for its intended
purposes; and measures student knowledge and skills against college- and career-
ready standards in a way that

e Covers the full range of those standards, including standards against which student
achievement has traditionally been difficult to measure;

o As appropriate, elicits complex student demonstrations or applications of
knowledge and skKills;

e Provides an accurate measure of student achievement across the full performance
continuum, including for high- and low-achieving students;

e Provides an accurate measure of student growth over a full academic year or
course; produces student achievement data and student growth data that can be
used to determine whether individual students are college- and career-ready or on
track to being college- and career-ready;

e Assesses all students, including English language learners and students with
disabilities;

e Provides for alternate assessments based on grade-level academic achievement
standards or alternate assessments based on alternate academic achievement

standards for students with the most significant cognitive disabilities, consistent
with 34 C.F.R. § 200.6(a)(2); and

e Produces data, including student achievement data and student growth data, that
can be used to inform: determinations of school effectiveness for purposes of
accountability under Title I; determinations of individual principal and teacher
effectiveness for purposes of evaluation; determinations of principal and teacher
professional development and support needs; and teaching, learning, and program
improvement.”

These characteristics of high-quality assessment systems were also considered in development
of the comprehensive research agenda to ensure that evidence will be provided to demonstrate
that the Smarter Balanced system meets these high standards.

Other Validation Guidelines

In addition to the AERA et al. (1999) Standards and the U.S. Department of Education’s (2009)
Peer Review Guidance, there have been other seminal works that have influenced test
validation practices. Messick’s (1989) landmark chapter influenced the Standards and
encouraged validators to focus on test use and the evaluation of testing consequences. Kane
(1992, 2006), mentioned earlier, advanced Cronbach’s (1988) notion of validation as an
evaluation argument, and this notion is also embodied in the Standards. A recent addition to
the validity literature is Bennett (2010), who expanded discussion of validation to include
validation of a theory of action. This perspective is relevant to Smarter Balanced and is
addressed in Chapter VIII. In short, this comprehensive research agenda incorporates many of
the current theories and practices in test validation.

In addition to general guidelines on validation, there are also guidelines for specific testing
applications. For example, the International Test Commission (ITC) produced Guidelines for



Translating and Adapting Tests (Hambleton, 2005; ITC, 2010), which are relevant to the
evaluation of the Spanish-language versions of the Smarter Balanced mathematics
assessments. There are also guidelines for universal test design (e.g., Johnstone, Altman, &
Thurlow, 2006), and sensitivity review (e.g., Ramsey, 1993), which are relevant to the
evaluation of the development of the Smarter Balanced assessments. Other documents
consulted to guide this research agenda include Kane’s (1994, 2001) criteria for evaluating
standard setting studies (described further in Chapter IV) and the recent guidelines published
by NCME (2012) on maintaining test integrity .
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lll. Smarter Balanced Purpose Statements for Validation

As mentioned earlier, validation refers to gathering and evaluating evidence with respect to
specific testing purposes. Thus, a first step in developing the comprehensive research agenda
was identifying and articulating the intended purposes of Smarter Balanced. As the AERA et al.
(1999) Standards state, “When educational testing programs are mandated by school, district,
state, or other authorities, the ways in which test results are intended to be used should be
clearly described . ..” (p. 168).

Although the Smarter Balanced Theory of Action described the overall goals of the Consortium,
it was too general for evaluation or validation purposes. Thus, several steps were conducted to
articulate the primary purposes and goals of Smarter Balanced that would be the focus of
validation. These steps involved:

Extensive review of Smarter Balanced documentation;

Compiling a list of explicit claims, goals, and purposes;

Presenting this list to the Smarter Balanced Technical Advisory Committee (TAC);
Refining the list based on feedback;

Presenting the revised list to Smarter Balanced work groups;

S T o

Observing the Smarter Balanced Collaboration Conference and discussing goals, purposes,
and validation plans with work groups, staff, and contractors;

7. Developing a draft list of Smarter Balanced goals and purposes to be the focus of
validation;

8. Discussing this list with Smarter Balanced work groups via WebEx teleconferences; and
9. Revising the list based on work group input.

The identification of Smarter Balanced-specific goals began with the Theory of Action (Appendix
A), but also involved a review of numerous Smarter Balanced documents, including the original
Race to the Top application (Smarter Balanced, 2010), test specification documents (e.g., ETS,
2012a, 2012b), press releases, and requests for proposals (RFPs). More than 50 documents
were reviewed in order to detect any stated claims, purposes, or goals. These reviews led to a
preliminary list of goals and purposes that were presented to the Smarter Balanced TAC in July
2012. Feedback was received from the TAC and then from selected members of the Smarter
Balanced Validation and Psychometrics/Test Design Work Group. Based on this feedback,
refinements were made to the list of goals and purposes and were shared with Smarter
Balanced leadership at the Collaboration Conference in September 2012. Further feedback
was received, which included receipt of other documents that should be factored into the final
articulation of goals and purposes.

Based on the observations and interaction with Consortium members, and the feedback
provided by the TAC and the work group, a focus-group protocol was developed to involve
Smarter Balanced leadership in the final articulation of testing purposes via WebEx
teleconferences. Focus groups were held via WebEx in October 2012 with both the Validation
and Psychometrics/Test Design Work Group and the Test Administration/Student Access Work
Group. Excluding the facilitator, ten people participated in the first focus group (October 24,
2012) and sixteen people participated in the second (October 31, 2012). Each focus group was
90 minutes in duration. Following each focus group, draft purpose statements were sent to the
participants via SurveyMonkey, and participants rated and commented on the appropriateness
of the draft purpose statements. Based on these ratings and comments, the draft statements
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were revised. These statements were presented to the TAC on December 12, 2012, and
additional feedback was received and incorporated.

The final list of Smarter Balanced purpose statements that are the focus of validation follow. A
description of the Smarter Balanced Theory of Action is presented in Appendix A to illustrate the
degree to which the final list of purpose statements covers the major intentions stated in the
Theory of Action.

The Smarter Balanced purpose statements for validation are separated into three categories
that refer to (a) the summative assessments, (b) the interim assessments, and (c) formative
assessment resources.

The purposes of the Smarter Balanced summative assessments are to provide valid, reliable,
and fair information about:

1. Students’ ELA and mathematics achievement with respect to those CCSS measured by the
ELA and mathematics summative assessments.

2. Whether students prior to grade 11 have demonstrated sufficient academic proficiency in
ELA and mathematics to be on track for achieving college readiness.

3. Whether grade 11 students have sufficient academic proficiency in ELA and mathematics to
be ready to take credit-bearing college courses.

Students’ annual progress toward college and career readiness in ELA and mathematics.
How instruction can be improved at the classroom, school, district, and state levels.

6. Students’ ELA and mathematics proficiencies for federal accountability purposes and
potentially for state and local accountability systems.

7. Students’ achievement in ELA and mathematics that is equitable for a// students and
subgroups of students.

The purposes of the Smarter Balanced interim assessments are to provide valid, reliable, and

fair information about:

1. Student progress toward mastery of the skills measured in ELA and mathematics by the
summative assessments.

2. Students’ performance at the content cluster level, so that teachers and administrators can
track student progress throughout the year and adjust instruction accordingly.

3. Individual and group (e.g., school, district) performance at the claim level in ELA and
mathematics, to determine whether teaching and learning are on target.

4. Student progress toward the mastery of skills measured in ELA and mathematics across all
students and subgroups of students.

The purposes of the Smarter Balanced formative assessment resources are to provide

measurement tools and resources to:

1. Improve teaching and learning.

2. Monitor student progress throughout the school year.

3. Help teachers and other educators align instruction, curricula, and assessment.

4

Help teachers and other educators use the summative and interim assessments to improve
instruction at the individual student and classroom levels.

12



5. lllustrate how teachers and other educators can use assessment data to engage students
in monitoring their own learning.

The remainder of this report centers on these purpose statements and their validation. The
validation framework for the summative and interim assessments is based on the
aforementioned five sources of validity evidence described in the Standards and involves
crossing the purpose statements with each of the five sources. The formative assessment
resources are not assessments per se, and so the research in support of their intended
purposes extends beyond the five sources of validity evidence and follows a more traditional
program evaluation approach.

As a prelude to Chapters V and VI, Tables 1 and 2 illustrate the validation framework for the
Summative and Interim Assessments by crossing the purpose statements for each component
with the five sources of validity evidence. The check marks in the cells indicate the type of
evidence that is most important for validating each specific purpose. This presentation is
extremely general, but indicates the comprehensiveness of the research agenda. It is also
useful for understanding which sources of validity evidence are most important to specific
purposes. For example, for purposes related to providing information about students’
knowledge and skills, validity evidence based on test content will always be critical. For
purposes related to classifying students into achievement categories such as “on track” or
“college ready,” validity evidence based on internal structure is needed, because that evidence
includes information regarding decision consistency and accuracy.

13



Table 1. Validity Framework for Smarter Balanced Summative Assessments

The purposes of the Smarter Balanced summative assessments are to

Source of Validity Evidence

provide valid, reliable, and fair information about: Content Internal Relations w/ Ext. = Response Testing
Structure Variables Processes Consequences

1. Students’ ELA and mathematics achievement with respect to those N N N N

CCSS measured by the ELA and mathematics summative assessments.

2. Whether students prior to grade 11 have demonstrated sufficient

academic proficiency in ELA and mathematics to be on track for \/ \ 3 v

achieving college readiness.

3. Whether grade 11 students have sufficient academic proficiency in N N N N

ELA and mathematics to be ready to take credit-bearing college courses.

4. Students’ annual progress toward college and career readiness in ELA N N N N

and mathematics.

5. How instruction can be improved at the classroom, school, district, N N

and state levels.

6. Students’ ELA and mathematics proficiencies for federal

accountability purposes and potentially for state and local accountability v v \ \

systems.

7. Students’ achievement in ELA and mathematics that is equitable for N N N N N

all students and subgroups of students.
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Table 2. Validity Framework for Smarter Balanced /nterim Assessments

Source of Validity Evidence
The purposes of the Smarter Balanced /nterim assessments are to

provide valid, reliable, and fair information about: Internal Relations w/ Ext. = Response Testing

Content .
Structure Variables Processes Consequences

1. Student progress toward mastery of the skills measured in ELA and N N N
mathematics by the summative assessments.

2. Students’ performance at the content cluster level, so that teachers
and administrators can track student progress throughout the year and \/ 3 v
adjust instruction accordingly.

3. Individual and group (e.g., school, district) performance at the claim
level in ELA and mathematics, to determine whether teaching and v v v
learning are on target.

4. Student progress toward the mastery of skills measured in ELA and N N N N N
mathematics across all students and subgroups of students.

15



IV. Essential Validity Elements for Summative and Interim Assessments

Before describing specific studies associated with each of the testing purposes listed in the previous
chapter, it is important to first consider the fundamental validity information that is needed for any
educational assessment program. These “essential elements” cut across the five sources of validity
evidence and so deserve particular attention. The Standards describe such fundamental information
as “evidence of careful test construction; adequate score reliability; appropriate test administration
and scoring; accurate score scaling, equating, and standard setting; and careful attention to fairness
for all examinees” (AERA et al., 1999, p. 17). Most of these essential elements fall under the
categories of validity evidence based on test content (e.g., careful test construction) and internal
structure (adequate score reliability, scaling, equating), but others, such as test administration and
scoring, and careful attention to fairness, fall outside these two categories and do not neatly fit into
the others. In addition to these fundamental elements, two other elements are essential: (a)
equitable participation and access, and (b) test security.

In this chapter, we describe the types of information needed to confirm that these essential
elements are adequately addressed in the research agenda. Because these elements refer to
assessments, they are described in relation to the summative and interim assessments. However,
“equal participation and access” is also important with respect to the formative assessment
resources, which are discussed in Chapter VII.

In Table 3, we present a brief description of the validity evidence for the essential elements
associated with the summative and interim assessments. Although the preceding quote from the
Standards mentions adequate “reliability,” we refer more generally to adequate “measurement
precision” to underscore the need for measurement error to also be conceptualized in other
frameworks such as item response theory (IRT) and generalizability theory.

The types of evidence listed in Table 3 will resurface when considering validity evidence for the
specific purposes described earlier. This reoccurrence underscores the fundamental nature of these
elements for supporting the use of Smarter Balanced assessments for their intended purposes. Most
of these essential elements are typically addressed in technical manuals that support an
assessment program. Descriptions of the types of studies to be conducted for each essential
element follow.

Careful Test Construction

As indicated in Table 3, validity evidence of careful test construction can come from a
comprehensive audit of the test development process. This audit should be a comprehensive review
of all test development activities, starting with the descriptions of testing purposes, operational
definitions of the constructs measured, item development, content reviews, alignment studies,
sensitivity reviews, pilot testing, item analyses, DIF analyses, item selection, item calibration, scoring
rubrics for constructed-response items, and creation of test booklets (and clarity of test instruction).
For adaptive assessments, the adequacy of the item selection algorithm, and the stopping rule,
should also be reviewed.
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Table 3. Validity Evidence Associated with Essential Elements for Summative and Interim Assessments

Essential Element ‘ Validation Evidence

Audit of test development steps, including construct definition
(test specifications and blueprints), item writing, content
Careful Test Construction review, item analysis, alignment studies, and other content
validity studies; review of technical documentation such as IRT
calibration

Analysis of test information, conditional standard errors of
Adequate Measurement Precision measurement, decision accuracy, decision consistency, and
reliability estimates for all reported scores

Audit of test administration procedures, analysis of test
Appropriate Test Administration irregularities, analysis of use and appropriate assignment of
test accommodations

Audit of scoring procedures (hand, automated), inter-rater
reliability analyses, rater drift (scale stability) analyses,
computer/human comparisons (if relevant), generalizability
studies, fairness for minorities

Appropriate Scoring

Third-party verification of horizontal and vertical equating, IRT
residual analysis, analysis of equating error, documentation of
scaling and equating procedures, population invariance of
equating

Accurate Scaling and Equating

Comprehensive standard setting documentation, including
procedural, internal, and external validity evidence for all
achievement level standards set on assessments; includes
criterion-related studies

Appropriate Standard Setting

Sensitivity review, DIF analyses, differential predictive validity
analyses, comparability analyses (for language and disability
Careful Attention to Fairness accommodations), review of accommodation policies,
implementation of accommodations, qualitative and statistical
analyses of accommodated tests

Analysis of participation rates, test accommodations,

Equitable Participation and Access translations, and other policies

Analysis of data integrity policies, test security procedures,
monitoring of test administrations, analysis of cheating
behavior, analysis of item exposure, review of chat rooms and
websites for exposed items, review of anomalous results

Adequate Test Security

Examples of types of evidence that would be reviewed are presented in Table 4. Although a checklist
format is used in Table 4, an audit would not simply check whether the activity was in place; rather, it
would evaluate the quality of the activity.
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Table 4. Sample Checklist for Audit of Test Construction Procedures

Not

Completed Comments

Activity Completed

Theory of Action/testing purposes clearly stated

Development of test specifications sufficiently documented

Iltem writers appropriately trained or recruited

Iltems adhere to item writing guidelines

Iltems reviewed for content quality and technical adequacy

Content validity/alignment studies

Sensitivity reviews

Pilot study is adequate and representative

Iltem analysis (classical)

DIF analysis

Iltem selection based on statistical and content criteria

Item calibration

Scoring rubrics for constructed-response items reviewed

Adaptive item selection algorithm documented

Test booklets are error-free

Adequate Measurement Precision

Measurement precision extends the notion of reliability beyond a descriptive statistic for a test. It
refers to the amount of expected variation in a test score, or classification based on a test score.
Examples of this information include estimates of score reliability, standard errors of measurement,
conditional standard errors of measurement, item and test information functions, conditional
standard error functions, and estimates of decision accuracy and consistency. Estimates of score
reliability include internal consistency estimates based on a single test administration (coefficient
alpha, stratified alpha, marginal reliability), and those based on testing individuals more than once
(test retest, parallel forms). The essential information needed for the Smarter Balanced assessments
includes reliability estimates for all scores reported for students, estimates of decision consistency
and accuracy for any reported achievement level results, and the traditional test information and
standard error functions associated with IRT analyses. Generalizability studies that focus on specific
sources of error will be important for identifying the sources of measurement error.

Appropriate Test Administration

Evidence in this category involves review of test administration manuals and other aspects of the
test administration processes. This review should include a review of the materials and processes
associated with both standard and accommodated test administrations. Observations of test
administrations, and a review of proctor and test irregularity reports, should also be included. The
policies and procedures for granting and providing accommodations to students with disabilities and
English language learners should also be reviewed, and case studies of accommodated test
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administrations should be selected and reviewed to evaluate the degree to which the policies and
procedures were followed.

Appropriate Scoring

Validity evidence to confirm that the scoring of Smarter Balanced assessments is appropriate should
include a review of scoring documentation. The Standards state that such documentation “should be
presented . . . in sufficient detail and clarity to maximize the accuracy of scoring” (AERA et al., 1999,
p. 47), as should the processes for selecting, training, and qualifying scorers. The scoring processes
should also include monitoring of the frequency of scoring errors and how they are corrected. In
terms of specific studies, evaluation of scorer reliability and score scale drift should be conducted. If
any assessments are scored locally, the degree to which the scorers are trained, and the accuracy of
their scores, should also be studied. Evidence in this category should also confirm that the routing of
students during the adaptive exams is correct, and that all computerized scoring programs are
accurate. The Standards a/so point out that one way to evaluate computerized scoring algorithms is
to commission “an independent review of the algorithms by qualified professionals” (p. 70).
Generalizability studies to locate sources of measurement error due to scoring will also provide
important evidence.

Accurate Scaling and Equating

Scaling and equating are essential activities for providing valid scores and score interpretations for
Smarter Balanced assessments. Scaling activities include item calibration and creation of the
standardized scale on which scores are reported. Equating activities will ensure that different forms
of the assessments are on a common scale, as are scores reported over time. At the time of this
writing, the summative assessments are intended to be vertically equated across grades. For the
adaptive tests, the notion of a test “form” does not apply because the items are calibrated onto a
common scale and can be assembled together uniquely for each examinee. This process requires
that the items are correctly calibrated and that the IRT model sufficiently fits the data. Validity
evidence for scaling and equating will include evaluation of the IRT model, confirming the
hypothesized dimensionality of the assessments, evaluating equating documentation and estimates
of equating error, evaluating the viability of a single construct (dimension) across grades, and,
potentially, evaluating the invariance of the equating functions across important subgroups of
students, such as students in different states. If funds are available, a “redundancy analysis,” where
an independent third party replicates the equating done by the contractor, would provide an
important validity check on the accuracy of the equating.

Appropriate Standard Setting

When achievement level standards are set on tests, test scores often become less important than
the classifications that students receive. The standard setting literature is full of different methods
for setting standards, but regardless of the method used, there must be sufficient validity evidence
to support the classification of students into achievement levels. The Smarter Balanced summative
assessments will use achievement levels, some of which will signify that students are “on track” to
college readiness (grades 3-8) or “college ready” (grade 11). Kane (1994, 2001) wrote about
gathering and documenting validity evidence for standards set on educational tests and categorized
the evidence into three categories—procedural, internal, and external.

Procedural evidence for standard setting “focuses on the appropriateness of the procedures used
and the quality of the implementation of these procedures” (Kane, 1994, p. 437). The selection of
gualified standard setting panelists, appropriate training of panelists, clarity in defining the tasks and
goals of the study, appropriate data collection procedures, and proper implementation of the method
are all examples of procedural evidence.
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Internal evidence for evaluating standard setting studies focuses on the expected consistency of
results if the study were replicated. A primary criterion is the standard error of the cut score.
However, calculation of this standard error is difficult due to dependence among panelists’ ratings
and practical factors (e.g., time and expense in conducting independent replications). Oftentimes
evaluations of the variability across panelists within a single study, and the degree to which this
variability decreases across subsequent rounds of the study, are presented as internal validity
evidence. However, as Kane (2001) pointed out,

A high level of consistency across participants is not to be expected and is not
necessarily desirable; participants may have different opinions about performance
standards. However, large discrepancies can undermine the process by generating
unacceptably large standard errors in the cutscores and may indicate problems in
the training of participants. (p. 73)

In addition to simply reporting the standard error of the cut score, Kane (2001) suggested that
consistency can be evaluated across independent panels, subgroups of panelists, or assessment
tasks (e.g., item formats), or by using generalizability theory to gauge the amount of variability in
panelists’ ratings attributed to these different factors. Another source of internal validity evidence
proposed by Kane was to evaluate the performance of students near the cut score on specific items,
to see if their performance was consistent with the panelists’ predictions.

External validity evidence for standard setting involves studying the degree to which the
classifications of students based on test scores are consistent with other measures of their
achievement in the same subject area. External validity evidence includes classification consistency
across different standard setting methods applied to the same test, tests of mean differences across
examinees classified in different achievement levels on other measures of achievement, and the
degree to which external ratings of student performance are congruent with the students’ test-based
achievement level classifications. It is likely that external validity evidence will be particularly
important for validating the “college and career readiness” standards set on the summative
assessments because several measures of college readiness already exist. In addition to
classification consistency, the degree to which the constructs measured by these assessments
overlap with the Smarter Balanced summative assessments, and the degree to which their
definitions of readiness are similar, should be studied.

Some specific criteria that can be used to provide validity evidence for standard setting are
summarized in Table 5. This table, adapted from Sireci, Hauger, Wells, Shea, & Zenisky (2009),
illustrates the activities that should be conducted to (a) facilitate validity within the standard setting
study, (b) evaluate the validity of the standard setting after it has been completed, or (c) do both.

Table 5. Summary of Criteria for Evaluating Standard Setting Studies
Evidence Criterion ‘ Brief Explanation

Qualifications, competence, and representativeness

Care in selecting participants of panelists; sufficient number of panelists

Justification of standard setting Degree to which methods used are logical,
method(s) defensible, and congruent with testing purpose

Procedural
Degree to which panelists were properly oriented,

Panelist training prepared, and trained

Degree to which standard setting purposes, goals,

Clarity of goals/tasks and tasks were clearly articulated
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‘ Brief Explanation

Evidence Criterion
Appropriate data collection Data were gathered as intended
Proper implementation Method was implemented as intended
. . Panelists understood tasks and had confidence in
Panelist confidence . )
their ratings
Sufficient documentation Documentation of tr_]e entire progess so that (a) it is
understood and (b) it can be replicated
- . . . Reasonable standard deviations and ranges of cut
Sufficient inter-panelist consistency .
scores across panelists
. L The variability across panelists’ cut scores
Decreasing variability across ) .
rounds decreases across rounds—evidence of emerging
consensus
Small standard error of cut score Estimate of degree to which cut scores would
(consistency within method) change if study were replicated
Consistency across independent Estimate of degree to which cut scores would
Internal panels change if different panelists were used
Consistency across panelist Estimate of degree to which cut scores would
subgroups change if specific types of panelists were used
Consistency across item formats Estimate of the consistency of cut scores across
y item formats (e.g., SR, CR items)
Degree to which expectations of hypothetical
Analysis of borderline students’ borderline students’ performance are consistent
performance on specific items with the performance of students near the cut
scores
Consistency across standard Degree to which results from different standard
setting methods setting methods yield similar results
. Degree to which classifications of students based on
Consistency across other student . e
e external data are congruent with classifications
classification data
based on the cut scores
External
Mr(ce)?irc:ig:(f:erernocuessa:r:oeszerna| Degree to which students classified into different
Eriteria y group achievement levels differ on other relevant variables
Degree to which cut scores produce results that are
Reasonableness e . -
within a sensible range of expectations

Note: Adapted from Sireci et al. (2009).

Careful Attention to Fairness

Careful attention to fairness begins at the earliest stages of test development and includes many of
the activities described in the previous section on careful test construction. One important aspect of
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fairness is acknowledging the diversity within the student population when defining the constructs
measured. Considerations of this diversity will reduce ethnocentricity in the construct definition and
allow the development of accommodations policies that stay faithful to the construct measured.
Sensitivity reviews and analysis of DIF and differential predictive validity are other important aspects
of test fairness. Ensuring that students have the opportunity to learn material before it is tested and
ensuring that a fair appeal process is in place are other important aspects of fairness. The presence
of these practices and policies will be checked as part of the research agenda. The recent NCME
document on data integrity underscores the need for testing programs to have policies and
procedures to “ensure that all students have appropriate, fair, and equal opportunities to show their
knowledge, skKills, and abilities” (NCME, 2012, p. 3).

Equitable Participation and Access

The Smarter Balanced system is designed for a//students, and the intent is to provide flexibility and
remove barriers that may inhibit students from taking the test and performing their best. The system
is also designed to provide information widely, in transparent fashion, to all stakeholders. Equitable
participation and access ensures that all students can take the test in a way that allows them to
comprehend and respond appropriately.t The research agenda should include an analysis of
participation rates across subgroups of students as well as a review of the procedures in place to
ensure full participation. In particular, the degree to which Smarter Balanced offers sensible
accommodations for students with disabilities and English language learners should be studied, as
well as the availability and successful implementation of those accommodations. As stated in the
recent NCME (2012) guidelines on test integrity, “Students who need accommodations due to
language differences or students with disabilities may require appropriate modifications to materials
and administrative procedures to ensure fair access to the assessment of their skills” (p. 3).

The U.S. Department of Education’s Peer Review Guidance (2009b) provides additional guidance for
confirming equitable participation and access. For example, it requires:

e Evidence of judgmental and data-based steps to ensure that assessments are fair and
accessible to all students (p. 45)

e Evidence of how universal design or linguistic accommodations are incorporated (p. 45)
e Evidence that students with disabilities were included in the development process (p. 45)
e A policy on appropriate selection and use of accommodations (p. 47)

e Routine monitoring of accommodations used and ensuring that those used are used during
instruction (p. 49)

e Checks of quality and consistency for accommodations given to English language learners (p. 49)

e Analysis of effect of usage of accommodations for English language learner students and
students with 504s and IEPs (p. 49)

Another aspect of equitable participation and access is the provision of opportunities to retake an
assessment. According to current policy, Smarter Balanced “will offer a retake opportunity on the
CAT portion of the summative assessment for students who feel their scores are inaccurate or that
believe the test was administered under non-standard circumstances” (Smarter Balanced, n.d.).

1 Marty McCall, personal communication, December 22, 2012.
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Adequate Test Security

Test security is a prerequisite to validity. Threats to test security include cheating behaviors by
students, teachers, or others who have access to testing materials. A lack of test security may result
in the exposure of items before tests are administered, students copying or sharing their answers, or
changing of students’ answers to test questions. All of these behaviors have been observed in the
past, and so those who value the validity of test scores worry about the prevalence of cheating
behaviors. As described by NCME (2012), “When cheating occurs, the public loses confidence in the
testing program and in the educational system, which may have serious educational, fiscal, and
political consequences.”

Thankfully, there are many proactive steps that testing agencies can take to reduce, eliminate, and
evaluate cheating. The first step is to keep confidential test material secure and have solid
procedures in place for maintaining the security of paper and electronic materials. The recent NCME
(2012) document on data integrity outlined several important areas of test security. These areas
include procedures that should be in place before, during, and after testing. The activities prior to
testing include securing the development and delivery of test materials. Activities during testing
include adequate proctoring to prevent cheating, imposters, and other threats. After testing, forensic
analysis of students’ responses and answer changes, and of aberrant score changes over time, are
also beneficial. The goal of these security activities is to ensure that test data are “free from the
effects of cheating and security breaches and represent the true achievement measures of students
who are sufficiently and appropriately engaged in the test administration” (NCME, 2012, p. 3).

The evaluation of the test security procedures for the secure Smarter Balanced assessments will
involve a review of the test security procedures and data forensics. The NCME (2012) document on
test data integrity should be used to guide this evaluation. This document suggests that security
policies should address:

staff training and professional development, maintaining security of materials and
other prevention activities, appropriate and inappropriate test preparation and test
administration activities, data collection and forensic analyses, incident reporting,
investigation, enforcement, and consequences. Further, the policy should document
the staff authorized to respond to questions about the policy and outline the roles
and responsibilities of individuals if a test security breach arises. The policy should
also have a communication and remediation response plan in place (if, when, how,
who) for contacting impacted parties, correcting the problem and communicating
with media in a transparent manner. (p. 4)

With respect to specific studies that could evaluate security, in addition to an audit of test security
policies, regular and systematic study of incorrect answer patterns for students who took the test in
the same setting may be useful. However, with adaptive assessments, the probability of students
receiving the same items at similar times is very low. Analyses of large score changes over time may
be more useful, but it is important that any students, classes, or schools flagged for large score gains
be considered innocent until proven guilty using external data (Wainer, 2011, chapter 8). Finally,
given that most Smarter Balanced assessments will be delivered via computer, analysis of the time
that students take to respond to items (e.g., are they correctly answering items in less time than it
takes to read the item), and when tests are being accessed (are some tests accessed after hours?)
will also provide important information regarding test security. Appendix C of the NCME (2012)
document lists other examples of forensic analyses that could be conducted to evaluate test
security.

Summary of Essential Validity Elements

In considering the essential validity elements that are “relevant to the technical quality of a testing
system” (AERA et al., 1999, p. 17), we arrive at many of the studies that should be contained within
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the comprehensive research agenda. These studies will be highlighted again in the remaining
chapters to underscore how they provide important information relevant to specific purposes of the
Smarter Balanced Assessment Consortium, and are coordinated with the other studies described in
the Introduction to this report.
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V. Validity Agenda for Summative Assessments

As described in Chapter lll, there are seven purposes associated with the Smarter Balanced
Summative Assessments that we recommend be the focus of validation. All of the studies discussed
in Chapter IV that pertain to essential validity elements apply to these purposes. In this chapter, we
relate these studies to each purpose statement and provide further descriptions where necessary.

It is important to note that each of the summative assessment purpose statements in Chapter lll has
the common preface “The purposes of the Smarter Balanced summative assessments are to provide
valid, reliable, and fair information about . . .” In the sections that follow, we specify each purpose
statement and then discuss the studies that should be done to provide the evidence to support the
validity of the purpose. Within each purpose, the studies are organized by the Standards’ five
sources of validity evidence.

Summative Assessment Purpose 1:

Provide valid, reliable, and fair information about students’ ELA and mathematics
achievement with respect to those CCSS measured by the ELA and mathematics summative
assessments.

As indicated in Table 1 (p. 14), validity evidence to support this purpose should come from at least
three sources—test content, internal structure, and response processes. With respect to validity
evidence based on test content, studies should be conducted to confirm that the content of the
summative assessments adequately represents the CCSS intended to be measured in each grade
and subject area. Appraisals of content domain representation and congruence to the CCSS must be
made by carefully trained and /independent subject-matter experts, not by employees of or
consultants for the testing contractors. Validity evidence based on internal structure should involve
analysis of item response data to confirm that the dimensionality of those data match the intended
structure and support the scores that are reported. All measures of reliability, test information, and
other aspects of measurement precision are also relevant. Validity evidence based on response
processes should confirm that the items designed to measure higher-order cognitive skills are
tapping into those targeted skills. The types of studies that are recommended for each of these three
sources of validity evidence are described next.

Validity Studies Based on Test Content. Validity studies based on test content for the Smarter
Balanced summative assessments need to evaluate the degree to which the assessments
adequately measure the CCSS that they are designed to measure and in a way that conforms to the
intended evidence-centered design (ECD; Mislevy & Riconscente, 2006). There should be at least
two levels to the analysis. The first level would evaluate the degree to which the test specifications
for the assessment sufficiently represent the intended CCSS. The second level of analysis should
evaluate the degree to which the items administered to students adequately represent the test
specifications. Studies relevant to these levels include traditional content validity studies (e.g,.,
Crocker et al., 1989) and alignment studies (Bhola et al., 2003; Martone & Sireci, 2009; Porter &
Smithson, 2002; Rothman, 2003; Webb, 2007). In Appendix B, we present brief descriptions of
traditional content validity and alignment approaches and how they relate to one another.

Evaluating test specifications. To evaluate the appropriateness of the test specifications, the process
by which the specifications were developed should be reviewed to ensure that all member states had
input and that there was consensus regarding the degree to which the test specifications represent
the CCSS targeted for the assessment. The degree to which states agree that the test specifications
appropriately represent the CCSS, given the constraints of the assessment, could be ascertained by
surveying curriculum specialists in the departments of education in the member states. Surveys
could be constructed where these specialists would respond to selected- and open-response
questions that would require them to comment on the degree to which the test specifications
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adequately define the CCSS intended to be measured on the summative assessments, and the
degree to which the relative weights of the cells in the test specifications reflect the corresponding
emphases in the CCSS.

Evaluating content and cognitive representation. To evaluate the degree to which the summative
assessments adequately represent the test specifications requires recruiting and training qualified
and independent subject-matter experts (SMES) in ELA, writing, and mathematics to review the CCSS
within the test specifications and Smarter Balanced test items. At least two hypothesized aspects of
the assessments need to be validated using SMEs. First is that the items are appropriately
measuring the CCSS that they are designed to measure. Second is that the items are measuring the
breadth of higher- and lower-order cognitive skills that they are designed to measure. There are a
variety of methods that could be used to evaluate these aspects of content validity—some based on
traditional notions of content validity, and others based on alignment methodology (Martone & Sireci,
2009). What the specific method is called is not important. What is important is that the tasks
presented to the SMEs allow them to provide the data needed to evaluate the degree to which the
assessments sufficiently represent the intended CCSS and the cognitive skKills targeted by these
standards.

To evaluate the degree to which each test item adequately represents (i.e., is aligned with) its
corresponding CCSS, there are several studies that could be conducted, ranging from simply having
SMEs match test items to claim areas (similar to Webb’s categorical concurrence or Achieve’s
[2006] blueprint confirmation) to having the SMEs use a Likert-type rating scale to rate the
congruence between each item and the CCSS that it is designed to measure. An example of the
“matching” approach is presented in Figure 1, and an example of how the data from such a study
could be summarized is presented in Figure 2. An example of the rating approach is presented in
Figure 3; an example of how the rating scale data can be summarized is presented in Figure 4.

Regardless of the method chosen, appropriately summarizing the results of these content-based
validity studies is important. Results should be analyzed at the item level to screen out or revise any
items that have poor alignment ratings. More important, however, is aggregating the data so that the
representation of the claims or assessment targets within each subject area can be evaluated.

In addition to the descriptive summaries of alignment, these studies should also compute
congruence/alignment statistics. Such statistical summaries range from purely descriptive to those
that involve statistical tests. On the descriptive end, Popham (1992) suggested a criterion of 7 of 10
SMEs rating an item congruent with its standard to confirm the fit of an item to its standard. This
70% criterion could be applied to the claim level and other aggregations of items. On the statistical
end, several statistics have been proposed for evaluating item-standard congruence, such as
Hambleton’s (1980) item-objective congruence index and Aiken’s (1980) content validity index. In
addition, Penfield and Miller (2004) established confidence intervals for SMES’ mean ratings of
content congruence.
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Figure 1. Sample ltem/Assessment Target Rating Form for Summative Assessment: Reading (Literary)

Assessment Target (choose one for each item)
i | Text

Central Word Reasoning &  Analysis W/in, Structures & Language

Item # ’ Key
Ideas = Meanings Evaluation across Texts  Features Use

Details

432
433

434
443
563
578
579
580
581

From the matching approach (Figure 1), we can see how these data can inform us about the degree
to which the assessment targets are represented by the items in a general sense. For example, in
Figure 2, we see that the items associated with the assessment target “Analysis within and across
Texts” were generally considered congruent with this target by the SMEs, but the items measuring
“Language Use” were less congruent. Specific items could be revised or deleted to improve the
representation of an assessment target. However, the matching approach does not give us
information about Aow wellthe items measure their associated achievement target. Therefore, the
rating scale approach is preferable, even though it may take slightly longer for the SMEs to provide
those ratings.

Figure 2. Example Summary of ltem/Assessment Target Congruence

% of Items Classified

% of Items Classified

Assessment Target # of ltems Correctly by All SMEs Correctlysta/ at Least 7

Es

Key Details 22 45% 86%

Central Ideas 17 88% 94%

Word Meanings 33 55% 97%

Reasoning & Evaluation 25 48% 80%

Analysis w/in, across Texts 12 92% 100%

Text Structures & Features 21 71% 90%

Language Use 17 41% 76%

Average: 56% 89%

Using the rating scale approach (Figure 3), we can get an idea of how well specific items, and the
group of items comprising a content category or other level of the test specifications, adequately
measure the intended standard or area, with respect to the characteristics of the rating scale. For
example, the fictitious results in Figure 4 may suggest that the content categories have good
representation with respect to the degree to which the items are measuring the CCSS within each
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area. However, some specific items should be flagged for review and possibly revised or deleted. A
similar rating task could be used to evaluate how well the items are measuring the intended
cognitive skills. A cognitive skill dimension was not noted in the current test blueprints for the
Smarter Balanced summative assessments, and so a cognitive skill classification such as that used
in the Webb (1999), Achieve (2006), or Porter & Smithson (2002) alignment approaches could be
adopted and arranged as a rating task, such as those presented in Figure 1 and Figure 3.
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Figure 3. Example of SME Rating Task Assessing Iltem/CCSS Congruence

Directions: Please read each item and its associated benchmark. Rate how well the item measures its benchmark, using the rating scale provided. Be
sure to circle one rating for each item.

How well does the item measure its CCSS?
(circle one) Comments

Common Core State Standard (Grade 4 ELA) (Optional)
6

(Very well)

1
(Notatall)‘ S ‘ 4 > ‘

Refer to details and examples in a text when explaining what the
text says explicitly and when drawing inferences from the text.
Determine a theme of a story, drama, or poem from details in
the text; summarize the text.

Describe in depth a character, setting, or event in a story or
1006 drama, drawing on specific details in the text (e.g., a character’s 1 2 3 4 5 6
thoughts, words, or actions).

Determine the meaning of words and phrases as they are used
1064 in a text, including those that allude to significant characters 1 2 3 4 5 6
found in mythology (e.g., Herculean).

Explain major differences between poems, drama, and prose,
and refer to the structural elements of poems (e.g., verse,
1428 rhythm, meter) and drama (e.g., casts of characters, settings, 1 2 3 4 5 6
descriptions, dialogue, stage directions) when writing or
speaking about a text.

Determine a theme of a story, drama, or poem from details in
the text; summarize the text.

Determine the meaning of words and phrases as they are used
1658 in a text, including those that allude to significant characters 1 2 3 4 5 6
found in mythology (e.g., Herculean).

Compare and contrast the point of view from which different
1676 stories are narrated, including the difference between first- and 1 2 3 4 5 6
third-person narrations.

Refer to details and examples in a text when explaining what the
text says explicitly and when drawing inferences from the text.

226

238

1614

1733
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Figure 4. Example Summary of Results from Item/CCSS Congruence Study

ltem Content Category Mean Median ﬁ:l;z:
226 | Reading-Literary 4.2 4.0 .89*
238 | Reading-Literary 5.3 5.0 91*
1006 | Reading-Literary 4.1 4.5 .90*
1064 | Reading-Literary 3.5 4.0 91*
1121 | Reading-Literary 4.6 4.0 .93*
1214 | Reading-Literary 3.7 4.0 92*
1876 | Reading-Literary 5.2 5.0 .95*
Average for Category 4.4 44 92
1614 | Reading-Informational 3.4 3.5 .76*
1658 | Reading-Informational 4.5 5.0 .90*
1676 | Reading-Informational 5.6 55 .95*
1733 | Reading-Informational 5.2 5.0 92*
1963 | Reading-Informational 5.4 55 .94 *
1980 | Reading-Informational 5.3 55 .93*
1992 Average for Category 4.9 5.0 .90

Notes: Statistics based on 10 SMEs and rating scale where 1 = Not at all, 6 = Very well. *p <.05.

Given that data from the rating approach can be aggregated and summarized for each of the
dimensions comprising the test blueprints, we recommend this approach, which can be
implemented by having SMEs review each item and rate the degree to which it appropriately
measures the CCSS it is designed to measure. Based on the literature (e.g., O’Neil, Sireci, & Huff,
2004; Penfield & Miller, 2004), we recommend that at least 10 SMEs be used for each grade and
subject area. This type of study will provide data that can be used to evaluate the content
representativeness of items, sets of items that comprise an adaptive test for a student, and sets of
items that comprise assessment targets, claims, or other levels of the test specifications. A
contractor may propose a more general alignment study involving tasks that differ from those
recommended here, which may be appropriate. However, the contractor should be required to
demonstrate how the data will confirm the congruence between the sets of items that comprise an
assessment for a student and the test specifications, as well as the degree to which the test items
adequately represent the targeted cognitive skills. Although the adaptive nature of the summative
assessments makes aggregating content validity results to a test “form” impossible, the
representativeness of the most common sets of items taken by examinees, or a representative
sample, could easily be studied (e.g., Crotts, Sireci, & Zenisky, 2012; Kaira & Sireci, 2010).

The content validity studies should also break out the results by item format. The summative
assessments will include traditional selected-response items, technology-enhanced items, and
performance tasks. Ideally, all item formats should have high ratings.

There is one drawback to the content validation/alignment methods discussed so far. By informing
the SMEs of the CCSS measured by the items or of the assessment targets measured, they may
exhibit a “confirmationist bias” or social desirability. That is, the SMEs may unconsciously rate the
items more favorably than they actually perceive them, to please the researchers. One way around
this problem is to have SMEs rate the similarity among pairs of test items and use multidimensional
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scaling to analyze their data (D'Agostino, Karpinski, & Welsh, 2011; O’Neil et al., 2004; Sireci &
Geisinger, 1992, 1995). However, this approach is not very common because it takes more time for
SMEs to complete and involves more complex data analysis. A description of this method appears in
Appendix C, should concerns about confirmationist bias/social desirability in evaluating test content
arise.

Evaluating evidence-centered design. The evidence-centered design (ECD) underlying the
development of the summative assessments specifies four claims and accompanying rationales in
each subject area. These claims represent the cognitive models for each subject area. The
assessment targets provide the evidence to support the claims, and the score reports represent the
interpretation of the evidence. The content validity studies previously described could be extended to
evaluate these three components of ECD in each subject area. The survey of curriculum specialists
described earlier could include questions regarding the soundness of the claims and accompanying
rationales in each subject area. Second, the studies involving ratings of items could be aggregated at
the assessment target level to ensure that each target is represented by a sufficient number of items
that are rated as measuring their intended CCSS well.

The third aspect of ECD, interpretation, should be evaluated through studies regarding the utility and
comprehensibility of the summative assessment score reports. Ideas for these studies are described
later in this report, in sections regarding validity evidence based on testing consequences. The idea
here is to discover whether users of test reports interpret them correctly (Haertel, 1999), as well as if
there are means for improving these score reports. It is assumed that studies of this kind will be
done via piloting of the score reports. However, studies of the utility of the score reports should
include ascertaining whether the information in the score reports is readily interpretable with respect
to the intended claims.

Validity Studies Based on Internal Structure. Validity studies based on internal structure should be
conducted to support the interpretations made on the basis of scores from the summative
assessments. The scores reported should demonstrate adequate reliability and confirm the
hypothesized “dimensionality” of the assessment. Studies in this area will involve analyzing the data
from students’ responses to the items.

Dimensionality assessment. With respect to dimensionality, it is presumed that items comprising the
summative assessments will be calibrated using unidimensional IRT models, which are the most
common models in contemporary educational assessment. One straightforward way to assess the
dimensionality of tests calibrated using IRT is residual analysis (Hambleton, 1989; Hambleton &
Rovenelli, 1986). Residual analysis compares the probability of success on an item (predicted by the
IRT model) for students of different proficiency levels to the actual success of students of different
proficiency levels.

Two examples of residual analysis plots are presented in Figures 5 and 6. The small circles in each
figure are “conditional p-values” and represent the proportion of students, within a certain test score
interval, who correctly answered the item. That is, they are proportion-correct statistics, conditional
on test score (actually, conditioned on the IRT estimate of true score, called theta). The vertical lines
spreading from these conditional p-values illustrate the confidence intervals for the probability
estimates based on the IRT model. The item displayed in Figure 5 displays good fit, in that the IRT
model for this item essentially runs through the conditional p-values. The item displayed in Figure 6
does not fit well, as several of the conditional pvalues are far off the item characteristic curve
specified by the IRT model.

Inspection of residual plots is descriptive in nature, and there are statistical indices that can be used
to flag items that do not fit the IRT model. Such analyses are important for the summative
assessments, to make sure that the various item types used are all adequately fit by the IRT model.
More importantly, however, summary statistics across all items can be used to evaluate the degree
to which the IRT model fits the data for all items comprising an assessment, and hence the degree to
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which the IRT assumption of unidimensionality holds (note that a lack of fit may indicate a problem
other than multidimensionality). All of the aforementioned analyses can be conducted using
customized software, or the free ResidPlots2 residual analysis software developed by Liang, Han,
and Hambleton (2008, 2009).2 The ResidPlots2 software allows users to simulate data that fit the
IRT model, to gauge the degree to which the observed test data deviate from chance expectations,
assuming the IRT model is true. This analysis can be useful for evaluating overall IRT model fit to the
data. Further description of ResidPlots 2 appears in Appendix D.

It should be noted that most IRT software programs produce residual plots and statistical measures
of fit, such as the chi-square statistic. If the Smarter Balanced assessments were calibrated using
the Rasch model, the Infit and Outfit measures of item fit could also be used to evaluate IRT model
fit (e.g., Linacre, 2004).3

2 Available for free from the University of Massachusetts at http://www.umass.edu/remp/software/residplots/.

3 Both Infit and Outfit summarize the residuals between a student’s observed pattern of responses to a set of
items and the pattern predicted from the IRT model. The difference between the two measures is that the Infit
measure weights items “closer” to a student’s proficiency (theta) score more heavily than items further from
the student’s proficiency, whereas the Outfit statistic does not involve weighting. Each statistic represents a
mean square error of the residuals and each has a standardized version.
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Figure 5. IRT Residual Analysis Plot from ResidPlots-2 (good model fit)
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Figure 6. IRT Residual Analysis Plot from ResidPlots-2 (poor model fit)

B4 ResidPlots - Plot Dialog - BR

Raw Residuals

F‘{%b_ lern 5(1) # Sarmple Size: 3000/ a=0.79 7 b=-1.937c=0.00

0.9+

0.84

0.74

0.6+ 2

0.5+

0.4+

0.34

0.2

0.14

o4 1 : 1 : | : T : T T | : \

-4.0 -3.0 -2.0 -1.0 0.0 1.0 20 aa 40
Latent Trait (Theta)

) SR Distributions (O Standardized Residual Ilem| 5 :| [ SR PDF l [ Fit Stat } [ Save As ]
€ Data-Model Fit @& Raw Residual | | [srcoF | [ RisE_ ] [savesn |
() Score Distribution Include the Title [] Agaregate Categaries (only for Paly.) [ Close ]

33




There are more comprehensive methods for assessing the dimensionality of an educational
assessment, such as exploratory and confirmatory factor analysis and multidimensional scaling (see
Hattie, 1985, or Sireci, 1997, for reviews of methods). Some of these methods are recommended for
validity studies related to other Smarter Balanced purposes. For purpose 1, which is focused on
whether the assessments are valid and reliable measures of the CCSS, evaluating dimensionality via
residual analysis should be sufficient. An advantage of IRT residual analysis is that it can be easily
conducted on “incomplete” data sets that result from adaptive testing—that is, the student-by-item
data file is incomplete in that not all students respond to all items. Such nonrandom, missing data is
difficult to analyze using standard factor analytic procedures (cf. Sireci, Rogers, Swaminathan,
Meara, & Robin, 2000).

Measurement precision. Purpose 1 for the summative assessments specifies reliable measures,
which involve an analysis of the precision of the assessments. Measurement precision refers to the
amount of error, or variation, expected in a student’s test score if the student were repeatedly
tested. It is closely related to test score refiability, which is an estimate of the consistency or stability
of the score. As described by Anastasi (1988):

Reliability refers to the consistency of scores obtained by the same persons when
reexamined with the same test on different occasions or with different sets of
equivalent items, or under other variable examining conditions. This concept of
reliability underlies the computation of the error of measurement of a single score,
whereby we can predict the range of fluctuation likely to occur in a single individual’'s
score as a result of irrelevant, chance factors. (p. 109)

Measurement precision is a broader term than reliability and refers to both estimates of score
reliability and other descriptions of measurement error. A great deal of statistical theory has been
developed to provide indices of the reliability of test scores as well as measures of measurement
error throughout the test score scale. Classical test theory defines reliability as the squared
correlation between observed test scores and their unbiased values (“true scores”). Reliability
indices typically range from 0 to 1, with values of .80 or higher signifying test scores that are likely to
be consistent from one test administration to the next.

Reliability indices are based on “classical” theories of testing. These estimates are reconceptualized
in IRT, which characterizes measurement precision in terms of test information and conditional
standard error. Therefore, the recommended measurement precision studies to support purpose 1
include estimates of score reliability (both coefficient alpha and stratified alpha, where relevant) and
analysis of conditional standard errors of measurement based on IRT (e.g., test information functions
and standard-error functions). Estimates of decision consistency, decision accuracy, and
generalizability studies will be discussed in the sections related to other study purposes.
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Validity Studies Based on Response Processes. The CCSS specify a wide range of knowledge and
skills in each subject area. For example, two standards in high school geometry are:

Know precise definitions of angle, circle, perpendicular line, parallel line, and line segment,
based on the undefined notions of point, line, distance along a line, and distance around a
circular arc.

and

Construct an equilateral triangle, a square, and a regular hexagon inscribed in a circle.
(NGA Center & CCSSO, 2010, p. 76)

The first standard represents a lower cognitive level of knowledge, while the second represents a
higher level involving synthesis of several geometrical concepts. Evidence based on students’
response processes could help validate that the summative assessment items are measuring the
lower- and higher-order cognitive skills specified in the CCSS. One relatively easy study that could be
done is an analysis of the amount of time it takes students to respond to items of various (purported)
cognitive complexity. Students’ response-time data should be readily available after the pilot tests,
and the hypothesis that the items measuring higher-order skills will take more time for students to
complete could be tested using analysis of variance (ANOVA).4 In addition, cognitive interviews or
think-aloud studies could be conducted to best understand students’ thought processes as they
respond to items of varying cognitive complexity (Hamilton, 1994; Leighton, 2004).

Summative Assessment Purposes 2 and 3:

Provide valid, reliable, and fair information about whether students prior to grade 11 have
demonstrated sufficient academic proficiency in ELA and mathematics to be on track for
achieving college readiness.

and

Provide valid, reliable, and fair information about whether grade 11 students have sufficient
academic proficiency in ELA and mathematics to be ready to take credit-bearing college
courses.

These two purpose statements reflect the fact that the Smarter Balanced summative assessments
will be used to classify students into achievement levels. Before grade 11, one achievement level will
be used at each grade to signal whether students are “on track” to college readiness. At grade 11,
the achievement levels will include a “college and career readiness” category. Such classification
decisions require validation. Validity evidence for these purposes should come from four sources—
test content, internal structure, relations with external variables, and testing consequences. In
addition, because these classification decisions represent achievement level standards, Kane's
(1994) sources of validity evidence for standard setting—procedural, internal, and external—are also
relevant. However, we note that Kane’s external evidence overlaps considerably with validity
evidence based on relations with external variables.

Summative assessment purposes 2 and 3 differ with respect to grade level, with the assessments
prior to grade 11 being used to predict whether students are “on track” for college and career
readiness, and the grade 11 assessments used for certifying certain academic aspects of college
and career readiness. This difference involves somewhat different types of validation evidence. In
particular, because there has been a great deal of work on assessing college readiness, there are
more potential validation criteria for the grade 11 college readiness classification.

4 Note that response-time data are typically highly positively skewed, and so a natural log or similar
transformation would be needed for this analysis.
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Validating “On Track” Based on Content Validity Evidence. Being on track for college readiness
implies acquisition of knowledge, and mastery of specific skills, thought to be important as students
progress through elementary, middle, and high school. These specific knowledge and skills are
stipulated in the CCSS. Therefore, the validity studies described earlier for purpose 1 are all relevant
here. Essentially, the validity studies based on test content that were described for purpose 1 need
to confirm that the summative assessments are targeting the correct CCSS and adequately
represent these standards. However, such studies will not confirm that the CCSS actually contain the
appropriate knowledge and skills to support college and career readiness. Rather, the CCSS would
need to be reviewed to confirm that they contain the appropriate knowledge and skills that students
need in order to be on track for college and career readiness.

One way to evaluate the appropriateness of the CCSS for determining whether students are on track
for college and careers is to conduct a survey of state educators. At the postsecondary level, Conley,
Drummond, Gonzalez, Rooseboom, and Stout (2011) conducted a national survey of postsecondary
institutions to evaluate the degree to which the grade 11 and grade 12 CCSS contain the knowledge
and skills associated with college readiness. They found that most (of almost 2,000) college
professors rated these CCSS as highly important for readiness in their courses. A similar type of
survey of educators in participating states would be helpful for evaluating the CCSS in ELA and math
in grades 3 through 8. A major question motivating the survey would be: Are the CCSS in these
grades appropriate for preparing students for college and careers?

In addition to these studies, it should be noted that studies involving validity evidence based on
relations with other variables will also require validity evidence based on test content. For example,
when Smarter Balanced assessment scores are compared with other test scores, the similarity of
content across the two tests will need to be assessed.

Validating “On Track” Based on Internal Structure Evidence.

Decision consistency and decision accuracy studies. Given that purpose 2 involves the achievement
level classification of “on track,” in addition to the measurement precision studies described earlier
for purpose 1 (IRT residual analysis, reliability estimates, information functions, etc.), evidence that
the classifications assigned to students are reliable is needed. Therefore, estimates of decision
consistency (DC) and decision accuracy (DA) are needed, as are estimates of the precision of
measurement around the “on track” cut score (i.e., conditional error of measurement at that point).

In essence, DC refers to the consistency of student classifications resulting either from two
administrations of the same examination or from parallel forms of an examination. Thus, the concept
is similar to reliability, but instead of consistency of a score, it refers to consistency of classifications
across repeated testing. DA can be thought of as the extent to which the observed classifications of
students agree with the students’ “true” classifications. Estimates of DA compare the classifications
into which students are placed based on their test score with estimates of their true classifications.
However, because students’ true proficiencies are never known, simulation studies or some type of
split-half estimate are typically used to estimate DA.

There are several statistical approaches for estimating DA and DC. Livingston and Lewis (1995)
introduced a method for estimating DC and DA based on a single administration of a test, using
classical test theory. More recently, IRT-based methods have been proposed (Lee, 2008; Rudner,
2001, 2004) and are more common for IRT-based tests. Free software for estimating DC and DA for
IRT-based tests, such as the Smarter Balanced summative assessments, is available (Lee, 2008),5
although some adjustments may need to be made for the adaptive test design. Another option would
be the approach used by Hambleton and Han (2004), who estimated DA and DC by simulating data

5 This software, IRT-Class, is available for free from the University of lowa via
http://www.education.uiowa.edu/centers/docs/casma-software/IRT-CLASS v2 O for PC.zip?sfvrsn=0.
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based on IRT item parameter estimates, and by comparing the consistency of classification over
simulated examinees.

Estimating the cut-score standard error. As Kane (1994, 2001) discussed, analysis of the expected
amount of variability in the cut score resulting from a standard setting study should be considered in
validating an achievement level standard. As part of the documentation for setting the “on track”
standard and other achievement level standards on the summative assessments, estimates of cut-
score variability should be provided. These descriptive statistics estimate the amount of change
expected in a cut score if the study were replicated using different panelists, items, or standard
setting methods. Sireci et al. (2009) provided examples of several different methods for evaluating
the cut scores established on a grade 12 National Assessment of Educational Progress (NAEP)
mathematics assessment. These methods range from simply computing the standard error of the
mean across panelists to replicating the standard setting study using an independent standard
setting panel.

For the “on track” college readiness standards below grade 11, estimates of cut-score variability
should be documented, but should also be communicated to Smarter Balanced leadership before
the cut scores are finalized. The specific estimates to be used are somewhat dependent on the
standard setting method. Most methods involve cut-score recommendations for each panelist, and
so the standard error of the panelist mean can be computed. Where multiple rounds of standard
setting are conducted in a study, the variability (e.g., standard deviation, standard error of the mean)
across rounds can be calculated, with the expectation that variability will decrease across rounds.6
When the panelists’ median cut score is used, standard errors for the median can be computed
based on bootstrapping (e.g., Sireci et al., 2009) and other procedures.

A better estimate of cut-score reliability is based on the variability across independent standard
setting panels. Brennan (2002) showed that when there are only two independent observations,
such as two means from two separate standard setting studies, the standard error of the mean is

A_|X1_X2|
o=1"1 "2
2

where X1 and Xo are the means across panelists in the two standard setting studies. For Smarter

Balanced summative assessments that involve high-stakes standards, we recommend that
independent standard setting studies be conducted so that the variability across recommended cut
scores can be estimated.

Validating “On Track” Based on Relations with External Variables. It is likely that one of the
achievement level standards set on the ELA and Math summative assessments will be used as the
“on track” designation in each grade level. For example, the “Proficient” standard in each grade
might be used. Validating this specific score interpretation based on the relations of scores with
other variables requires other measures of students’ mastery of grade-level knowledge and skills.
Examples of external variables that could be used are teachers’ ratings of students’ preparedness
for the next grade and other standardized assessments. Welch and Dunbar (2011), for example,
explored the use of the lowa Tests of Basic Skills (ITBS) for determining college readiness from
grades 5 through 11. To accomplish this task, they first explored the relationship between the ITBS
and the ACT composite scores for students who had taken the ITBS across grades and who had
taken the ACT. The correlations between ITBS scores and the ACT ranged from .82 to .87 from
grades 5 through 11. Next, for grade 11, they found the ITBS score that maximized classification

6 Although computing statistics such as the standard error of the mean is common in standard setting studies,
when panelists discuss their ratings, the independence-of-observations assumption is violated, and so this
estimate of variability probably underestimates the true variability across independent panelists.
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congruence with the ACT college readiness benchmark score (their study involved students who took
both assessments). Using the corresponding ITBS percentile rank scores at the lower grade levels,
they found about an 80% accuracy rate for predicting the ACT benchmark. However, they suggested
putting error bands around the “on track” benchmark, and if a student’s score was within the error
band, the student could be considered on track.

In addition to the Welch and Dunbar (2011) study, both ACT and the College Board are using
assessments at lower grade levels to assess college readiness. ACT has readiness benchmarks on
its EXPLORE and PLAN assessments for grades 8 and 10, and the College Board recently introduced
the ReadiStep exam for grade 8 and has long used the PSAT in Grade 10. The ACT benchmarks for
EXPLORE and PLAN were set by retrospective analysis of students who took EXPLORE, PLAN, and the
ACT.

Another study that could be conducted is to have teachers classify their students regarding whether
each student is prepared for the knowledge and skills to be taught at the next grade level. Although
subsequent-grade-level preparedness is different from college readiness, it is likely that these two
variables would be strongly related. Thus, the classification consistency between teachers’ ratings
and students’ “on track” classifications could provide useful validity evidence. For this type of study,
teachers would have to be familiar with the curricula taught in the subsequent grade. We also
recommend gathering data on teachers’ confidence in the rating that they make for each student.
Such data would be an important validity check before computing classification consistency and
could be used to delete the data for teachers who were not confident in making their preparedness
ratings for some or all students.

Validating “On Track” Based on Testing Consequences. Providing “on track” and other achievement
level classifications for students in grades 3-8 is likely to have consequences for students, teachers,
and instruction. At the student level, one potential negative consequence is promoting low academic
self-esteem for students who are classified as below “on track.” Such negative feelings could lead to
“self-fulfilling prophecies” where students begin to believe that they are not smart or not capable of
graduating high school. Student surveys and tracking dropout rates over time (Rabinowitz,
Zimmerman, & Sherman, 2001) are two ways that this and other consequences could be measured.
The “on track” designation could also have the intended positive consequence of early identification
and remediation of students classified as below “on track.” Therefore, following up on the
instructional decisions that are made for these students is another area of study that would provide
important validity evidence. Validity evidence for this purpose based on testing consequences should
also involve gathering data from teachers via interviews, focus groups, or surveys to assess their
perceived utility of these classifications and how it has affected their instruction. The consistency of
these impressions and effects on instruction across grades should be studied.

Validating “On Track” Based on Procedural Evidence. Procedural evidence for standard setting refers
to documentation and justification of all of the decisions and actions associated with a standard
setting study. These decisions and actions were previously summarized in Table 5 (pp.20-21), and
include selection of the standard setting panelists, justification of the standard setting method,
training of panelists and other tasks associated with successful implementation of the method,
analyzing the data, and assessing panelists’ confidence in their ratings and the process. Justification
of the standard setting method will be important for the Smarter Balanced assessments, as some
methods, such as the widely used Bookmark method, have been shown to have serious deficiencies
(Davis-Becker, Buckendahl, & Gerrow, 2011; Reckase, 2006a, 2006b). Procedural evidence must be
comprehensively documented, and should include surveys of panelists and others involved in the
process. Standard setting reports for NAEP, such as those by ACT (2005a, 2005b, 2005c¢) are
excellent examples of comprehensive documentation of standard setting that provides procedural,
internal, and external validity evidence.
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Validating College and Career Readiness Benchmarks

The third purpose statement for the summative assessments specifies college and career readiness.
For the purposes of this research agenda, we assume that the knowledge and skills associated with
college and career readiness have substantial overlap, as suggested by recent research (e.g.,
American Diploma Partnership, 2004; ACT, 2006), and so we focus on validating the college
readiness benchmark. However, this assumption is based on convenience rather than research,
since others have argued that the benchmarks for college and career readiness will be very different
(Camara, in press; Loomis, 2011). Nevertheless, the methods described here for validating college
readiness would carry over to the validation of career readiness, should appropriate external criteria
for career readiness be identified.

Validating “College and Career Ready” Based on Content Validity Evidence. Up to this point, we have
twice discussed validity evidence based on test content—first for purpose 1, and second with respect
to students being “on track” for college readiness (purpose 2). The same studies apply here for
validating the “college and career ready” inference based on the grade 11 summative assessments.
This readiness designation implies acquisition of knowledge, and mastery of specific skills,
considered necessary for success in college and careers and stipulated in the CCSS. Therefore, the
content validity studies described earlier for purpose 1 are relevant here, and their findings should
inform the validity argument for validating the college and career readiness standard. The additional
evidence required for readiness is evidence that these standards are, in fact, the appropriate
prerequisite skills in math and ELA that are needed to bypass remedial college courses and be ready
to successfully begin postsecondary education or a career. The recent report by Conley et al. (2011)
represents important evidence to support that assumption. Similarly, Vasavada, Carman, Hart, &
Luisser (2010) found strong alignment between College Board assessments of college readiness
and the CCSS.

Other validity evidence that is based on test content and that will be used in the validity argument for
the college and career readiness determination includes content overlap (alignment) studies that will
be done to gauge the similarity of knowledge and skills measured across the summative
assessments and external assessments that are used to evaluate the readiness standards.
Postsecondary admissions tests (e.g., ACT, SAT) and college placement tests (e.g., ACCUPLACER, AP,
Compass) will be used in concurrent and predictive validity studies, and so the overlap of skills
measured must be documented to properly interpret the results. The National Assessment Governing
Board (NAGB) recently began a program of research in this area to set college and career
benchmarks on the grade 12 NAEP assessments. Its research agenda began with comprehensive
alignment studies that evaluated the overlap of NAEP and external assessments (Loomis, 2011;
NAGB, 2010).

Validating “College and Career Ready” Based on Internal Structure Evidence. The previous
descriptions of validity evidence based on internal structure for the “on track” student classification
(i.e., estimates of DC and DA, review of the conditional standard error of measurement around the
cut score, estimates of the standard error of the cut scores derived from the standard setting
studies) are equally important for validating the college and career readiness classifications of
students. These estimates and studies were described in previous sections, and so their descriptions
are not repeated here.

Validating “College and Career Ready” Based on Relations with Other Variables. In considering
validating the college readiness achievement level standards on the Smarter Balanced summative
assessments, we focus on validity evidence based on relations to external variables because, as
Camara (in press) pointed out, “Given the intended purposes of [college and career readiness]
assessments, if performance levels and benchmarks are inconsistent with empirical data of
performance in college and career-training programs, they will not only lack credibility but would
raise concerns about the validity of the interpretive argument.”
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A college- and career-ready standard implies that students who meet this standard have the
prerequisite academic knowledge and skKills to succeed in college or in a career. Given that there are
currently existing standards for college readiness,’ the readiness classifications based on the
Smarter Balanced summative assessments should be congruent with these other standards,
assuming that these external standards accurately measure college readiness. The degree to which
current college readiness benchmarks are consistent with the Smarter Balanced readiness
standards needs to be studied. These studies could be used (a) to empirically set the Smarter
Balanced readiness standards, (b) as part of the standard setting process, or (c) to validate the
standards after they have been set by other means.

Validity evidence based on relations to other variables for the purpose of classifying students as
college ready should involve both correlation/regression studies and classification consistency
analyses. In these analyses, scores from the summative assessments will be correlated with, used
as predictors of, and cross-tabulated with other measures of college readiness. To conduct these
analyses, appropriate external measures must be identified, defined, and evaluated for validation
purposes. In addition, different research designs should be considered. Design options include:

e Concurrent studies where students take both the summative assessments and external
assessments;

e Predictive studies where students take the summative assessments and their future college
performance is compared in retrospective fashion; and

e Embedded item designs where summative assessment items are embedded in other
assessments of college success, and vice versa.

Defining “college success” is not straightforward, and so we recommend that several different
variables be used, and studied, as outcome variables for college readiness. Camara (in press) listed
seven criteria that have been or could be used for setting or evaluating college readiness
benchmarks on Smarter Balanced or Partnership for Assessment of Readiness for College and
Careers (PARCC) assessments. These are:

e Persistence to second year;

e Graduation or completion of a degree or certification program;

e Time to degree completion (e.g., 6 years to earn a bachelor’s degree);
e Placement into college credit courses;

e Exemption from remediation courses;

e College grades in specific courses; and

e College grade point average.

Camara also noted that the most common criterion is college grades, either first-year grade point
average (GPA) or grades in specific first-year courses. For example, in setting the college readiness
benchmark on the ACT, grades in specific first-year courses were used (Allen & Sconing, 2005), but
to set the same benchmark on the SAT, Wyatt, Kobrin, Wiley, Camara, and Proestler (2011) used
first-year GPA.

7 We use readiness here to refer to the academic skills in math and reading, not the more general readiness
criteria that include non-cognitive variables such as contextual skills and academic behaviors (Conley, 2007).
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Current college readiness benchmarks set on educational tests. Several studies have been used to
evaluate or set college readiness benchmarks on tests. Examples of testing programs that have set
or evaluated college readiness benchmarks include:

e ACCUPLACER

o ACT

e Advanced Placement exams

e COMPASS

o Current statewide high school tests (end-of-course or graduation tests)
o FEarly Assessment Program (California)

o EXPLORE

e International assessments (e.g., PISA, TIMSS)

e |nternational Baccalaureate

e NAEP

e PLAN

e PSAT/NMSQT
e ReadiStep

A recent report by NAGB (Fields & Parsad, 2012) found that the most common assessments used by
postsecondary institutions to evaluate entering students for remedial courses in math were the ACT,
SAT, ACCUPLACER (Elementary Algebra and College Level Math), and COMPASS (Algebra, College
Algebra). For reading, the most common assessments were the ACT, SAT, ACCUPLACER (Reading
Comprehension), ASSET (Reading Skills), and COMPASS (Reading).

Examples of some of the studies that have been done using these tests, the readiness standards
that were set on each, and relevant citations are presented in Table 6. Camara (2012) described
research in this area as consisting of three steps: First, determine the appropriate outcome variable
for college success (e.g., first-year GPA). Second, determine the appropriate criterion of “success” on
the outcome variable (e.g., 65% chance of a B-). Third, determine the appropriate probability of
success. These steps will be important considerations in designing validity studies for the Smarter
Balanced summative assessments.
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Table 6. Current College Readiness Benchmarks

‘ Benchmark

Test Criterion Comments/Citations
ACT English 18
.75 probability of C
ACT Reading and .50 probability 21 Allen & Sconing (2005)
of B
ACT Math 22
SAT Composite 1550
SAT-Quantitative .65 probability of B- 500 Wyat et al. (2011)
. in first-year GPA y ’
SAT-Reading 500
SAT-Writing 500
Relevant tests include Calculus AB,
Advanced Placement Score of 3 Calculus BC, English Language &
(AP) Composition, English Literature &
Composition, and Statistics.
.75 probability of C .
COMPASS and .50 probability 7;2(E(’,\‘Ag;'tshk;)’ ACT (2010)
of B
.75 probability of C .
EXPLORE and .50 probability 1i’7(E(',:Ag;'tshr;)' ACT (2010)
of B
15 (English),
PLAN 19 (Math) ACT (2010)

The studies reported in Table 6 primarily used regression methods to find the test score that best
distinguished students who met or did not meet some operationally defined criterion of college
success.8 For the ACT research, the criterion used was the test score associated with a .75
probability of earning a C or a .50 probability of earning a B in specific college courses (e.g., English
composition, college algebra). For the SAT research, the criterion used was the test score associated
with a .65 probability of earning an overall first-year GPA of B- (2.67). The ACT studies used linear
regression, whereas the SAT studies used logistic regression. The SAT studies also included validity
evidence based on external variables, specifically rigor of high school courses, AP exam scores, and
high school GPA, to support the SAT readiness benchmarks (Wyatt et al., 2011). In addition to the
studies reported in Table 6, Fields and Parsad (2012) conducted a comprehensive survey of cutoff
scores on postsecondary math and reading placement tests. The mean cutoff scores, and the
variability in these scores across institutions, were reported. These mean cutoff scores could be used
as validation criteria for the Smarter Balanced college readiness standards. Other readiness criteria
include specific cutoff scores used by state university systems (e.g., California and Texas have
readiness criteria based on the ACT, the SAT, and in-state assessments), and the International
Baccalaureate exams (compensatory score of 24 across six assessments).

8 Equipercentile equating could also be used, and may be preferable in some situations.
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In addition to establishing college readiness benchmarks on admissions tests, research has also
been conducted to see how these readiness benchmarks could inform setting readiness standards
on other assessments. For example, the Texas Education Agency commissioned a series of studies
to set and evaluate college readiness standards using the State of Texas Assessments of Academic
Readiness (STAAR). In fact, in establishing the new STAAR tests, the Texas legislature legislated that
“validity studies be conducted to evaluate the empirical links between student performance on the
STAAR assessments and specific assessments measuring similar constructs, and that these links be
used to inform the standard-setting process” (LaSalle et al., 2012, p. 2). These studies are
particularly relevant to Smarter Balanced because the STAAR assessments involve on-target
readiness standards below high school and certifying college readiness at the high school level.

Rather than directly using external assessments to set readiness benchmarks on the STAAR exams,
Texas used external data to set “landmarks,” or cut points, on the STAAR score scale that
corresponded to important cut scores on the external assessments. Examples of external
assessments that were used for this purpose included the previous statewide exams in Texas, a
placement test used at the University of Texas, the ACT and SAT benchmarks, and the ACCUPLACER
Elementary Algebra exam. For the previous statewide end-of-course tests, equipercentile linking was
used to establish concordance tables across pairs of tests. For the readiness benchmarks
established on the external assessments, logistic or linear regression was used to “map” the
external benchmarks onto the STAAR score scales. Linear regression was also used to set other
landmarks based on high school course grades (e.g., B or better) and probability of success in a
relevant college course (e.g., C or better in college algebra). See Keng, Murphy, and Gaertner (2012)
for a more complete description of these studies.

Based on several studies of these external criteria, “landmarks,” or benchmarks, were established
on the STAAR score scale, and these landmarks were used to establish “neighborhoods” within
which it seemed reasonable (to the policymakers who reviewed these results) to set the college
readiness standard and other standards. The score scale annotated with the landmarks and
neighborhoods was used to encourage standard setting panelists to set their standards within the
neighborhoods, since the score scale range defined by each neighborhood contained the external
readiness standards and other relevant information that would support the standard set in that
range. Keng et al. (2012) described this process as “evidence-based standard setting” (p. 4; see
also O’Malley, Keng, & Miles, 2012).

A fictitious example of how external data could be used to inform the college and career readiness
standard setting process using neighborhoods based on external data is presented in Figure 7. In
this figure, test scores related to college readiness from two states (California and Oregon), the ACT
and SAT readiness benchmarks, and the passing score for the GED Math test are all mapped onto
the score scale for the grade 11 Smarter Balanced summative math assessment. The score
corresponding to chance performance is also indicated. Using external data in this way can build
validation criteria into the standard setting process.
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Figure 7. Example of Using External Data to Establish a Reasonable Interval (Neighborhood) for Standard
Setting

CA EAP Math
readiness score

ACT
Rea71ess

AP Calculus

OR Math graduation score of 3

test passing score

\
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\
GED Math passing SAT )
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Recommended studies based on relations to external variables. The previous section described
some options for conducting validity studies based on relations to external variables and
summarized some of the research that has already been done in this area. To relate current college
readiness standards and other pertinent information to the grade 11 Smarter Balanced summative
assessments, three types of studies are possible. The first two types of studies are concurrent
validity studies. In the first variation, students would take both Smarter Balanced and external
assessments at around the same point in time. For example, grade 11 students could take the
Smarter Balanced summative assessments, or a subset of items from them (e.g., in the pilot study),
and the SAT or ACT, at a reasonable point in time (e.g., March). Regression or equipercentile
methods could be used to determine the Smarter Balanced scores that corresponded to the SAT or
ACT readiness benchmarks. The second type of concurrent validity study would involve college
students taking Smarter Balanced assessments (or subsets of items) near the end of a relevant
course, and their final course grades could be used as the validation criterion. The Smarter Balanced
scores that are associated with the pre-established readiness criterion (e.g., grade of B-) could be
established via regression or equipercentile procedures, or probability tables could be set up to
relate the Smarter Balanced scores to specific grades. The third type of study that could be
conducted would be a retrospective study where students who took the Smarter Balanced
assessments would be followed longitudinally to see how they perform in college (see, for example,
D’Agostino & Bonner, 2009).

Threats to the validity of these studies include differential motivation effects across the Smarter
Balanced and external assessments, potentially non-representative samples of students due to the
self-selection of external assessments, and a lack of overlap in the constructs measured by the
Smarter Balanced and external assessments. Different grading standards and different admissions
standards across colleges and universities, and across different types of institutions (public, private,
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two-year, four-year) also present problems. Nevertheless, these issues can be considered and
discussed when interpreting the results. Surveys or interviews of students participating in these
studies could help understand these students’ motivation to do well (Haertel, 1999).

The most practical course of action to gather external data to validate the Smarter Balanced college
readiness standards is to take advantage of tests already taken by grade 11 students, such as the
ACT, SAT, and AP exams, and relate them to their scores on the summative assessments.
Supplementary studies would need to evaluate the content overlap of these assessments and
students’ motivation to do well on the Smarter Balanced assessments. Assuming sufficient content
overlap and motivation, benchmarks can be set to inform the establishment of the college readiness
standards on the Smarter Balanced assessments (as done in Keng et al., 2012), and longjtudinal
analysis can be done at a later point in time to evaluate the standards and possibly revise them if
necessary. The key information to gather is the degree to which students who reached the Smarter
Balanced readiness standards were successful in college. Camara and Quenemoen (2012)
suggested that the decision consistency of the ready/not-ready and successful/not successful in
college classifications should be broken down across different types of institutions.

It is likely that data-sharing agreements that maintain student anonymity can be worked out between
the Consortium and external examination programs, such as ACT and the College Board, and among
state colleges and universities within the Consortium. In addition, as Camara and Quenemoen
(2012) point out, the National Student Clearinghouse maintains enroliment records for a vast
majority of postsecondary institutions and can be used to track retention and graduation rates that
will be useful for evaluating the readiness standards. The percentages of students who are
“Proficient” on the grade 12 NAEP Math and Reading a