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Key Points in Article
• Srihari uses a computer model to come up with a probability that a specific fingerprint would randomly match another in a database of a given size.
• A probability statement as to how rare a specific finger print is would be a dramatic improvement in the way that such evidence is currently described to juries using a likelihood ratio. (author’s claim)

Fallacies and Issues
• This News Release makes many misleading statements
• “incomplete prints left at crime scenes is still an inexact science at best”
• Dr Srihari in “2001 provided the first scientific evidence that fingerprints truly are unique”
• The news release states that this is the first time the rarity of a fingerprint has been determined by a computer
• “Current Procedures for forensics do not provide a measured accuracy for fingerprint analysis”
• His “research addresses some of the profound shortfalls identified by the National Academy of Sciences”
• “Fingerprints are invisible to the naked eye and have to be lifted”
• “In forensic analysis the fingerprints are usually incomplete thus a guess has to be made as to which part of the finger the print came from”

SWGFAST
The non-official e-mail discussion tread on this article identify the same issues with this model as were identified with the 50k v 50k study

>>> “Langenburg, Glenn (DPS)“ <Glenn.Langenburg@state.mn.us> 12/8/2010 1:10 PM >>>
Hi all,
Cedric asked me to forward a few of our emails below on to the whole group, rather than repeat everything. I agree with Austin and several us have been discussing this paper. For those of you having had the stats class, you may recall two major issues (which the 50 k v. 50 k study suffered from) which are present here as well:
1) The numbers are so theoretically small that there is no way to validate and test them….they are a billion billion billions times smaller than the size of the smallest predicted object in the universe…they may be theoretically correct however. No way to test it.
2) The model only presents (as Austin has pointed out) how different two things are using AFIS technology. The maths allow for some uncertainty in the measurements, BUT they do not account for WITHIN SOURCE variation (i.e. latent print distortion) or how different two things can look when coming from the same source. They have effectively, like the 50K study, given a denominator to the LR. That’s my two cents at least.

Summary

This statistical model if used in the proper context may add to overall validity of the value of the intrinsic nature of fingerprints, however the news release makes several statements that are not correct.

Action Required

This is along the same lines as Cedric Neumann’s likelihood ratio studies and IFIS Program Support will continue to monitor articles about statistics.
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BUFFALO, N.Y. – Crime scene forensic analysis has long functioned on the premise that a person's unique identity is hidden in the tiny loops and swirls of their fingerprints, but teasing that information out of the incomplete prints left at crime scenes is still an inexact science, at best.

Now, a University at Buffalo professor -- who in 2001 provided the first scientific evidence that fingerprints truly are unique -- has developed a way to computationally determine the rarity of a particular fingerprint and, thus, how likely it is to belong to a particular crime suspect.

The paper, "Evaluation of Rarity of Fingerprints in Forensics," will be presented by Sargur N. Srihari, PhD, co-author and SUNY Distinguished Professor in the UB Department of Computer Science and Engineering, at the Proceedings of Neural Information Processing Systems conference today in Vancouver.

By combining machine learning with the ability to automate the extraction of specific patterns or features in a fingerprint and then comparing it with large databases of random fingerprints, Srihari and co-researchers are able to come up with a probability that a specific fingerprint would randomly match another in a database of a given size.

The UB research is the first attempt to determine the rarity of a fingerprint using computational tools.

"Current procedures for forensics do not provide a measured accuracy for fingerprint analysis," says Srihari.

The UB research lays the groundwork for the development of computational systems that could, for the first time, quickly and objectively reveal just how meaningful is the fingerprint evidence in a given case.

The research directly addresses some of the profound shortfalls identified by the National Academy of Sciences' Committee on Identifying the Needs of the Forensic Science Community, which Srihari served on with other national experts from 2007-2009. Some of the committee's recommendations dealt specifically with fingerprints, including the need for baseline standards to be used with computer algorithms to map, record and recognize features in fingerprint images.


"When we look at DNA, we can say that the likelihood that another person might have the same DNA pattern as that found at a crime scene is one in 24 million," Srihari explains.
"Unfortunately, with fingerprint evidence no such probability statement can be made. Our research provides the first systematic approach for computing the rarity of fingerprints in a scientifically robust and reliable manner."

Part of the difficulty is due to the intrinsic nature of fingerprint evidence, he says, where fingerprints are invisible to the naked eye and have to be lifted using either powder or ultraviolet illumination.

According to Srihari, two types of uncertainty are involved in fingerprint analysis, similarity between two fingerprints and the rarity of a given configuration of ridge patterns.

"Human examiners describe the results of their analyses in one of three ways: likely to confirm identity, called individualization, unlikely to confirm identity, called exclusion, or inconclusive," he says. "A probability statement as to how rare a specific fingerprint is would be a dramatic improvement in the way that such evidence is currently described to juries."

Forensic analysis depends on something called a likelihood ratio, which is the ratio between the probability that the evidence found at the scene and the known data -- for example, a suspect's fingerprint -- come from the same source and the probability that they come from different sources.

The new method developed at UB uses machine learning, a type of artificial intelligence where machines learn from examples, through the use of statistics and probability. The UB researchers used machine learning to predict the core point, usually the center in the finger around which the ridges flow.

"In forensic analysis, the fingerprints are usually incomplete," Srihari explains. "Thus a guess has to be made as to which part of the finger it came from. Our approach allows us to predict the core point and thus orient the print for further analysis."

Srihari's co-author is Chang Su, a doctoral candidate in the UB Department of Computer Science and Engineering in the School of Engineering and Applied Sciences.

The research was supported by a grant from the U.S. Department of Justice.

The University at Buffalo is a premier research-intensive public university, a flagship institution in the State University of New York system and its largest and most comprehensive campus. UB's more than 28,000 students pursue their academic interests through more than 300 undergraduate, graduate and professional degree programs. Founded in 1846, the University at Buffalo is a member of the Association of American Universities.
Evaluation of Rarity of Fingerprints in Forensics
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Abstract

A method for computing the rarity of latent fingerprints represented by minutiae is given. It allows determining the probability of finding a match for an evidence print in a database of $n$ known prints. The probability of random correspondence between evidence and database is determined in three procedural steps. In the registration step the latent print is aligned by finding its core point; which is done using a procedure based on a machine learning approach based on Gaussian processes. In the evidence probability evaluation step a generative model based on Bayesian networks is used to determine the probability of the evidence; it takes into account both the dependency of each minutia on nearby minutiae and the confidence of their presence in the evidence. In the specific probability of random correspondence step the evidence probability is used to determine the probability of match among $n$ for a given tolerance; the last evaluation is similar to the birthday correspondence probability for a specific birthday. The generative model is validated using a goodness-of-fit test evaluated with a standard database of fingerprints. The probability of random correspondence for several latent fingerprints are evaluated for varying numbers of minutiae.

1 Introduction

In many forensic domains it is necessary to characterize the degree to which a given piece of evidence is unique. For instance in the case of DNA a probability statement is made after a match has been confirmed between the evidence and the known, that the chance that a randomly selected person would have the same DNA pattern is 1 in 24,000,000 which is a description of rarity of the evidence/known [1]. In the case of fingerprint evidence there is uncertainty at two levels: the similarity between the evidence and the known and the rarity of the known. This paper explores the evaluation of the rarity of a fingerprint as characterized by a given set of features. Recent court challenges have highlighted the need for statistical research on this problem especially if it is stated that a high degree of similarity is present between the evidence and the known [2].

A statistical measure of the weight of evidence in forensics is a likelihood ratio (LR) defined as follows [3]. It is the ratio between the joint probability that the evidence and known come from the same source, and the joint probability that the two come from two different sources. If the underlying distributions are Gaussian the LR can be simplified as the product of two exponential factors: the first is a significance test of the null hypothesis of identity, and the second measures rarity. Since evaluation of the joint probability is difficult for fingerprints, which are characterized by variable sets of minutia points with each point itself expressed as a 3-tuple of spatial co-ordinates and an angle, the LR computation is usually replaced by one wherein a similarity (or kernel) function is introduced between the evidence and the known and the likelihood ratio is computed for the similarity [4, 5]. While such efforts concern the significance of the null hypothesis of identity, fingerprint rarity continues to be a difficult problem and has never been solved. This paper describes a systematic approach for the computation of the rarity of fingerprints in a robust and reliable manner.
The process involves several individual steps. Due to varying quality of fingerprints collected from the crime scene, called latent prints, a registration process is needed to determine which area of finger skin the print comes from; Section 2 describes the use of Gaussian processes to predict core points by which prints can be aligned. In Section 3 a generative model based on Bayesian networks is proposed to model the distribution of minutiae as well as the dependencies between them. To measure rarity, a metric for assessing the probability of random correspondence of a specific print against \( n \) samples is defined in Section 4. The model is validated using a goodness-of-fit test in Section 5. Some examples of evaluation of rarity are given in Section 6.

2  Fingerprint Registration

The fingerprint collected from the crime scene is usually only a small portion of the complete fingerprint. So the feature set extracted from the print only contains relative spatial relationship. It’s obvious that feature sets with same relative spatial relationship can lead to different rarity if they come from the different areas of the fingertip. To solve this problem, we first predict the core points and then align the fingerprints by overlapping their core points. In biometrics and fingerprint analysis, core point refers to the center area of a fingerprint. In practice, the core point corresponds to the center of the north most loop type singularity. For fingerprints that do not contain loop or whorl singularities, the core is usually associated with the point of maxima ridge line curvature[6]. The most popular approaches proposed for core point detection is the Poincare Index (PI) which is developed by [7, 8, 9]. Another commonly used method [10] is a sine map based method that is realized by multi-resolution analysis. The methods based on Fourier expansion[11], fingerprint structures [12] and multi-scale analysis [13] are also proposed. All of these methods require that the fingerprints are complete and the core points can be seen in the prints. But this is not the case for all the fingerprints. Latent prints are usually small partial prints and do not contain core points. So there’s no way to detect them by above computational vision based approaches.

We proposes a core point prediction approach that turns this problem into a regression problem. Since the ridge flow directions reveal the intrinsic features of ridge topologies, and thus have critical impact on core point prediction. The orientation maps are used to predict the core points. A fingerprint field orientation map is defined as a collection of two-dimensional direction fields. It represents the directions of ridge flows in regular spaced grids. The gradients of gray intensity of enhanced fingerprints are estimated to obtain reliable ridge orientation [9]. Given an orientation map of a fingerprint, the core point is predicted using Gaussian processes. Gaussian processes dispense with the parametric model and instead define a probability distribution over functions directly. It provides more flexibility and better prediction. The advantage of Gaussian process model also comes from the probabilistic formulation[14]. Instead of representing the core point as a single value, the predicatation of the core point from Gaussian process model takes the form of a full predictive distribution.

Suppose we have a training set \( D \) of \( N \) fingerprints, \( D = \{(g_i, y_i) | i = 1, \ldots, N\} \), where \( g \) denotes the orientation map of a fingerprint print and \( y \) denotes the output which is the core point. In order to predict the core points, Gaussian process model with squared exponential covariance function is applied. The regression model with Gaussian noise is given by

\[
y = f(g) + \epsilon
\]  (1)

where \( f(g) \) is the value of the process or function \( f(x) \) at \( g \) and \( \epsilon \) is a random noise variable whose value is chosen independent for each observation. We consider the noise processes that have a Gaussian distribution, so that the Gaussian likelihood for core point is given by

\[
p(y|f(g)) = \mathcal{N}(f, \sigma^2 I)
\]  (2)

where \( \sigma^2 \) is the variance of the noise. From the definition of a Gaussian process, the Gaussian process prior is given by a Gaussian whose mean is zero and whose covariance is defined by a covariance function \( k(g, g') \) so that

\[
f(g) \sim \mathcal{GP}(0, k(g, g'))
\]  (3)

The squared exponential covariance function is used here to specify the covariance between pairs of variables, parameterized by \( \theta_1 \) and \( \theta_2 \).

\[
k(g, g') = \theta_1 \exp(-\frac{\theta_2}{2} |g - g'|^2)
\]  (4)
where the hyperparameters $\theta_1$ and $\theta_2$ are optimized by maximizing of the log likelihood $p(y|\theta_1, \theta_2)$

Suppose the orientation map of a input fingerprint is given by $g^*$. The Gaussian predictive distribution of core point $y^*$ can be evaluated by conditioning the joint Gaussian prior distribution on the observation $(G, y)$, where $G = (g_1, \ldots, g_N)^T$ and $y = (y_1, \ldots, y_N)^T$. The predictive distribution is given by

$$p(y^*|g^*, G, y) = \mathcal{N}(m(y^*), \text{cov}(y^*))$$

(5)

where

$$m(y^*) = k(g^*, G)[K + \sigma^2 I]^{-1} y$$

(6)

$$\text{cov}(y^*) = k(g^*, g^*) + \sigma^2 - k(g^*, G)^T[K + \sigma^2 I]^{-1} k(G, g^*)$$

(7)

where $K$ is the Gram matrix whose elements are given by $k(g_i, g_j)$.

Note that for some fingerprints such as latent fingerprints collected from crime scene, their locations in the complete print are unknown. So any $g^*$ only represents the orientation map of the print in one possible location. In order to predict the core point in the correct location, we list all the possible print locations corresponding to the different translations and rotations. The orientation maps of them are defined as $G = \{g^*_i|i = 1, \ldots, m\}$. Using (5), we obtain the predictive distributions $p(y^*|g^*_i, G, y)$ for all the $g^*_i$. The core point $\hat{y}^*$ should maximize $p(y^*|g^*_i, G, y)$ with respect to $g^*_i$. Thus the core point of the fingerprint is given by

$$\hat{y}^* = k(g^*_{MAX}, G)[K + \sigma^2 I]^{-1} y$$

(8)

where $g^*_{MAX}$ is the orientation map where the maximum predictive probability of core point can be obtained, given by

$$g^*_{MAX} = \arg\max_{g^*} p(m(y^*)|g^*, G, y)$$

(9)

After the core points are determined, the fingerprints can be aligned by overlapping their core points. This is done by presenting the features in the Cartesian coordinates where the origin is the core point.

Note that the minutia features mentioned in following sections have been aligned first.

3 A Generative Model for Fingerprints

In order to estimate rarity, statistical models need to be developed to represent the distribution of fingerprint features. Previous generative models for fingerprints involve different assumptions: uniform distribution of minutia locations and directions [15] and minutiae are independent of each other [16, 17]. However, minutiae that are spatially close tend to have similar directions with each other [18]. Moreover, fingerprint ridges flow smoothly with very slow orientation change. The variance of the minutia directions in different regions of the fingerprint are dependent on both their locations and location variance [19, 20]. These observations on the dependency between minutiae need to be accounted for in eliciting reliable statistical models. The proposed model incorporates the distribution of minutiae and the dependency relationship between them.

Minutiae are the most commonly used features for representing fingerprints. They correspond to ridge endings and ridge bifurcations. Each minutia is represented by its location and direction. The direction is determined by the ridge at the location. Automatic fingerprint matching algorithms use minutiae as the salient features [21], since they are stable and are reliably extracted. Each minutia is represented as $x = (s, \theta)$ where $s = (x_1, x_2)$ is its location and $\theta$ its direction.

In order to capture the distribution of minutiae as well as the dependencies between them, we first propose a method to define a unique sequence for a given set of minutiae. Suppose that a fingerprint contains $N$ minutiae. The sequence starts with the minutia $x_1$ whose location is closest to the core point. Each remaining minutia $x_n$ is the spatially closest to the centroid defined by the arithmetic mean of the location coordinates of all the previous minutiae $x_1, \ldots, x_{n-1}$. Given this sequence, the fingerprint can be represented by a minutia sequence $X = (x_1, \ldots, x_N)$. The sequence is robust to the variance of the minutiae because the next minutia is decided by the all the previous minutiae. Given the observation that spatially closer minutiae are more strongly related, we only model the dependence between $x_n$ and its nearest minutia among $\{x_1, \ldots, x_{n-1}\}$. Although not all the dependence is taken into account, this is a good trade-off between model accuracy and computational complexity. Figure 1(a) presents an example where $x_5$ is determined because its distance to the centroid of $\{x_1, \ldots, x_4\}$ is minimal. Figure 1(b) shows the minutia sequence and the minutia
dependencies (arrows) for the same configuration of minutiae. Based on the characteristic of fingerprint minutiae studied in [18, 19, 20], we know that the minutia direction is related to its location and the neighboring minutiae. The minutia location is conditional independent of the location of the neighboring minutiae given their directions. To address the probabilistic relationships of the minutiae, Bayesian networks are used to represent the distributions of the minutia features in fingerprints. Figure 2 shows the Bayesian network for the distribution of the minutia set given in Figure 1. The nodes $s_n$ and $\theta_n$ represent the location and direction of minutia $x_n$. For each conditional distribution, a directed link is added to the graph from the nodes corresponding to the variables on which the distribution is conditioned. In general, for a given fingerprint, the joint distribution over its minutia set $X$ is given by

$$p(X) = p(s_1)p(\theta_1|s_1) \prod_{n=2}^{N} p(s_n)p(\theta_n|s_n, s_{\psi(n)}, \theta_{\psi(n)})$$ (10)

where $s_{\psi(n)}$ and $\theta_{\psi(n)}$ are the location and direction of the minutia $x_i$ which has the minimal spatial distance to the minutia $x_n$. So $\psi(n)$ is given by

$$\psi(n) = \arg\min_{i \in [1, n-1]} ||x_n - x_i||$$ (11)

To compute above joint probability, there are three probability density functions need to be estimated: distribution of the location of minutiae $f(s)$, joint distribution of the location and direction of minutiae $f(s, \theta)$, and conditional distribution of minutia direction given its location, and the location and direction of the nearest minutia $f(\theta_n|s_n, s_{\psi(n)}, \theta_{\psi(n)})$.

It is known that minutiae tend to form clusters [18] and minutiae in different regions of the fingerprint are observed to be associated with different region-specific minutia directions. A mixture of Gaussian is a natural approach to model the minutia location given by (12). Since minutia orientation is a periodic variable, it is modeled by the von Mises distribution which itself is derived from the Gaussian. The minutia represented by its location and direction is modeled by the mixture of joint Gaussian and von-Mises distribution [22] give by (13). Given its location and the nearest minutia, the minutia direction has the mixture of von-Mises density given by (14).

$$f(s) = \sum_{k_1=1}^{K_1} \pi_{k_1} N(s|\mu_{k_1}, \Sigma_{k_1})$$ (12)
\[
f(s, \theta) = \sum_{k_2=1}^{K_2} \pi_{k_2} \mathcal{N}(s|\mu_{k_2}, \Sigma_{k_2}) \mathcal{V}(\theta|\nu_{k_2}, \kappa_{k_2}) \tag{13}
\]

\[
f(\theta_n|s_n, s_{\psi(n)}, \theta_{\psi(n)}) = \sum_{k_2=1}^{K_2} \pi_{k_2} \mathcal{V}(\theta_n|\nu_{k_2}, \kappa_{k_2}) \tag{14}
\]

where \(K_1\) is the number of mixture components, \(\pi_{k_2}\) are non-negative component weights that sum to one, \(\mathcal{N}(s|\mu_{k_2}, \Sigma_{k_2})\) is the bivariate Gaussian probability density function of minutiae with mean \(\mu_{k_2}\) and covariance matrix \(\Sigma_{k_2}\), and \(\mathcal{V}(\theta|\nu_{k_2}, \kappa_{k_2})\) is the von-Mises probability density function of minutia orientation with mean angle \(\nu_{k_2}\) and precision (inverse variance) \(\kappa_{k_2}\). Bayesian information criterion is used to estimate \(K_1\) and other parameters are learned by EM algorithm.

### 4 Evaluation of Rarity of a Fingerprint

The general probability of random correspondence (PRC) can be modified to give the probability of matching the specific evidence within a database of \(n\) items, where the match is within some tolerance in feature space [23]. The metric of rarity is specific nPRC, the probability that data with value \(x\) coincides with an element in a set of \(n\) samples, within specified tolerance. Since we are trying to match a specific value \(x\), this probability depends on the probability of \(x\). Let \(Y = [y_1, \ldots, y_n]\) represent a set of \(n\) random variables. A binary-valued random variable \(z\) indicates that if one sample \(y_i\) exists in a set of \(n\) random samples so that the value of \(y_i\) is the same as \(x\) within a tolerance \(\epsilon\). By noting the independence of \(x\) and \(y_i\), the specific nPRC is then given by the marginal probability

\[
p(z = 1|x) = \sum_{Y} p(z = 1|x, Y)p(Y) \tag{15}
\]

where \(p(Y)\) is the joint probability of the \(n\) individuals.

To compute specific nPRC, we first define correspondence or match, between two minutiae as follows. Let \(x_a = (s_a, \theta_a)\) and \(x_b = (s_b, \theta_b)\) be a pair of minutiae. The minutiae are said to correspond if for tolerance \(\epsilon = [\epsilon_s, \epsilon_d]\),

\[
||s_a - s_b|| \leq \epsilon_s \land |\theta_a - \theta_b| \leq \epsilon_d \tag{16}
\]

where \(||s_a - s_b||\) is the Euclidean distance between the minutia locations. Then, the match between two fingerprints is defined as existing at least \(m\) pairs of matched minutiae between two fingerprints. The tolerances \(\epsilon\) and \(m\) depend on practical applications.

To deal with the largely varying quality in latent fingerprints, it is also important to consider the minutia confidence in specific nPRC measurement. The confidence of the minutia \(x_n\) is defined as \((d_{s_n}, d_{\theta_n})\), where \(d_{s_n}\) is the confidence of location and \(d_{\theta_n}\) is the confidence of direction. Given the minutia \(x_n = (s_n, \theta_n)\) and its confidences, the probability density functions of location \(s'\) and direction \(\theta'\) can be modeled using Gaussian and von-Mises distribution given by

\[
c(s'|s_n, d_{s_n}) = \mathcal{N}(s'|s_n, d_{s_n}^{-1}) \tag{17}
\]

\[
c(\theta'|\theta_n, d_{\theta_n}) = \mathcal{V}(\theta'|\theta_n, d_{\theta_n}) \tag{18}
\]

where the variance of the location distribution (Gaussian) is the inverse of the location confidence and the concentration parameter of the direction distribution (von-Mises) is the direction confidence.

Let \(f\) be a randomly sampled fingerprint which has minutia set \(X' = \{x'_1, \ldots, x'_M\}\). Let \(\hat{X}\) and \(\overline{X}'\) be the sets of \(n\) minutiae randomly picked from \(X\) and \(X'\), where \(n \leq N\) and \(\bar{n} \leq M\). Using (10), the probability that there is a one-to-one correspondence between \(\hat{X}\) and \(\overline{X}'\) is given by

\[
p_c(\hat{X}) = p_c(s_1, \theta_1) \prod_{n=2}^{\bar{n}} p_c(s_n)p_c(\theta_n|s_n, s_{\psi(n)}, \theta_{\psi(n)}) \tag{19}
\]

where

\[
p_c(s_n, \theta_n) = \int \int \int c(s'|s_n, d_{s_n})c(\theta'|\theta_n, d_{\theta_n}) f(s, \theta) ds' d\theta' ds d\theta \tag{20}
\]
The validation of the proposed generative model is by means of a goodness-of-fit test which determines as to how well a sample of data agrees with the proposed model distribution. The chi-square test is used to approximate the integral involved in the probability calculation.

\[ p_e(s_n) = \int \int_{|s-s'| \leq t} c(s'|s_n, d_{s_n}) f(s) ds' ds \]  

\[ p_e(\theta_n|s_n, s_{\psi(n)}, \theta_{\psi(n)}) = \int \int_{|\theta-\theta'| \leq t} c(\theta'|\theta_n, d_{\theta_n}) f(\theta|s_n, s_{\psi(n)}, \theta_{\psi(n)}) d\theta' d\theta \]

Finally, the specific nPRCs can be computed by

\[ p_e(X, \hat{m}, n) = 1 - (1 - p_e(X, \hat{m}))^{n-1} \]

where X represents the minutia set of given fingerprint, and \( p_e(X, \hat{m}) \) is the probability that \( \hat{m} \) pairs of minutiae are matched between the given fingerprint and a randomly chosen fingerprint from \( n \) fingerprints.

\[ p_e(X, \hat{m}) = \sum_{m' \in M} p(m') \left( \frac{m'}{\hat{m}} \right) \sum_{i=1}^{(\hat{m})} p_e(\hat{X}_i) \]

where \( M \) contains all possible numbers of minutiae in one fingerprint among \( n \) fingerprints, \( p(m') \) is the probability of a random fingerprint having \( m' \) minutiae, minutia set \( \hat{X}_i = (x_{i1}, x_{i2}, ..., x_{im}) \) is the subset of \( X \) and \( p_e(\hat{X}_i) \) is the joint probability of minutia set \( \hat{X}_i \) given by (19). Gibbs sampling is used to approximate the integral involved in the probability calculation.

### 5 Model Validation

In order to validate the proposed methods, core point prediction was first tested. Goodness-of-fit tests were performed on the proposed generative models. Two databases were used, one is NIST4, and the other is NIST27. NIST4 contains 8-bit gray scale images of randomly selected fingerprints. Each print has 512 \times 512 pixels. The entire database contains fingerprints taken from 2000 different fingers with 2 impression of the same finger. NIST27 contains latent fingerprints from crime scenes and their matching rolled fingerprint mates. There are 258 latent cases separated into three quality categories of good, bad, and ugly.

#### 5.1 Core Point Prediction

The Gaussian process models for core point prediction are trained on NIST4 and tested on NIST27. The orientation maps are extracted by conventional gradient-based approach. The fingerprint images are first divided into equal-sized blocks of \( N \times N \) pixels, where \( N \) is the average width of a pair of ridge and valley. The value of \( N \) is 8 in NIST4 and varies in NIST27. The gradient vectors are calculated by taking the partial derivatives of image intensity at each pixel in Cartesian coordinates. The ridge orientation is perpendicular to the dominant gradient angle in the local block. The training set consists of the orientation maps of the fingerprints and the corresponding core points which are marked manually. The core point prediction is applied on three groups of latent prints in different quality. Figure 3 shows the results of core point prediction and subsequent latent print localization given two latent fingerprints from NIST27. Table 1 shows the comparison of prediction precisions of Gaussian Processes (GP) based approach and the widely used Poincare Index (PI) [8]. The test latent prints are extracted and enhanced manually. The true core points of the latent prints are picked from the matching 10-prints. Correct prediction is determined by comparing the location and direction distances between predicted and true core points with the threshold parameters set at \( T_x = 16 \) pixels, and \( T_y = \pi/6 \). Good quality set contains 88 images that mostly contain the core points. Both bad and ugly quality sets contain 85 images that have small size and usually do not include core points. Among the precisions of good quality latent prints, two approaches are close. Precisions of bad and ugly quality show distinct difference between two methods and indicate that GP based method provides core point prediction even though the core points can not be seen in the latent prints. The GP based method also results in higher overall prediction precisions.

#### 5.2 Goodness-of-fit

The validation of the proposed generative model is by means of a goodness-of-fit test which determines as to how well a sample of data agrees with the proposed model distribution. The chi-square test is used to approximate the integral involved in the probability calculation.

\[ p_e(s_n) = \int \int_{|s-s'| \leq t} c(s'|s_n, d_{s_n}) f(s) ds' ds \]  

\[ p_e(\theta_n|s_n, s_{\psi(n)}, \theta_{\psi(n)}) = \int \int_{|\theta-\theta'| \leq t} c(\theta'|\theta_n, d_{\theta_n}) f(\theta|s_n, s_{\psi(n)}, \theta_{\psi(n)}) d\theta' d\theta \]
Figure 3: Latent print localization: Left side images are the latent fingerprints (rectangles) collected from crime scenes. Right side images contain the predicted core points (crosses) and true core points (rounds) with the orientation maps of the latent prints.

Table 1: Comparison of prediction precisions of PI and GP based approaches.

<table>
<thead>
<tr>
<th></th>
<th>Poincare Index</th>
<th>Gaussian Processes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
<td>90.6%</td>
<td>93.1%</td>
</tr>
<tr>
<td>Bad</td>
<td>68.2%</td>
<td>87.1%</td>
</tr>
<tr>
<td>Ugly</td>
<td>46.6%</td>
<td>72.7%</td>
</tr>
<tr>
<td>Overall</td>
<td>68.6%</td>
<td>84.5%</td>
</tr>
</tbody>
</table>

A statistical hypothesis test was applied [24]. Three different tests were conducted for: (i) distribution of minutia location (12), (ii) joint distribution of minutia location and orientation (13), and (iii) distributions of minutia dependency (14). For minutia location, we partitioned the minutia location space into 16 non-overlapping blocks. For minutia location and orientation, we partitioned the feature space into $16 \times 4$ non-overlapping blocks. For minutia dependency, the orientation space is divided into 9 non-overlapping blocks. The blocks are combined with adjacent blocks until both observed and expected numbers of minutiae in the block are greater than or equal to 5. The test statistic used here is a chi-square random variable $\chi^2$ defined by the following equation.

$$
\chi^2 = \sum_i \frac{(O_i - E_i)^2}{E_i}
$$

where $O_i$ is the observed minutia count for the $i$th block, and $E_i$ is the expected minutia count for the $i$th block. The $p$-value, the probability of observing a sample statistic as extreme as the test statistic, associated with each test statistic $\chi^2$ is then calculated based on the chi-square distribution and compared to the significance level. For the NIST 4 dataset, we chose significance level equal to 0.01. 4000 fingerprints are used to train the generative models proposed in Sections 3.

To test the models for minutia location, and minutia location and orientation, the numbers of fingerprints with $p$-values above (corresponding to accept the model) and below (corresponding to reject the model) the significance level are computed. Of the 4000 fingerprints, 3387 are accepted and 613 are rejected for minutia location model, and 3216 are accepted and 784 are rejected for minutia location and orientation model. To test the model for minutia dependency, we first collect all the linked minutia pairs in the minutia sequences produced from 4000 fingerprints. Then these minutia pairs are separated by the binned locations of both minutiae ($32 \times 32$) and orientation of the leading minutia (4). Finally, the minutia dependency models can be tested on the corresponding minutia pair sets. Of the 4096 data sets, 3558 are accepted and 538 are rejected. The results imply that the proposed generative models offer reasonable and accurate fit to fingerprints.

Table 2: Results from the Chi-square tests for testing the goodness of fit of three generative models.

<table>
<thead>
<tr>
<th>Generative models</th>
<th>Dataset sizes</th>
<th>Model accepted</th>
<th>Model rejected</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(s)$</td>
<td>4000</td>
<td>3387</td>
<td>613</td>
</tr>
<tr>
<td>$f(s, \theta)$</td>
<td>4000</td>
<td>3216</td>
<td>784</td>
</tr>
<tr>
<td>$f(\theta_n</td>
<td>s_n, s_{\psi(n)}, \theta_{\psi(n)})$</td>
<td>4096</td>
<td>3558</td>
</tr>
</tbody>
</table>
Figure 4: Two latent cases: The left images are the crime scene photographs containing the latent fingerprints and minutiae. The right images are the preprocessed latent prints with aligned minutiae with predicted core points.

Table 3: Specific $n$PRCs for the latent fingerprints “b115” and “g73”, where $n = 100,000$.

<table>
<thead>
<tr>
<th>Latent Print “b115”</th>
<th>Latent Print “g73”</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>$m$</td>
</tr>
<tr>
<td>2</td>
<td>0.73</td>
</tr>
<tr>
<td>4</td>
<td>$2.46 \times 10^{-19}$</td>
</tr>
<tr>
<td>16</td>
<td>$6.13 \times 10^{-31}$</td>
</tr>
</tbody>
</table>

6  Fingerprint Rarity measurement on Latent Prints

The method for assessing fingerprint rarity using the validated model is demonstrated here. Figure 4 shows two latent fingerprints randomly picked from NIST27. The first latent print “b115” contains 16 minutiae and the second “g73” contains 39 minutiae. The confidences of minutiae are manually assigned by visual inspection. The specific $n$PRC of the two latent prints are given by Table 3. The specific $n$PRCs are calculated through varying numbers of matching minutia pairs ($\hat{m}$), assuming that the number of fingerprints ($n$) is 100,000. The tolerance is set at $\epsilon_s = 10$ pixels and $\epsilon_\theta = \pi/8$.

The experiment shows that the values of specific $n$PRC are largely dependent on the given latent fingerprint. For the latent print that contains more minutiae or whose minutiae are more common in minutia population, the probability that the latent print shares $\hat{m}$ minutiae with a random fingerprint is more. It is obvious to note that, when $\hat{m}$ decreases, the probability of random correspondence increases. Moreover, the values of specific $n$PRC provide a strong argument for the values of latent fingerprint evidences.

7  Summary

This work is the first attempt of offering a systematic method to measure the rarity of fingerprints. In order to align the prints, a Gaussian processes based approach is proposed to predict the core points. It is proven that this approach can predict core points whether the prints contain the core points or not. Furthermore, a generative model is proposed to model the distribution of minutiae as well as the dependency between them. Bayesian networks are used to perform inference and learning by visualizing the structures of the generative models. Finally, the rarity of a fingerprint is able to calculated. To further improve the accuracy, minutia confidences are taken into account for specific $n$PRC calculation. Goodness of fit tests shows that the proposed generative offers an accurate fingerprint representation. We perform the specific $n$PRC computation on NIST27 dataset. It is shown that the proposed method is capable of estimating the rarity of real-life latent fingerprints.
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