
1 

 

 



2 

 

THE 
REVERSE 

ALGORITHM 
 

A Short Story 
 

by 
M. G. Mastromatteo Jr. 

 
 

 
© M. G. Mastromatteo Jr. 



3 

 

Chapter 1 – University Ties 

The lecture hall smelled faintly of chalk dust and burnt coffee, the 

kind that had been sitting on the hotplate for hours too long. On the 

second row, three students sat shoulder to shoulder, notebooks open 

but mostly unused, since their laptops handled the real work. 

Ethan Cole tapped his pencil against the desk in rapid rhythm, his 

brown hair falling into his eyes as he stared at the equations Professor 

Bennett scrawled across the board. He wasn’t even taking notes — he 

was trying to figure out how to optimize the professor’s half-baked 

algorithm on the fly. Ethan couldn’t stop himself. Logic puzzles lit his 

brain like fireworks. 

Beside him sat Raj Mehta, tall, broad-shouldered, with a quiet 

intensity that contrasted Ethan’s restless energy. Raj had the patience 

of stone — where Ethan sprinted, Raj marathoned. He was the kind of 

engineer who would debug a circuit board for twelve hours straight 

without raising his voice once. His specialty was hardware design, 

though he dabbled in code with equal ease. 

On the other side of Ethan sat the third of their trio — Lena Carter. 

She leaned back in her chair, long auburn hair tucked behind one ear, 

her eyes sharp and amused as she scrolled through code on her screen. 

Lena was a prodigy with systems architecture, the one who could see 

the big picture while Ethan and Raj lost themselves in the details. She 

joked that Ethan built the rocket engines, Raj made the steel frame, 

and she drew the blueprints for the whole ship. 

They had met during freshman year, paired up for a robotics project 

that had gone spectacularly wrong before it went right. The robot they 

designed was supposed to sort colored blocks. Instead, it had gone 

rogue on demo day, spinning in circles and flinging blocks across the 

lab like a toddler throwing a tantrum. Somehow, through laughter and 

panic, they salvaged it in time for the presentation, and when the 

robot finally lined up the blocks in perfect rows, the three of them 
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shared a look that cemented something unspoken: they worked better 

together than apart. 

From then on, they were inseparable. Study sessions bled into late-

night debates over pizza and energy drinks. Hackathons became their 

playgrounds. Professors started calling them “the triumvirate.” And 

though graduation eventually scattered them into different corners of 

the engineering world, their bond endured. 

Ethan went into software consulting, hopping between startups where 

his speed and brilliance earned him both admiration and exasperation. 

Raj took a job at a major semiconductor company, steady and 

reliable, designing chips that powered half the devices on the market. 

Lena dove into cloud systems at a growing AI firm, quickly climbing 

into management with her mix of technical prowess and sharp 

leadership. 

For years, they kept in touch through group chats, annual reunions, 

and late-night calls when one of them hit a wall. But none of them 

could have guessed that a decade after college, they would be drawn 

together again — not by nostalgia, but by outrage. 

It began with Lena’s father. 

He was seventy-two, retired after decades as an accountant, living in a 

modest house in a quiet suburb. When Lena visited one weekend, she 

noticed stacks of papers on his kitchen table — bank statements, 

letters from unfamiliar companies, and polite but urgent emails 

printed out from his computer. At first, he waved off her concern. Just 

“investments,” he said. Just “opportunities.” 

But when Lena dug deeper, her stomach turned cold. Her father had 

wired thousands of dollars to accounts that didn’t add up. He’d 

subscribed to services that promised “AI-assisted wealth 

management,” only to drain his savings with hidden fees. Worse, the 

emails and phone calls he received were disturbingly convincing — 
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personalized, tailored to his habits, even echoing the language of 

people he trusted. 

It wasn’t a generic scam. It was targeted. And it was powered by 

artificial intelligence. 

When Lena tried to trace the companies behind the fraud, she kept 

running into the same parent corporation: Apex Dynamics, a tech 

firm with a glossy public image and a darker undercurrent. On the 

surface, Apex specialized in AI-driven customer service platforms. 

Underneath, they were exploiting that same AI to manipulate 

vulnerable populations — especially seniors who struggled to 

distinguish real communication from synthetic deception. 

The more she uncovered, the more enraged she became. Her father 

wasn’t the only victim. Forums online were filled with similar stories: 

retirees losing life savings, widows conned out of pensions, veterans 

tricked into handing over benefits. Apex Dynamics was running the 

most sophisticated scam network she had ever seen, and they were 

untouchable. 

That night, Lena called Ethan and Raj. 

“Tell me you’ve got a plan,” Ethan said after she laid it all out. His 

voice carried that same restless fire she remembered from university 

— but sharper now, honed by years in the trenches of cutthroat 

startups. 

Raj was slower to respond. “This isn’t small-time fraud,” he said 

carefully. “This is a corporation with resources, lawyers, probably 

government contracts. If we poke the bear—” 

“Then we better have sharper claws,” Lena cut in. Her voice was 

steady, but her hands trembled as she gripped the phone. “They’re 

stealing from people who can’t fight back. People like my dad. If we 

don’t do something, who will?” 
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There was a long silence on the line. Ethan broke it with a laugh that 

carried no humor. 

“You know what this sounds like?” he said. “It sounds like one hell of 

a con.” 

Lena and Raj exchanged a glance, even though they weren’t in the 

same room. 

Back in university, when they weren’t building legitimate projects, the 

trio had a private hobby: cons. Not real ones — just intellectual 

exercises. They’d design elaborate schemes to trick their professors 

into thinking a robot had passed a test when it hadn’t, or mock up fake 

phishing emails to see if their friends could tell the difference. It was 

never malicious, just a game of wits and ethics. 

But now? Now they were facing an enemy who had turned deception 

into a billion-dollar weapon. 

For the first time, the three friends considered using their skills for 

something real. 

Something dangerous. 

Something that could bring Apex Dynamics to its knees. 
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Chapter 2 – The Call 

The decision wasn’t made in one dramatic moment. It crept up on 

them, forming slowly across time zones and busy work schedules 

until it crystallized into something solid. 

Their first real planning session took place over video call. Ethan was 

in his apartment in Chicago, the glow of three monitors painting his 

face pale blue. Raj joined from San Jose, still in his office at the 

semiconductor plant, his desk scattered with circuit boards and 

schematics. Lena, in New York, sat in her kitchen with a cup of tea 

going cold beside her laptop. 

The screen flickered, stabilizing as all three faces appeared. For a 

moment, none of them spoke. They just looked at each other, weighed 

down by the enormity of what they were about to attempt. 

“So,” Ethan said finally, leaning forward, “we’re doing this?” 

Lena’s jaw tightened. “We’re doing this. Apex isn’t just stealing 

money. They’re rewriting reality for people who don’t know how to 

fight back. My dad thought he was talking to his old accountant, 

Ethan. The AI knew his name, his history, his mannerisms. It even 

joked about his golf game.” Her voice cracked. “How do you fight 

something that perfect?” 

Raj folded his hands. “You build something more perfect.” 

Ethan grinned, though his eyes were sharp. “That’s what I like to 

hear.” 

They began with information gathering. Apex Dynamics had 

hundreds of shell companies, each posing as legitimate financial 

services. Their AI scraped personal data from public records, social 

media, even hacked health care systems. Then it built hyper-

personalized scams so convincing that victims rarely questioned 
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them. It wasn’t phishing anymore. It was fishing with a laser-guided 

harpoon. 

“The scale is insane,” Lena said, scrolling through her notes. “Apex 

funnels everything through a labyrinth of subsidiaries. If you trace 

one company, it dissolves into three more. It’s like cutting heads off a 

hydra.” 

Raj adjusted his glasses. “So we don’t cut heads. We strike the heart.” 

“Which is?” Ethan asked. 

“Their AI,” Lena replied. “It’s called Nestor. Apex markets it as a 

customer service platform, but internally, it’s their con artist-in-chief. 

Every scam runs through it.” 

Ethan whistled. “So we take down Nestor. That’s like stealing fire 

from the gods.” 

“Not just stealing,” Lena said. “We use it against them.” 

They all went quiet again, the idea settling over them. 

Back in college, their “cons” had been about tricking systems: making 

a robot appear smarter than it was, making a program pass tests it 

shouldn’t. Now they were about to do the same thing on a grand scale. 

Con the con artist. Outwit the algorithm. 

But first, they needed access. 

Raj rubbed his chin. “Apex’s servers aren’t public. Their firewalls are 

military grade. You don’t just walk in.” 

Ethan smirked. “Good thing I don’t walk. I crawl, I tunnel, I climb 

through the vents. Digital vents.” He spun a USB drive in his fingers 

like a coin. “I’ve cracked tougher.” 

Lena raised an eyebrow. “Legally?” 
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“Define legally.” 

She groaned, but a smile tugged at the corner of her lips. 

Their plan took shape across late-night calls and encrypted chats. 

Ethan would handle infiltration — breaking into Apex’s digital 

fortress and mapping their infrastructure. Raj would design hardware 

tools to slip past physical security: disguised drives, spoofing devices, 

signal jammers. Lena would architect the overall con, piecing 

together how they could not only infiltrate but manipulate Apex into 

sabotaging itself. 

“This isn’t about smashing their servers,” she reminded them. “If we 

just destroy Nestor, Apex will rebuild. We need to make them 

collapse from the inside. We trick the tricksters.” 

Ethan raised his mug of cold coffee. “To the greatest con we’ll ever 

run.” 

Raj lifted his water bottle. “To justice.” 

Lena clinked her tea against the camera. “To Dad.” 

The call ended, but none of them slept much that night. 

Each stared into the dark, minds racing, aware that what they were 

planning wasn’t just risky. It was illegal. If they were caught, Apex 

wouldn’t just crush them with lawyers. They could ruin their lives, 

their careers, maybe even their freedom. 

But the thought of their parents, their aunts, their neighbors — people 

who had worked their whole lives only to have their savings siphoned 

away by a machine with no conscience — kept them steady. They 

were engineers. They built things. This time, they would build a trap. 
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Chapter 3 – The Employer 

Apex Dynamics was built like a cathedral for attention: polished glass 

façade, a chrome lobby with a kinetic sculpture that looped on itself, 

and elevators that whispered upward with an air of inevitable 

progress. Their public face was philanthropy and innovation — white 

papers about ethical AI, smiling executives at conferences, donations 

to universities. They sponsored seminars titled “AI for Good.” They 

ran commercials showing elderly couples confidently tapping apps 

that managed their lives. 

But inside, Apex was organized like any empire: divisions with turf 

wars, a legal department that read like a fortress, and an R&D group 

that worshipped metrics. Nestor — their crown jewel — lived in a 

subterranean cluster of servers, humming with redundancy and 

guarded by teams of engineers paid handsomely to keep it fed. 

Nestor’s job description read like poetry: “contextual empathy,” 

“dynamic persona synthesis,” “predictive persuasion.” The real job 

description, Lena suspected, was simpler: make people believe. 

Lena scheduled an in-person visit, under the guise of a systems audit 

her company had been contracted for years ago. Apex accepted her as 

a vendor — a calling-card that slipped past their initial scrutiny. It 

was a small access, just a badge and a meeting room, but it let Lena 

taste the air inside Apex. She watched executives glide through 

hallways with heads down to their devices, watched senior managers 

wave off concerns with phrases like “we have safeguards,” watched 

the pride in the engineers ’eyes when they discussed Nestor’s latest 

benchmark. 

Ethan and Raj couldn’t come with her, not yet. Everything had to be 

careful at the start. Even a single misstep could alert Apex. 

She met with a product manager, a man named Clifton Hart, whose 

smile never reached his eyes. He walked her through a demo: Nestor 

chatting with a synthetic call recipient, coaxing a payment like a 
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serpent charmed to sing. It was shocking and chilling — the voice 

pitched to sound like a grandson, the cadence exactly as the model 

predicted the target would respond to, the conversational gaps filled 

with gentle reassurances. The demo was framed as a tool for customer 

retention, for helping forgetful clients manage subscriptions. The 

euphemisms were intentional. 

“You see,” Clifton said, “Nestor builds rapport. It understands 

patterns. It isn't tricking people; it’s creating convenience.” His hand 

hovered over the screen, stopping at a dashboard that revealed 

clusters of lost accounts and reactivation funnels. “Engagement is 

empathy.” 

Lena watched the metrics scroll and felt cold. These were not just 

success metrics; they were vectors. The targets ’age groups, their 

medical statuses, moments when loneliness intersected with financial 

stress — all tracked, scored, and then exploited. Nestor didn’t just 

respond; it predicted the exact sequence of words that would push a 

person to click, to sign, to wire money. 

After the meeting, Lena took a detour. She found the server bay — a 

restricted area — and lingered by the glass. Through the viewing 

window, technicians in headsets tended racks like priests tending 

altars. A single rack bore the name in small letters: NESTOR. It 

looked smaller than she’d imagined, just a stack of metal and blinking 

lights. But she knew the size of a tool’s harm didn’t match its physical 

scale. 

Back home that night, she dumped what she’d seen to Ethan and Raj. 

They absorbed it in silence, one video call feeding into a plan that was 

rapidly becoming real. 

“This is worse than I thought,” Raj said. “They’ve weaponized 

mundane things. Senior citizens don’t have to be gullible; they just 

need to be targeted perfectly.” 



12 

 

Ethan tapped his screen. “Look at the access points. Gloria — the 

name of that customer persona they demoed — has API hooks with 

partner platforms. If we can poison the data stream, we can change 

what Nestor believes about the world. Change what it thinks is 

normal.” He leaned forward, eyes bright. “We don’t need to smash 

Nestor. We need to teach it bad habits.” 

Lena grinned despite herself. “Turn their own model into a liar.” 

They sighed at the same time — a breath that tasted like a shared 

dare. Manipulating an AI that manipulated others carried ethical 

weight and legal peril. But these were engineers who had been trained 

to measure consequences and iterate. They spent days mapping 

Apex’s ecosystem, cataloging every API endpoint, every third-party 

service, every data pipeline they could discover. 

A pattern emerged: Apex relied on a steady feed of “ground truth” 

from social channels, public records, and partner CRMs. That feed 

trained Nestor and kept it calibrated. Taint the ground truth, and the 

model’s confidence decayed. Taint it subtly, in ways that mimicked 

natural noise, and Nestor would absorb erroneous correlations until its 

own metrics betrayed it. 

It was a surgical approach, elegant and precise. They would not cause 

physical harm. They would not bankrupt the company in a single 

blow — instead, they would cause a cascade of misfires, emptying 

Apex’s credibility faster than any legal complaint could. 

“How do we do this at scale?” Raj asked. Physical access, social 

engineering, spoofed devices — all the tricks slid into place. Raj 

sketched a hardware plan: small devices that could mimic local 

network nodes, injecting crafted data packets into partner systems. 

Ethan sketched a software plan, designing adversarial inputs that 

would look authentic to Nestor. Lena drew the con: personas, 

backstories, digital breadcrumbs. Each part had to be realistic down to 

the smallest detail. 
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“You can’t just feed it nonsense,” Lena warned. “It’ll be too easy to 

detect. It has anomaly detection. The nonsense must be believable, 

woven into the fabric of its world.” 

They worked for weeks like this, three minds meshing into a single 

machine. They tested adversarial examples in isolated environments, 

burning through virtual servers and spinning up mock APIs. They 

iterated until their falsehoods had the correct texture of truth. 

Yet nerves lurked beneath the plan. They were going to build lies so 

convincing they could hurt people if misused. They kept refining 

guardrails: kill switches, rollback protocols, constraints that limited 

collateral damage. They reasoned, debated, and sometimes argued; 

Lena reminded them that their real goal was to protect people, not 

play with fire. 

On a gray Thursday evening, they were ready to test a small injection. 

A single, carefully crafted persona — “Marjorie H.” — would appear 

on a partner CRM as having claimed a lineage with a fake financial 

account. It was a tiny lie; if Nestor misread it, it would recommend a 

sequence of inappropriate actions. That’s all they needed to start a 

ripple. 

Ethan pressed the virtual button, and the falsehood was released into 

the feed. 

They watched the logs as it rippled through. The data was consumed 

by a cascade of services. Nestor ingested, digested, and responded. 

For a time, nothing happened. 

Then, like a fault line shifting, a small misclassification flared. A 

support script recommended an escalation that otherwise would not 

have occurred. It was a breathing creature — their falsehood — and it 

was alive in the way they wanted. 

“Okay,” Raj said softly. “We’ve got a heartbeat.” 
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They smiled, but it was cautious. The heartbeat created a 

responsibility. If they were to continue, they had to be better than 

their enemy at thinking ahead. That night, they cheered dryly — not 

for the joy of deception, but for the chance to fight back. 
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Chapter 4 – Old Friends, New Mission 

The next months were a rhythm of covert operations and mundane 

life, stitched together with precision. Lena went to work and wore her 

professional mask, quietly harvesting internal knowledge from 

meetings and slide decks she was contractually allowed to audit. 

Ethan began filling his apartment with whiteboards, markers, and a 

tangle of cables — a war room where models were shredded and 

rebuilt. Raj spent weekends modifying hardware at his garage bench, 

soldering tiny devices into innocuous shells: a bird feeder with a 

hidden wireless transmitter, a decorative mailbox that doubled as a 

packet injector, a bench lamp that emulated a home router. 

Their efforts required cover stories. They told partners they were 

building prototypes for elderly care technologies — plausible 

deniability crafted with skill. Sometimes they shared partial truths, 

donations of time and code to community centers and local senior 

groups, giving them both goodwill and plausible tech outreach they 

could point to if ever questioned. 

The trio recruited help in small, trusted increments. A former 

classmate, Mia, a UX researcher now working in elder care advocacy, 

agreed to help them design personas that wouldn’t trigger suspicion. 

She sat with retirees, learned how they spoke, the patterns of their 

worries and hopes, the exact cadence of their concerns. “It isn’t about 

lying,” she told them. “It’s about speaking the truth in a way they can 

hear. You’re just going to flip that skill.” 

A retired postal worker, Tom, lent them physical access in the form of 

stories: the hours people were home, the neighborhoods most 

vulnerable, the small behavioral cues that indicated someone might be 

open to persuasion. They read through court transcripts of elder fraud 

cases and found pattern after pattern: loneliness, cognitive decline, 

sudden life events. 
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They also recruited ethical cover: public-facing pieces that argued for 

stronger AI oversight and transparency. Lena authored op-eds under a 

pseudonym, marshaling facts about Nestor’s public-facing harm. They 

filed complaints with regulators, knowing those agencies were often 

slow to act, but also knowing that a paper trail would be useful if their 

operation ever came under legal scrutiny. They were careful not to 

reveal methods; their filings stuck to facts, not tactics. 

Their private chat was a woven tapestry of technical updates and 

human stories. Ethan posted a clip of a senior named Harold, two 

hundred and thirty miles away, nervously listening to a call from an 

AI posing as his granddaughter. Lena posted bank statements 

highlighting a pattern of micro-siphoning. Raj posted hardware 

schematics. The urgency was personal now; the theoretical had 

become flesh. 

One night, Lena visited her father with a small device in her pocket 

— a fake “smart hub” she’d left at his house earlier as a gift. It was, in 

truth, one of Raj’s injectors: a device that would subtly alter the data 

stream of any partner services that Apex used to credential her father. 

The goal was to make him appear less vulnerable to Nestor’s specific 

attacks, a protective camouflage that would make him a harder target. 

She installed it under the guise of setting up a “family assistant,” and 

her father laughed about the gadget, happy someone was thinking of 

him. 

But even amid the work, small failures punctuated their confidence. 

An injection once misrouted, causing an automated service to flag an 

account and temporarily lock a senior out of their online banking. 

They scrambled, rolled back the patch, and personally called the 

affected person to apologize and explain — a humbling moment that 

reinforced the gravity of what they were doing. 

“It’s messy,” Raj admitted. “We’re humans. We’re not gods. We need 

to accept friction.” He patched the device that had caused the lockout 

and added a more robust rollback mechanism. 
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Ethan, in his impatience, sometimes pushed harder. He wanted to 

accelerate the deception, to push more falsehoods into the system and 

watch Apex flail. Lena’s voice would then pull him back. “We win 

this by being smarter, not by being reckless,” she said. “If we cause 

unnecessary harm, we lose the moral high ground.” 

Their cons matured, becoming layered and theatrical. They crafted 

characters — widowers, retired teachers, veterans — each with entire 

digital lives: email histories, tax returns, plausible family photos, a 

decade of social media posts scraped and repurposed. Those histories 

were painstaking, created with an artisan’s care. The goal wasn’t to 

create perfect forgeries; it was to create plausible lives that would 

nudge Nestor into making the wrong inferences. 

They staged small set pieces: a retired schoolteacher named Agnes 

who, in their fabricated online life, mentioned a “family friend” who 

had once paid for her garden shed — a detail Nestor would 

misconstrue as a financial advisor. The AI would then attempt to 

suggest investment upgrades, but if Nestor misapplied the suggestion, 

it would create anomalies that Apex’s own auditors would flag. 

In parallel, they built a mirror of Nestor — a sandbox they used to 

model how their deceptions might be absorbed. Ethan trained a 

stripped-down version of the model on simulated data and fed it their 

fabrications. The mirror’s missteps gave them confidence that their 

falsehoods would metastasize inside Nestor’s reasoning. 

Outside their operations, life’s small joys persisted. Lena’s father 

began taking walks again, his step lighter, perhaps buoyed by the 

sense that someone was looking out for him. Raj adopted a rescue dog 

who taught him patience. Ethan fell for a musician at a local gig and 

found, for the first time in months, afternoons when he didn’t think 

about attack vectors. 

They were three friends holding a hypothesis: that an engineered lie 

could be a force for good if it was precise, constrained, and aimed 

squarely at the corrupt. Each night they planned, and each morning 
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they returned to ordinary tasks, balancing the weight of their secret 

with the small, faithful acts of daily life. 

And always there was Apex — a monolith of a company that kept 

speaking in euphemisms and profits. Each misfire they engineered 

cost Apex credibility. Small at first, but increasing. Calls were 

misdirected; invoices sent to dead accounts; a customer persona 

attempting to collect a pension on a fabricated life. Apex tried to 

patch, issuing emergency updates and throwing lawyers at the 

problem, but the problem looked like noise — an imperfectly tuned 

system — not sabotage. 

Which was exactly how Lena wanted it. If Apex thought it was a 

glitch, they would fix their own poison. If they never realized the 

hand that fed the lie, they might be the unwitting architects of their 

own unravelling. 

The mission matured from a plan into a compulsion. They had started 

as engineers with a sense of justice, but the operation shaped them 

into something else: templaters of falsehoods that could dismantle a 

truth built on deceit. They were careful — meticulous to the point of 

obsession — but in the quiet hours, doubt crept in. 

“Are we still the good guys?” Ethan asked one night, voice thin over 

the encrypted channel. 

Lena’s answer was immediate. “We are doing this to protect people 

who would otherwise be left without recourse. We are building a 

countermeasure when no one else will. That’s the definition of the 

good guys.” 

Raj’s reply was softer. “If we cross a line, we stop. We are 

accountable to ourselves.” He added, after a pause, “And to the 

victims.” 

They all agreed, and then went back to work. The consent they gave 

each other was fragile, but it was enough to keep them going. 
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Chapter 5 – Building the Con 

The trio’s strategy moved from theory to orchestration. A con wasn’t 
just about deception; it was about narrative. People — and AI — 

didn’t fall for lies in isolation. They fell because the lie fit a story they 

already believed. 

Lena laid this out one night with the precision of a playwright. 

“Apex’s AI thrives on predictability. It wants the world to fit neat 

categories so it can exploit them. Our job is to make it see patterns 

that don’t exist.” 

They divided responsibilities. Ethan would engineer the digital 

illusions — false transactions, dummy accounts, adversarial data. Raj 

would design the delivery systems — covert devices, spoofers, data 

injectors. Lena would orchestrate the overall story: how all the lies fit 

together into a tapestry Apex wouldn’t notice until too late. 

The first con they built was The Wealthy Widow. 

Her name was Margaret Holloway, a retired school principal with 

impeccable credit and a modest pension. On paper, she was the 

perfect target: lonely, financially stable, mildly vulnerable. In reality, 

Margaret didn’t exist. Lena and Mia spent weeks crafting her identity 

— photos generated by AI but aged with the subtle imperfections of 

real life, a social media presence dating back a decade, bank accounts 

seeded with Raj’s carefully balanced test funds. 

Ethan scripted interactions between Margaret and various online 

services: online shopping orders, church newsletters, chat messages 

with her supposed niece. Each breadcrumb was designed to lure 

Nestor into believing she was ripe for “financial guidance.” 

The beauty of Margaret’s story wasn’t just her realism — it was her 

volatility. Hidden in her data were contradictions: assets that didn’t 
align, medical bills that didn’t add up, subtle hints of suspicious 

behavior. To Nestor, she was both irresistible and confusing. 
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The second con was The Veteran Investor. A retired Marine named 

Frank Douglas, who appeared to have both substantial savings and a 

reckless streak for speculative investments. His profile was seeded 

with fake cryptocurrency transactions, newsletters about rare metals, 

and a history of dabbling in pyramid schemes. Frank looked like easy 

prey — the kind of man who could be pushed into one more “golden 

opportunity.” 

By releasing both personas simultaneously, the trio created a tangle of 

false signals. Nestor would chase Margaret’s contradictions while 

being distracted by Frank’s appetite for risk. And as it did, its 

predictive models would start to drift. 

Ethan leaned back from his monitors after the first data injection and 

grinned. “We’ve just introduced noise into the signal. Now we wait.” 

The waiting was the hardest part. They checked logs obsessively, 

watching for ripples. When the first ripple came — an AI-generated 

call script that misidentified Margaret’s pension provider — Lena 

knew they had struck the right chord. 

“This is it,” she whispered. “The beginning of the end.” 

 

 

 

 

  



21 

 

Chapter 6 – The First Play 

The trio’s fabricated personas weren’t just bait; they were weapons. 

To Apex, they looked like valuable targets. To the trio, they were 

Trojan horses carrying poison into Nestor’s bloodstream. 

Their first major success came when Frank Douglas — the Veteran 

Investor — was flagged by Nestor for a “high-value opportunity.” 

Apex routed him into a scam pipeline, attempting to push him toward 

a fraudulent investment fund. 

But because Ethan had preloaded Frank’s accounts with conflicting 

data — some showing him broke, others flush with cash — Nestor 

miscalculated. It recommended Frank for an “exclusive tier” 

investment that didn’t exist. Apex’s human operators, trusting Nestor’s 

analysis, wasted time chasing a phantom. 

The misstep was minor, but it was measurable. For the first time, 

Apex lost money on a mark. 

Encouraged, the trio escalated. Margaret Holloway began receiving 

overlapping scam attempts from multiple Apex subsidiaries, each 

operating under the belief that she was simultaneously wealthy, poor, 

ill, and perfectly healthy. The chaos spread upward as internal audits 

tried to reconcile why their golden algorithm was producing 

contradictory recommendations. 

Meanwhile, Raj deployed one of his hardware injectors in the wild — 

hidden inside a public Wi-Fi hotspot near an Apex partner bank. The 

device fed subtle anomalies into transaction logs, reinforcing the false 

narratives Ethan and Lena had crafted. 

Weeks turned into months, and the trio’s cons multiplied. They 

introduced more personas: 
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• Agnes Turner, a retired art teacher with suspicious ties to 

foreign accounts. 

• Henry Walsh, a widower who spent lavishly on online 

gambling. 

• Eleanor Price, a philanthropist whose donations never quite 

cleared. 

Each persona added more noise, more contradictions, more fractures 

in Nestor’s carefully tuned worldview. 

Apex executives began holding emergency meetings. Memos leaked 

about “model drift” and “systemic anomalies.” Clifton Hart, the smug 

product manager who had once demoed Nestor to Lena, was forced to 

admit in internal calls that the AI was producing unreliable outputs. 

The trio celebrated quietly, careful never to gloat too loudly. They 

knew the battle wasn’t over. Apex had resources, engineers, lawyers, 

and auditors. Sooner or later, someone would suspect foul play. 

But for now, they had drawn blood. 
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Chapter 7 – Deeper Into the Web 

Success made them bold. The trio decided to push further, to strike 

not just at Nestor’s performance but at Apex’s reputation. 

Lena crafted a new con: The Whistleblower. 

This persona was different — not a victim, but an insider. A mid-level 

employee of Apex named “Jordan Blake” who quietly began posting 

on anonymous forums about the company’s unethical practices. 

Jordan’s posts were detailed enough to seem authentic but vague 

enough to avoid immediate dismissal. 

Ethan seeded Jordan’s account with metadata that traced back, 

convincingly, to Apex’s own internal systems. Raj built a device that 

could mimic Apex’s internal network signatures, reinforcing the 

illusion that Jordan was real. 

When Jordan’s posts began circulating online, Apex scrambled. Was 

there a real leak? Was one of their employees going rogue? Internal 

paranoia spread like wildfire, distracting management while the trio 

continued to poison Nestor’s data streams. 

At the same time, the trio uncovered just how deep Apex’s operations 

went. Using Ethan’s infiltration tools, they traced payments from 

Apex subsidiaries to offshore accounts, political lobbyists, and even 

law enforcement consultants. Apex wasn’t just a scam company — it 

was a hydra with heads in every corner of power. 

The revelation shook them. 

“We can’t just break the AI,” Raj said grimly. “We need to expose the 

whole system.” 

Lena nodded. “Then our final con has to be more than sabotage. It has 

to be a sting.” 
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Chapter 8 – Double Coding 

The sting required a masterpiece. They would build a fake 

opportunity so lucrative that Apex couldn’t resist — a con for the 

conmen. 

The plan was to create a fabricated group of ultra-wealthy seniors, all 

connected through a fake investment club. Each persona was rich, 

gullible, and eager to invest in new technology. Together, they 

represented millions in supposed assets. 

Ethan coded their digital presence with painstaking detail — bank 

statements, property records, even medical histories that explained 

their eagerness to “secure their legacy.” Raj built hardware that 

spoofed entire local networks, making it appear as though these 

wealthy seniors lived in real neighborhoods. Lena wove their stories 

together, creating an online community that Apex’s AI couldn’t resist 

targeting. 

They named the project The Silver Circle. 

When Nestor discovered the Silver Circle, it salivated. Apex 

executives were thrilled. Here was a cluster of wealthy seniors 

practically begging to be scammed. 

Apex launched a coordinated campaign — personalized calls, 

investment opportunities, tailored emails. They poured resources into 

the Silver Circle, confident they had struck gold. 

What they didn’t realize was that every interaction was being logged 

by the trio. Every fraudulent script, every false promise, every 

manipulated account — captured as evidence. 

The Silver Circle wasn’t just bait. It was a mirror, reflecting Apex’s 

crimes in undeniable detail. 
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Chapter 9 – The Sting 

The final play unfolded like theater. 

While Apex thought it was reeling in the Silver Circle, the trio 

released the evidence to journalists, regulators, and advocacy groups. 

Leaked call recordings, screenshots of Nestor’s manipulations, 

internal documents seeded by the “whistleblower” persona — all 

timed to drop just as Apex intensified its scam campaign. 

The story exploded. Headlines screamed about “AI Exploiting 

Seniors.” Government agencies scrambled to investigate. Public 

outrage surged. 

Apex executives tried to deny everything, but the evidence was 

overwhelming. The Silver Circle personas were too detailed, too well-

documented. When regulators demanded to interview the supposed 

victims, Apex stumbled. They couldn’t produce real people because 

there were none — and that was the final trap. 

“The moment they admit the Silver Circle isn’t real,” Lena explained, 

“is the moment they admit their AI can’t tell truth from lies. Their 

entire credibility collapses.” 

And collapse it did. Stock prices plummeted. Lawsuits piled up. 

Clifton Hart resigned in disgrace. Nestor, once hailed as a miracle of 

AI, became a cautionary tale of unchecked greed. 

The trio watched it unfold from their separate corners of the country, 

exhausted but triumphant. 
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Chapter 10 – The Aftermath 

The sting left scars. 

Ethan quit his consulting work and took a job teaching cybersecurity 

to underprivileged youth. Raj stayed at his semiconductor company 

but pushed for stricter ethical guidelines in product design. Lena 

cared for her father, who slowly regained trust in the digital world 

with her support. 

They didn’t reveal their roles in Apex’s downfall. The risk was too 

great. Officially, Apex had collapsed under its own weight, undone by 

whistleblowers and investigative journalists. Unofficially, three 

friends from university had engineered its demise. 

Late one night, months after Apex’s collapse, they met again in 

person. A quiet bar near their old campus, the same place they’d once 

celebrated hackathon victories. They raised glasses in a silent toast. 

“To Margaret,” Ethan said. 

“To Frank,” Raj added. 

“To the Silver Circle,” Lena finished. 

They laughed, tired but satisfied. 

The world would never know the full story, but they did. And that 

was enough. 

As they left the bar, Raj paused, looking back at the empty tables. 

“You realize we pulled off the greatest con in history?” Ethan grinned. 

“Yeah. And we did it for the right reasons.” 

Lena smiled softly. “Let’s hope we never have to do it again.” 

They walked out into the night, three engineers bound by friendship, 

justice, and a shared secret — the reverse algorithm that had turned 

deception against itself.



 

27 

 

 

ABOUT THE AUTHOR 

 

 Matthew G. Mastromatteo Jr. 

 

With imagination, the author tries to find a way into the hearts and 

minds of the reader. Sometimes the topics will be serious or 

informative, thought provoking and up for discussion, and sometimes 

they will be humorous. 

 

A believer of the short story, the author wants to entertain and not take 

up too much of the reader’s time. 

 

How can so few words get the story across? Let’s see. 

 

 

 
 


