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Convergent high-energy-density (HED) experimental platforms are used to study matter under some of the most ex-
treme conditions that can be produced on Earth, comparable to the interior of stars. There are many challenges in using
these systems for fundamental measurements currently being addressed by new analysis methods, such as the combina-
tion of a reduced physics model and Bayesian inference, allowing a self-consistent inference of physical quantities with
a robust error analysis. These methods in combination with simple (as compared to inertial confinement fusion implo-
sions) implosion platforms, which can be modified to show sensitivity to different physical mechanisms of interest, are
used to study the physical properties of matter under extreme conditions. This work discusses a subset of implosion
targets for studying opacity effects, electron-ion equilibration, and thermal conductivity and, as an example, a system
consisting of a thick-shelled, gas-filled laser-direct-drive implosion is used to show how a reduced model and Bayesian
inference can help inform experimental design decisions such as diagnostic choice. It is shown that for this system that
a combination of neutron and x-ray self-emission diagnostics is critical for constraining the details of the thermody-
namic states in the system and that the conductivity exponent in a Spitzer like framework can be constrained to the 30%
level in deuterium at gigabar conditions. This process can be applied to many HED systems to make underlying model
assumptions explicit and facilitate experimental design and analysis.

I. INTRODUCTION

Laser-driven implosion experiments are motivated by many
factors including the pursuit of fusion energy1,2, x-ray3–5,
neutron6, or charged-particle7,8 source development, and the
generation of unique conditions leading to interesting physi-
cal phenomena9,10. While much development has occurred in
the application of implosions for inertial confinement fusion
(ICF) and for source development, their use for fundamen-
tal measurements poses a different set of challenges requir-
ing novel efforts to develop platforms. Some of these chal-
lenges include dealing with integrated measurements, gra-
dients in space and time, and computational-intensive high-
dimensional models used to describe the systems.

A key feature of implosion experiments is the lack of di-
agnostic access available to probe the experiment. Most elec-
tromagnetic probes are unable to propagate through even the
outermost plasma conditions of the targets11 around the en-
tirety of the target. A noted exception are probes that use pho-
ton energies above a few keV which, along with high-energy
particle probes7 are one of the few ways to probe an implo-
sion in situ12–14. The primary method of acquiring data on
implosion experiments is by measuring the self-emission that
is generated by hot-dense plasma states that are created. The
two primary quantities generated include x-ray emission en-
ergetic enough to escape the target (of order a few keV) and
nuclear fusion products, most commonly neutrons from either
deuterium tritium fusion or deuterium deuterium fusion.
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The production of these quantities depend on the thermo-
dynamic states created throughout the implosion, which is an
inherently dynamic process leading to gradients in space and
time. The thermodynamic conditions are determined through
a complicated mixing of energy transport mechanisms such as
hydrodynamics, radiation transport, thermal conduction, par-
ticle equilibration, etc. Integrated measurements, the observa-
tion of quantities determined by the complex mixing of phys-
ical processes, prevent a simple interpretation but conversely
they are rich in information content and can be used to gain
understanding of the underlying processes.

Typically implosion experiments are modeled using so-
phisticated radiation hydrodynamics codes15,16 that are com-
putationally intensive, both in CPU hours and memory
requirements17. Although are able to match the results of ex-
periments post-fact, there is often degeneracy in code inputs,
preventing a unique conclusion and the codes generally lack
predictive power for future experiments18,19.

In order to use implosions experiments to understand physi-
cal processes at extreme conditions, it is critical to both design
experiments that emphasize some subset of the relevant quan-
tities and also understand how to extract as much information
as possible form the implosion, such as with self-emission
measurements. This work uses a reduced physics model that
is fully constrained by experimental measurements to describe
implosions designed to measure physical states and processes,
rather than fusion performance or source development.

Using radiation hydrodynamics simulations and synthetic
diagnostics, a detailed example of how a reduced model for a
thick shell gas filled implosion together with Bayesian infer-
ence determine the underlying physical states and processes
of such integrated implosions.
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FIG. 1. A representation of the targets discussed within the text,
(a) a gas filled thin shell, (b) a solid density sphere, and (c) a gas
filled thick shell. Changing the thickness of the shell material moves
the experiment between the compressive regime (b) and the shock
dominated regime (a) and (c).

II. ACCESSING DIFFERENT PHYSICS REGIMES
THROUGH EXPERIMENTAL DESIGN

The design space of laser-driven implosions is expansive,
consisting of target materials, layer thicknesses, laser pulse
designs and target scales, that even when accounting for en-
gineering constraints leads to an effectively infinite design
space. Even the subspace of "hot-spot ignition"20,21 targets
that (broadly) consist of a CH outer shell layer, a solid DT
ice layer, and DT gas, there are enough design parameters
to make optimization for a particular metric, such as neutron
yield, difficult18,19,22, a well-studied issue in the ICF commu-
nity. In this work a narrow subspace is used as an example
of how design changes can move experiments between dif-
ferent physical regimes. A list of common design parame-
ters includes both laser drive conditions, such as total energy,
pulse shape, and beam spot size, and target design, such as
shell material, diameter, aspect ratio (shell thickness), fill ma-
terial, and fill pressure, not to mention design differences that
differ between direct-drive21 and indirect-drive experiments20

such as choice of hohlraum material and shape. Here direct
drive experiments are considered with super-Gaussian spatial
and temporal laser profiles, and targets that consist of plas-
tic (CH or CD) and deuterium fill (where appropriate) with
a fixed outer diameter. The target parameter that is varied is
the thickness of the shell or the aspect ratio between the in-
ner cavity and the shell, which moves the experiment through
different regimes of energy transport.

The targets considered here can be broadly split into two
defining groups, described by the mechanism of energy trans-
port that dominates the implosion. The first group are shock-
dominated targets in which the energy transport is dictated by
the transit of a single spherical shock. Here the shock ini-
tially converges, compressing the target material that begins
to flow inwards, upon reaching the target center, it rebounds,
re-shocking the inflowing material. A key characteristic of
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FIG. 2. The shock trajectory (solid lines) and inner shell surface tra-
jectory (dashed lines) for the targets shown in Fig. 1. Target (a) is
shown in blue where the shock moves in, rebounds, hits the shell
and reverses the shell trajectory, while the shock in target (c), shown
in grey, reverberates off the converging shell and undergoes multi-
ple passes through the gas leading to an isobaric hot spot. Target (b),
shown in dark grey, has the same dynamics as target (a), a single con-
verging shock wave, but does not feature any shell since it is a single
material target. Each trajectory is labelled with the corresponding
representation from Fig. 1.

these systems is that after the shock rebounds and passes back
through the material the flow of material is outwards leading
to decompression. These targets have strong gradients in both
space and time. The gradients in temperature, for examples,
result in temporally peaked x-ray emission. There is a self-
similar semi-analytic model developed by Guderley that can
be used to describe these types of implosions23.

The second group of targets are compression-dominated
targets in which the energy transport is dictated by a mas-
sive shell that compresses and inertially confines an inner fuel.
These systems also feature a strong converging shock wave
that rebounds at the center of the target but when the rebound
the shock wave interacts with the massive converging shell
of mass, this shell continues inwards leading to shock rever-
berations and further compression of the fuel. Standard ICF
targets fall into this category and there are a number of re-
duced models developed to describe the behavior24–26 such as
those characterized by a fuel with no spatial pressure gradients
(isobaric). Section III uses a compression dominated target as
an example to show the utility of using Bayesian inference in
combination with a reduced physics model.

Fig. 1 shows a cartoon depiction of these targets, where (A)
and (B) are shock dominated and (C) is compression domi-
nated. Target (A) is a very thin-shelled capsule filled with gas
density fuel, which is shock dominated as long as the shell
mass is low enough to diverge after interaction with the re-
bounding shock wave, target (B) is a solid density sphere of
uniform material which can be thought of as having either no
shell or shell thickness equal to the target radius (no fuel), and
target (C) is a thick-shell of material with a gas density fuel
that is inertially confined by the converging shell.

Fig. 2 shows shock trajectories (solid lines) for targets (A),
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(B), and (C) (blue, red, black respectively) and shell trajecto-
ries (dashed lines) for targets (A) and (B) (blue and red respec-
tively) all derived from 1-D hydrodynamics simulations. The
shock in both (A) and (B) can be seen to converge, rebound,
and diverge [with the shell diverging upon interaction with the
shock in (A)] and the only difference between these two is the
time-scale in which this process happens. The shock travels
significantly faster in (A) since the density is over 2 orders of
magnitude lower than in (B). In (C) the shock also converges
and rebounds, but reflects off of the converging shell and re-
bounds multiple times while the shell continues to converge,
leading to the isobaric hot spot.

In Secs. II A and II B the different physical mechanisms
that dominate the energy transport in these regimes and how
target designs can affect these mechanisms will be discussed.
In addition the change in observable quantities, namely neu-
tron and x-ray self emission, due to the different mechanisms
are considered.

A. Shock-dominated targets

Within shock dominated targets the initial density of the
bulk target material is a design parameter that has a signifi-
cant effect on physical mechanisms of energy transport. In
the examples from Figs. 1 and 2, two extremes are given with
regard to initial density, one being a thin-shelled target where
the bulk target composition is gas density (3 mg/cm3) and the
other being a fully solid density target (1 g/cm3). Recent de-
velopments in the construction of foam targets27 make it pos-
sible to achieve a target with a uniform initial density between
these two examples.

Since the shock is the primary means that energy is trans-
ported through the target, the trajectory and strength of this
shock is critical in determining the assembly of the thermo-
dynamic states that exist in these targets. The propagation of
the shock is largely determined by the equation of state (EOS)
of the material within which the shock propagates. Radiogra-
phy has been used to map the shock trajectory and measure the
EOS of materials9,10. These measurements become increasing
difficult as the initial density of the material decreases, due to
decreased absorption of the x-ray probes used. In the limit of
the gaseous targets the EOS is widely considered to be that
of an ideal gas due to the high temperatures and low densi-
ties considered (≈ a few keV and ≈ tens mg/cm−3), although
the equation of state of materials at these conditions has not
been directly measured. Due to these high temperatures and
low densities electron-ion equilibration becomes an important
mechanism to consider for the distribution of energy in the
systems with low initial densities.

At the conditions being considered, the material experi-
ences some level of ionization and the shock preferentially de-
posits energy into the ions over the free electrons due to their
larger masses28. The ion-ion and electron-electron collisional
rates are sufficiently high that the individual species quickly
equilibrate when compared to the dynamical time scale of
the system (≈ 10s ps) but, due to the mismatch in mass, the
electron-ion collision timescale (τei) is not necessarily short
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FIG. 3. Electron-ion coupling constant (calculated according to
Spitzer29), shown in black, and the areal density, shown in red, for
various initial densities in the shock driven systems for temperature
and density conditions around the time of peak self-emission. At
lower densities the dynamical timescales, 10s of ps, are equal to or
shorter than the equilibration rate which plays a crucial role in gen-
erated emission. At high initial densities the equilibration rate is suf-
ficiently fast that it does not factor into observations but the areal
density is large enough that scattering and absorption of emission is
an important consideration for observations.

enough to for the species to equilibrate in the shock-driven
systems. Figure 3 shows the electron-ion coupling time cal-
culated according to Spitzer’s formalism29 for shock-driven
systems subject to the same laser pulse but with different ini-
tial densities of the bulk material. The coupling time of the
low-density targets is much greater than the dynamic time
scales involved, ensuring the the equilibration has significant
leverage on observable quantities such as neutron and x-ray
production (through the ion temperature and electron temper-
ature, respectively). As the initial density increases, the final
target densities increase and the final temperature decreases,
leading to much faster equilibration rates and by roughly half-
solid density (≈ 0.5g/cm−3) the species are fully equilibrated
over the relevant time scales of the experiment (the duration
of emission).

The targets that are less sensitive to electron-ion equilibra-
tion are more sensitive to the absorption and scattering of both
x-rays and neutrons produced from the shock collapse. Fig-
ure 3 shows the areal density (ρR) at the time of peak self-
emission for the shock-dominated targets as a function of ini-
tial target density. As the ρR increases, the self-emission,
which is created in the highest temperature states at the cen-
ter of the target, is subject to increased scattering and absorp-
tion due to the remaining material in the outer parts of the tar-
get. As an example, carbon (a commonly used component in
shock driven targets9,10,30) has a cold opacity of 19.12 cm2g31

for photon energies of 5 keV, an x-ray energy that many di-
agnostics are sensitive to, meaning that the most dense target
from Fig. 3 has a transmission of < 4% at 5 keV while the
least dense target has a transmission of > 93%. In these sys-
tems the opacity is likely not equal to the well-characterized
cold-opacity, but rather the bulk of absorption occurs in ma-
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terial that is at or above solid density and tens to hundreds of
eV temperatures, a range of conditions known as warm dense
matter, where the material properties, including opacity32,33,
are not well understood34. Targets with higher ρR demon-
strate significant absorption of x-rays and are highly sensitive
to the opacity of the bulk material.

B. Compression-dominated targets

Targets with significant compression from the inertia of
the shell material are well studied20,35, primarily due to ef-
forts made in ICF and in particular, producing experiments
that generate significant amounts of fusion energy21,26,36. In
this work, a subset of compressive implosions is considered,
specifically with the goal of being as robust against 3-D ef-
fects as possible and therefore explicable through the lens of a
radially symmetric 1-D model. The highest-performing ICF
implosions require high implosion velocities and low shell
masses, leading to high convergence and significant perturba-
tion growth16, while the implosions discussed here use thicker
shells and lower implosion velocities and higher entropy states
(driven by a single strong shock) in order to emphasize the 1-
D symmetry of the system.

The primary mode of energy transfer into the fuel in these
experiments comes from kinetic energy transfer from the high
inertia shell as it slows down and compresses the fuel. Un-
like the shock systems, where the states are established by an
evolving converging and diverging shock wave, the dynam-
ics of energy transfer in the compressive regime make elec-
tronic thermal conductivity and radiative energy losses im-
portant factors in the overall evolution of the states that are
created20,24,25,35,37 implying that the measurements from im-
plosion platforms are sensitive to the details of thermal con-
ductivity and radiative properties. Although the targets dis-
cussed here firmly exist in either the shock or compression-
dominated regime there is no binary transition between the
two but rather a spectrum of targets that share the qualities
(and complexities) of both types of targets.

The following section. III will give an example of a
reduced-physics model for a compressive hot spot with tem-
perature profiles determined by the details of the thermal con-
ductivity of the fuel.

III. BAYESIAN INFERENCE FOR EXPERIMENTAL
DECISION MAKING

The combination of reduced-physics models38 and
Bayesian inference are a powerful tools when considering
the integrated nature of self-emission measurements that
come from implosion experiments. This process has already
been successfully applied to a shock-dominated system38,39

to understand the energy transfer and pressures during the
experiment. The primary benefit of using Bayesian infer-
ence for parameter estimation in HED experiments rather
than other methods is the full construction of the posterior
probability distributions with no assumptions about the shape

of the posterior distributions, unlike error estimates in most
other inference techniques such as least-squares fitting. A
deeper discussion about the befits of Bayesian inference in
these systems can be found elsewhere38.

Here a reduced-physics model describing the pressure, tem-
perature, and density inside of a compression-dominated hot
spot is formulated and constrained using synthetic data gener-
ated by the 1-D hydrodynamics code LILAC15.

A. Reduced model for a hot spot

In the presented model, which is heavily influenced by re-
duced hot spot models in the literature20,24,25,35,37, the ther-
modynamic states of the hot spot are established through en-
ergy balance and conservation equations starting with a time-
dependent parameterization of the hot spot energy, given by a
Gaussian function

E(t) = E0e
−(t−tE )2

2σ2
E (1)

where E0, tE , and σE are the peak internal energy, time of peak
energy, and width of the temporal energy profile, respectively.
Each of these is a free parameter of the model.

The radial extent of the hot spot, R, is defined by a trajectory
of constant acceleration,

R(t) = R0 +v0t +
1
2

a0t2 (2)

and defines a time dependent hot spot volume

V (t) =
4
3

πR(t)3. (3)

The energy and volume then give the pressure

P(t) =
E(t)

cVV (t)
, (4)

assuming an ideal gas equation of state with a specific heat at
constant volume, cV .

A two-temperature fluid is assumed, with the electron tem-
perature, Te, and ion temperature Ti both having the same self-
similar temperature profiles given by

Te,i(r, t) = T 0
e,iTr(r/RHS) (5)

where T 0
e,i is the (electron,ion) temperature at r = 0 and RHS is

the boundary of the hot spot. Following from conservation of
mass and an ideal gas equation of state we get the relationship

Ṁ
M

=
Ė
E
− Ṫ 0

T 0 , (6)

where T 0 = Z̄T 0
e + T 0

i and Z̄ is the average ionization state,
Z = 1 in this case considering fully ionized hydrogen. Since
the hot spot is defined by the fuel it is fixed mass so Ṁ = 0
and

Ė
E

=
Ṫ 0

T 0 . (7)
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Integrating Eq. (7), with the initial condition T 0(t = t0) =
T 00 gives T 0(t) = Z̄T 0

e (t) + T 0
i (t) but the individual central

temperatures for electrons and ions are still unknown. The
ideal equation of state allows the radial density distribution to
be constructed from the radial temperature distributions,

ρ(r) =
ĀP
NA

1
Z̄Te(r)+Ti(r)

(8)

where Ā is the average atomic mass and NA is Avogadro’s
number. The radial temperature profiles Te,i(r) follow from
solving the two temperature heat conduction equation,

cPP
Z̄Te +Ti

(
Z̄

∂Te

∂ t
+

∂Ti

∂ t

)
=

1
r2

∂

∂ r
κer2 ∂Te

∂ r
+

1
r2

∂

∂ r
κir2 ∂Ti

∂ r
(9)

where κe,i is the (electron,ion) thermal conductivity which
combine to give the total conductivity,κ0 as

κ = Z̄κe +κi (10)

and the total conductivity is assumed to be of the form

κ = κ0

(
ρ

ρ0

)a( T
T0

)b

(11)

where a and b are the conductivity exponents as established
in Spitzer29. Combining Eqs. (8) - (10) and separating the
temporal and spatial components leads to a coupled equation
for the radial temperature profile, Tr, and the central tempera-
tures, T 0

e and T 0
i ,

∂

∂ t

(
Z̄T 0

e +T 0
i
)
=

λ

1+ Z̄
κ0

ρa
0 T b

0 γ

(
Ā

NAcV

)a(E
V

)a−1 Z̄(T 0
e )

1+b +(T 0
i )

1+b

(Z̄T 0
e +T 0

i )
a−1

(12)

with

λ =
1
r2

∂

∂ r
r2T b−a

r
∂Tr

∂ r
. (13)

Using the boundary conditions Tr(r = 0) = 1 and Tr(r =
RHS) = η (η < 1) the radial profile can be found as

Tr =

[
1−
(

r
RHS

)2

(1−η
1+b−a)

] 1
1+b−a

. (14)

Now since T 0(t) is known along with the radial terms for
Te,i(r, t) all that remains is a relationship between T 0

i and T 0
e to

close the system. This relationship can take any form, includ-
ing the simplest case where T 0

e = T 0
i , here the relationship

T 0
e = T 0

i −De−t/τ (15)

is used, where D and τ are parameters of the model relating to
the initial difference in the electron and ion temperatures and
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FIG. 4. Lagrangian particle trajectories for the shell material (grey)
and gas (blue) in the simulated target. Also shown is the laser pulse
(red) used to drive the target. On the left a wedge of the target is
shown for context.

the rate at which they equilibrate, related to but not equal to
the electron-ion coupling time scale28,29,35.

At this point all of the thermodynamic variables can be con-
structed in space and time giving P(t), V (t), Te(r, t), Ti(r, t),
and ρ(r, t). The quantities required to close the model are
E(t), RHS(t), T 00, η(t), a, b, cV , D, and τ . It should be noted
that the boundary temperature η(t) can be independent for
both the electrons and ions, but in this work will be taken as
the same value for the electrons and ions.

An obvious extension of this model is the inclusion of pa-
rameters that describe the shell, which would have kinetic
energy related to the internal energy of the hot spot chang-
ing the parameterization of the trajectory of the hot spot size
and which would contribute to the hotpot mass through con-
ductive ablation, an important mechanism in ignition-scale
implosions24,37. In this case the situation is simplified by con-
sidering the hot spot as an independent system that is not nec-
essarily closed, i.e. energy need not be conserved within the
system.

B. LILAC simulation and synthetic data used for comparison

It is important to validate the reduced model against a
more complete physics simulation38, in this case the 1-D La-
grangian hydrodynamics code LILAC15 is used. The simu-
lated system includes a 30−µm beryllium shell filled with 15
atm. of D2 gas and has an outer diameter of 860− µm. This
target is driven with 27 kJ of UV laser light in a 1-ns square
pulse. The laser pulse and target are shown in Fig. 4 along
with Lagrangian zone trajectories for the fuel and shell.

The simulation output includes the thermodynamic states
(temperature, density, pressure, etc.) in each zone, and these
are used to calculate the amount of x-ray self-emission, as-
suming a Bremsstrahlung emissivity35,40, and neutron self-
emission, calculated from D-D fusion reactivities41. These
quantities are then used to produce synthetic measurements
based on typical implosion diagnostics, in particular time-
gated radial x-ray profile measurements (such as would be
measured by an x-ray framing camera42), time-resolved x-ray
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FIG. 5. A comparison of the simulated profiles (solid red) and pro-
files from a well fitting set of parameters (dashed blue) for the re-
duced model; profiles shown are both in space (left) and time (right).
This shows that the reduced model is able to recover the profiles from
LILAC in space and time for all of the relevant thermodynamic quan-
tities including (a) the electron and ion temperatures, (b) the internal
energy in the hotspot, (c) the mass density, (d) the hotspot radius, (e)
the pressure, and (f) the electron and ion temperatures at the bound-
aries. This does not guarantee that any given set of measurements is
enough to recover the parameters, but does verify the utility of the
reduced model in describing the full system.

emission with multiple different spectral channels (as would
be measure by multiple diagnostics43–45, the temporal his-
tory of the neutron production, neutron spectrum, and neu-
tron yield, all of which are standard measurements in ICF
experiments46,47. These are "idealized" synthetic data, mean-
ing an attempt was made to account for the instrument re-
sponse functions for each measurement and typical uncertain-
ties were used for each but no attempt was made at simulating
typical background signals or other noise sources associated
with each measurement. Additionally, the spectral and tempo-
ral channels were chosen such that sources of emission other
than the hot spot, such as xrays from the shell material ei-
ther during the laser drive or when the hot spot is assembled,
are ignored. This is a plausible set of measurements, but care
must be taken to determine the exact photometrics of these
measurements prior to performing an experiment.

The details of this target were chosen to promote as uni-
form an implosion as possible. A thick shell driven with a sin-
gle strong shock is a "high-adiabat"2,24,35 implosion, robust to
hydrodynamic perturbations.

The philosophy proposed in this work is to investigate the
simplest experimental system possible that still contains the
physics of interest, so the simplest reduced model can be used
to infer quantities and then complexity can be added to the
model allowing, more-interesting systems to be investigated.
This is a bottom-up approach to the problem and is not cur-
rently widely used but the current efforts19,22,48 in ICF have
seen progress using a top-down approach leveraging the most-
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ated (red solid) with normally distributed errors (dashed shows 1-σ ),
for (a) radial x-ray profiles at 3 (out of 16) times, (b) x-ray tempo-
ral histories in 3 different spectral channels, and (c) the neutron burn
rate, spectrum, and yield (left to right). The inferred quantities are
shown with a highest posterior density on the color scale. The in-
ferred distributions from the model are able to reasonably reproduce
the data across all measurements.

complete physics models to understand the experimental land-
scape and increase performance. The goal in this work is not
to make "better" implosions with regards to ICF performance
but to design an implosion that can plausibly be meaningfully
described by a reduced model.

C. Insight from Bayesian inference using reduced model and
synthetic data

Advanced statistical techniques are beginning to be regu-
larly used for the design of implosion experiments, in partic-
ular using large numbers of simulations to optimize for a par-
ticular performance metric17,18,49. This work uses Bayesian
inference to understand how well the underlying quantities
of a simulation can be reconstructed based on a typical set
of measurements. There are three key details that determine
the efficacy of this process: (1) The full-physics model being
used (in this case a 1-D radiation-hydrodynamics code) is be-
lieved to reasonably represent the experimental system; (2)
The reduced-physics model accurately represents quantities
of interest from the full physics model; and (3) the reduced-
physics model can be constrained by the available measure-
ments.

The first point is likely the most challenging to be fully con-
vinced of and requires additional effort beyond what is pre-
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radius, which is under predicted throughout, leading to the truncation of the radial profiles in (a).

sented here. The full-physics model need not be predictive
of experiments but it must contain the essential physics of the
experiment. For example, if there was significant asymmetry
observed in an experiment, it is obvious that a 1-D model will
not be sufficient to describe the system and a 2-D or 3-D sim-
ulation would be more appropriate along with a more sophis-
ticated reduced model. The benefit of the reduced model over
the full physics models is that they recast the full simulation
parameter space, which has some large dimensionality depen-
dent on the detailed physics in the model, into the reduced
model parameter space, which in this case has 15 parameters
making it possible to run a full Monte Carlo sampling in tens
of CPU hours rather than tens of millions of CPU hours17,19,50

that a full scale hydrodynamics simulation would require.
The second point is addressed by seeing if there are a set of

reduced model parameters that are able to reproduce profiles
from the full simulation. Figure 5 shows a comparison be-
tween the reduced model profiles (dashed blue lines) and the
profiles from LILAC (solid red lines) for a number of quanti-
ties in space and time. There is very good agreement between
the reduced model (given a particular choice of parameters)
and LILAC across space and time for all of the underlying
quantities of interest. This is evidence that the reduced model
captures the essential physics necessary to describe the evolu-
tion of the hot spot around the time of peak emission (≈ 2.4
ns in LILAC).

The third point is addressed through the use of Bayesian
inference38. Assuming that the system under consideration
is well described by the full-physics model (first point), and
the reduced-physics model adequately represents the pertinent
quantities from the full model (second point), the question re-
mains as to whether the reduced model can be constrained by
observations that are readily available or, if not, what mea-
surements are required to constrain the model.

Here the simulated measurements, as mentioned in Sec.

III B, include framing camera data sampled at 16 different
times, temporal x-ray history in three different spectral chan-
nels above ≈ 15 keV, the temporal history of neutron emis-
sion, the thermal neutron spectrum, and the total neutron
yield. Figure 6 shows the predicted distributions for a set of
the simulated measurements based on a Monte Carlo sampling
of the reduced model. The model is able to reproduce all of
the measurements shown within the 68.7% credible intervals
(shown by the blue dashed-dotted lines). The profiles that re-
sult from the sampling shown in Fig. 6 are shown in Fig. 7
along with the underlying simulation profiles. The predicted
profiles from the reduced model show excellent agreement
with the "true" profiles that from the underlying simulation
for the electron and ion temperatures, density, and pressure
in space and time. The exception is the hot-spot radius as a
function of time, which is under-predicted for all times. This
leads the the truncation of the radial profiles seen in Fig. 7(a).
It is clear that, with respect to the third point above, the set of
synthetic measurements presented here is enough to constrain
the reduced model and reproduce the underlying profiles of
interest.

An interesting next step is to investigate how the predic-
tions vary with or without different measurements. This is
presented in Fig. 8, where the results for the central elec-
tron and ion temperatures, central density, and hot-spot pres-
sure are compared to the underlying simulation (red points)
for three different times. Each box represents a different data
set used, including the full data (green), excluding the neutron
spectrum (cyan), excluding the spatial x-rays (blue), exclud-
ing the temporal x-rays (navy), and using a known hot spot
radius for all times (purple). Leaving out the neutron spec-
trum has a minimal impact on the inferred profiles, meaning
that the information contained in the neutron spectrum (in this
particular simulated implosion) is redundant with the other
measurements. The neutron spectrum is generally considered
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constraining on the ion-temperature of the system51,52 but the
information is likely redundant with the neutron yield (which
is very sensitive to ion temperature through the reactivity) and
the x-ray spectral information contained in the temporal x-ray
history. Additionally the neutron spectrum is integrated over
space and time leaving only a single integrated measurement
of the temperature that is not very constraining of the temporal
and spatial evolution of the temperatures. Conversely exclud-
ing either x-ray measurement results in a significant increase
in uncertainty for the profiles, beyond the point of usefulness
in most cases. The radial information contained in synthetic
framing camera data is critical to setting the states within the
hot spot and the temporal x-ray history helps break the degen-
eracy that exists within the neutron dataset. Finally, a dataset
with a known hot spot radius significantly reduces the uncer-
tainty on the inferred densities and pressures, with a much
more modest reduction in uncertainty on the temperatures, al-
though it does rectify the early truncation of the profiles seen
in Fig. 7.

To demonstrate the degeneracy that arises in model parame-
ters when a measurement is excluded, Fig. 9 (b) and (c) shows
the pairwise posterior distributions for the time of peak en-
ergy, tE and the hot spot radius at tE , given by the trajectory
parameters R0, v0, and a0 along with histograms of the pa-
rameter values in Fig. 9 (a) and (d). The red distribution in
(b) includes all of the measurements and the blue distribution
in (c) excludes the framing camera measurements. The distri-
bution without the framing camera shows that the these two

FIG. 9. Pairwise distribution for the time of peak energy, tE , and
hot spot radius at time of peak energy, RHS(tE), showing (c) their
strong correlation without the framing camera data and (b) how the
degeneracy is broken when all of the measurements are used. The
projected histograms for (a) the radius and (d) the time both show
the effect of the using all the data (red) in narrowing the distributions
from the case without the framing camera (blue). Note the axes in
(b) are transposed from those in (c).

parameters are strongly correlated, with a positive correlation
coefficient, leading to very broad posterior distributions for
both parameters in (a) and (d). The framing camera breaks
this degeneracy resulting in a distributions with minimal cor-
relations and much more narrow posterior distributions.

This result may be somewhat surprising because even with-
out the framing camera measurements there is still neutron
and x-ray temporal measurements that may be expected to
constrain the temporal history of the fuel internal energy, but
seemingly do not. The degeneracy exists because both the x-
ray and neutron yields depend on the energy of the hot spot
and the volume of the hot spot (the energy density) meaning
that the peak in emission does correspond to the peak in in-
ternal energy, but rather the peak in energy density which de-
pends on the radius and energy and the degeneracy is broken
with the time-gated radial measurements of emission from the
framing camera.

Finally the ability to extract information about the thermal
conductivity is presented in Fig. 10 which shows a boxplot,
similar to Fig. 8, but for the conductivity exponent which de-
pends on a combination of the temperature and density depen-
dencies, b and a, respectively, following from Eq. 14. Since
the temperature profile depends on this combination of pa-
rameters, and the emission profiles depend on the temperature
profile, it is this quantity that is constrained. The underlying
simulation made use of Spitzer conductivities29, which have
a= 0 and b= 2.5 so the quantity (1+b−a)−1 = 0.286, shown
with the red point in the figure. The conductivity exponent
has a modest effect on the temperature profile, and this can be
seen here where, despite the temperature profiles being well
constrain by the measurements as shown in Fig. 7, the con-
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ductivity exponent has a fairly broad distribution in the best
case resulting in 0.25±0.08

0.1 (median ±68.7% highest poste-
rior density interval). The conductivity exponent under these
conditions can be constrained at the few tens of percent level,
future work is needed to investigate the necessary precision
to distinguish between conductivity models and what, if any,
additional measurements can produce a tighter constraint on
the conductivity.

Important to note is the choice of likelihood function used
throughout the Bayesian inference process. In this work
a Gaussian likelihood was used, which is most appropriate
when considering data with uncorrelated and normally dis-
tributed errors. There are many likelihood functions that can
be considered and some work has been done within HEDP
to explore the effects of different choices50. Likelihood func-
tions contribute to the shape of the posterior distributions and
therefore can affect the interpretation of uncertainties from the
inference process. This is particularly important when con-
sidering data with correlated errors such as spectral measure-
ments and imaging data50. A major concern is introducing
bias into the inferred parameters by way of a poor likelihood
choice in combination with a poor choice of model further
emphasizing the necessity of doing properly controlled syn-
thetic experiments, as shown here, to ensure that the inferred
distributions accurately represent the physical quantities that
they represent and that the shape of those distributions present
a reasonable picture of uncertainty. Different choice of likeli-
hoods can be used to combat bias introduced by model form
error50 but here preference is given to using a likelihood that
most accurately represents the underlying distribution of the
experimental data. In either case a rigorous look at synthetic
data is a powerful tool in understanding the limitations of both
the model and likelihood choices.

IV. CONCLUSIONS

Laser-driven implosion experiments can reach a wide vari-
ety of interesting high-energy-density conditions and there is
great opportunity for discovery in these systems. Basic tar-
get design with a simple laser pulse shape is able to transition

between interesting energy regimes — shock dominated and
compression dominated — and within those regimes different
types of transport physics as able to be emphasized depending
on the initial conditions. There are a standard set of mea-
surements able to be made in laser driven implosions and the
understanding how the measurements are sensitive to differ-
ent physical mechanisms is key to understanding the physics
and measurements. Reduced models coupled with Bayesian
inference give a straightforward way to explicitly state the as-
sumptions of a particular analysis, and understand how the
measurements are able to constrain the model of the system.

An example of this process, using a thick shell implosion
driven with a square pulse, shows that the thermodynamic
profiles (temperature, density, pressure) of the assembled hot
spot can be reconstructed in space and time using standard
self-emission measurements of x-rays and neutrons. In addi-
tion it is shown that the neutron spectrum does not have much
leverage on the spatial and temporal profiles of temperature,
but time-gated spatial resolved x-rays measurements in com-
bination with time-resolved and spectrally gated x-ray mea-
surements are very constraining when used with neutron burn
rate and yield measurements.

This process presents a new modality for experimental de-
sign that allows an analysis pipeline to be built and tested prior
to an experiment informing both experimental design and di-
agnostic decisions for the experiment. This process can be ex-
panded to any number of systems and used both in the pursuit
of inertial fusion ignition and understanding of fundamental
HED physics.
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