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1. Problem statement 

Wireless networks are inherently complex to build, test, deploy, and debug. As mobile technology 

evolves from 4G through to now 6G, this complexity continues to grow—driven by the need for backward 

compatibility, co-existence with legacy systems, and the integration of new features and services. RAN also 

represents a high-cost, high-skill domain. Its infrastructure spans a wide array of components, including 

radios, routers, switches, servers, and increasingly, GPUs—often sourced from multiple vendors. 

In parallel, the operational expertise required to test and deploy RAN and mobile systems, both in labs and 

in the field, is significant. This contributes to high OPEX. Despite advances in automation, many integration 

and testing issues still require lengthy debug cycles—often stretching over several weeks—due to the 

system’s inherent complexity. 

AI offers a compelling solution to these challenges. By training AI models to understand the complexities 

of RAN infrastructure and UEs, we can enable intelligent co-pilots that, for example, assist with RAN 

integration, issue identification, and automated resolution. This approach can significantly shorten 

troubleshooting timelines, reduce the need for site visits, and ultimately improve engineering productivity 

and time-to-market. 

2. Proposed solution 

We have developed a software platform, called Ennoia Connect Platform (ECP) that hosts a RAN hardware 

(HW) specific model repository and has been trained on RAN HW APIs available on the RAN infrastructure. 

The platform is exposed via a co-pilot interface, where commands are given in natural language to 

control/configuration of the various RAN HW components and to analyze and interpret the output coming 

from the HW infrastructure. The infrastructure could be radios, servers, switches, test equipment, 

emulators – any RAN hardware that exposes an API to control the infrastructure. Note that most, if not all, 

HW today expose APIs for test automation and use. In scenarios where the hardware is not directly 

accessible, we translate the user intent to generate configuration files for the management system 

controlling the hardware. We train AI models on the specific RAN hardware and then use intent for 

configuration and analysis of the specific hardware.   

We provide two types of AI co-pilot functions on our ECP platform:  

a. CAT (Chat and Test) – which is used to control and configure the infrastructure.  

b. AID (AI-based Debug) – which is used for interpretation and analysis of the output.  
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Figure 1 describes the ECP block diagram. The ECP uses Small Language Models (SLMs) that can run on a 

local machine or edge infrastructure for data privacy while supporting public & private cloud models as 

well if required for fast AI development.  

 

Figure 1 – Ennoia Connect Platform (ECP) 

2.1 Innovation 

The following are the ECP innovations: 

1. We provide an HW abstraction layer between the AI APIs and the RAN HW APIs using the ECP.  

2. We enable new hardware integration via generative AI where the APIs are extracted from the 

hardware documentation and auto integrated into API library used by the connect platform.   

3. Unlike most intent-driven approaches which focus on gathering data stored in a data lake and 

modifying configurations based on intent (SW-only approach), we enable a new “hardware in the 

loop” approach for intent driven configuration and analysis. In this approach, the hardware is part 

of the AI model training and validation. 

4. We provide AI-based configuration and analysis applications for various RAN HW that enable new 

capabilities such as interference detection and O-RAN fronthaul PCAP analysis.  

2.2 Methodology  

We have trained AI models on RAN hardware such that the user-intent is understood by the hardware. 

There are multiple features available in the ECP for configuration, analysis, plotting results, saving output, 

calibration, doing software updates, report generation using GenAI etc., which are enabled by the CAT and 

AID co-pilot functions. For example, a user-intent such as “Change the radio to operate in Band 77 with 

bandwidth 100 MHz” is translated to a series of configurations in real-time, which is then executed 

automatically by the ECP. This is provided by the CAT function in the ECP, which configures the HW. Also, a 

user-intent such as “Is the radio functioning properly?” executes the AID function in the ECP, which 

analyzes the output of the radio and informs whether the output is per expectations.  
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2.3 Development plan 

Our product development plan includes three steps: 

1. Manual integration and model training of new RAN infrastructure:  

a. We manually integrate new RAN infrastructure by understanding the APIs.  

b. We have already completed this step for multiple RAN infrastructure such as a few O-RAN 

radios and test equipment using VISA and O-RAN fronthaul APIs.  

2. Developing new AI applications for analysis and debug: 

a. We develop new AI applications for analysis and debug of the output of the RAN HW.  

b. Initial applications include interference detection, PCAP analysis of O-RAN hardware and using 

genAI for generating summary reports.  

3. Auto integration of new RAN infrastructure using generative AI: 

a. We use genAI to automatically integrate new RAN infrastructure where the AI learns the APIs 

by digesting the product manuals and then trains the models to convert intent into 

appropriate APIs for the models.  

2.4 Outcome & Results  

We have an initial release for our ECP product. Figure 2 describes the initial connection with a prototyping 

spectrum analyzer hardware called tinySA (www.tinysa.org)  to the ECP. We have also integrated our 

product with commercial grade test equipment. The AI co-pilot identifies the hardware, and the user 

communicates with the spectrum analyzer in a natural language as shown in  Figure 2. 

 

 

Figure 2 – AI Query example for how to configure the spectrum analyzer. 

Intent: How to configure the tinySA 

www.tinysa.org
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The example in Figure 3 shows the AI co-pilot screen, where the AI co-pilot is working with the SLM model 

offline and after finding the hardware infrastructure (tinySA) to communicate with. The SLM is running on 

the local GPU of a laptop, enabling data privacy and local AI compute. The user can ask the AI co-pilot to 

perform certain tasks and analyze and plot the output. Both manual and automatic options are available. 

In Figure 3, the user asks to change the start and stop frequencies to be between 600MHz and 900MHz. 

 

 

Figure 3 – AI Co-pilot to control RAN hardware using user-intent (SLM Mode) 

An example of the output of the user intent execution is shown in Figure 4. When a spectrum analysis 

hardware (used in this example) is queried for frequency spectrum between 600 MHz and 900 MHz, the 

output returns a plot of the spectrum. In addition, the output of the spectrum is analyzed, and several 

operator bands are identified as seen in the spectrum. Thus, the output is made meaningful to the user 

instead of merely relaying raw data from the hardware.  

 

 

 

 

 

 

 

Intent: Set the start frequency to be 600MHz and the stop frequency to 900MHz 
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Figure 4 – Spectrum analysis output using intent (600MHz – 900 GHz) 

 

ECP also supports advanced functions such as the use of ML and Gen AI for interference detection in an 

O-RAN radio. Using the fronthaul PCAP, the AI co-pilot can further detect issues such as interference and 

can generate a detailed report of the signal characteristics as well as confirm existence of interference as 

shown in Figure 5. 

 

 

 

 

 

Intent: Plot and analyze 600MHz to 900MHz spectrum 
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Figure 5 - Interference Detection on O-RAN Fronthaul  

3. Impact analysis 

We have two main contributions in our proposal: 

1. We demonstrate the feasibility of user-intent driven AI co-pilots to build, test, deploy and debug 

AI-RAN system infrastructure using AI models specifically trained on the hardware. Based on 

business case analysis done for 3 Tier-1 operators, we expect that our platform will reduce time 

duration for issue analysis and resolution by 50%, decrease site visits by 30% and improve 

productivity and time-to-market with AI-RAN, especially in multi-vendor environments, saving 

operators significant OPEX cost.  

2. We enable wireless systems AI developers to focus on the AI innovation without having to learn 

the details of the underlying hardware and RAN protocol aspects, thereby lowering the bar for AI-

RAN innovation.  

Our goal is to expose our AI-co-pilots solutions to a wider variety of AI-RAN infrastructure and mobile 

systems to enable faster integration and validation of AI intent-based wireless technologies.  

Intent: Analyze the downloaded pcap and report any interference   


