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AGENDA

Background:

Challenge:

Our Approach:

Outcome:

Lessons Learned:

Future Innovations:

Overview of IT reorganization

Realigning roles of 500+ employees

Data-driven methods used

Workforce decisions from data

Refinements & insights

Next steps and possibilities



BACKGROUND



TEXAS A&M’S IT REORGANIZATION

Decentralized 
Model

Centralized 
Model



CHALLENGE



Challenge:
Reassign 500+ IT employees into specialized roles efficiently

Goal:
Use automation to accelerate skill-based role matching

Timeframe:
Two-week deadline required a rapid solution



AVAILABLE DATA

Workday Export IT Skills Survey



OUR APPROACH



DATA PROCESSING WORKFLOWS

Workday Data Skills Survey Data

Workflow #1 Workflow #2



BIGML CLUSTER VISUALIZATION

Cluster 3



OUTCOME



OUTCOME

Clustering not used as planned

Skill profiles enabled talent identification

HR facilitated internal recruitment

Successful employee role transitions



LESSONS LEARNED



LESSONS LEARNED

Speed vs. Feature Refinement

Fast implementation with low-code ML tools

More stakeholder input could have improved skill selection

Iteration Strengthens Results

The tools worked well; refinements improved clustering

Iteration happened after the project, due to time limits



FUTURE INNOVATIONS



CLUSTERING VS CLASSIFICATION

Clustering Classification



CLASSIFICATION PROBLEM



CLASSIFICATION PROBLEM



DEEP NEURAL NETWORK

Input: Employee's Features Output: Employee's Title

Skill

Year of Experience

Education

Certificate

Machine Learning Engineer

System Administrator

Software Developer



DEEP NEURAL NETWORK

Did we miss anything?
• Job description
• Job duty
• Job requirements

Can we do better?

How to do better?



BETTER SOLUTION



BETTER SOLUTION

Think about search system

Treat employee and job as 
two different type of data

Find the similarity



BETTER SOLUTION



SCALING LAW

• Larger models
• More data 
• Greater compute

Better performance, 
but with diminishing 
returns.



DATA SCARCITY AND PRIVACY

Do we have enough high-quality real data?
• Feature
• Label
• Format

Do we concern if some information is used for training?
• Name
• Gender
• Age



SYNTHETIC DATA

What is Synthetic data?

• Artificially generated data 
• Mimics real-world data 

patterns 

Why Use Synthetic Data?

• Data Scarcity
• Privacy Concerns 



SYNTHETIC DATA

How to Generate Synthetic Data?

• Rule-Based Generation

• Statistical Methods
oGaussian Copula

• Generative AI Models
o Generative Adversarial Networks (GANs)
o Variational Autoencoders (VAEs)
o Transformer based GPT Models



LARGE LANGUAGE MODEL

Good Prompt

Write a 500-word blog post 

explaining the benefits of meditation 

for stress relief. Include scientific 

studies, practical tips, and 

examples of how beginners can 

start meditating.

Bad Prompt
Tell me about meditation.



REINFORCEMENT PROMPTING[1]

[1] Xiangwu Zuo, Anxiao (Andrew) Jiang and Kaixiong Zhou, Reinforcement Prompting for Financial Synthetic Data Generation, in Journal of Finance and Data Science, vol. 10, 2024.



REINFORCEMENT PROMPTING[1]

[1] Xiangwu Zuo, Anxiao (Andrew) Jiang and Kaixiong Zhou, Reinforcement Prompting for Financial Synthetic Data Generation, in Journal of Finance and Data Science, vol. 10, 2024.

• Inputs
– Keywords 

Vocabulary

– Prompt Template

• Models
– Selector Agent 

(Policy Network)

– Executor LLM



REINFORCEMENT PROMPTING[1]

[1] Xiangwu Zuo, Anxiao (Andrew) Jiang and Kaixiong Zhou, Reinforcement Prompting for Financial Synthetic Data Generation, in Journal of Finance and Data Science, vol. 10, 2024.

Keywords Vocabulary[2] and Prompt Template

[2] Financial Terminology Glossary: https://www.investopedia.com



REINFORCEMENT PROMPTING[1]

[1] Xiangwu Zuo, Anxiao (Andrew) Jiang and Kaixiong Zhou, Reinforcement Prompting for Financial Synthetic Data Generation, in Journal of Finance and Data Science, vol. 10, 2024.

Sample sentences from Financial PhraseBank Dataset



REINFORCEMENT PROMPTING[1]

[1] Xiangwu Zuo, Anxiao (Andrew) Jiang and Kaixiong Zhou, Reinforcement Prompting for Financial Synthetic Data Generation, in Journal of Finance and Data Science, vol. 10, 2024.



REINFORCEMENT PROMPTING[1]

[1] Xiangwu Zuo, Anxiao (Andrew) Jiang and Kaixiong Zhou, Reinforcement Prompting for Financial Synthetic Data Generation, in Journal of Finance and Data Science, vol. 10, 2024.

Selected Keywords and Generated Optimal Prompt



REINFORCEMENT PROMPTING[1]

[1] Xiangwu Zuo, Anxiao (Andrew) Jiang and Kaixiong Zhou, Reinforcement Prompting for Financial Synthetic Data Generation, in Journal of Finance and Data Science, vol. 10, 2024.

Samples of Generated Financial Synthetic Data



WORKFLOW

Future Solution Workflow

•Tackle it as a classification task

•Train an agent with Reinforcement Prompting

•Generate synthetic data with the agent

•Train DNNs to generate employee and job encoded features

•Serve the model to predict employee job title



CONCLUSION

Organizational Restructuring Task

•Clustering: Quick solution

•Classification: Future solution

•ML Objective: Search similar embeddings (encoded features)

•Data: Synthetic data

•Model: DNN



ANY QUESTIONS?
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