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The	idea

A	magic	trick	to	connect	sampling and	(deterministic)	
beam search,	applying	the	“Gumbel-top-k”	trick	on	a	
factorised	distribution	over	sequences.



BEAM	SEARCH



Sequence	models	– the	chain	rule



Conditional	probability:	softmax



Greedy	search

In:	Neural	Machine	Translation	and	Sequence-to-sequence	Models:	A	Tutorial	– Neubig 2017



Beam	search

In:	Neural	Machine	Translation	and	Sequence-to-sequence	Models:	A	Tutorial	– Neubig 2017



THE	GUMBEL	TRICK



Gumbel	distribution

■ Related	to	extreme	value	theory

■ CDF
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■ If		U ~	Uniform(0,	1)	then	R = ; − log − log S ~	Gumbel(;)

■ It	follows	that	G’ =	G +	;’	~	Gumbel(; +	;’)



Properties	of	Gumbel	distribution
1	- Gumbel	Trick

■ Let	Gi ~	Gumbel(0)	i.i.d.	with	? ∈ A ⊂ ℕ and	EFG = IJ + EJ

■ Let	L∗ = NOPQNR(EJ)

■ Then	I* ~	Categorical(pi)	with	WJ ∝ YFG



Properties	of	Gumbel	distribution
2	- Recursion

■ Let	Gi ~	Gumbel(0)	i.i.d.	with	> ∈ @ ⊂ ℕ and	DEF = HI + DI
■ Then	for	any	subset	B	⊆	N

– argmax
I∈R

DEF~ STUVWXY>ZT[
\]F

∑F_` \]F
, > ∈ b

– max
I∈R

DEF~ DcdeV[ H f>Uℎ VE = ∑IhR VEF

– max	and	argmax	above	are	independent



Properties	of	Gumbel	distribution
3	– Top-k	trick

■ Let	Gi ~	Gumbel(0)	i.i.d.	with	@ ∈ B ⊂ ℕ and	FGH = JK + FK
■ For	k	≤	|N|	let	QR∗, … , QV∗ = arg XYZ [

K∈\
FGH

■ Then	QR∗, … , QV∗ is	a	sample	without	replacement	from	]^X_`Ya@b^c
deH

∑Hgh deH



STOCHASTIC	BEAM



Representing	
the	model	as		
a	tree
• Internal	nodes	at	level	t	
represent	partial	sequences	y1:t

• Leaves	yi represent	finished	
sequences,	 < = > = 1,… , A

• Normalised	log-probability	of	
yi is	EF = log GH IF



Naive	computation	of	full	tree

■ Sample	234 ~	Gumbel(9:)	so	that 234 can	be	seen	as	log-probability	of	sequence	yi

■ Let	CD∗, … , CH∗ = arg JKL M
:∈O

234

■ Then	Q:R
∗
, … , Q:S

∗
is	a	sample	of	sequences	without	replacement	following	the	

model’s	probability	distribution	



Probability	distribution	of	internal	
nodes	(representing	partial	sequences)
■ Let	us	consider	an	internal	node	j	and	its	direct	children	i ∈Cj,	then

p node j = ∑?∈@A p(node i)

eBA = ∑?∈@A e
BC

ϕE = log F
?∈@A

eBC

where	Hi is	the	log	probability	of	the	node	i

■ If	each	child	node	i ~	Gumbel(ϕ?)	then:
max
?∈@A

GBC~ Gumbel ϕE

■ It	follows	that	this	relationship	holds	for	all	nodes	in	the	tree



Actual	computation

■ Top-down,	starting	by	sampling	a	Gumbel	distribution	for	the	root
■ Until	all	leaves	reached:

– For	each	node	one	level	down,	sample	a	Gumbel	distribution	conditioned	on	
its	max	being	≤	G-value	of	its	parent	node

– Once	complete,	select	the	top-k	G-values	of	current	level	(or	leaves	if	reached)
■ Sample	follows	the	model	distribution	(independence	of	max	and	argmax)
■ Necessarily	have	the	final	top-k	values	in	their	descendants

■ Final	sample	true	to	model	distribution
■ Cost	comparable	to	beam	search:	O(kVt)	vs	O(Vt)for	full	search	(V	size	of	

vocabulary)



Algorithm



THAT’S	ALL	FOR	NOW

In:	Les	Shadoks,	Rouxel	et	al.	1968


