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Presentation Overview:

ÅSmartGen Equipment Monitoring

ÅAdvanced Pattern Recognition

ÅEtaPRO Thermal Performance Monitoring

ÅPlantView Program



CBM Program Owner Smith Energy Complex Hamlet, NC



Past experiences

Old School PdM guy-go out there collect the 
data, look-touch-smell-listen to your 

machines



Program Implementation Background
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¸ Drivers

¸ Reliability & Workforce Challenges

¸ Plant Closures, Aging Coal Fleet & New Complex Equipment

¸ Market Dynamics ςlonger CC runs & cycling coal plants

¸ Challengesw/ Reliability Programs ς

¸ Existing programs ς80% manual data collection/review

¸ M&D Center ςutilizes existing process instrumentation

¸ Shaping the Future  

¸ Technology Innovation  - new wireless, sensors, diagnostics

¸ Workforce Utilization ςhighervalue analytical tasks



SmartGenςAdvanced Condition Monitoring

EPRI
SmartM&D
TC Project

Draper Labs
SmartGen

Project
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Integrating
Energy,  

Space, &      
Industrial        

Technologies



SmartGen Scope

Expanded Instrumentation
More equipment monitoring  using 

wireless technology and low cost sensors 

at a fraction of the cost of conventional 

instrumentation. 

üSensors
üVibration

üTemp

üOil

üMotor

üUltrasound

üIR

üLeak Detection

üPress

üDGA 

üEMI

üPartial Discharge

üOperator Rounds

üCameras

üSmell Sensors

üMicrophones

New Plant M&D Network:
Wired/wireless network to

key remote Plant locations, 

like equipment areas, 

Enhanced Diagnostic/Risk Capabilities
-Implement EPRI Diagnostic & Risk Advisors

-M&D Centers ïmore info & diagnostic advise

- PdM - more analytical ïless data collection

- Operations ïreduce rounds w/ new sensors

- Engineering ïenhanced Risk Analysis

SmartGen Asset Health Management Software
-Integrated Equipment Condition Monitoring

-Data Fusion & Visualization

-Smart Diagnostics and Risk Advisor

- Link to Long Range Planning - Budget

Integrate Diagnostic Systems
Leak detection, stress wave, partial discharge, 

DGA, Motor analysis, etcé 

Leveraging EPRI Collaboration for Software & Sensor Development

National
Instruments

M&D Center



10,000+ 

Assets

Corporate Monitoring 
and Diagnostics 
(M&D) Center

EPRI 
Fault 

Signature 
Database

InStep PRiSMÊ 
Pattern Recognition

PlantViewÊ 
Fleet-Wide Dashboard

GP EtaPROÊ
Efficiency Monitoring & 

Thermal Modeling

M&D Centers

Accelerometers

Oil Analysis 
Sensors

Proximity Probes

Sensors

Miscellaneous

Temperature 
Sensors

Thermal Cameras

30,000+ 

Sensors

Plant Servers

~60 

Plants

Monitoring 

Systems

2,000+ 

Nodes

NI Software

Database 
Historian

CompactR
IO

Smart M&D Overview



Speed Trend Bode Plot

Orbit
ÅDisplay Multiple Orbits 

across multiple planes

Shaft Centerline

SmartGen Desktop-Turbine Generator/Large Rotating 
Equipment Monitoring



SmartGen Desktop-Typical Equipment Monitoring Screen

Site Hierarchy Feature Trend Viewer Data Annotations

Spectrum View
ÅIncludes Waterfall, Orbit and 

Full Spectrum Plots
ÅHarmonic/Sideband Cursors

Time Waveform ViewerDetailed Data Description

Hear your data



SmartGen Desktop Data Options



ÅChallenges

ÅLarge number of sensors/channels

ÅLimited validation resources (People)

ÅIncomplete machineoperating status information

What to do with all this data?



ÅAutomateddata screening

ÅManual testing of a random sample of channels

ÅTrend Analysis to identify intermittent problems

ÅOperating Status from Vibration Data

Solution:



ÁThe Duke M&D Center uses Advanced Pattern Recognition software to monitor 
plant and equipment operation. The software detects subtle deviations from 

normal operation that can be used as early indicators of future problems

ÁThe M&D Center partners with the stations and fleet technical support to capture 
their knowledge of the equipment. This knowledge is used in our models to free 
the plants from repetitive monitoring. This approach reinforces the focus of more 

diagnosis and less routine data review on correctly functioning machines 

ÁPortion of fleet monitored by APR

Á43,000MW, 76.4B MWhr in 2014

Á234 Units, (44 Steam, 13 CCôs, 167 CTôs, 8 PS, 1 Hydro so far)

Á>8000 APR Models, (5459 Classic, 2462 SG)

Á>50,000 Points monitored every 5 minutes

Á53 PI servers

Advanced Pattern Recognition



ÅPull raw data from Pi

ÅTypically data sets will be 5 min samples for 1 year



APR Modeling Process ïCleaned Data Set 

ÅCleaned data set represents operation during all ambient / MW loading conditions

Summer

Winter
Spring

Fall
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ÅFeed historical data to APR algorithm to build prediction

ÅFeed Real-time values to APR algorithm every 5 minutes

ÅAlgorithm predicts output values and compares real time with 

predicted

Predicted values
ωFan OB Bearing Temp
ωFan IB Bearing Temp
ωMotor IB Bearing Temp
ωMotor OB Bearing Temp
ωMotor Winding Temp
ωAmps
ωDischarge Press

APR Modeling Process ïModel Algorithm


