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COMPARISON OF ISOLATED WORD
RECOGNITION RATES OF CLASSICAL CVA
AND A NEW CVA ALGORITHM FOR
SUFFICIENT DATA CONDITIONS

Serkan KESER!

1. INTRODUCTION

In isolated word recognition, words are received as a list
of words separated by a delay, and each word is processed
separately [1-2]. Isolated word recognition involves receiving a
word input as an audio file. The audio file is then converted into
a set of feature vectors. The word recognizer requires a classifier
unit that inputs a test feature vector and assigns it to the word of
interest [3]. A lot of work has been done in the field of word
recognition, but there is still a need for algorithms to improve
recognition rates.

In the pursuit of advancing sophisticated speech
recognition systems, the CVA is known to perform well in terms
of both recognition accuracy and computational efficiency,
particularly for recognition problems [4-8]. The fundamental
principle of CVA is to identify a single common vector for each
class, representing invariant features that distinguish different
classes within a recognition system. With the common vector,
unwanted data, such as environmental noises, personal speech
variations, etc., are eliminated from the speech signal, and a
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common vector representing the common features of the spoken
signals is found [9]. CVA has been extensively used in fields such
as image recognition, speech recognition, isolated word
recognition, phoneme recognition, and error detection [10-15].
Traditional subspace methods like Principal Component Analysis
(PCA) and Fisher's Linear Discriminant Analysis (FLDA) often
encounter dimensionality and large data issues with datasets
where the number of samples exceeds the number of dimensions
[16-18]. The CVA overcomes these challenges by focusing only
on intra-class variability and not using inter-class distribution,
which is frequently encountered in high-dimensional spaces.

The difference and indifference subspaces are entirely
separate in scenarios where the number of samples does not
exceed the number of feature dimensions during the training
phase. However, when this number is exceeded, these two
subspaces do not entirely separate, resulting in non-zero
eigenvalues. The eigenvectors corresponding to the smallest k
non-zero eigenvalues are used for classification. A projection
matrix is found using these eigenvectors, and the test signal is
projected onto the indifference subspace by multiplying it with
this projection matrix. The class is then determined by measuring
the Euclidean distance between the projected vector and the
common vectors of the classes, selecting the class with the
smallest distance. However, with large databases, the two
subspaces may intermingle more, potentially negatively affecting
classification performance.

This study proposes a novel approach to enhance class
performance. Instead of identifying a single common vector per
class as in classical CVA, it suggests dividing the sample count
of each class into k equally sized subsets and finding k common
vectors (MCV), potentially increasing recognition performance.
This approach could better reflect natural variations in the speech
database for large datasets. Additionally, this reduces the mixing
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between difference and indifference subspaces due to the
decreased sample count per class. Using MCV for each class may
provide a more comprehensive classification. The proposed
MVA assigns a test signal to the most suitable class among the
selected k classes. Besides the Euclidean distance measure,
correlation and city block distance measures are also employed.
This CVA-based method is applied for the first time in the
literature.

The first step of the study involves using the obtained
common vectors as features. In the second step, the common
vector features are used to train classifiers. This approach
provides the adaptation and flexibility required by modern speech
recognition systems. The proposed method leverages CVA's
strong feature extraction capabilities while utilizing other
algorithms'  robust classification capacities.  Traditional
classification methods such as KNN, SVM, LSTM networks, and
classifiers like CVA were employed in this study. This
combination helps to tackle nonlinear problems while modeling
time-varying data structures with the advantages offered by
LSTM.

For each split data set of all classes, the class-specific
within-class scatter matrix (Sw) is used, and projection matrices
obtained with the eigenvectors corresponding to the smallest t
eigenvalues are found, forming the common vectors. This new
approach is considered a significant step in improving recognition
rates. For each test signal, the evaluation of distance measures as
many as the number of common vectors, and selecting the most
suitable class through a majority vote process is critical. Unlike
classical CVA, which compares a test signal with a single
common vector of a class, the classification process ends without
further action if the test signal is incorrectly assigned. In the
proposed method, k distances are found, some of which may be
incorrectly classified, while others may be correctly classified.
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Thus, MVA is implemented to achieve the most class
assignments from the obtained k class assignments. Experimental
studies on standard data sets show that the proposed classification
method significantly outperforms the traditional CVA method.
The proposed method offers more advantages in processing large
and complex data sets. These advantages include finding the
MCV for a class by dividing the database into sub-datasets,
enabling the correct class assignment of a potentially
misclassified signal through majority voting, and using machine
learning and deep learning classifiers to classify with the obtained
common vector features. This study opens new avenues for
theoretical research and offers the potential to enhance the
reliability and accuracy of speech recognition systems in real-
world applications.

2. MATERIAL AND METHOD
2.1. Material

This study utilized 30 individuals from the MNIST speech
database, each uttering the digits 0-9. Each person utters a digit
50 times, with 40 instances used for training and 10 for testing.
For feature extraction in the speech recognition system, 60-
dimensional i-vectors for each utterance, 13-dimensional feature
vectors composed of MFCC coefficients for each frame, and 26-
dimensional feature vectors composed of MFCC+GTCC
coefficients were used. The training set consisted of 400
utterances per digit for each of the 30 speakers, resulting in
12,000 utterances. Each utterance was represented by an i-vector,
yielding a 12,000x60 i-vector matrix. For testing, 3,000 i-vectors
were used (3,000x60). The MFCC coefficients were obtained by
concatenating frames of each speech signal to form 455-
dimensional features (35 frames x 13 coefficients). For speech
signals with fewer than 35 frames, random small amplitude
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values were appended to reach 455 dimensions. For signals with
more than 455 dimensions, only the first 455 values were taken.
This approach resulted in 12,000x455 dimensional training
features for MFCC coefficients and 3,000x455 for testing. For
MFCC+GTCC, 26-dimensional features (13 MFCC + 13 GTCC)
were used per frame. Using 35 frames as a reference, 910-
dimensional features were obtained, resulting in 12,000x910
training features and 3,000x910 testing features. The study also
evaluated the performance of the i vector-based feature extraction
method compared to results obtained using MFCC and
MFCC+GTCC features.

2.2. Method

This study examines the hybrid application of various
classifiers developed for isolated word recognition problems. The
CVA finds k common vectors for each class when creating hybrid
classifiers. For a total of | classes, kxI common vectors are
generated. These common vectors are used as features, and
classifiers such as KNN, SVM, and LSTM are trained with these
features. A test signal is projected onto the indifferent subspace
using k projection matrices during the testing phase. The resulting
k vectors are classified using the trained classifiers based on
Euclidean, correlation, and city block distance measures. The test
signal is then assigned to the most suitable class among the k
classes using the MVA. Classification is performed according to
the kxl common vectors found using CVA.

As a result, a classification method that has not been used
in the literature before has been tested for the first time. This
method can enhance recognition performance and is thoroughly
examined for KNN, SVM, LSTM, and CVA classifiers. In
addition to these classifiers, the classical CVA is also utilized. A
single projection matrix and a single common vector for each
class are found for classical CVA. However, in addition to the
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classical Euclidean measure, correlation and city block distance
measures are also used as classification criteria.

2.2.1.Feature Extraction during Training with CVA

The process of using the CVA for feature extraction is
explained in the following steps. Throughout the study, sufficient
data conditions mixed different and indifferent subspaces.

Step 1: Clustering the Dataset

The features (x) found for each class in the training set are
divided into k sub-clusters. This allows for the emergence of
different features for each class and addresses intra-class variance
in more detail.

Step 2: Calculation of Projection Matrices

A separate projection matrix (B, m=12,..,k) is
calculated for each sub-cluster. To find the projection matrix, the
within-class scatter matrix of the m-th sub-cluster (S,, ) is
calculated using the following formula:

Sw,m = %:1 Z?:l ((x;.',m - ”i,m)(x;.',m - l’li,m)T) (1)

Here, i represents the class index (i=1,2,...,I), | is the
number of classes, n is the number of features in the sub-cluster
of the i-th class, r is the feature index (r=1,2,...,n), and m is the
sub-cluster index (m=1,2,...,k). The dimension of the feature
vector x is g. Then, the eigenvalues and eigenvectors for each
within-class scatter matrix (S,,,,) are calculated. Projection
matrices are found using the eigenvectors corresponding to the
smallest t eigenvalues. If the matrix of eigenvectors for the m-th
sub-cluster is denoted as Uam (Ugme R?¥Y), the projection
matrices for the k sub-clusters are found as follows:

P = (Uam)(Uam) Mm=1,2,....k vy
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where, B, € R9*9,

Step 3: Calculation of Common Vector Features

The common vector (x;;") for the i-th class in each

subset is found by taking the column-wise average of the product
of the projection matrix P, and the feature matrix X,, ; of the i-th
class in the subset.

com

Xm,i

= average(Xm; X Py) (3)

Here, X(m,i) € R, A total of k x I common vectors are
obtained. For each class, there are k common vectors. These
common vectors were used as features to train the classifiers and
are called multiple common vectors (MCV).

2.2.2.Classification and Majority Voting Algorithm
2.2.2.1. Classification

The KNN, SVM, LSTM Networks, and CVA are used for
classification. Classifying a test feature x is first multiplied by k
projection matrices, and the distances to all common vectors are
calculated. These distances are computed as follows:

dm,; = distance(xPy,, Xk @

The distance () refers to Euclidean, Correlation, or
Cityblock distances (i = 1,2, ...[,m = 1,2, ..., k). Then, the test
feature x is assigned to the k classes that yield the shortest
distances. Using the obtained distances d,, ;, the closest class for
each projection matrix is determined for the test signal x. These
classes, C;, C,, ..., C; represent the k class assignments.

C; = arg miin (dmi) (5)
As a result, for a test signal x, k classes are determined

(=1,2,...,k). The majority voting method decides which of the
determined classes will be selected. Majority voting determines
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which class a test signal is assigned to the most. The test signal is
assigned to the class with the highest number of assignments.
However, in some cases, a test signal may be assigned equally to
different classes. In such cases, the class with the smallest average
distance is selected.

The block diagram shown in Fig. 1 illustrates the training
and testing processes described above. During the training phase,
the data for each class is divided into k equal parts. For all classes,
k within-class scatter matrices and projection matrices are
obtained. Then, k x [ common vectors are found. Using the class
labels, training is performed for KNN, SVM, and LSTM. Since
CVA is a subspace classifier, it does not require such training.
During the testing phase, a test signal is multiplied by the k
projection matrices obtained in the training phase to find the x,,
vectors. Each of these vectors is classified according to a distance
measure. Then, the MVA assigns the test signal to the most
appropriate class.

Figure 1. Test and Training Phases of the Proposed Method for

Recognition
Training Test
Class, Class, v Class,
3 2 - :
Class, , Class, , wee Class, , | ¥
; ¥on = Xigst P
m=12,.. .k
Class, Class,, = Class,, T
1 1 ' i Classifier '
l Sux ] | S,z | l Sk | (CVA,KNN,SVM,LSTM) | |
1 i ¥ d,, = distance(x,,. x;7)
[~] [»] ~ [&]
! l L Selected classes
Ny =Class, R X7 = Class, P, iy = Class, P, \ Sc,,
%7 =Class B | | x5 =Class, P| .. | x==Class P, | m=12,.k
: : i '
x5 =Class, P X, = Class, B X" = Class, P, ! Majority vore
T T I i algorithm
T i

Training of Classifiers E
(KNN,SVM, LSTM) . Selected class
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2.2.2.2. Majority Voting Algorithm (MVA)

For class selection, the class with the most assignments is
chosen using the MVA. If multiple classes have the same number
of assignments, the class with the smallest average distance
among them is selected. First, the number of times each class is
selected is found using the following Eq. 6.

f(€) =%j-, 8(¢.C) (6)

Here, f(C;) is the frequency of selection for the i-th class. The §
function is defined as §(a, b) = 1 if a = b; otherwise, it is 0. If
multiple classes are selected with the same frequency, the
following equation is used:

. 1
C; = arg min (mzﬁl dmj % 6(C;, cj)> (7)
Here, S is the set of classes with the highest frequency. C; is the
class with the smallest average distance.

2.3. The Classifiers Used in the Study

The hybrid classification approach offers a more
comprehensive and flexible recognition system than using a
single common vector for the CVA, providing advantages,
particularly in applications requiring diversified classification
strategies. Below is an explanation of how the classifiers used in
this study are applied.

2.3.1. K-Nearest Neighbors (KNN)

KNN is a simple and practical classification method that
classifies a test sample based on its k nearest neighbors [19]. In
this study, the KNN algorithm was tested with k=5. The
recognition performance of KNN was measured using various
distance metrics such as Euclidean, Manhattan (Cityblock), and
Pearson Correlation.
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2.3.2. Support Vector Machines (SVM)

SVM is a robust classifier that seeks to find the optimal
separating hyperplane in the feature space [20,21]. In this study,
the recognition performance of SVM was evaluated using linear
and polynomial kernel functions based on the MCV obtained for
each class. SVM is effective in high-dimensional data spaces and
was operated to maximize the inter-class separation of common
vectors obtained through OVY.

2.3.3. Long Short-Term Memory (LSTM) Networks

LSTM is an advanced type of neural network particularly
effective for modelling time-varying data structures [22,23]. In
this study, LSTM networks were trained using multiple common
vectors for each class, and the contribution of these vectors to the
recognition performance was investigated. LSTM is critical in
understanding the context over time and learning long-term
dependencies, especially in audio signal processing. The LSTM
network architecture of this study consists of an input layer, an
LSTM layer containing 80-dimensional hidden layer units, a fully
connected layer, a softmax classification layer, and classification
output. Fig. 2 shows the LSTM structure used for N-dimensional
feature vectors.

Figure 2. The Recognition Block Diagram Of The LSTM
Network For N-Dimensional Test Feature Vector

A test feature with LSTM layer with 10 fully connected
i i > i its SoftMax Selected
N-dimensional 80 hidden units layer g = Classes
v
Majority vote
algorithm

Selected
Class

10
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2.3.4. Common Vector Approach (CVA)

In this study, CVA was used both for feature extraction
and for classifying these features. In addition to the Euclidean
distance metric traditionally used by CVA, correlation and city
block distance metrics were also tested.

3. EXPERIMENTAL STUDIES

The MNIST database is a dataset where 60 people voiced
digits from 0 to 9. In this study, a total of 12,000 speech signals
from 30 people were used for training, and 3,000 speech signals
were used for testing. The sampling frequency of the audio
signals is 16,000 Hz. Features were extracted by overlapping
30 ms frames by one-third of their length. Each person has 400
speech signals for training, with 40 speech signals per class. There
are a total of 10 classes representing the digits 0 to 9. For testing,
each person has ten speech signals per class, totalling 100 speech
signals. During both the training and testing phases, 13 MFCC and
13 GTCC coefficients were obtained from each frame of the
speech signals. The average number of frames was taken as 35.
For speech signals longer than 35 frames, only the first 35 frames
were used, while for speech signals shorter than 35 frames, the
missing frames were filled by generating random small-valued
numbers to match 35 frames. These frames were concatenated
side by side to obtain feature vectors of 910 dimensions (=
26 X 35). The results obtained using the 910-dimensional vectors
formed by concatenating the MFCC and GTCC feature vectors
obtained from each frame are given in Table 1 and Table 2 below.
Similar procedures were performed for the 13-dimensional
MFCCs to obtain 455-dimensional features, and the results are
shown in Table 3 and Table 4. Table 1 gives the recognition rates
obtained using Euclidean, correlation, and city block distance
metrics with classical CVA. The recognition rates were found

11
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using the eigenvectors corresponding to the smallest ¢
eigenvalues. Here, the eigenvectors corresponding to the smallest
eigenvalues from Dim, = 704 to Dim, = 720 were used for
classification. The subscripts in the tables indicate the
abbreviations for the distances (Euclidean (euc), Correlation
(corr), and Cityblock (cb)). Dim, represents the number of

eigenvectors corresponding to the smallest eigenvalues used.

Table 1. Recognition Rates Found Using CVA Without Majority

Voting
Dim¢ CVAeuc CVAcorr CVAw»
720 94.60 94.26 93.23
719 94.76 95.00 93.86
718 94.46 95.13 93.53
717 94.66 95.06 93.86
716 94.63 95.00 94.13
715 94.80 94.66 94.23
714 95.06 94.86 94.53
713 94.86 94.53 94.00
712 94.60 94.66 94.10
711 94.53 94.40 94.26
710 95.06 94.90 94.56
709 95.63 95.50 94.80

According to the results in Table 1, the highest recognition
rates using classical CVA were obtained with the Euclidean
distance metric for Dim, = 709 at 95.63% and with the
correlation distance metric for Dim; = 718 at 95.13%. These
rates are higher compared to the Euclidean distance metric. For
Table 2, 10 projection matrices and a total of 100 common vectors
were used, and the MVA was applied for recognition. For KNN,
classification was performed with k = 5 neighbors across all
tables.

12
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Table 2. Results Found with A Majority Vote for Ten Projection
Matrices and 100 Common Vectors

Di CVA. CVA, CVA KNN. KNN, KNN SVM, SVM, LST
m uc rr cb uc rr cb in ol M
720  97.23 97.03 97.30 93.73 93.90 93.13 93.06 87.50 93.36
719  97.36 97.10 97.30 93.40 93.96 93.00 92.83 86.40 93.80
718 9746  97.03 97.23  94.43 94.63 93.33 9260 8830 94.03
717 97.36 97.26 97.26  93.70 94.13 93.16 91.47  90.03 93.33
716 97.46 97.16 97.40 93.90 94.10 9350 93.66 90.43 93.83
715 9746  96.96 97.33 9390 9456 9400 9403 90.30 9420
714 97.40 97.20 97.36 94.06 94.43 9420 9340 90.30 94.13
713 97.30 97.06 97.54  93.60 94.23 93.90 93.66 90.60 93.83
712 97.26  97.16 97.43  94.03 94.70 9443 9333 9056  93.23
711 97.30 97.16 97.26  93.90 94.50 9450 93.73  90.66 93.56
710  97.40 97.23 97.26  93.56 94.43 94.00 94.03 91.16 93.40
709 9710 97.16 97.33 9340 9430 9393 9413 9170 9353

Table 2 shows that CVA's highest recognition rate was
97.54%, with the cityblock distance metric for Dim=713. The
recognition rate obtained with majority voting is higher than the
classical CVA in Table 1. In Table 2, the highest recognition rate
for KNN reached 94.7%, while SVM and LSTM gave lower
recognition rates than KNN. Fig. 1 and Fig. 2 show the indices of
the wrongly recognized speech signals according to the values
providing the highest recognition rate (95.63%, 97.54%) in Table
1 and Table 2, respectively. There are 3000 indices for 3000 test
signals. For ease of presentation, only the index of the first 18
wrongly recognized signals are shown in bar graphs. The red bars
show the index of the common wrongly recognized signals
resulting from the two classifications.

Figure 3. Indices of Incorrectly Recognized Signals for CVAeuc in
Table 1 (k=709).
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Figure 4. Indices of Incorrectly Recognized Signals for CVAch in
Table 2 (k=714)
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When the results obtained by the classical CVA and the
proposed classification method for the misrecognized sound
signal with index 73 in Figure 3 are examined, it is found that the
classical CVAeuc assigns the sound signal with index 73 in Figure
1 to class 2 (two) (k=709). The true class of this audio signal is
seven. The same signal was assigned to 10 classes with the CVAcb
classifier of the proposed classification method. These are h=1 2,
7,7, 7,2, 7,7, 7,7, 7,9, 7, 7] class sequences. With the
classification method proposed with the MVA, class 7 was
selected for this sequence. In the analyses, it was observed that
many signals that were misclassified with the classical CVA were
assigned to the correct class with the proposed method. This is
clearly seen when the recognition rates are analysed. Table 3
shows the recognition results obtained with CVA for 455-
dimensional MFCC features without using the MVA.

14
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Table 3. Results That Were Found Without Majority Votes for

CVA.
Dimt CVAeuc CVAcorr CVA®
390 94.33 94.33 93.60
389 93.83 94.16 93.46
388 94.43 94.63 93.70
387 94.40 94.80 93.96
386 93.73 93.96 93.00
385 94.33 94.20 93.30
384 94.60 94.36 93.80
383 94.23 94.10 93.53
382 94.23 94.10 93.93
381 93.70 93.43 93.03
380 93.76 93.40 93.03
379 93.83 93.40 92.73

Table 3 shows that the Cityblok distance criterion gives
the highest recognition rates. The highest recognition rate is
91.16% for Dim=382. For Table 4, 10 projection matrices and
100 common vectors were used, as shown in Table 2. The size of
MFCC features is 455. The MV A was applied for recognition.

Table 4. Results That Were Found With A Majority Vote for Ten
Projection Matrices And 100 Common Vectors

Di CVA. CVA, CVA KNN KNN, KNN SVM, SVM, LST
M uc r cb uc r cb in ol M

390  95.06 9516  94.03 89.20 90.20 90.53 8950 8250 93.3
389  94.73 9496 9416 89.46 90.43 91.30 89.23 8333 92.86
388  95.13 94.96 9436  90.26 91.26 9146 89.30 8256  93.56
387  94.90 95.16 9453  90.43 9140 91.76 9020 8280 93.96
386  95.06 9483 9436 89.83 91.00 91.96 8990 8140 9343
385  95.33 94.90 9443  90.13 91.10 92.00 90.86 81.86 93.43
384  94.80 9463 9423  90.06 90.76  92.00 90.70 78.90 92.96
383  94.73 9460 9440 9043 91.06 91.86 90.20 8273  92.90
382  95.06 94.70 9416 91.16 91.20 92.06 90.03 80.86 92.26
381  94.50 9423 9393  90.46 90.70  91.23 9050 8340 9213
380 94.33 9400 9386 90.93 90.73 91.60 90.43 82.03 91.86
379 94.10 93.80 93.90 90.40 90.23 9216 89.90 81.13 92.63

According to the results in Table 4, the highest recognition
rate of 95.33% was obtained using the CVAeuc. While the highest
recognition rate in Table 3 without a majority vote was 94.80%,
it is seen that the recognition rate increases to 95.33% when a
majority vote is used in Table 4. This clearly shows the advantage
of using a majority vote. The same situation is valid for Table 1

15



Elektrik-Elektronik ve Haberlesme Miihendisligi

and Table 2. While the highest recognition rate obtained in Table
1 is 95.63%, the highest recognition rate increases to 97.54% in
Table 2, where a majority vote is used. KNNcb, KNNcorr, and
KNNeuc showed lower recognition performance. SVMiin has the
best performance among SVM methods with 90.86%, while
SVMpol has the lowest recognition rate with 83.40%. LSTM
showed a good performance with the highest recognition rate of
93.96%. In Table 5 and Table 6, i-vectors with a size of 60 were
used as features and recognition was performed. Projection
matrices were found using eigenvectors corresponding to the
smallest eigenvalues between 9-21 and used in recognition. In
Table 5, recognition was performed with classical CVA using one
projection matrix and ten common vectors. In Table 5, the highest
recognition rate was 99.55% with Euclidean and Cityblok
distance criteria.

Table 5. Results That Were Found Without Majority Vote for

CVA.

Dim¢ CVAeuc CVAcorr CVAw»
21 99.35 99.35 99.45
20 99.42 99.42 99.42
19 99.42 99.42 99.45
18 99.52 99.45 99.38
17 99.48 99.42 99.38
16 99.52 99.45 99.38
15 99.45 99.38 99.42
14 99.42 99.38 99.42
13 99.45 99.38 99.45
12 99.45 99.48 99.52
11 99.55 99.52 99.45
10 99.55 99.48 99.52
9 99.52 99.52 99.55

Table 6 shows that the recognition rates of the classifiers
are all above 99%. The highest recognition rates were 99.69% for
CV Aeye and CVAq, methods. CVAcorr and KNNeye methods share
the highest recognition rates with 99.62%. KNNg also showed
high performance with 99.69%. SVMiin and SVMpo were
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relatively low at 99.42% and 99.35% respectively. The LSTM
method gave the highest recognition rate of 99.59%. When these
results are compared with Table 5, they show that the majority
vote method effectively increases recognition rates, and the best
performance is obtained when the Dim; dimension is between 9-
11.

Table 6 Results That Were Found With A Majority Vote for Ten
Projection Matrices And 100 Common Vectors.

Di CVA. CVA, CVA KNN. KNN, KNN SVM, SVM, LST
uc 1 cb uc 1 cb in ol M
21 99.38  99.35 99.35 99.28 99.31 99.45 99.14 98.87  99.38
20 99.45 99.38 99.45 99.38 99.38 99.52 9931  98.97 99.38
19 99.42 99.38 99.48  99.45 99.35 99.48 9931 99.01 99.55
18 99.45  99.52 99.52 9945  99.48 99.55 99.28 98.87  99.25
17 99.45 99.45 99.48  99.52 99.55 99.55 99.28 98.91 99.35
16 99.52 99.48 99.65 99.55 99.48 99.55 9931 99.14  99.48
15 99.52 9948 99.65 99.48  99.48 9955 9921 9935  99.38
14 99.52 99.52 99.55 99.55 99.48 99.59 9942 99.14  99.35
13 99.55 99.52 99.52  99.52 99.52 99.52  99.38 99.11 99.59
12 99.48  99.52 99.45 9948  99.52 99.48 99.35 99.21  99.45
11 99.62 99.59 99.48  99.62 99.62 99.48 99.42 99.14  99.42
10 99.62 99.62 99.55 99.55 99.48 99.65 99.14 97.85 99.42
9 99.69  99.55 99.69 99.62  99.48 99.69 99.21 9799  99.45

As a result, when Table 5 and Table 6 using i-vector are
compared, it is seen that the results in Table 6 using majority
voting are higher than Table 5 with 99.69%.

4. CONCLUSIONS

This study proposes a new method to improve recognition
rates using the CVA in isolated word recognition systems. To
better represent intra-class variations in large databases, the
proposed method divides the dataset of each class into k subsets
and calculates separate projection matrices and common vectors
for each subset. This process creates a more detailed and flexible
recognition system than the traditional CVA method.
Experiments using various classifiers such as KNN, SVM,
LSTM, and CVA have shown that using multiple common
vectors instead of a single common vector significantly increases
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the recognition rates. In the proposed method, the samples of each
class are divided into k subsets and projection matrices, and
common vectors are calculated for each subset. Classifiers are
trained with these common vectors.

In the test phase, each test signal is projected into the
indifference subspace with k projection matrices, k classifications
are made, and the final class is determined by majority voting.
The proposed method provides a significant performance
improvement compared to the traditional SVM method.
According to the experimental results, the recognition rates
obtained using classifiers were higher than the conventional SVM
method. A better representation of intra-class variations can
explain this and the decrease in the interference between
subspaces due to the reduction in the number of samples per class
and the effects of the MVVA. The MVA increases the recognition
rates by reducing the probability of misclassification.

The results obtained wusing i vector-based feature
extraction provided a recognition rate of over 99% compared to
the traditional MFCC and GTCC methods. These results show
that using an i-vector is a significant performance improvement
compared to the recognition rate of about 97.5% given by MFCC
and GTCC. It was also observed that Euclidean achieved overall
higher recognition rates than Cityblock and Correlation distance
measures. The proposed CVA-based hybrid classification method
can potentially increase recognition rates in large datasets. This
method, which better represents intra-class variations and
minimizes inter-subspace interference, provides higher accuracy
rates in speech recognition systems.

Moreover, the results obtained using hybrid classifiers are
more advantageous than CVA alone. This study makes an
essential contribution to theoretical research and real-world
applications and improves the reliability of speech recognition
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systems. These findings can guide the development of methods
for word recognition systems and other similar classification
applications. Furthermore, more detailed studies on different
classification algorithms and common vector combinations can
extend and optimize the application areas of this approach. Future
work investigates how these techniques can be optimized for
other datasets and real-world scenarios.
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DESIGN AND CONTROL OF BIDIRECTIONAL
THREE-PHASE T-TYPE INVERTER

Zafer ORTATEPE!

1. INTRODUCTION

Power electronics technology has been the cornerstone of
modern energy systems, enabling efficient conversion and control
of electrical power in a wide range of applications. With the
growing demand for renewable energy integration and advanced
industrial drives, the need for more efficient and reliable inverter
topologies has intensified. Conventional two-level inverters,
although widely used, face challenges such as high switching
losses, significant electromagnetic interference (EMI), and
elevated total harmonic distortion (THD), particularly in high-
power applications (Franquelo et al., 2008). In response, multi-
level inverter topologies, including the three-level T-type
inverter, have been developed to address these limitations by
offering improved efficiency, enhanced power quality, and
reduced THD (Abu-Rub, Holtz, Rodriguez, & Baoming, 2010).

The T-type inverter, is particularly attractive for medium
and high power applications due to its simple structure (Ngo,
Nguyen, Tran, Lim, & Choi, 2018). Unlike conventional two-
level inverters, which generate only two voltage levels at the
output, the T-type inverter generates three voltage levels,
resulting in lower switching frequencies, reduced losses, and
improved harmonic performance (Huynh, Ho, & Chun, 2020).
The lower voltage stress and improved power quality make the T-
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type topology especially suitable for applications such as
photovoltaic (PV) systems, wind turbines, motor drives, and grid-
connected systems (Alnamer, Mekhilef, & Mokhlis, 2018).

The improvement of multi-level inverters marks a
significant milestone in power electronics. Early two-level
inverters were limited by their high switching frequencies and the
resulting switching losses, leading to increased stress on
semiconductor devices. In 1981, Nabae, Takahashi, and Akagi
proposed the neutral-point clamped (NPC) inverter, a three-level
topology that significantly improved power conversion efficiency
and reduced harmonic distortion by dividing the DC link voltage
into three levels (Nabae, Takahashi, & Akagi, 1981). Building on
this concept, the T-type inverter is introduced as a variant,
featuring a simplified design and enhanced voltage balancing
across switching devices (Schweizer & Kolar, 2013).

Multi-level inverters, including diode-clamped, capacitor-
clamped, and cascaded H-bridge (CHB) topologies, have been
widely explored in various applications (Cui & Ge, 2018), (He &
Cheng, 2016), (Maheswari, Bharanikumar, Arjun, Amrish, &
Bhuvanesh, 2021). Among these, the three-level T-type inverter
strikes a balance between complexity and performance, providing
an ideal solution for applications where efficiency and higher
power quality are required (Do et al., 2020). The three-phase T-
type inverter offers several advantages over its two-level
counterparts. First, by generating three voltage levels at the
output, the T-type inverter significantly reduces the rate of change
of voltage (dV /dt) and the associated switching losses (Chen &
Narimani, 2019). This reduction in switching stress leads to
improved thermal management, extending lifespan of
semiconductor devices such as insulated-gate bipolar transistors
(IGBTs) and metal-oxide-semiconductor field-effect transistors
(MOSFETSs) (Gurpinar & Castellazzi, 2016). In addition, the
three-level output reduces the harmonic content in the generated
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waveforms, leading to lower THD and reducing the need for
bulky output filters (De Almeida Cacau, Torrico-Bascopé, Neto,
& Torrico-Bascopé, 2014).

Another advantage of the T-type inverter is its reduced
EMI. Lower switching frequencies and smoother output
waveforms help mitigate EMI issues, making the T-type inverter
well-suited for applications such as medical equipment and
aerospace systems (Roy & Banerjee, 2024). Furthermore, the
reduction in losses enables the use of smaller heat sinks and
cooling systems, assisting to the overall compactness of the
system design (Baimel et al., 2023).

In this paper, a design for a bidirectional three-phase T-
type inverter, covering the control strategies, and modulation
techniques are presented. Simulation results are provided by
MATLAB/Simulink to validate the proposed design. The rest of
the paper as follows: Section 2 introduces the three-phase T-type
inverter topology and its switching states. Section 3 gives the
modulation techniques and control method. Section 4 gives the
simulation results and Section 5 gives the conclusion part,
respectively.

2. THREE-PHASE T-TYPE INVERTER

The three-phase T-type inverter is a variant of the NPC
multi-level inverter, designed to enhance power conversion
efficiency and improve voltage stress distribution across the
semiconductor devices. Its unique structure allows for the
generation of three voltage levels, which significantly improves
output power quality and reduces switching losses.

This topology has become particularly attractive for
medium and high power applications such as renewable energy
systems, grid-connected power electronics, and industrial drives
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due to its cost-effectiveness, reliability, and ability to achieve
high efficiency with minimal complexity. The circuit diagram of
the three-phase T-type inverter is given in Figure 1.

Figure 1. The Circuit of The Three-Phase T-Type Inverter
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2.1. Basic Structure

The three-phase T-type inverter derives its name from the
configuration of its switching elements, which resemble a "T"
shape in circuit diagrams. Unlike conventional two-level
inverters that generate only two output voltage levels (+V,;./2
and —V,./2), the T-type inverter adds an intermediate level, 0V,
resulting in three distinct voltage levels: +V,;./2, 0, and —V,./2.
This additional level helps in reducing the THD of the output
waveform and lowering EMI. The basic structure of a three-phase
T-type inverter consists of:

DC-Link: The DC link is divided into two capacitors,
providing the midpoint connection necessary to achieve zero-
voltage level. This midpoint helps achieve the third voltage level
in the output waveform.

Switching Devices: Each leg of the three-phase T-type
inverter contains two IGBT or MOSFET and two clamping
diodes. The IGBT operates in conjunction with the diodes to
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clamp the voltage to zero when required, ensuring the creation of
the intermediate voltage level.

Clamping Diodes: The T-type inverter uses clamping
diodes to direct current flow and manage voltage stress across the
switches. These diodes protect the switches by clamping the
voltage and reducing stress, which improves the overall reliability
of the system.

2.2. Operating Principle of Single T-Type Module

The three-phase T-type inverter operates by switching
between the three voltage levels based on the modulation
strategy. The three-level operation is achieved through the
following switching states:

Positive Voltage State: The top switch in the inverter leg
is turned-on, while the bottom switch is off. This results in an
output voltage of +V,;./2.

Zero Voltage State: Both the top and bottom switches are
turned-off, and the current flows through the clamping diodes.
This produces a zero voltage output.

Negative Voltage State: The bottom switch is turned-on,
and the top switch is off, resulting in an output voltage of —V,;./2.

Switching states and current paths for each output voltage
level of the T-type inverter topology is given in Figure 2. The
combination of these switching states allows the T-type inverter
to generate a three-level output voltage waveform, which
improves overall efficiency and reduces the switching frequency.
The zero voltage level also helps reduce the dV /dt (rate of
voltage change), minimizing the switching losses and reducing
the stress on the semiconductors. Besides, the switching states
and output voltage levels for the leg A is given in Table 1.
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Table 1. Switching States and Output Voltage Levels (Leg A)

State Output Voltage Sa; | Say | Saz | Sa,
Positive voltage +Vy./2 1 0 0 0
Zero 0 0 1 1 0
Negative voltage —Vac/2 0 0 0 1

Figure 2. Switching States and Current Paths of the T-type
Inverter Topology (leg A) (a) Positive (+V 4./2) (b) Zero (c)
Negative Voltage States (—V 4./2)
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3. MODULATION AND CONTROL METHOD
3.1. Modulation Techniques

To control the switching of the T-type inverter and ensure
high quality output, various pulse width modulation (PWM)
techniques can be used. The most common techniques include:

Sinusoidal pulse width modulation (SPWM): SPWM is
widely used in three-level inverter types due to its simplicity and
effectiveness in generating high quality waveforms. By
comparing a reference sine wave with carrier signals, the inverter
generates switching signals that control the switching states.

Space vector modulation (SVM): SVM is another
commonly used modulation technique for controlling T-type
inverters. It provides superior control performance over the
output voltage vector and reduces switching losses compared to
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SPWM. In SVM, the three-phase voltage vector is synthesized
from a combination of available switching states, reducing
harmonic distortion and improving voltage utilization.

Capacitor voltage balancing modulation techniques:
One of the challenges in T-type inverters is balancing the voltages
across the capacitors in the DC-link. To address this, special
control techniques are improved to maintain the neutral point
voltage, preventing it from drifting and ensuring balanced
operation.

3.2. Bidirectional Structure and Control Method

The ability to generate high-quality output with minimal
harmonic distortion, reduced switching losses, and balanced
voltage stresses across the switches makes the T-type inverter
highly suitable for renewable energy and grid-tied inverters.
Figure 3 shows the block diagram of a bidirectional three-phase
T-type inverter modeled in MATLAB/Simulink. This inverter is
designed to operate with three output phases (R, S, T), and it
incorporates several key features of T-type topologies. The figure
highlights the arrangement of power electronic devices and
control signals used to achieve three-level voltage output for each
phase.

Figure 3. Block Diagram of the Bidirectional Three-Phase T-type
Inverter in MATLAB/Simulink
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The simulation setup provided by this model is used for
further analysis and testing of control strategy, modulation
technique and its impact on the overall performance of the
inverter in real-world scenarios.

Figure 4 shows the modulation control block for a
bidirectional three-phase T-type inverter, implemented in
MATLAB/Simulink. This block is responsible for generating the
PWM signals that control the switching of the power devices.
These PWM signals determine the output voltage levels, enabling
efficient and accurate power conversion. The switching
frequency is selected as 10kHz for the simulation studies.

Figure 4. Modulation Control Block of Bidirectional Three-Phase
T-Type Inverter in MATLAB/Simulink
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Figure 5 shows the control system block in
MATLAB/Simulink for generating the dg-axis equivalents of
voltage and current, using a Phase Locked Loop (PLL) for
synchronization. Transformation of three-phase quantities into
dq0 components is crucial for effective control in the synchronous
reference frame, commonly used in inverter systems for active
and reactive power management, as well as grid synchronization.
The use of PLL ensures that the inverter remains robust in
operation even under varying grid conditions, making it highly
suitable for grid-tied applications.
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Figure 5. PLL and dg-axis Equivalents of Voltage and Current
Generation Control Block in MATLAB/Simulink
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Figure 6 illustrates a control block diagram, specifically
for generating dg-axis reference currents for a grid-connected
(grid-to-load) system in MATLAB/Simulink. It emphasizes the
use of closed-loop control through a PI controller to regulate the
d-axis current, typically related to active power control, while
keeping reactive power at zero (using the g-axis). The PI
parameters of this control block is selected as K, = 100 and K;, =
5000. Since the system is controlled with unity, the gain coefficients
are determined as 1/600.

Figure 6. Grid-to-Load dqg Reference current Generation Control
Block in MATLAB/Simulink
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Figure 7 represents another control block diagram, but it
focuses on generating dg-axis reference currents for a load-to-
grid system in MATLAB/Simulink. The main difference from the
previous figure is the inclusion of additional power inputs and
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control logic that incorporates switching between two reference
power levels.

Figure 7. Load to Grid dq Reference Current Generation Control
Block in MATLAB/Simulink
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The Pl controller ensures smooth dynamic response,
keeping the system output in line with the desired power levels.
The PI parameters of this control block is selected as Kp, = 0.001
and K;, = 5. This control block diagram is typical of grid-tied power

systems, where power control is crucial. The control objective is to
regulate active power flow from a load-to-grid by adjusting the d-axis
reference current (Ig,, f), which directly correlates with active power

transfer in a dg-based control scheme.

Figure 8 shows the transformation of reference currents
into modulation signals that are applied to the three-phase T-type
inverter, ensuring that it produces the appropriate three-phase
voltages to match the system's power requirements. The Pl
parameters of this control block is selected as Kp, = 10, K;, =
100, Kp, =10 and K;, =100. The modulation signals are
generated based on dq current references to produce three-phase
output voltages (Va, Vb, Vc) for the inverter control.
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Figure 8. Modulation Signal Generation Control Block in
MATLAB/Simulink
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4. SIMULATION RESULTS

To validate the theoretical analysis of the bidirectional
three-phase T-type inverter topology, simulation studies are
performed by MATLAB/Simulink under different conditions.
Table 2 shows the design and control parameters of the system.

Table 2. Design and Control Parameters Used in Simulation

Parameters Values
Grid voltage (Vpn—pn) 400 [Vac]
Output power 10 [kW]
DC link voltage 700 [Vic]
Switching frequency 10 [kHZz]
LC filter inductance (Ly) 300 [uH]

LC filter capacitor (Cy) 15 [uF]
Voltage control parameters 100, 5000 (Kp,, K;,)
Power control parameters 0.001, 5 (Kp,, K1,)
Current control parameters 10, 100 (Kp, ,, K1, ,)
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Figure 9 shows the simulation layout for bidirectional
three-phase T-type inverter topology in MATLAB/Simulink
environment.

Figure 9. The Simulation Layout for Bidirectional Three-Phase T-
Type Inverter Topology (Grid-To-Load Operation)

@5),;

'ﬁwf

Figure 10 demonstrates a well-controlled T-type inverter,
with grid synchronization achieved across all three phases. The
minor differences between the grid and inverter-side voltages are
a result of the inverter's switching operation, but overall, the
system maintains a high level of power quality. The inverter side
and grid side voltages are closely matched, which indicates that
the control system of the inverter is effectively synchronized with
the grid. This is crucial for grid-connected inverters, ensuring that
power is transferred smoothly between the inverter and the grid
without causing disturbances. Besides, the figure highlight that
the inverter generates voltages with a structure close to the grid
voltages in terms of amplitude and frequency, ensuring proper
operation and power transfer.
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Figure 10. Grid Side Voltage and Inverter Side Voltages of the
Three-Phase T-Type Inverter
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Figure 11. DC-Link Voltage of the Three-Phase T-Type Inverter
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Figure 11 shows the DC-link voltage (V) of a three-
phase T-type inverter over time. Initially, there is a sharp rise in
the DC-link voltage, reaching a peak of around 900 V, followed
by a dip below the steady-state value. This transient behavior is
typical during the inverter startup, where voltage overshoot
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occurs due to capacitor charging and control adjustments. After
approximately 0.2 seconds, the voltage stabilizes around 700 V,
indicating that the DC-link has reached a steady operating state.
A well-regulated DC-link provides proper inverter performance,
reducing losses and maintaining the desired output voltage
waveform quality.

Figure 12. The Modulation Signals of Three-Phase T-Type
Inverter
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Figure 12 presents the modulation signals (V;, ,, Vi Vi)
of a three-phase T-type inverter. These signals correspond to the
modulation indices for each phase in the inverter, controlling the
switching states that generate the output voltage waveforms. The
waveforms are sinusoidal, phase-shifted by 120 degrees to
represent the balanced three-phase nature of the system. These
modulation signals ensure that the inverter produces three-phase
output voltages with the correct amplitude and phase alignment.

Figure 13 shows the output voltage (Vo , ., Vo, Vo) and
output current (Ip,, Ip,, lo.) Waveforms of bidirectional three-

phase T-type inverter under half load to full load (grid-to-load)
operation. At 0.5 seconds, the load is increased two times and the
current is observed to increase at the same rate. Despite this, there
is no distortion in the phases of the output voltage waveform.
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Figure 13. The Output Voltage (Vo,,, Vo, Vo,,) and Output
Current (Ig,, 1o, 19,) Waveforms of Bidirectional Three-Phase
T-Type Inverter Under Half Load To Full Load (Grid-To-Load)
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Figure 14 depicts the output voltage (V,,,) and output
current (I,) waveforms of the bidirectional three-phase T-type
inverter under half load (5kW) to full load (10kW) (load-to-grid)
operation. At 0.5 seconds, the reference output power is increased
two times and the current is observed to increase at the same rate.
Also, current and voltage waveforms have an 180° phase
difference. This means that the inverter transfers energy to the
grid.
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Figure 14. The Output Voltage (V,,) and Output Current (I,)
Waveforms of the Bidirectional Three-Phase T-Type Inverter
Under Half Load To Full Load (Load-To-Grid Operation)
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Figure 15. The Output Active Power (P,), dg-Axis Currents
(Iq,14) and Phase Current (Io,, 1o, 1o.) Waveforms of the
Bidirectional Three-Phase T-Type Inverter
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Finally, figure 15 shows the output active power (P,), dg-
axis currents (Ig, I;) and phase current (Io,, lo,, Io.) Waveforms
of the bidirectional three-phase T-type inverter. At 0.5 seconds,
the reference output power is increased two times (5kW to 10kW)
and the phase current is observed to increase at the same rate as
shown in figure. Besides dg-axis forms of the phase currents are
shown in the figure. During the step change, d-axis current of the
inverter is increased two times as negative output, while g-axis
keeps constant due to the reference reactive power component is
set to zero.

5. CONCLUSION

In this paper, design and analysis of a bidirectional three-
phase T-type inverter is presented. The T-type inverter provides
a significant improvement over conventional two-level inverters
by reducing THD, lowering switching losses, and enhancing
voltage stress distribution across semiconductor devices. These
features make the T-type inverter particularly suitable for
medium and high power applications.

Simulation results show that the three-phase T-type
inverter offers a compelling balance between performance and
complexity. The ability to generate three voltage levels improves
power quality and reduces the need for large passive filters. The
use of PWM modulation method highlights the versatility of this
topology. These technique ensure efficient control of switching
states and maintain voltage balance across the DC-link capacitors.
In conclusion, the three-phase T-type inverter stands out as an
effective solution for modern power electronics implementations
that demand high efficiency, reliability, and power quality.

40



Elektrik-Elektronik ve Haberlesme Miihendisligi

REFERENCES

Abu-Rub, H., Holtz, J., Rodriguez, J., & Baoming, G. (2010).
Medium-voltage multilevel converters State of the art,
challenges, and requirements in Industrial applications.
IEEE Transactions on Industrial Electronics, 57(8),
2581-2596. Retrieved 20 September 2024 from
https://doi.org/10.1109/T1E.2010.2043039

Alnamer, S. S., Mekhilef, S., & Mokhlis, H. Bin. (2018). A Four-
Level T-Type Neutral Point Piloted Inverter for Solar
Energy Applications. Energies 2018, Vol. 11, Page 1546,
11(6), 1546. Retrieved 20 September 2024 from
https://doi.org/10.3390/EN11061546

Baimel, D., Barbie, E., Bronshtein, S., Sitbon, M., Aharon, I., &
Kuperman, A. (2023). High power T-type-based multi-
level inverter for electric vehicles. Energy Reports, 9,
220-225. Retrieved 20 September 2024 from
https://doi.org/10.1016/J.EGYR.2023.09.181

Chen, T., & Narimani, M. (2019). Soft-switching t-type
multilevel inverter. Journal of Power Electronics, 19(5),
1182-1192. Retrieved 20 September 2024 from
https://doi.org/10.6113/JPE.2019.19.5.1182

Cui, D., & Ge, Q. (2018). A Novel Hybrid Voltage Balance
Method for Five-Level Diode-Clamped Converters. IEEE
Transactions on Industrial Electronics, 65(8), 6020-
6031. Retrieved 20 September 2024  from
https://doi.org/10.1109/TIE.2017.2784399

De Almeida Cacau, R. G., Torrico-Bascopé, R. P., Neto, J. A. F.,
& Torrico-Bascopé, G. V. (2014). Five-Level T-type
inverter based on multistate switching cell. IEEE
Transactions on Industry Applications, 50(6), 3857-

41



Elektrik-Elektronik ve Haberlesme Miihendisligi

3866. Retrieved 20  September 2024  from
https://doi.org/10.1109/T1A.2014.2311508

Do, D. T., Nguyen, M. K., Quach, T. H., Tran, V. T., Blaabjerg,
F., & Vilathgamuwa, D. M. (2020). A PWM Scheme for
a Fault-Tolerant Three-Level Quasi-Switched Boost T-
Type Inverter. IEEE Journal of Emerging and Selected
Topics in Power Electronics, 8(3), 3029-3040. Retrieved
20 September 2024 from
https://doi.org/10.1109/JESTPE.2019.2922687

Franquelo, L. G., Rodriguez, J., Leon, J. I., Kouro, S., Portillo,
R., & Prats, M. A. M. (2008). The age of multilevel
converters arrives. IEEE Industrial Electronics
Magazine, 2(2), 28-39. Retrieved 20 September 2024
from https://doi.org/10.1109/MIE.2008.923519

Gurpinar, E., & Castellazzi, A. (2016). Single-Phase T-Type
Inverter Performance Benchmark Using Si IGBTs, SiC
MOSFETs, and GaN HEMTSs. IEEE Transactions on
Power Electronics, 31(10), 7148-7160. Retrieved 20
September 2024 from
https://doi.org/10.1109/TPEL.2015.2506400

He, L., & Cheng, C. (2016). A Flying-Capacitor-Clamped Five-
Level Inverter Based on Bridge Modular Switched-
Capacitor Topology. IEEE Transactions on Industrial
Electronics, 63(12), 7814-7822. Retrieved 20 September
2024 from https://doi.org/10.1109/TIE.2016.2607155

Huynh, A. T., Ho, A. V., & Chun, T. W. (2020). Three-Phase
Embedded Modified-Z-Source Three-Level T-Type
Inverters. IEEE Access, 8, 130740-130750. Retrieved 20
September 2024 from
https://doi.org/10.1109/ACCESS.2020.3009720

42



Elektrik-Elektronik ve Haberlesme Miihendisligi

Maheswari, K. T., Bharanikumar, R., Arjun, V., Amrish, R., &
Bhuvanesh, M. (2021). A comprehensive review on
cascaded H-bridge multilevel inverter for medium
voltage high power applications. Materials Today:
Proceedings, 45, 2666-2670. Retrieved 20 September
2024 from
https://doi.org/10.1016/J.MATPR.2020.11.519

Nabae, A., Takahashi, 1., & Akagi, H. (1981). A New Neutral-
Point-Clamped PWM Inverter. IEEE Transactions on
Industry Applications, 1A-17(5), 518-523. Retrieved 20
September 2024 from
https://doi.org/10.1109/T1A.1981.4503992

Ngo, V. Q. B., Nguyen, M. K., Tran, T. T., Lim, Y. C., & Choi,
J. H. (2018). A Simplified Model Predictive Control for
T-Type Inverter with Output LC Filter. Energies 2019,
Vol. 12, Page 31, 12(1), 31. Retrieved 20 September 2024
from https://doi.org/10.3390/EN12010031

Roy, P., & Banerjee, A. (2024). A study on performance
parameters of three-level T-type inverter based PMSM
drives for electric vehicles applications. Electrical
Engineering, 106(2), 1121-1134. Retrieved 20
September 2024 from https://doi.org/10.1007/S00202-
023-01779-6/FIGURES/18

Schweizer, M., & Kolar, J. W. (2013). Design and
implementation of a highly efficient three-level T-type
converter for low-voltage applications. IEEE
Transactions on Power Electronics, 28(2), 899-907.
Retrieved 20 September 2024 from
https://doi.org/10.1109/TPEL.2012.2203151

43



Elektrik-Elektronik ve Haberlesme Miihendisligi

PIEZOELECTRIC ENERGY HARVESTING
APPLICATION IN WEAVING LOOM MACHINE
SYSTEMS
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1. INTRODUCTION

Electric energy needed today is obtained as a result of the
conversion of Kkinetic energy through alternators in wind,
hydroelectric, thermal, and nuclear power plants, in addition to
solar power plants (IEA, 2023). Renewable energy sources and
energy-saving practices are gaining more and more importance
due to the risk of depletion of fossil fuels, the primary energy
source of traditional thermal power plants based on non-
renewable energy sources, which are widely used in electricity
generation, and environmental damages (Energy Institute, 2024).

In recent years, annual electricity generation in Turkey has
amounted to 328 billion kWh, compared to 29,239 TWh
worldwide. By 2050, global generation is expected to reach
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42,298 TWh, while in Turkey, it is expected to reach 450,754
GWh by 2032 (EUAS, 2023; TEIAS, 2023). In Turkey, 42.6% of
electricity consumption is in the industrial sector, while the rest is
in the commercial, residential, agricultural, and transportation
sectors (TEDAS, 2024). Thermal power plants account for
57.75% of the energy generation, and they mostly use natural gas
and coal (EPDK, 2024; TPAO, 2023). Coal accounts for 27% of
Turkey's primary energy consumption sources, and thermal
power plants are monitored with RADISA stations due to their
radioactive content (NDK, 2023).

Fossil fuels, which cause environmental problems such as
climate change by increasing the amount of greenhouse gases in
the atmosphere with high carbon dioxide emissions, are also
rapidly depleting in the face of growing energy demand due to
their non-renewable nature (Ghosh and Ghosh, 2020). Therefore,
renewable energy sources with a lower carbon footprint, such as
solar, wind, geothermal, hydropower, and biomass, replace fossil
fuels (Sayed et al., 2023).

Energy harvesting is the process of converting various
types of energy present in the environment into electrical energy.
Piezoelectric energy harvesting (PEH) is one of the
electromagnetic, electrostatic, and piezoelectric methods used to
extract electrical energy from vibrational energy present in the
environment (Erturk and Inman, 2011). Piezoelectric transducers
can be made of different materials and have a wide range of
applications (Sezer and Kog, 2021). This new technology is
considered a self-powered solution for low energy-consuming
systems such as wireless and microelectronic devices that do not
require charging or battery replacement (Kim et al., 2011).
Energy harvesting is also used in industrial applications (Diez et
al., 2019). In addition to reducing production costs, such practices
contribute to sustainable energy solutions (Maamer et al., 2019).
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The idle energy generated in industrial production lines
can be converted into electrical energy with various types of
harvesting (White and Zaghari, 2022). Sustainable renewable
energy source solution that allows for reducing the environmental
impact of industrial production lines and saving energy in
production also provides proactive maintenance by enabling
monitoring of vibration and pressure parameters in case of
malfunctions that may occur in the lines (Glclyener, 2018).
Energy harvesting systems are being developed for industrial
applications. Energy harvesting systems are evaluated in
industrial applications (Hada, Janak, and Smilek, 2018).
Piezoelectric energy harvesting systems are also being evaluated
for different industrial applications (Aabid et al., 2021). One of
the industrial production lines where the piezoelectric transducer
energy harvesting solution can be applied is the looms of textile
mills (Saravanan and Albert, 2023).

This study aims to convert the inert Kkinetic energy
generated by the electric motor on the loom into electrical energy
to provide energy to the lighting system of the loom by using
piezoelectric transducers as a renewable energy source. Within
the scope of the experimental study, the oscillating kinetic energy
generated by the AA motor on the loom was converted into
electrical energy at a voltage value of approximately 8V using 20
piezoelectric transducers. The voltage value of the electrical
energy obtained with the voltage divider circuit and voltage
sensor connected to the Arduino Uno Rev3 microcontroller was
monitored, and when sufficient voltage was generated, switching
between grid electricity and renewable energy source was
controlled with a 2-channel relay module.
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2. MATERIALS AND METHODS
2.1. Piezoelectric Transducers

Piezoelectric materials with high electromechanical
coupling factor and piezoelectric coefficient, shown in Figure 2,
stand out with the advantages of providing high output voltage
and not requiring an additional power source compared to
electrostatic, electromagnetic, and triboelectric energy harvesting
mechanisms (Covaci, and Gontean, 2020; Pradeesh et al., 2022).
Piezoelectric transducers, which can be used in different
application areas with various structures and designs and can be
selected according to application requirements, offer higher
energy density than electrostatic and electromagnetic methods
(Wakshume & Placzek, 2024). Moreover, piezoelectric and
ferroelectric materials have been shown to exhibit piezoelectric
and ferroelectric properties that can harvest heat energy as well
as vibration and wind energy in low-power power generation and
can provide polarity change with external electric field
applications (Yuan et al., 2024).

Figure 1. Characteristics of Piezoelectric Materials
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Among the piezoelectric types, the high energy
conversion rates of ceramics, the flexibility of polymers, and both
the high energy conversion rates and flexibility of composites
stand out (Li and Lee, 2022). Apart from the existing species,
there are also studies with meta-materials (Lee et al., 2022).
Piezoelectric material production studies are ongoing with
different methods, such as additive manufacturing (Chen et al.,
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2020). Table 1 shows piezoelectric energy harvesting
applications of different types and structures.

Table 1. Piezoelectric Energy Harvesting Fields of Application

Reference Fields of Application
(Panda, et al., 2022) Biomedical
(Sharma, et al., 2022) Tile flooring
(Wu, Bao, and Wang., 2021) Rain
(Zheng, et al., 2023) Wind
(Zhang, et al.) Bearing
(Liu, etal., 2021) Wearable Technologies
(Chen, et al., 2021) Highway
(Kargar, Masoud, and Hao., 2022) Ocean
(Sekhar, et al., 2021) Building

The piezoelectric and inverse piezoelectric effect is given
in Eq.1 and Eq.2 (Kamel, 2022). The dielectric coefficient in
these equations can be written in units of C/N with the symbol d
or in units of Cm2, VmN™ and Vm with the symbols e, g, and
h, respectively (Smith and Kar-Narayan, 2022).

D = dT + ¢E 1)
S = sT + dE )

Source and load impedance must be equalized to maintain
efficient energy conversion (Liang and Liao, 2011). In addition to
the bridge diode topology, voltage doubler, and nonlinear
switching rectifier circuits can also be used in the rectification
stage to reduce energy dissipation (Ciftci et al., 2021). Power
optimization in energy harvesting is achieved with AA-DA
converters such as SEH, SSHI, SECE, SMBF, S3HI, and H-S3HI
and MPPT circuits such as Hill-climbing, FOCV and P&Q (L.i et
al., 2022).

2.2. Weaving Looms

Weaving machines were developed from looms to weave
large and complex patterns (Kovacevi¢ and Schwarz, 2015).
Today, looms are classified according to weft insertion and
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shedding systems and the product produced (Derstekstil, 2015).
Electric looms generate high vibration and energy during the
production process (Badkar and Benal, 2021). This energy can be
converted into electrical energy by piezoelectric transducers
(Saravanan and Albert, 2024).

2.3. Prototype Product

The prototype product uses an AA electric motor to
convert electrical energy into circular motion, which is then
transferred to the loom as linear motion. The mechanical energy
that cannot be used is converted into electrical energy to power
the loom lighting system using piezoelectric transducers placed
under the loom. The required voltage and current values for the
system are provided by the connections of the transducers in
series and parallel, respectively. Sensors monitor the voltage,
current, and power consumption, and when the required voltage
value is reached, the microcontroller decides to switch the system

supply.
2.3.1. Mechanical Design

The prototype product includes mechanical and
electromechanical components such as the AA electric motor,
powertrain, spring-loaded bench, and piezoelectric transducers,
as illustrated in Figure 3. The AA electric motor is connected to
the piezoelectric transducers through the powertrain and the
spring-loaded bench.
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Figure 3. Model of Prototype Product

Figure 4(a) shows the prototype product. Among the
electromechanical components of the product, the AA electric
motor provides the conversion of electrical energy into circular
mechanical energy. With the powertrain, the Kinetic energy in the
form of circular motion is converted into kinetic energy in the
form of linear motion, the kinetic energy in the form of oscillating
linear motion is transferred to the piezoelectric transducers with
the spring-loaded bench organ, and the kinetic (mechanical)
energy in the form of oscillating linear motion is converted into
electrical energy with the piezoelectric transducers. The
interactions between the mechanical components whose tasks are
described are explained in the mechanical system flow chart in
Figure 4(b). In the process described in the diagram, mechanical
energy is converted into electrical energy via transducers to be
used in the supply of the lighting system.

Figure 4. (a) Electromechanical and Mechanical Components of
the Prototype Product, (b) System Flowchart
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The motion oscillation i
Electrical energy is converted converted into mechanical Mechanical tension energy is
into circular motion by the strain energy on plezoalectric ——————»  converted into elactrical
motar. transducers located between energy by transducers.
the bench

With tha transfarred
movement, the machine
performs a controlled
oscillation with an average
value of 20 Hz with the help
of springs

The circular motion is
converted into linear motion
by the power transmission ————
organs and transferred 1o the
loam.

(b)
2.3.2.Electrical Design

The lighting system of the prototype product operates at a
nominal voltage of 12 V and a current of 250 mA. These values
are provided by the adapter during the supply of the system from
the grid, while during the supply from the renewable energy
source, they are provided by series and parallel connection
topologies, rectifiers, and filter circuits, as shown in the diagram
in Figure 5. It is also shown in the figure that the supply transition
between the grid and the transducer is provided by the
microcontroller through electromagnetic relays depending on the
voltage value condition read through the voltage divider circuit.
The feeding status can be monitored with the LCD screen.

Figure 5. Electronic Circuit Schematic of the Prototype Product
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The one piezoelectric transducer in the prototype product,
shown in the diagram in Figure 6(a), can convert energy at an
average open circuit voltage of 20 V RMS and short circuit
current of 160 pA at nominal operating frequency as shown in the
output in Figure 6(b). The voltage-time characteristic of the
equivalent circuit of the piezoelectric transducer can also be
observed in the same output graph.

Figure 6. (a) Piezoelectric Transducer Demonstration, (b) Voltage-
Time Plot

(@)

To sustainably meet the voltage and current values
required for the supply of the lighting system, an average open
circuit voltage value of 110 V RMS was obtained by connecting
five piezoelectric transducers in series connection topology as
shown in the diagram in Figure 7(a) and an average short circuit
current value of 500 uA was obtained by connecting five series
connected piezoelectric transducer groups in parallel connection
topology as shown in Figure 7(b).

52



Elektrik-Elektronik ve Haberlesme Miihendisligi

Figure 7. (a) Piezoelectric Transducer Series Connection, (b)
Parallel Connection

(b)

To obtain direct current, it was observed that 50 V open
circuit and 325 uA short circuit direct current values were
obtained when a capacitor-filtered full wave rectifier blind diode
circuit was connected to the output of the transducer system with
110 V RMS and 500 uA values. After obtaining the nominal
voltage and current values required for the supply of the lighting
system, as shown in the diagram in Figure 8, the supply transition
between the transducer and the mains is realized by controlling
the relay elements and the microcontroller. When the transducer
reaches the voltage value, the grid is first deactivated, and then
the transducer system is activated, while when the voltage drops
below the value, the grid is activated after the transducer is
deactivated. The activated system and the piezoelectric voltage
can be monitored.
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Figure 8. Transition Connection Between Mains and Transducer

As shown in the diagram in Figure 9, energy conversion,
obtaining supply voltage, current, and waveform values,
monitoring the voltage value obtained, and switching between
supply sources are provided with the electronic hardware whose
design is described above.

Figure 9. Flowchart of Electronic Hardware
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The microcontroller controls the grid and transducer
relays by comparing the voltage value of the electrical energy
converted by the renewable energy source being monitored with
the control voltage value. The control voltage is a 5 V step signal
representing the nominal supply voltage of the lighting system,
the voltage monitored by the voltage divider circuit is the voltage
of the electrical energy converted by the transducers, the
microcontroller is Arduino UNO, and the grid and transducer
switches are 2-channel electromagnetic relays. According to the
output values of the control system (1 or 0), the lighting system is
powered by either the grid or a renewable energy source.

In the software of the microcontroller, first, analog input
pins for reading the signal from the voltage divider circuit, output
pins for controlling the mains and source relays, resistor values
for converting the voltage divider circuit value into voltage value,
a variable for storing the defined voltage value and variables for
determining the initial states of the relays are defined. Then, if the
source voltage is equal to the supply voltage value, the supply is
realized through the renewable energy source. Otherwise, it is
realized through the grid. In the transitions between sources, the
source that is activated is controlled and deactivated before the
other source is activated, and a 1-second wait is realized.

The flowchart of the microcontroller software is shown in
the diagram in Figure 10. The diagram shows the closed loop in
which pins, values, and variables are defined, the operating
modes of the defined pins are determined, conditions are checked,
and relays are triggered depending on the controlled conditions.
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Figure 10. Software Flowchart
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3. RESULTS AND DISCUSSION

In the prototype product, transducers that provide
piezoelectric energy conversion, which is preferred among
mechanical energy harvesting methods, were used. It is measured
with a multimeter that 20 V RMS open circuit voltage and 160
UA short circuit current can be obtained with one of the
piezoelectric class transducers in ceramic structure and button
type. With the conversion of these values, only 1 5 mm red LED,
which can operate at 5 V and 20 mA, can be made to blink during
vibration. To increase the power, 5 of the transducers are
connected in series, and 4 of the groups connected in series of 5
are connected in parallel. With the realized connection, it is
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measured that 110 V RMS open circuit voltage and 500 uA short
circuit current values are reached. A blunt diode and filter
capacitor were used to convert the electrical energy generated in
the form of AA waves by the transducers into DA. It is measured
that the DA output drops to 50 V open circuit voltage and 325 uA
short circuit current. Operating at 12 V and 250 mA nominal
values, it is measured that the lighting system can be supplied
with approximately 8 V with the energy source under load. The
lighting system operates at a lower brightness compared to the
mains supply.

The connected transducers were positioned in the system,
as shown in Figure 11. In the system, motion energy is generated
as 915 1/mm circular motion with a 1.1 kW AA motor. The
generated circular motion energy is converted into linear motion
by the powertrain. The converted linear motion energy is
transmitted to the positioned piezoelectric transducers with a
spring bench. Foam and silicon are used to optimize the
mechanical power transfer between the benches and transducers
and to increase the strain and shape change. The output of the
transducers, which converts the transmitted mechanical energy
into electrical energy, is connected to the load.

Figure 11. Positioning of Transducers in the System

In the feeding of the electrical load consisting of the
lighting system, the transition control between the mains and the
source is provided by a 2-channel 12V relay module. The
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triggering of the module is controlled by the Arduino UNO
microcontroller board via digital input and output pins. Triggers
are realized when the source voltage reaches the supply voltage
and drops below the supply voltage. The source voltage is
measured by a voltage divider circuit consisting of 47 kQ and 33
kQ resistors, which operates at 150 pA by reducing 12 V to
approximately 5 V with an error of 50 mV. The measured value
IS monitored via the microcontroller analog input. The source
activated in the appropriate voltage range is printed on the screen,
as shown in Figure 12(a) and Figure 12(b).
Figure 12. (a) Lighting Mains Supply, (b) Supply With
Piezoelectric Energy Harvesting

.

P

(b)

In the field of energy-saving solutions with renewable
energy sources in industrial production lines, the prototype of the
product shown in Figure 13 was realized on the industrial
production line of weaving loom and energy saving in lighting
systems with piezoelectric renewable energy source.

Figure 13. Operating Prototype

58



Elektrik-Elektronik ve Haberlesme Miihendisligi

4. CONCLUSION

In this study, a prototype has been developed to convert
the inert Kkinetic energy produced by the electric motors of
weaving looms in textile factories into electrical energy by
piezoelectric transducers to feed lighting systems. The system
utilizes piezoelectric mechanical energy harvesting to improve
energy efficiency and reduce fossil fuel use. The results
demonstrated the potential of renewable energy sources to save
energy in industrial applications. Furthermore, this approach
contributes to the minimization of carbon footprint and
environmental sustainability. It is envisaged that the developed
prototype can be extended to contribute to energy savings in
industrial applications other than looms.
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CLOUD COMPUTING BASED TEMPERATURE
CONTROL APPLICATION

Batin DEMIRCAN!

1. INTRODUCTION

Over the past decade, there has been a significant
evolution in computing paradigms. One of the most prominent
paradigms is cloud computing, which facilitates the easy
development of internet-based services (Armbrust et al., 2010).
Cloud computing technologies, which have advanced in parallel
with evolving technology, offer virtually unlimited capacity in
terms of data storage and computational power while being based
on the sharing of resources.

Moreover, cloud computing has become a crucial enabler
for businesses by reducing the costs associated with hardware and
software management, as it allows access to scalable and on-
demand computing resources. Cloud computing has redefined
how organizations approach their computing needs (Kushida,
Murray, & Zysman, 2015; Skillfloor, 2023).

A structure often utilized alongside cloud computing is the
Internet of Things (IoT) systems. Major service providers in the
fields of cloud computing and loT include companies like
Amazon, Google, and Microsoft (Amazon, 2024; Google, 2024a;
Microsoft, 2024). Today, applications in which multiple cloud
platforms can be utilized together are being implemented to take
advantage of cloud computing platforms (Google, 2024b).

1 Lect., Balikesir University, Balikesir Vocational School, Department of Electronic
and Automation, batindemircan@gmail.com, ORCID: 0000-0002-0765-458X.
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In this study, a temperature control system was developed
based on cloud computing and 10T. Measurement data obtained
from a temperature sensor via a controller board was recorded and
used to activate or deactivate a digital output on the Nodemcu
controller board. Additionally, the measurement data was
transmitted to the cloud computing environment in real time. The
digital output controlled by the controller board was activated or
deactivated either locally, based on a temperature setpoint input
by the user, or remotely, through an interface implemented in the
cloud computing environment.

2. ELECTRONIC SYSTEM ARCHITECTURE

In this study, a Nodemcu board was used to provide
physical control and to establish a connection with the cloud
computing platform. The Nodemcu board is equipped with an
integrated ESP8266 module, features a 32-bit RISC architecture
processor, and includes 16 GPIO pins. The general appearance of
the Nodemcu board is shown in Figure 1 (Components101, 2020).

Figure 1. Nodemcu Esp8266 Board

ESP-12E Chip 3.3V Voltage Regulator

Reset Button

" USB to TTL Converter
2.4 GHz Antenna On-Board LED

DO Pin

Dht22 sensor was used to measure the ambient
temperature. Data from this sensor was initially received by the
Nodemcu board and subsequently transmitted to the cloud
platform. The Dht22 sensor provides a digital output, operates
within a voltage range of 3.3-6V, can measure temperatures in the
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range of -40°C to 80°C, and supports measurement intervals as
fast as 2 seconds. It is capable of measuring both temperature and
humidity (Liu, 2024). The appearance of the Dht22 temperature
sensor is shown in Figure 2 (alldatasheet.com, 2024).

Figure 2. Dht22 Sensor

A single-channel relay module was used to control the
digital output, both in response to a user-defined temperature
setpoint and through direct control by the user via the cloud
platform. The schematic diagram illustrating the overall structure
of the system is presented in Figure 3.

Figure 3. Structure of System

3. CLOUD SYSTEM ARCHITECTURE

For the cloud computing aspect in this study, the Arduino
Cloud platform, provided by the Arduino company, was utilized.
Arduino Cloud platform supports the use of both Arduino boards
and boards from other manufacturers. Depending on the type of
membership, users are offered various features with both paid and
free usage options. Cloud structure also includes the ability to
visualize data using dashboards (Arduino, 2024a).
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Since a free membership was used for the platform, the
limitations included the use of only 2 "things" simultaneously, a
1-day data storage period, and unlimited dashboards (Arduino,
2024b). First step was to select the appropriate hardware on the
cloud computing side. The selection interface for the Nodemcu
board is shown in Figure 4.

Figure 4. Device Settings-I

Select device type

Please select the device type and model you want to
configure

@ EsP8266 () EsP32 () LoRaWAN

Selecting the device within the cloud platform, the chosen
device needs to be assigned a name. The device naming structure
is shown in Figure 5.

Figure 5. Device Settings-11

Device Name

BulutDe c

After naming the device, the Arduino Cloud platform
automatically generates a "device ID" and a "secret key" for the
device. The identification screen on the cloud platform is shown
in Figure 6. The information provided on this screen can also be
downloaded as a ".pdf" file for future reference.

Figure 6. Device Settings-111

Device ID
536cf9de-EEB3-4e50 WN553530788bac

Secret Key
SSIMW)xE Toaax91848faQWIll

After defining the device on the cloud platform, a "thing" must be
created within the cloud structure. The screen used for this
definition process is shown in Figure 7.
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Figure 7. Thing Settings

o .
. Create a new Thing in Arduine Cloud

To enable internet access for the Nodemcu board, the "Wi-
Fi" settings of the application area must be transferred to the
board. The Wi-Fi settings screen is presented in Figure 8.

Figure 8. Wi-Fi Settings

Wi-Fi Name *
Enginars4th

Password

SO B500000 Q

An online code editor is opened within the cloud
computing platform. Through this online code editor, software
can be uploaded to the Nodemcu board, which is connected to the
computer via a wired connection. However, to ensure that the
Nodemcu board is recognized by the platform, the software
named "Arduino Agent" must be executed on the computer.
Figure 9 shows the icon of the software minimized in the
computer environment.

Figure 9. Arduino Agent Software Icon
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The code editor provided by the cloud platform contains
information related to the Nodemcu board, allowing software to
be uploaded via a USB connection using the cloud-based code
editor. Figure 10 shows the cloud interface, which is configured
and ready for the software upload after the initialization process
is completed.

Figure 10. Arduino Cloud Program Editor

m untitied -
E] o ° I-2 BulutDe - NodeMCU 1.0 (ESP-12E Module] I
I £ Unteled_sep2da.ing i = meadvieadoc HhingProperties.h +

After the compilation process, the code corresponding to
the developed program structure was directly sent from the cloud
platform to the Nodemcu board via USB connection. Figure 11
illustrates the process of uploading the software to the board.

Figure 11. Wi-Fi Settings

Uploading... ' BulutDe - NodeMCU 1.0 (ESP-12E Module)

To facilitate data retrieval and transmission to the cloud,
it is necessary to define variables within the cloud system. Figure
12 shows the variable definition screen for temperature data in the
application implemented on the cloud platform.
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Figure 12. Cloud Variable-I

Piarrse
temperature

&) syne with other Things

Variable Permiszion |
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When defining variables, there are options for periodic
updates for a specified duration and for updates when the defined
variable value changes. Additionally, when defining a variable on
the cloud platform, it can be set as either "read-only” or
"read/write.” The temperature limit information required to
activate the output connected to the Nodemcu board when the
user-defined setpoint is reached is defined in Figure 14.

Figure 14. Cloud Variable-11
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Figure 14 shows the variable definition screen for the
output that will be remotely controlled and connected to the relay
module in the implemented application.

Figure 14. Cloud Variable-I111
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After defining the variables and uploading the program to
the Nodemcu board, an interface design is necessary to facilitate
communication between the user and the physical hardware
through the same platform. At this point, a user interface
containing the defined variables should be created within the
"Dashboard" feature offered by Arduino Cloud. Once the
operations on the cloud platform are completed, the application
can be executed directly.

Figure 15 shows the connection information for the
Nodemcu board, which has been connected to the cloud platform
and is running the program. Through this screen available in the
cloud, the connection of the Nodemcu board can be activated or
deactivated.
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Figure 15. Associated Device Screen
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4. EXPERIMENTAL RESULTS

The system implemented in this study is shown in Figure
16. Here, the system is operational; however, the relay output is
not activated due to the software structure within the Nodemcu
board.

Figure 16. Physical System-I

The operational state of the system with the relay output
activated is shown in Figure 17. When the relay output is
activated, both the LED on the Nodemcu board and the LED on
the relay module are illuminated.
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Figure 17. Physical System-II

The structure used to activate or deactivate the relay
output on the cloud computing side is shown in Figure 18. Here,
the user manually controls the output.

Figure 18. Arduino Cloud Output Control (1:output off, 2:output
on)

Qurput_Control Output_Control

@ - «€
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The temperature values obtained from the Dht22 sensor
were transmitted in real-time to a cloud platform, where they were
recorded. For the measurement day, the minimum temperature
was 25.0°C, and the maximum temperature was 30.7°C. The relay
control was activated when the set threshold was exceeded, and
the output control was also performed independently by the user,
regardless of the temperature control. Figure 19 presents the
dashboard screen used on the cloud platform.
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Figure 19. Arduino Cloud Dashboard
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5. CONCLUSIONS

In this study, a temperature measurement and digital
output control application was implemented within the rapidly
growing field of cloud computing technology, aligned with
current technological advancements. The system utilized cloud
computing for both data transmission to control the output and
data retrieval for recording the measured temperature values. The
implementation of the study benefited from the services offered
by the Arduino Cloud platform, accessed through a free
membership option that allows for only 1-day data storage.

In cases where an increase in the number of devices and
data storage duration is necessary, the use of different
membership options will be required. Additionally, it was
observed that the wireless internet speed in the area where the
application was conducted caused some delays in transmitting
data to the cloud and in the user's ability to control the output from
the cloud side. However, this delay is not considered critical for
the implemented system.
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DEVELOPMENTS IN THE FIELD OF
PIEZOELECTRIC WIND ENERGY
HARVESTING (PWEH)

Onur Mahmut PiSIRIR!
Mehmet ERTUGRUL?

1. INTRODUCTION

Electric power consumption proliferates in various sectors
such as industry, transportation, housing, trade, utilities,
agriculture, forestry, and fisheries. Figure 1(a) shows detailed
electric power consumption by sector (IEA, 2021). Electricity is
generated from different sources such as coal, natural gas, oil,
nuclear power, hydropower, wind, solar, and bioenergy. Figure
1(b) shows the distribution of electricity generation by source
(Ritchie and Rosado, 2020). Given the risk of depletion and
environmental damage of non-renewable fossil fuels, the trend
toward renewable energy sources in electricity generation is
increasing (Molla, Farrok, and Alam, 2024).
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Figure 1. (a) Electric power consumption by sector (IEA, 2021)
and (b) electric power generation by source (Ritchie and Rosado,
2020)
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Different types of energy, such as light, heat,
electromagnetic radiation, and motion in the environment, can be
converted into electrical energy with  photovoltaic,
thermoelectric, electromagnetic radiation, electromagnetic
induction, electrostatic induction, and piezoelectric effect energy
harvesting technologies, as shown in Figure 2. The conversions
are realized by transducers such as photovoltaic cells,
thermoelectric, inductors, and piezoelectric (Chen, 2019).
Radiofrequ 12 mW/cm?, thermoelectric 60 puW/cm?3, piezoelectric
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7.31 mW g%cm? and photoelectric 15mW/cm? energy density
conversion can be achieved. (Mohammadi and Sohn, 2023).

Figure 2. Energy harvesting technologies
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Source: (Calio et. al., 2014)

The working principles of piezoelectric, electromagnetic
and electrostatic mechanical energy harvesting methods are
shown in Figure 3 (a), Figure 3 (b), and Figure 3 (c) below.
Among the piezoelectric, electromagnetic, and electrostatic
mechanical energy harvesting technologies with energy density
values of 35,4 mj/cm?®, 24,8 mj/cm® and 4 mj/cm? respectively,
piezoelectric is characterized by maximum output power, no need
to control the gap and small size, electromagnetic by high output
current, long life and robustness and durability, and electrostatic
by the ease of size reduction, high output voltage and adjustable
coupling coefficient. (Wakshume and Placzek, 2024).
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Figure 3. (a) piezoelectric, (b) electromagnetic, and (c)
electrostatic mechanical energy harvesting technologies
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2. PIEZOELECTRIC ENERGY HARVESTING

Figure 4, which includes the classification of ferroelectric,
pyroelectric, and piezoelectric crystals with pyroelectric and
piezoelectric effects, shows the class relationship. Ferroelectricity
provides polarity change with an electric field, pyroelectricity
provides heat, and piezoelectricity provides the conversion of
mechanical energy into electrical energy.

Figure 4. The relationship between dielectric, piezoelectric,
pyroelectric, and ferroelectric materials

Source: (Vijayakanth and Thangavel et al., 2022)
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Figure 5 shows the classification of piezoelectric
materials. Among the classes of piezoelectric materials, natural
single crystals have the characteristics of highly ordered structure
and high performance, ceramics have high performance, high
crystallinity, and resistance to harsh conditions, polymers have
light weight, flexibility, and easy processability, while composites
have the properties of both ceramics and polymers. (Sapkal,
Kandasubramanian and Panda, 2022).

Figure 5. Classification of piezoelectric materials
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Source: (Brusa, Carrera, and Delprete, 2023)

Among the piezoelectric transducer types, the cantilever
beam in Figure 6 (a) is preferred for maximum stress applications,
the circular diaphragm in Figure 6 (b) for low-frequency
applications, the bell type in Figure 6 (c) for high-impact force
applications and the stack type in Figure 6 (d) for high-pressure
applications. The electrical power of materials that can operate
with piezoelectric and inverse piezoelectric effects in different
modes is related to the transducer diameter (Sx), deformation
depth (Dx), and frequency (fx) (Han and Ko, 2021).
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Figure 6. (a) Cantilever beam, (b) circular diaphragm, (c) bell
type, and (d) stack type piezoelectric transducer types
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b) d)
Source: (Covaci and Gontean, 2020)

The operating modes of the piezoelectric transducers,
numbered according to polarization and force directions, are
shown in Figure 7. Of the modes, the d31 mode provides a
relatively high output in current and the d33 mode in voltage
(Sezer and Kog, 2021).

Figure 7. Piezoelectric transducer operating modes
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As shown in Figure 8, a two-way energy conversion can
take place: the piezoelectric effect, where mechanical stress is
converted into electricity, and the inverse piezoelectric effect,
where electricity is converted into motion. The equations of
piezoelectric and inverse piezoelectric effect transformations are
given in Equation 1 and Equation 2 (Truitt and Mahmoodi, 2013).
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D = STE + dUT (1)
S = dUE + SET (2)

Figure 8. Electromechanical coupling of piezoelectric effect
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Figure 9 shows the equivalent circuit of the piezoelectric
conversion. It can be seen that the mechanical part of the
piezoelectric energy harvesting system, which consists of
mechanical parts modeled with an inductor, resistor, and capacitor
and electrical parts modeled with a capacitor, can also be modeled
with an alternating current source.

Figure 9. Piezoelectric energy harvesting equivalent circuit

L.\I R\l (_"\1 _;)
l_ —
n
. = = @ f—
N % G 7 1o,

Mechanical Electrical

=5 VW

Piezo harvester
Source: (Liu et. al., 2018)

As shown in the equivalent circuit, electronic circuit
interfaces shared in Figure 10 are used to ensure maximum power
transfer by reducing reactive power and switching losses during
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energy harvesting from piezoelectric materials acting as AA
sources with capacitive characteristics.

Developments in the field of PEH, piezoelectric materials
and transducer designs, PEH modeling, and electrical power
interfaces, MEMS/NEMS PEH technologies, vibrations, PEH
from biological applications, fluids, and waste energy are ongoing
(Ghazanfarian, Mohammadi and Uchino, 2021). Research is
being conducted on achieving high power output to further
expand the application areas (Wu, Bao and Wang, 2021). Among
the application areas where research is being carried out, PEH
tiles can be given as an example (Sharma et al., 2022). Research
on the geometries of these transducer structures is ongoing
(Pradeesh et al., 2022). Cantilever beam configurations such as
unimorph, bimorph, and fixed-end beam, spiral cantilever with
end mass, magnetic mass, and magnetic coupling, and spring
pendulum system modifications are used to improve performance
(Zhu et al., 2021). Research shows that the efficiency of
transducers in cantilever beam structures can be increased with
optimization algorithms (Yurchenko et al., 2022).

Figure 10. Structures and applications of PEH IC

Source: (Li etal., 2022)
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3. PIEZOELECTRIC WIND ENERGY
HARVESTING (PWEH)

Piezoelectric wind energy harvesting (PWEH), which has
applications in subway tunnel wind energy, low-power sensor
energy harvesting, waterproof hybrid wind energy harvester, and
aviation piezo wind harvester, has flow-induced vibration (FIV),
turbulence-induced vibration (TIV), vortex-induced vibration
(VIV), wind-induced vibration (WIV), galloping, aero-elastic
flutter and flapping working principle types (Ali et al., 2024).
Research is ongoing in the field of PWEH operating principles,
especially VIV, where optimum efficiency can be achieved at low
wind speed, aero-elastic flutter, where self-excitation and
deflection can be achieved, and galloping, which combines both
positive features (Wen et al., 2021). Hybrid operating principles,
such as the combination of VIV and galloping, are also being
investigated (Du et al., 2024). In this research, different
geometries are developed to ensure optimization (Shi, Hu and
Zou, 2022). Research on PWEHSs, which are classified according
to bluff, blade, flag, wind concentrator, and wind turbine
structures, continues in the fields of theoretical modeling,
structure, application, and signal processing, and it is foreseen to
develop application designs such as power generation, energy
storage and wind distribution in the future (Zheng, et al., 2023).
Work is ongoing on platform geometries such as flags (Yang et
al., 2021). Ongoing studies show that performance can be
improved by modifications to structures such as bluffs (Zhang et
al., 2024). Studies are being conducted to evaluate various
application areas of PWEH, such as building integration (Calautit
and Johnstone, 2023). In addition to wind energy, energy can also
be harvested from different flow types, such as water flow and
ocean waves with PEH transducers (Nagvi et al., 2022).

It is seen that the studies in the literature shared in Table 1
are generally carried out on the operating principles and structure
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classes of PWEH. Operating principles and construction classes
directly affect PWEH efficiency (Ma and Zhou, S., 2022). Among
these studies, rotary PWEH transducers were also mentioned (Liu
etal., 2023).

Table 1. PWEH experimental studies

Technology Description Resource
R-PWEH Rotating PWEH He et al., 2022
NC-PWEH Non-contact PWEH Wang et al., 2021

PEH based on Coupled transverse and Kim, Lee and
PEHCG/PEHTG interference galloping Effect Seok, 2022
Multimodal PWEH Multimodal PWEH model ggggraz etal,
MC-PWEH PWEH exc_lted_ mdnrectly by a coupler Kan et al., 2021
via magnetic-field coupling
- Omnidirectional PWEH Shi et al., 2021
Omnidirectional PWEH In-plane omnidirectional flutter PWEH Lietal.,, 2023

Low-speed PWEH

Spindle-like and butterfly-like bluff body
PWEH

Wang et al., 2020

Hybrid PWEH

Conjunction of VIV and galloping body
PWEH

Yang et al., 2020

PWEH with stepped beam

Galloping-based PWEH with stepped
beam

Zhang et al. ,
2020

PEHS

Piezoelectric
energy harvesting systems with wind
catcher

Sitharthan et al.,
2021

Bladeless vibration-based . Younis et al.,
PWEH wind turbine VIV design 2022
PEH-MEC Macro fiber composites based on flutter Liu et al., 2020

mode PEH

PWEH (RLC-VEM)

PWEH windmill with rotary to linear
converter and vibration enhancement
mechanism

Sheeraz et al.,
2021

Microscale PWEH

Cantilevered beam PWEH

Alaei, Afrasiab
and Dardel, 2020

Wariable cross-section
cantilever-based PWEH

PWEH for low-speed wind

Zhao et al., 2022

BPEH

Bistable PEH

Liu etal., 2023

Non-contact PWEH

Magnetic-coupling non-contact PWEH

Liao et al., 2022

Hybrid Triboelectric-Electromagnetic-

TEP-WEH Piezoelectric WEH Tian et al., 2024

DE-PWEH Double-bluffbody exciter PWEH Wang et al., 2023

MNPWEH Multi-degree-of-freedom and magnetic Wei et al., 2024
PWEH

Double acting PEH Improved windmill model He et al., 2021

FD-PENG Flutter-driven piezoelectric Guetal,, 2024

nanogenerator
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4. RESULTS AND DISCUSSION

The electrical energy needed in various sectors such as
industry, commerce and households is derived from primary
energy sources such as heat, light, electromagnetic fields and
motion. These energy transformations are realized through energy
harvesting technologies such as alternators, generators,
photovoltaic cells and thermovoltaic cells. In addition to macro-
scale applications, sectors with high energy demand are turning
to micro energy harvesting methods with technologies such as
wireless sensor networks, self-powered devices and micro-
electromechanical systems (MEMS). Mechanical energy
harvesting methods include electromagnetic, triboelectric and
electrostatic methods as well as piezoelectric energy harvesting
(PEH). Piezoelectric materials can be produced in various classes
such as crystalline, ceramic, polymer and composite and can have
piezoelectric and ferroelectric  properties.  Piezoelectric
transducers are available in various structures such as cantilever
beams, circular diaphragms, bell type, and stack types and are
generally used in two different modes of operation. The
piezoelectric and inverse piezoelectric effect enables bidirectional
energy conversion, and PEH systems are integrated with
equivalent circuit compatible converters.

Considering the energy production and consumption data,
it is seen that the transition to sustainable energy has become a
necessity. In this context, there is a shift from non-renewable
fossil fuels such as coal, natural gas, and oil to renewable energy
sources such as solar, wind, and hydroelectricity. Among
renewable energy sources, piezoelectric transducers for
harvesting wind energy are called PWEH (Piezoelectric Wind
Energy Harvesters) transducers. While electromagnetic
conversion in wind power plants (WPPs) is realized at the macro
scale through alternators, PWEH systems provide energy
conversion at the micro-scale with piezoelectric generators. These
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transducers are used on the bluff body (obstacle), wing, flag, wind
concentrator, and wind turbine body structures by working
principles such as FIV (Fluid-Induced Vibration), TIV
(Turbulent-Induced Vibration), VIV (Mortex-Induced Vibration),
WIV (Wake-Induced Vibration), aeroelastic flutter and flapping.
Intensive research on airframe structures and operating principles
in these areas is ongoing.

As a result of these developments, solutions for battery
replacement or charging problems are expected to be developed
in microsystems, while in macro systems, it is aimed to reduce
greenhouse gas emissions and thus carbon footprint by providing
energy efficiency and savings.

5. CONCLUSION

Due to the risk of depletion and environmental damage of
non-renewable energy sources, global energy policies are
increasingly shifting towards renewable energy sources. This
transition is encouraging the development of micro-energy
systems, not only for large-scale power generation but also for
low-power devices. In particular, piezoelectric energy harvesting
(PEH) systems based on the collection of mechanical energy
present in the environment are among the leading technologies in
this field. With ongoing research, PEH micro energy systems,
which are widely used today, are expected to develop further in
the future and become a dominant solution in devices with low
power requirements.

Although experimental studies on piezoelectric wind
energy harvesting (PWEH) have limited application areas for the
time being, research on increasing efficiency in this field has
gained momentum. Literature reviews on operating principles
and body structures reveal that this technology is adaptable to a
wider range of applications and has significant potential,
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especially for wind energy harvesting. The integration of PWEH
with macro-scale energy harvesting systems in wind power plants
(WPPs) shows that it can be used both in micro-energy systems
and as an effective method for macro-scale energy harvesting in
the future.

In this context, research on PWEH offers an important
solution to optimize the use of renewable energy sources and
especially to efficiently convert wind energy at both micro and
macro levels. Therefore, PWEH is expected to become more
prominent in the future as a sustainable alternative to meet the
energy needs of low-power sensor networks, MEMS devices, and
other electronic devices. These developments will not only lead
to increased efficiency in power generation but also contribute to
carbon footprint reduction and environmental sustainability.
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COK SEVIYELI DONUSTURUCULERDE
MODULASYON YONTEMLERI:

Merve MOLLAHASANOGLU?
Halil ibrahim OKUMUS?

1. GIRIS

Cok seviyeli doniistiiriiciiler, modern gii¢ elektronigi
sistemlerinde Ozellikle elektrikli araglar (EV) gibi uygulamalar
icin kritik dneme sahiptir. Elektrikli araglarin hizl sarj sistemleri,
ylksek verimlilik, diisiik harmonik bozulma ve enerji kayiplarini
minimize eden ¢dzlmlere ihtiyag¢ duyar. Bu noktada ¢ok seviyeli
doniistiirticiiler, sagladiklar yiiksek ¢oziintirliiklii gerilim ve akim
sinyalleri sayesinde, geleneksel doniistiiriiclilere kiyasla dnemli
avantajlar sunar. Modiilasyon yontemleri ise bu doniistiiriiciilerde
performans ve verimliligi en st diizeye ¢ikaran anahtarlama
stratejilerini optimize eder.

Hizli sarj istasyonlarinin artan talebi, enerji yonetimi ve
batarya sagligi agisindan gelismis modiilasyon yontemlerine
duyulan ihtiyaci artirarak ¢ok seviyeli doniistiiriiciilerin roliinii
daha da kritik hale getirmistir. Bu doniistiiriicliler, fazla enerji
seviyesi barindirdiklart i¢in yiiksek verimlilik, diisiik harmonik
distorsiyon ve {listiin performans saglar. Modilasyon stratejisi,

L Bu kitap bolumi, “Elektrikli Arag Hizli Sarj Sistemi igin Ug Fazli Ug Seviyeli
Yiiksek Gii¢ Faktorlii Diyot Kenetlemeli AA/DA Déonistiiriiciiniin Gelistirilmesi”
baglikli Doktora tezinden tiiretilmistir.

2 QOgr. Gor. Dr., Karadeniz Teknik Universitesi, Miihendislik Fakiiltesi, Elektrik
Elektronik Miihendisligi Bolimii, merve.aydin@ktu.edu.tr, ORCID: 0000-0002-
6133-2717.

3 Prof., Karadeniz Teknik Universitesi, Miihendislik Fakiiltesi, Elektrik Elektronik
Miihendisligi Boliimii, okumus@Kktu.edu.tr, ORCID: 0000-0002-4303-5057.
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donistiirliciiniin topolojisi ile dogrudan iligkili olup, sistemin
genel performansin1  biiyiik  6lgiide etkiler. Cok seviyeli
doniistiirticiilerde, her biri farkli uygulamalara dolayisiyla farkli
avantajlara sahip ¢esitli modiilasyon yontemleri kullanilmaktadir.
En yaygin teknikler arasinda Tasiyic1 Tabanli Darbe Genislik
Modulasyonu (DGM) ve Uzay Vektér Modulasyonu (UVM)
bulunmaktadir.

Seviye Kaydirmali DGM ve Faz Kaydirmali DGM gibi
tasiyic1 tabanli DGM teknikleri, basitlikleri ve basit uygulama
prensiplerinden dolayr yaygin olarak kullanilmaktadir. Bu
yontemler, doniistiiriicii i¢in anahtarlama sinyalleri iiretmek lizere
bir modiilasyon sinyalinin iiggen bir tasiyic1 dalga ile
karsilastirlmasim igerir. Ozellikle faz kaydirmali yaklasim,
anahtarlama eylemlerini doniistiiriicliniin  fazlar1 arasinda
dagitarak harmonik bozulmay1 en aza indirme ve ¢ikis kalitesini
artirma kabiliyetiyle dikkat cekmektedir (Mollahasanoglu ve
digerleri, 2024).

Uzay Vektor Modulasyonu, gerilim kontroli ve harmonik
azaltma agisindan gelismis performans sunan bir diger onemli
tekniktir. UVM, iki boyutlu bir gerilim uzayinda galisir ve
onceden tanimlanmig bir vektor kiimesinden uygun anahtarlama
durumlarini segerek ¢ikis gerilimlerinin hassas denetimini saglar.
Bu yontem ozellikle ortak mod gerilimini (CMV) ortadan
kaldirmada ve ¢ok seviyeli doniistiiriiciilerde toplam harmonik
bozulmay1 (THD) azaltmada etkilidir (Boopathi, Jayanthi ve
Ansari, 2020). Ancak UVM'nin karmasikligi, daha basit PWM
tekniklerine kiyasla genellikle daha fazla hesaplama kaynagi
gerektirmektedir (Mollahasanoglu ve digerleri, 2023).

Bu calismada, ¢ok seviyeli doniistiirliciilerde yaygin
olarak kullanilan modiilasyon teknikleri, teorik bir ¢ercevede ele
alinacaktir. Ozellikle uzak vektdr modiilasyonu ve darbe genislik
modiilasyonu {izerine odaklanilarak, bu ydntemlerin temel
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prensipleri, ¢ok seviyeli yapilar tizerindeki etkileri ve gii¢
elektronigi sistemlerindeki genel uygulamalar1 incelenecektir.
Modiilasyon tekniklerinin performansa olan katkilari, harmonik
igcerigi azaltmadaki rolleri ve anahtarlama stratejileri baglaminda
degerlendirilecektir.

2. COK SEVIYELI DONUSTURUCULER IiCIN
MODULASYON YONTEMLERI

Cok seviyeli doniistiiriiciilerde kullanilan modiilasyon
yontemleri Sekil 1’de gosterildigi gibi kategorize edilmistir.

Sekil 1. Cok Seviyeli Doniistiiriiciilerde Kullanilan Modiilasyon
Yontemleri

| ook sewive hi ol emvon vomtemlen |

St ha ok
aralinia

Sekil 1°de gorildiigii gibi, DGM ailesine ait olan bu
modiilasyon teknikleri, birbirlerinden farkli yapida olmalarina
ragmen belirgin bir Gstiinliik géstermemektedir. Bu ydntemlerin
ikisinin de kendi icinde avantajlar1 ve dezavantajlari
bulunmaktadir. Uzay Vektor Modilasyonu, DGM’nin
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basaramadigi ek anahtarlama durumlarini olusturarak, daha fazla
serbestlik derecesi sunabilir.

UVM, ii¢ asamali bir islem gerektirir: vektor secimi,
gorev dongiisii hesaplamasi ve vektor siralamasi (Maswood ve
Tafti, 2018). iki ve ii¢ boyutlu UVM yontemleri klasik UVM ile
karsilagtirildiginda, klasik UVM daha diisiik hesaplama maliyeti
sunar. Tastyict tabanli klasik DGM yontemleri, ¢cok seviyeli
doniistiiriiciiler i¢in daha fazla tasiyici gerektirirken, UVM bu
tasiyict sayisini artirmadan hesaplamalara dayalidir. Ancak
UVM, yiiksek anahtarlama frekansi gerektirdigi icin, yiliksek
gucli  uygulamalar icin fazladan anahtarlama kayiplari
olusturabilir (Palanisamy ve digerleri, 2023). UVM teknikleri
hakkinda bir¢ok ¢alismaya ragmen, tasiyici tabanli modiilasyon
ozellikle elektrikli arag¢ sarj topolojileri i¢in endiistride daha sik
tercih edilmektedir.

EA hizli sarj topolojilerinde kullanilan tasiyici tabanh
modiilasyon teknikleri, diisiik maliyetli dijital islemciler ile
uygulanabilmektedir. UVM ve tasiyict tabanli modiilasyon
tekniklerinin karsilagtirmali analizleri, ¢cok seviyeli H-kopri
evirici ve diyot kenetlemeli doniistiiriicti, sirastyla (Andler ve
digerleri, 2009) ve (Kouro, Perez, Robles ve Rodriguez, 2008)’de
ele alimmistir. Bu calismalar, her iki yoOntem arasindaki
anahtarlama kayiplarinin benzer oldugunu gostermektedir.
Endiistriyel uygulamalarda UVM ve tasiyict tabanli DGM
yontemleri arasinda net bir se¢im yapmak, giic elektronigi
dontistiriiciisiiniin - 6zelliklerine baglidir.  Genellikle yiksek
anahtarlama frekanslarinda, tasiyici tabanl siniizoidal DGM, 1
kHz'in  (zerinde  ¢alismasina  ragmen, yiiksek  gii¢
gereksinimlerine uygun olarak daha diisiik frekanslarda (yaklasik
500 Hz) kullanilabilir.
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2.1. Uzay Vektér Modulasyonu

Genellikle ti¢ fazli sistemlerde kullanilan bir teknik olan
uzay vektor modulasyonu, ¢ok seviyeli dontistiiriictilerde, farkli
anahtarlama durumlar1 hatlar arasindaki gerilim alanlar1 ile
iliskilendirilir ve bu durumlar, uzay vektor altigeni meydana
getirir. Gerilim referansi da bu altigenle eslestirilebilir ve ¢esitli
anahtarlama durumlarn ile birlestirilebilir. Baz1 vektorler igin,
bazi kontrol hedeflerine ulagsmak igin birden fazla anahtarlama
durumu kullanilabilir. Daha fazla seviyeye sahip bir
dondistiirticiide, daha fazla uzay vektorii olacaktir. Bu baglamda,
donUstiiriictiniin anahtarlama durumlarinin sayisi, seviye sayisina
dogrudan baglidir. Yiiksek seviyeli doniistiiriiciiler, daha fazla
yedek anahtarlama durumu ve referans gerilimini belirlemek igin
kompleks hesaplamalar gerektirmektedir. Bu nedenle, UVM
yontemi yiiksek seviyeli sistemlerde uygulanabilirligini
kaybedebilir. Fakat, notr nokta gerilim dengesi igin saglanan
kontrol serbestligi nedeniyle, U¢ seviyeli diyot kenetlemeli
doniistiiriicii topolojisi i¢in uygun bir segenek olarak gorulebilir.

Ug fazl gii¢ sistemlerinde, genel olarak afy koordinatlari
ya da dq ¢ergevesi kullanilarak yiiksek performansa sahip
kontrolorler gelistirilir. Dengeli sistemlerde y bileseni sifirdir.
Doniistiiriiciiniin -~ potansiyel — anahtarlama  durumlar1  off
cercevesinde gosterilir ve referans gerilimi, ilgili doniistiirtictiniin
en yakin anahtarlama durumlarinin bir kombinasyonu ile elde
edilir. Uzay vektor modiilasyonu, anahtarlama sirasini ve karsilik
gelen gorev donglerini belirlemek icin geometrik bir problem
¢ozme yaklasimimni benimser (Leon ve digerleri, 2016). Bu
modiilasyon yontemi, ilk olarak iki seviyeli {li¢ fazhi
dontstiiriiciiler i¢in gelistirilmis, daha sonra ¢ok seviyeli
doniistiirticiilerde  kullanilmak tiizere uyarlanmistir. Durum
vektorleri DA gerilim dengesinin kontrol, ortak mod geriliminin
azaltilmas1 ve anahtarlama kayiplarinin minimize edilmesi gibi
kontrol hedefleri i¢in kullanilabilmektedir.
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Sekil 2’de, diyot kenetlemeli dogrultucu i¢in optimize
edilmis anahtarlama dizileriyle wuygulanan klasik UVM
anahtarlama teknigi yer almaktadir.

Sekil 2. UVM Kontrol Blok Diyagrami

ig*=0 —

A
id* —
v C n Id N

Vda

UVM’nin temelinde, ti¢ fazli akim ile gerilim degerlerini
sabit bir referans ¢ercevesine doniistiirmek vardir. Bu siirecte, ti¢
fazli a, b ve c gerilimleri iki eksenli d ve q eksenlerine dondiiriiliir.
Sekil 2'de diyot kenetlemeli dogrultucu i¢in kullanilan UVM
metodu ile gergeklestirilmis kontrol semasi, o-B-0 ile d-q
dontigimleri blok olarak gosterilmektedir. Gerilim degerine
iligkin matematiksel ifadeler Denklem 1-3’te verilmistir:

V=V, +aV, + a?V, (1)

_ 2 1 1 ()
V=Va+]Vﬁ' Vazg(Va_EVb_EVC)

2 V3 3 (3)

Vg == (v, -2V,

Ayni sekilde akim doniisiim esitlikleri Denklem 4 ve 5’ te
ki gibidir.
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_ 2 1 1 4
I=la+ il o =500 =51 =510 @
23 3 ()

Ip=50G =51

Gerilim vektor denklemi ve donen referans cercevesinde
(d-g) Denklem 6-9’da verilmektedir.

Vy = L%+ wlig +V} (6)
Vq=0=L%+wLid+Vq’ )
Vo= L%+ wLiy +V; — wli, (8)
V*q=0=Lﬁ+wLid+VZI'—wLid ©)

dt

Burada ® {i¢ fazli gerilimin acisal frekansini ifade
etmektedir. Vg, V %4, iy ve V,, Vy, i, ise sirastyla d ve q ekseninde
V, V' ve i'nin bilesenlerini olusturmaktadir.

Sekil 3'te ise ¢ faz Uc seviyeli diyot kenetlemeli GFD

dogrultucusunda yirmi yedi anahtarlama durumu ve on dokuz
vektor oldugu gosterilmektedir.

Sekil 3. GFD dogrultucu icin uzay vektordeki tiim anahtarlama
durumlari (2), ilk sektortin referans vektora (b)
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Bu vektorler, 24 bolgeye ayrilmistir. Her bir sektor ise
dort bolge bulunan alti1 sektore bolinmektedir. Sifir vektor V,
kuclk vektorler (V; — V), Orta vektorler (Vg, Vig, Vg, Vig, Vig Ve
Vig), Buyuk vektorler (V, Vy, Vi1 Vi3, Vi5 ve Vi), olarak dort
kategoriye ayrilmistir. Sekil 3.b'de, karmasik (a-p) diizleminde 1.
sektoriin Gglncl bolgesinde bulunan dénen referans vektori
(V*veya V,..r) gosterilmektedir.

2.2. Darbe Genislik Modiilasyon Yontemi

Gug elektronigi uygulamalarinda modulasyon yontemi
gelistirmek i¢in temel yaklasim, darbe genislik modiilasyonudur
(DGM). Bu yontemde, anahtarlama sinyalleri referans
geriliminin yiiksek frekansli bir tagiyici sinyalle (genellikle tiggen
dalga)  karsilastirilmasiyla  olusturulur.  Cok  seviyeli
doniistiiriiciiler baglig: altinda kullanilan modilasyon yontemleri,
Klasik DGM tekniklerinin gelistirilmesiyle gelismistir. N seviyeli
bircok seviyeli doniistiiriiciide, tasiyict tabanli modiilasyon
yontemleri, referans gerilimini n-1 adet Uggen tasiyiciyla
karsilagtirir. Bu tasiyicilarin kullanim ve dagitim durumuna gore
DGM yontemleri siirekli olarak gelismektedir.

Siniizoidal DGM (SDGM)), iki seviyeli hatta ¢cok seviyeli
dontstiiriiciilerde yaygin olarak tercih edilen bir tekniktir. Bu
klasik yontem, sintzoidal bir referans geriliminin yuksek
frekanslh bir iiggen tasiyici dalga ile karsilastirilmasiyla calisir.
Déniistiiriicliniin ¢ikis gerilim genligi, genlik modiilasyon indeksi
(mg,) ile kontrol edilir. Tasiyici dalganin genligi sabit
oldugundan, ¢ikis gerilim genligi referans geriliminin genligini
degistirerek azaltilip ya da artirilabilir. Fakat, modulasyon
indeksi, O ile 1 arasinda olmak zorundadir. Aksi takdirde asiri

modiilasyon, doniistiirliciiniin standart dis1 ¢alismasina yol
acabilir. Sekil 4, klasik SDGM teknigini gostermektedir.
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Sekil 4. Klasik Siniizoidal DGM teknigi anahtarlama isaretleri

Lo L R0 L] AL [LEID] ILIF1Z ond [EDE] LIRS {LE[>3

Referans sinyali, liggen tasiyicinin genligini astiginda
anahtarlama isareti “0” degerini alir. Ayrica, referans sinyalin
genligi, tasiyict sinyalin genlifinden daha diisiik oldugunda
anahtarlama isareti “1” olur, yani anahtar iletim durumundadir.
Bu nedenle, anahtarlama darbesinin gdrev dongusu, siniizoidal
referans sinyalinin sin (wt) fonksiyonuna bagh olarak degisiklik
gosterir. Denklem 10, modualasyon siresince anahtarlama
darbesini ifade etmektedir:

(1 egersin(wt) > tri(t) (10)
Sx(t) = {0 eger sin(wt) < tri(t)

2.2.1. Tasiyic1 Tabanh Diisiik Frekansh Modiilasyon

Yiksek gicli uygulamalarda (Megavat seviyesindeki),
anahtarlama kayiplarini  minimize etmek amaciyla giic
cihazlarinin anahtarlama frekansi genellikle olduk¢a sinirlidir. Bu
tiir sistemlerde anahtarlama sinyalleri neredeyse 1kHz'in altina
diiser. Geleneksel tasiyict tabanli DGM (Darbe Genislik
Modulasyonu) veya UVM (Uzay Vektér Modilasyonu)
teknikleri, anahtarlamadan kaynaklanan harmonik bozulmalar
tiretir. Bu durum, standartlar1 karsilayabilmek icin filtre
boyutlarinin biiylimesine neden olur.

Cok  seviyeli  donistlriiciilerde,  yiiksek  giiclii
uygulamalarda yiiksek frekansli modiilasyon metotlar1 harmonik
bozulmalardan kaynakli biyuk filtreler gerektirir. Bu durum
uygulamanin tasariminit zorlastirir, sistemi hantallastirir ve
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gereksiz yere biiyiitiir. Bu sorunu hafifletmek icin, degisken
anahtarlama isaretlerine dayali olarak ¢ikis gerilim dalga
bicimlerinin  harmonik  spektrumu  hesaplanir.  Analitik
hesaplama, harmonik sirasina, modiilasyon indeksi ile gerilim
dalga biciminin ana periyodunun dortte birindeki gerilim
gecislerine gore yapilir. Secici Harmonik Yok Etme (SHE)
yontemi, bu hesaplamalar1 kullanarak belirli harmonik bilesenleri
ortadan kaldirmay1 hedefler (Yang, Liu, Li, Yu ve Wang, 2023).
Bu teknik iyi sonuglar verse de yalnizca yiiksek dinamik
performans gerektirmeyen ve kararli calisma gerektiren ¢ok
seviyeli doniistiirticiilerde uygulanabilir.

Son yillarda, ¢evrim i¢i olarak harmonik igerigi belirleyen
ve SHE yontemini gelistiren Secici Harmonik Azaltma
Yontemleri (SHM'ler) daha popiiler hale gelmistir (Moeini, Zhao
ve Wang, 2018). SHM-DGM metodu kullanilarak tek fazlh, gift
H-koprili ve cok seviyeli bir evirici Uzerinde analizler
yapilmistir (Pourdadashnia ve digerleri, t.y.). Bu analizlerin
amaci sabit ve de degisken iki izoleli DA kaynagi ile ¢alisan tek
fazli ¢ok seviyeli eviricinin ¢ikis gerilim kalitesini artirmaktir.
Ayrica, bagimsiz modda SHE-DGM teknigini kullanan, dort tam
kopriiye sahip tek fazli 9 seviyeli H-kdpru eviricisi icin bir teknik
Onerilmistir. Bu teknik, ti¢iincii, besinci ve yedinci harmonik
bilesenleri ortadan kaldirarak ¢ikis geriliminin temel bilesenini
korumay1 amaglar (Vivert ve digerleri, 2022).

2.2.2. Tasiyic1 Tabanh Yiiksek Frekansh Modiilasyon

Cok seviyeli donistiiriicii  topolojilerinde kullanilan
Siniizoidal Darbe Genislik Modiilasyonu (SDGM) yontemleri,
genellikle birden fazla tasiyic1 sinyalle gergeklestirilir. Bu
yontemler arasinda Faz Kaydirmali1 Darbe Genislik Modiilasyonu
(FK-DGM) ve Seviye Kaydirmali Darbe Genislik Modiilasyonu
(SK-DGM) 6ne ¢ikar. SK-DGM, ii¢ farkli faz diizenine sahiptir:
Faz Yer Degistirmeli (FYD), Karsilikli Faz Yer Degistirmeli
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(KFYD), ve Alternatif Karsilikli Faz Yer Degistirmeli (AKFYD).
Sekil 5'te bu SK-DGM tiirlerinin tasiyici sinyallerinin dagilimi
gosterilmektedir.

Sekil 5. Faz yer degistirmeli SK-DGM ydntemleri

0 01 002 0 .01 002
a) FYD SK-DGM b) KFYD SK-DGM

0 001 002

c) AKFYD SK-DGM

SK-DGM  yontemleri,  6zellikle  FYD-SK-DGM,
harmonik performans agisindan FK-DGM'ye gore daha basarili
olabilir ve bu nedenle FYD-SK-DGM daha sik tercih edilen bir
topoloji haline gelmistir. Fakat, SK-DGM her zaman belirli
harmonik siralarinda Toplam Harmonik Bozulmaya (THB) neden
olabilir. FK-DGM ise tastyict sinyallerin faz kaymasindan dolay1
THB'yi azaltabilir. Elektriksel manyetik girisim (EMI), yiiksek
giiclii uygulamalarda endise kaynagi olmamakla birlikte, SK-
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DGM vyontemleri genellikle 5 seviyeli ¢ikis fazi gerilimi igin
uygundur ve 4 tasiyici sinyal kullanir.

Sekil 6, modilasyon indeksine gére SK-DGM yonteminin
anahtarlama isaretlerini gdstermektedir.

Sekil 6. SK-DGM anahtarlama isaretleri: Mi= 0.9 (a), Mi= 0.3 (b),
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Modulasyon indeksi 0.9 olan yiksek durumda
anahtarlama isaretleri normaldir, ancak 0.3 modiilasyon
indeksinde bazi anahtarlar siirekli kapali veya siirekli acik kalir,
bu da cihazlarda asir1 gerilim ve akim stresine yol acabilir ve
giivenilirligi olumsuz etkiler.

Sekil 7'de ise FK-DGM 'nin diisiik modiilasyon indeksinde
bu tiir problemlerle karsilasmadigi goriilmektedir, bu da FK-
DGM'in bazi uygulamalarda daha yiiksek giivenilirlik
saglayabilecegini gostermektedir. Ancak, yapilan calismalara
bakildiginda diyot kenetlemeli donistiiriictiler icin SK-DGM
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tabanli modiilasyon topolojilerinin daha basarili oldugu
gorulmektedir. Elde edilen ¢iktilar standartlar1 saglamaktadir, bu
yuzden SK-DGM daha siklikla tercih edilmektedir.

Sekil 7. FK-DGM 7 anahtarlama isaretleri: Mi= 0.9 (a), Mi= 0.3 (b)
1

oslt 1A . B0l D02

.01 T

0ol a2
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2.2.3. Tasiyic1 Tabanh Hibrit Frekansh Modiilasyon

Klasik tasiyici tabanli DGM teknikleri cogu ¢ok seviyeli
dontstiiriiciilere uygulanabilir. Ancak, baz1 topolojiler, 6zellikle
asimetrik yapilar, daha iyi performans saglamak icin 0Ozel
modiilasyon yontemlerine ihtiya¢ duyar. Ornegin, asimetrik bir
kaskad H-koprii doniistiiriiciiye Faz Kaydirmali DGM (FK-
DGM) yontemi uygulandiginda, hiicreler arasinda gii¢ kayiplari
olugsmaktadir (Leon ve digerleri, 2017). Benzer sekilde, bes
seviyeli diyot kenetlemeli bir doniistiiriici, UVM yontemiyle
calistirildiginda asimetrik yap1 nedeniyle optimal olmayan

112



Elektrik-Elektronik ve Haberlesme Miihendisligi

anahtarlama kayiplart meydana gelir. Bu gibi durumlarda, hibrit
frekanslt modiilasyon yontemleri gelistirilerek hem anahtarlama
kayiplar1 en aza indirilebilir hem de gii¢ cihazlar1 arasindaki gii¢
dagilimi dengelenebilir. Yiiksek gerilime dayanmasi gereken
cihazlar diisiik frekansta anahtarlanirken, diisiik gerilimli cihazlar
yuksek kalitede ¢ikis dalga formu yakalamak igin yiksek
frekansl bir DGM ile calistirilir. Bu yaklasim, 6zellikle ytiksek
giiclii uygulamalar i¢in uygun olup verimliligi artirir (Monopoli
ve digerleri, 2024).

Sekil 8de, hibrit topolojiler ve asimetrik kaskad H-kopri
topolojisi igin karisik frekans modiilasyonuyla elde edilen
seviyeler gosterilmektedir.

Sekil 8. Karisik frekans modiilasyonu: Asimetrik kaskad (a) ve
hibrit topolojiler (b)

4

-3V a)

L4 -
* - Vi
Vo -2V
4 3V

b)

Ust hiicreler diisiik frekansta anahtarlanarak anahtarlama
kayiplar1  azaltilirken, alt hiicreler yiliksek frekansla
anahtarlanarak ~ Toplam  Harmonik  Bozulma  (THB)
azaltilmaktadir. Hibrit frekans modiilasyonu, asimetrik yapilarin
yani sira simetrik yapilara da uygulanabilir.
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Literatiirde hibrit frekansli modiilasyonun bir yontemi,
tastyict sinyallerin formunu degistirmektir. Uggen tasiyicilari
kullanmak yerine farkli sinyal formlar1 kullanilarak karisik
frekansta anahtarlama sinyalleri iiretilebilir. Sekil 9'da literatiirde

yer alan cesitli tasiyici sinyaller gosterilmektedir (Chitra ve
Valluvan, 2020; Mollahasanoglu vd., 2023; Ozkop, 2022; Singh
ve Mandal, 2023).

Sekil 9. Tasiyic1 sinyal (TS) formlar:

/\A/\/\/\ /\KWW\AKW’\
g rmf\r/ﬁ/\r/\tm/\ln M’\(\AWNW

. /\(WWMW\A ﬁw"*wwwm
IMMW N
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3. SONUC

Cok seviyeli doniistiiriiciiler, glinlimiiz gii¢ elektronigi
uygulamalarinda biiyiik bir éneme sahiptir. Elektrikli araglar,
yenilenebilir enerji sistemleri ve hizli sarj istasyonlar1 gibi
alanlarda  sagladiklar1  avantajlar, bu  teknolojilerin
yayginlagsmasini desteklemektedir. Bu doniistiiriiciiler, ytliksek
verimlilik ve diisiik harmonik distorsiyon sunarak enerji
kayiplarint  minimize etmekte ve sistem performansini
artirmaktadir.

Modiilasyon yontemleri, ¢ok seviyeli doniistiiriiciilerde
performansin artirilmasinda kritik bir rol oynamaktadir. Tasiyict
tabanli darbe genislik modiilasyonu (DGM), yiiksek c¢ikis
gerilimleri saglarken, uzay vektdr modiilasyonu (UVM) ise daha

114



Elektrik-Elektronik ve Haberlesme Miihendisligi

iyi ¢ikis kalitesi ve daha az harmonik distorsiyon sunmaktadir.
Her iki yontem de belirli avantajlar ve dezavantajlar tagimaktadir.
Ornegin, DGM'nin uygulanabilirligi daha basitken, UVM daha
karmasik hesaplamalar gerektirebilir, bu da belirli uygulamalarda
sistemin kontroliinii zorlastirabilir.

Ayrica, modiilasyon yontemlerinin se¢imi, uygulamanin
gereksinimlerine, sistem dinamiklerine ve tasarim hedeflerine
bagl olarak dikkatlice degerlendirilmelidir. Ornegin, yiiksek giic
uygulamalarinda verimlilik 6n planda iken, diisiik giic
uygulamalarinda ¢ikis kalitesi daha kritik olabilir. Bu nedenle,
her uygulama icin en uygun modulasyon yéntemi belirlenmeli ve
sistem tasariminda bu yontemlerin etkileri g6z Oniinde
bulundurulmalidir.

Sonu¢ olarak, cok seviyeli donistiiriiciilerin etkin
kullanim1 ve uygun modiilasyon yontemlerinin se¢imi, enerji
verimliligi ve sistem performansinin artirilmasinda 6nemli bir
etkiye sahiptir. Gelecek arastirmalarda, bu modiilasyon
tekniklerinin daha da gelistirilmesi ve yeni uygulama alanlarinin
kesfedilmesi, gii¢  elektronigi  alanindaki ilerlemeleri
destekleyecektir.
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A NOVEL APPROACH TO COMPLEX
ACTIVITY RECOGNITION WITH
APPLICATION TO FOOTBALL VIDEO GAME!

Celal Onur GOKCE?
Ugur HALICI®

1. INTRODUCTION

Given a video containing human/humans performing
some actions, whether simple as breathing or complex as
activities in a movie, human behavior understanding problem is
to find the class of actions performed automatically. Most studies
in the literature are on datasets with complexity levels of simple
actions like walking and running. The problem is attacked with
several approaches using different feature extraction and
classification methods. While shape features, which are global or
local shapes of body or body parts in each frame, are independent
of other frames, motion features, which are obtained by optical
flow or spatio-temporal filters, encode information considering
changes between frames. A survey of human behavior
understanding is given in Turaga et al., 2008.

Ikizler and Duygulu. 2007, represented shape of each pose
by histograms of oriented rectangular patch features. For
classification, Support Vector Machine (SVM) and some other
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classifiers such as Dynamic Time Warping (DTW) were
employed. Bobick and Davis, 2001, aggregated background
subtracted images to a single 2D image called motion history
image. Hu moments were computed as feature descriptors and
Mahalanobis distance was used as classifier.

Veeraraghavan et al., 2005, used a sparse statistical shape
descriptor to extract features from binarized silhouette. As
classifiers, autoregressive model and DTW were used. In
Kepenekgi, 2011, 3D Gabor filters selected by genetic algorithm
were used as features. Profile HMM was used as classifier to
recognize the behavior. In Schuldt et al., 2004, ST jets of order
four were used as feature descriptor. NNC and SVM were used
as classifier. In Dollar et al., 2005, a new ST interest point
detector consisting of spatial and temporal parts was proposed. In
a cuboid around interest points, a feature descriptor considering
brightness gradient was computed. K-means algorithm was used
to construct a library of cuboids. NNC and SVM were used for
classification. In Niebles and Fei-Fei, 2007, a hierarchical model
considering spatial shape features described in Belongie et al.,
2002, and cuboid features described in Dollar et al, 2005 were
used. PCA was used for dimension reduction, Expectation
Maximization (EM) was used for estimating parameters of the
hierarchical model and SVM was used for classification.

In Efros et al., 2003, a four channel optical-flow based
motion descriptor was used as feature descriptor. A version of
normalized correlation was used to compare different feature
vectors. World Cup football game was used to test the proposed
approach. This dataset resembles to our newly generated football
video game dataset which will be explained in detail below. But
it is quite primitive compared to ours. In their dataset, only actions
of running and walking in 8 different directions are used.
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In Ofli et al., 2014, an easy-to-implement representation
for human actions based on skeletal joint selection was proposed.
The actions were represented as sequence of most informative
joints. Selection of joints was based on interpretable measures
like mean or variance of joint angle trajectories. In Yang and
Tian, 2014, an action descriptor based on differences of skeletal
joints was proposed. An informative frame selection scheme was
used to reduce computational cost. A non-parametric Bayes
Classifier is used for classification. In Wang et al., 2014, a
representation of interaction of a subset of human joints was used
as a model. A 3D appearance feature that describes the depth
appearance near a joint was proposed. Additionally, a
discriminative temporal representation robust to noise was used.

In this study, it is intended to examine complex actions in
Human Behavior Understanding problem. Since the existing
datasets available in literature are insufficient to include complex
actions, firstly a new dataset, which is called the Football Video
Game (FVG) Dataset, is established to fulfill the requirement.
Then, a grammar based hierarchical architecture proposed for
recognition of these activities, which are composed of several
atomic actions and some of these atomic actions being common
in different type of activities.

The organization of the rest of the paper is as follows: The
FVG dataset that we established is explained in Section 2. The
details of the proposed hierarchical architecture are given in
Section 3. The experimental results obtained on the FVG dataset
are presented in Section 4. Finally, the study is concluded in
Section 5.

2. THE FOOTBALL VIDEO GAME DATASET

Note that most of the datasets in the literature consist of
simple actions like walking, running, hand waving, etc. Actually
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human activities range from simple actions to more complex
actions. In order to have a dataset having some complex actions,
football game is chosen. In order to build a more controlled
dataset, instead of using real football games, football video game
is chosen.

FIFA2011 computer simulation game is played naturally
and samples are recorded at 1920x1080 resolution with 25 fps
using video capture software of NCH software suite. Some of the
samples recorded are used for generating atomic action dataset.
Each of the atomic actions last for half second and consists of 12
frames. Totally there are 215 atomic actions in the dataset.
Mixture of poses algorithm is tested on this dataset. The types of
simple actions are as follows: 1) ballAlone: none of the players
controls ball and ball is alone, 2) beat: two or more rival players
fight for control of the ball, 3) hitBall: a player hits the ball, 4)
maneuver: a player changes direction while moving with the ball,
5) run: a player controlling the ball runs straight with the ball, 6)
takeBall: a player takes control of the ball. Some sample actions
taken from atomic action dataset are shown in Figure 1.

Activities are videos consisting of several atomic actions
cascaded sequentially. In activity dataset, there are totally 40
videos each consisting one of five types of activities: 1) Drippling
consists of runs and optionally maneuvers, 2) LongPass consists
of hitBall followed by one or more ballAlone and finished by
takeBall, 3) Lose consists of run followed by beat and finished by
ballAlone, 4) ShortPass resembles longPass with the difference
that there is no ballAlone but only hitBall and takeBall, 5) Tackle
consists of run followed by beat and finished by run.
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a.. | -.
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Figure 1 Sample figures from atomic action dataset: a) ballAlone b) beat c)
hitBall d) maneuver e) run f) takeBall

Activities are complex three dimensional data. Each
activity video consists of several sequential atomic actions. In our
dataset of activities, there are 40 videos. Each activity is one of
five classes: 1) Drippling is several sequential runs and
sometimes may include maneuvers, 2) Long pass is composed of
hit ball action at start followed by one or several ball alone actions
and lastly take ball action, 3) Lose starts with run action followed
by beat action and sometimes lasts with ball alone action, 4) Short
pass is similar to long pass without ball alone action, 5) Tackle
starts with run action followed by beat action and lasts with run
action again.

Note that these activities can be recognized by both CFG
and HMM. But it is known that theoretically there are sequences
that CFG can recognize but HMM cannot. Here we give an
example of such activity. In football game, when a team achieves
the score it aims, they would like to pass time by making some
common activities. One example is passing the ball around
among players. Instead of attacking, the team members just pass
between each other in order to gain time. This corresponds to
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sequences where number of pass activity is higher than total of
other activities.

3. PROPOSED APPROACH

Below in Figure 2 is shown the proposed approach as
block diagram.

Figure 2. Block Diagram of The Proposed Approach

Video Input
LAYER 1: 4
ROI EXTRACTION Ball tracking and
windowing
Region of interest
LAYER 2:
ATOMIC ACTION -

RECOGNITION [ Mixture of Poses ]

Atomic action labels

LAYER 3:
ACTIVITY RECOGNITION

—-[ CFG Recognizer ]

CFG Rules:
. Initial
. Learnt

l

New Rule

Is activity
recognized?

Grammar
Induction

No Yes

Activity label J’
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A complex activity data is given as input to the proposed
system. First, area of interest is found around the ball. The most
important area is where the ball resides in games especially in
football game; therefore, it is around ball also for FVG Dataset.
The ball detection and tracking block in Layer 1 serves to extract
region of interest (ROI) which is simply a sub video of certain
duration centered on ball.

Note that an activity like a type of attack of several
seconds is composed of simpler atomic actions occurring
sequentially. Next process after extraction of ROI is to classify
the atomic action occurring around ball.

Mixture of Poses (MoP) that we proposed in Halic1 and
Gokece, 2013, is employed for atomic action recognition in
Layer2. The atomic actions to be recognized for FVG dataset
were explained previously in Section 2. The output of atomic
action classification layer is given as input to the next upper layer.

Layer 3 serves for recognizing the activity consisting of
the series of atomic actions labeled in the previous layer. A
Grammar based method is proposed for activity recognition in
this last layer. Two main types of activities in our study are
manually taught and learnt by thee system. A Context Free
Grammar (CFG) based recognizer is used for pre-taught activities
and a grammar induction block is used for learning new rules.
Output of context-free-grammar block is the label of the activity
to be recognized. In case the activity is not recognized the
grammar induction block serves for learning new CFG rules
which are added to the rule set for being used in recognition of
even further activities.

Alternatively, using cuboid features of Dollar et.al.
together with k-NN and SVM classifiers is considered for the
atomic action recognition layer, and HMM is considered for the
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activity recognition layer for comparison of the performances on
the FVG dataset

In the following subsections, each layer is explained in
detail.

3.1.Ball Detection and Tracking

For detection and tracking of ball, algorithm in Liang et
al.’s, 2005, is used. Initial performance with the original
algorithm is very low. This is due to the difference of appearance
of ball in video games and real football matches. Images of ball
can be different between adjacent frames in video games which
is shown in Figure 3 below.

Figure 3. Image of Ball in Two Adjacent Frames in Football Video
Game

For this reason, for ball detection a discriminative solution
is used. Multi-Layer Perceptron (MLP) Duda et al., 2000, is used
for ball detection in this study.

In order to use MLP as a ball detector, a ball image dataset
is constructed with 142 positive and 187 negative sample images
of 12x12 pixel size.

In this study an MLP with 20 nodes in the hidden layer is
used. The output layer contains 1 node output of which is 1 for
the positive samples and -1 for negative samples. The input layer
has 432 nodes, which is determined by the ball sizes in the dataset.
An average ball size of 12x12 pixels with 3 color channels
corresponds to a vector of size 432. Backpropagation algorithm

127



Elektrik-Elektronik ve Haberlesme Miihendisligi

Duda et al., 2000, is employed with 2000 iterations to train the
network. Since false positives are observed to be more than
acceptable, learning with queries Duda et al., 2000, is further
employed to improve performance. For this purpose, MLP trained
using the dataset mentioned above is used as initial detector. A
sample frame in the video is searched and whenever output of the
MLP is positive indicating that a ball is found, its validity is
checked. False positives are included in the training dataset. The
procedure is repeated with other sample frames until the
performance reached to 97%. Note that this resembles to the well-
known Ada-Boost algorithm in a sense. Most informative
negative samples are collected using learning with queries
method in this way. At the end the number of negative samples
reached to 273.

In the initial frame, the ball is found using MLP by
searching the whole frame and detecting the highest score
window as ball. This approach is computationally expensive since
all of the frame is searched and MLP detector is utilized for each
sub frame. A ball tracker is utilized to reduce computational load.
Particle filter is tried as first alternative. Even with 1000 particles
performance was lower than acceptable. Increasing the number of
particles is not feasible due to excessive computational cost. As a
more feasible alternative tracker a simple tracking algorithm, that
Is named as growing window tracker, is utilized in this study.

It is assumed that in between two consecutive frames ball
cannot move to pixels which have distance above a certain
threshold since time between two consecutive frames is very
small. This fact suggests to search for ball in next frame within
relatively small neighborhood of ball’s position in last frame. A
neighborhood of 20 pixels in each direction is searched initially
and this neighborhood is enlarged iteratively if the ball is not
found. This initial neighborhood of 20 pixels is chosen by
considering balls maximum velocity. The size of neighborhood is
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increased linearly for 5 consecutive frames since distance of ball
after each consecutive frame is likely to be increased linearly with
time. Failure of detection after 5 iterations with this method
results in restarting the search for whole frame.

3.2.Atomic Action Recognition Layer
3.2.1. Mixture of Poses

In this study, we use the Mixture of Poses (MoP), which
is a global shape descriptor that we proposed recently in Halici
and Gokge, 2013, in order to model an action class for a single
person, where Weizmann dataset were used in testing. Although
it resembles somehow the approach proposed in Niebles and Fei-
Fei, 2007, since both uses Mixture of Gaussians (MoG), they are
quite different. MoP uses MoG as a global shape descriptor while
the approach in Niebles and Fei-Fei, 2007 uses them mainly as
local shape and motion descriptors.

First phase of MoP algorithm starts with background
subtraction. Median background subtraction is used first but the
performance was far from being satisfactory. For this reason,
background subtraction method is enhanced by subtracting green
and white pixels, where green pixels are grass and white pixels
correspond to field lines. Below are some pictures of foreground
extracted.

Figure 4. Foreground Frames Extracted Using Background
Subtraction Method
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In MoP, Shape Context Descriptors (SCDs) Belongie et
al., 2002, are extracted for each frame, which is called a pose, in
all sample videos in the training set and their sizes are reduced by
Principle Component Analysis (PCA). The collection of reduced
size SCDs for an action class for a single person is employed in
modeling that action of that person. First the center poses are
obtained by utilizing K-Medoid Clustering on the collection. Note
that numbers of center poses are found adaptively depending on
the complexity of action. This means that for actions having more
different poses, more center poses are found to represent the
action. This number is found as follows. First, average distance
between all poses is found. Then, the first frame is selected as the
first center pose. Following frames are each compared to existing
center poses and if any frame is further than certain threshold,
which is chosen to be 150% of average distance, then that frame
is initiated as a new center pose. The center poses are used both
to determine number of mixtures automatically and also to
initialize EM algorithm to extract MoGs.

MoP’s are the MoGs extracted in this way to model each
different action class with all videos belonging to that class and
they are collected in a library in order to be used for comparison
in recognition phase. Notice that, the number of mixtures in MoPs
obtained as explained above is not fixed, but depends on the inner
structural complexity of the action and the style of the performer.

In the recognition phase, the MoP is extracted for the input
video and compared with each MoP available in the library using
L2 norm which is the distance between two MoGs. To deal with
computational complexity, instead of L2 norm integral
computation, discrete sum within hyper cubes centered around
the Gaussian means is calculated. The label of the closest class of
MoP in the library obtained from training set is assigned.
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3.2.2.Fisher Vector Representation to Improve Speed
Performance

In MoP, computation of the distance between MoGs has
very high cost. In order to deal with computational complexity,
Fisher vector representation is used, Vedaldi and Fulkerson,
2008. Fisher vector representation allows representing MoG as a
single vector. Each part of the vector represents a mode in MoG.
Vectors obtained are reduced to the length of the shortest vector.
Fisher Vector Representation is also used in other studies on
action recognition, Castro et al., 2014, Peng et al., 2014.

3.2.3.Cuboid Features

Cuboid features in Dollar et al. 2005 are used to recognize
atomic actions as an alternative action recognition method for
performance comparisons on the FVG Dataset. One dimensional
Gabor filter is used to find local maxima. Gradient data is used as
features in cuboid volumes around regions of interest. Nearest
neighbor classifier and SVM are utilized to classify features. The
popularity and success of cuboid features is well known. The
results are reported in Section 4.

3.3.Activity Recognition Layer

In activity recognition layer, complex activities like attack
types are detected. These are longer videos lasting a few seconds.
In order to compare the results, two frameworks are utilized. First,
HMM is utilized which can be considered as FSM with
probability concepts incorporated. HMMs are popular classifiers
in applications like automatic speech recognition where the data
Is sequential in time. Note that activities are also sequential data
which is a suitable problem to utilize HMM. CFG is used as a
novel alternative, which is higher in the hierarchy of computation
than FSM so that theoretically can recognize more complex data
that FSM cannot. The novelty of using CFG in this study stems
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from the learning part which is different from other studies in the
literature. This is the main and novel effort done in this study.

Each approach is explained below.
3.3.1.HMM for Activity Recognition

HMM, which is introduced in Rabiner, 1989, is utilized
widely as classifier in the literature especially for solution of
automatic speech recognition problem. In this study, HMM is
utilized in the layer of activity recognition. Atomic actions
detected in the corresponding lower layer are given as input to
HMM and complex activity class is detected. Results are reported
in corresponding section of this study.

3.3.2.CFG LEARNING for Activity Recognition

Context free grammars are higher than finite state
machines in the hierarchy of computation and can recognize more
complex data.

A context free grammar (CFG) is a 4-tuple G = (N, T, P,
S), where:

N: a finite set of non-terminal symbols
T: a finite set of terminal symbols

P: a finite set of production rules of the form A-> 3, where
AEN,BENUT)*

S: S € N is the starting symbol.

In theory, a PDA can be used to recognize a CFL. The
problem with the PDA approach to language recognition is in the
nondeterministic nature of PDAs. With their naive forms, they
cannot be converted to standard computer programs which are
deterministic in nature. Although any nondeterministic FSM
(NFSM) has a corresponding deterministic FSM (DFSM) and a
standard procedure exists to convert NFSM to DFSM, this is not
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the case with PDAs, Martin, 2003. There may be languages that
can only be recognized with nondeterministic PDAs. So, other
techniques instead of straight implementation of PDAs are used
to recognize CFLs. Language recognition problem can be defined
informally as deciding whether given a string is in the language
or not. During recognition, it may also be possible to infer how a
string is derived with the language rules. Inferring the derivation
of the string is called parsing.

There are several parsing algorithms for CFGs. The one
used in this study is called CYK (Cook, Yunger and Kasami)
algorithm, Hopcroft et al., 2007.

The CYK algorithm used uses a special form of CFG,
namely revised Chomsky normal form, where all the production
rules are of the form:

A->0la2 ,0l,02 € (NUT)

The CYK algorithm requires a grammar and a string to
check whether the string belongs to the grammar. It is also
possible to learn the grammar from samples strings that do and do
not belong to the grammar. This problem is known as “grammar
induction” in literature and for CFGs it is mentioned to be a hard
problem. It is shown theoretically in Gold, 1967, that learning an
arbitrary CFG from only positive samples is not possible. But
natural languages are higher than CFGs in the Chomsky hierarchy
and humans can learn from only positive samples Marcus, 1993.

The grammar induction algorithm used in this study is so
called Synapse, Nakamura and Ishiwata, 2000, which has the
inductive CYK algorithm at its core Nakamura and Ishiwata,
2000.

Note that Synapse and Inductive CYK are
nondeterministic algorithms, which have to be converted to the
deterministic versions in order to code in conventional computers,
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Floyd, 1967. Writing programs in nondeterministic way makes
them shorter and more intuitive but this requires a systematic and
careful conversion procedure.

As a domain of interest, football matches are chosen in
this study for the reasons explained in section 2. The ultimate aim
of the system in this domain will be the following: Given a full
length football match, the system will divide it into sub-videos
composed of several activities where each can be defined by a
grammar learned previously. A 90 minute of video input can be
analyzed and as output the structure of the video will be given by
sequences of recognized activities.

4. EXPERIMENTAL RESULTS

As ball detector MLP is used as explained previously.
Below results for both multilayer neural networks trained with
Backpropagation and those for enhanced detector with learning
with queries are given in Table 1. The recognition performance
of MLP with BP is 88% and it is improved to 97% when learning
with queries is employed.

Table 1. Confusion matrix for ball detection with MLP trained
with BP and Learning with Queries

MLP Learning with Queries
ball not ball ball not ball
ball 99 1 99 1
not ball 128 872 37 963

In middle layer three approaches are used in this study for
comparison. One is the well-known Dollar et al.’s, 2005, cuboid
features. The other is an approach proposed in Halic1 and Gokge,
2013, named as Mixture of Poses. Third is Fisher Vector
Representation, Vedaldi and Fulkerson, 2008. MoP and Fisher
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Vector Representation gives clearly better recognition rate as
shown in Table 2. Details of the results are given in Table 3 as

confusion matrix.

Table 2. Recognition Rates (%) for Atomic Actions

Atomic #of Recognition rate (%)

Actions videos MoP-L2 Mop-FV Cuboid-SVM
a: ballAlone 25 84.0 80.0 68.0
b: beat 15 20.0 20.0 33.3
h: hitBall 15 13.3 13.3 13.3
m: maneuver 15 6.7 6.7 6.7
r:run 110 95.7 92.2 75.7
t: takeBall 30 40.0 40.0 13.3
overall 215 69.3 67.0 54.0

Table 3. Confusion Matrix for Classifying Six Atomic Action
Types for MoP-L2/MoP-FV/Cuboid-SVM

a b h m r t
a 21/20/17  0/0/0 1/2/1 0/0/0 0/0/5 3/3/2
b 0/0/0 3/3/5 2/2/0 2/2/1 7/7/6 1/1/3
h 0/0/1 2/2/1 2/2/2 1/1/6 2/2/1 8/8/4
m 0/0/0 2/2/1 2/2/2 1/1/1 9/9/6 1/1/5
r 0/0/5 1/2/7 1/1/0 2/5/5  110/106/87 1/1/11
t 2/2/1 a/a/4 6/6/5 1/1/5 5/5/11  12/12/4

The performance results for activity recognition layer with
MoP in atomic action recognition layer are given in Table 5.
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Table 5. Recognition Rates (%) for Activities

Recognition rate (%)

Activities viﬁ‘;::s MoP_in layer 2 Manual feed
HMM CFG HMM-M CFG -M
d: drippling 10 70.0 70.0 100 100
pi: longPass 10 60.0 60.0 100 100
I: lose 5 60.0 60.0 100 100
ps: short pass 10 60.0 60.0 100 100
t: tackle 5 60.0 60.0 100 100
overall 40 62.5 62.5 100 100

Table 6 Confusion Matrix for Whole System with MoP in Atomic
Action Recognition Layer

d pi / Ps t none
d 7 0 0 0 0 3
pi 0 6 0 0 0 4
/ 0 0 3 0 0 2
s 0 0 0 6 0 4
t 0 0 0 0 3 2

5. CONCLUSIONS AND FUTURE WORKS

In this study, a novel dataset using football video game is
generated. Both simple atomic actions and complex actions called
activities exist in the dataset. In order to recognize both atomic
actions and activities, a novel hierarchical architecture is
proposed and tested.

Results are compared with a widely referenced feature,
namely Dollar et. al’s cuboid features and well known HMM.
Quite encouraging results are achieved for the proposed
architecture. For atomic actions 69.3% success rate is observed
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by the MoP approach, which clearly exceeds 54.0% of Dollar et.
al’s success rate.

For activities, 62.5% success rate is observed with MoP
and CFG pair while 42.5% is the success of cuboid and CFG
layer. When HMM is used instead of CFG in activity recognition,
the same recognition performance is obtained if MoP is used for
atomic action recognition. Note that when data is fed manually to
higher layer, either CFG or HMM, 100% success rate is observed.

CFG is higher in complexity hierarchy than HMM. So, it
can recognize more complex sequences that HMM cannot. An
example of such a sequence namely passing the ball around
activity is provided together with its CFG production rules to
show that it can be recognized by CFG.
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