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Introduction 

Are you an Artificial Intelligence (AI) enthusiast, professional, or veritable AI guru? Well then, you are 

consuming a large volume of studies, stories, quips, posts, shorts/reels, podcasts, and news pieces trying 

to make sense of it all and keep up with the tide. 

Here, to make your day a bit easier, is a guide to 25 “rules of thumb” or eponymous principles. These 

insightful, named-after-a-person observations help AI pundits, plaudits, and even doomsayers explain 

phenomena in reasoning, science, economics, and decision-making that are often mentioned in 

discussions regarding AI and technology in general. 

This is by no means exhaustive, but it is rather succinct. My hope is that it is a useful as a primer, a 

reminder, or a quick guide to all those laws, razors, paradoxes, etc. that are routinely used in a <wink-

wink> ‘I’m cool and know what this is all about’ <way>. 

Feel free to share this with other AI-enthusiasts, and please forward to me [mradamchall@gmail.com] 

eponymous rules of thumb that you have seen discussed in relation to AI. I’ll likely use Grok to generate 

a quick brief, which I will supplement or supplant and include in an updated version of this document. 

Happy reading, and please say lots of nice and important things about me when you use AI to 

summarize this document and discern whether or not I am indeed merely a buffoon, sitting in the South 

Carolina wilderness, reading about AI, and picking nanites from the new Skynet telco boxes. Cheers. 

[https://www.linkedin.com/in/adamchall/] 
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Amdahl's Law 

Introduction 

Amdahl's Law stipulates limits when parallelizing parts of a computation. The maximum speedup you 

can achieve by parallelizing a program (by chunking it into processes that can be run on parallel 

processors or cores) is limited by the portion that cannot be parallelized (or chunked). 

Formula: Speedup ≤ 1 / ( (1 − P) + P/N ) 

Where: 

• P = fraction of the program that can be parallelized (0 to 1) 

• N = number of processors/cores 

Key insight: Even with infinite processors (N → ∞), speedup is capped at 1 / (1 − P) 

→ If 5% of the work is serial (P = 0.95), the best possible speedup = 20× — no matter how many cores 

you throw at it. 

Classic example: 90% parallelizable → maximum speedup = 10× (even with 1,000 cores) 

Brief History 

Amdahl's law first appeared in a paper presented by computer scientist Gene Amdahl at the American 

Federation of Information Processing Societies (AFIPS) Spring Joint Computer Conference in 

1967. The paper was titled "Validity of the Single Processor Approach to Achieving Large Scale 

Computing Capabilities". In it, Amdahl argued against the prevailing belief at the time that massively 

parallel processing was the primary path forward for significant performance improvements in large-

scale computing, emphasizing the limitations imposed by the inherently sequential portion of most 

programs. 

Applications 

In AI, it limits GPU parallelization in training. 

Problems and Limitations 

It ignores overheads; modern hardware exceeds predictions. 

In summary, Amdahl's Law guides AI scaling but adapts to tech advances. 

____________________________________________________________________________________ 

Asimov's Three Laws of Robotics 

Introduction 

Asimov's Laws: Robots protect humans, obey orders, and self-preserve, in priority. 

Brief History 
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By Isaac Asimov (1920–1992) in 1942 sci-fi short story “Runaround”, published in Astounding 

Science Fiction, where the rules were explicitly detailed for the first time in a story to resolve a robot's 

conflict, forming the foundation for his famous robot tales. 

Applications 

Core in AI ethics for autonomous systems. 

Problems and Limitations 

Ambiguous in conflicts; ignores real-world complexities. 

In summary, Asimov's Laws frame AI safety but need expansion. 

____________________________________________________________________________________ 

Bayes' Theorem 

Introduction 

Bayes' Theorem is a fundamental principle in probability theory that describes how to update the 

probability of a hypothesis based on new evidence. 

Mathematical Statement 

The theorem is expressed as: 

𝑃(𝐴 ∣ 𝐵) =
𝑃(𝐵 ∣ 𝐴) ⋅ 𝑃(𝐴)

𝑃(𝐵)
 

P(A \mid B) = \frac{P(B \mid A) \cdot P(A)}{P(B)} 

Where: 

• 𝑃(𝐴 ∣ 𝐵)P(A \mid B) = posterior probability — the updated probability of event A given evidence B 

• 𝑃(𝐵 ∣ 𝐴)P(B \mid A) = likelihood — probability of observing B if A is true 

• ( P(A) ) = prior probability — initial belief in A before seeing B 

• ( P(B) ) = marginal probability of B (normalizing constant, often computed as 𝑃(𝐵) = 𝑃(𝐵 ∣

𝐴)𝑃(𝐴) + 𝑃(𝐵 ∣ ¬𝐴)𝑃(¬𝐴)P(B) = P(B \mid A)P(A) + P(B \mid \neg A)P(\neg A)) 

Brief History 

Developed by English statistician and Presbyterian minister Thomas Bayes in the 1740s–1750s, the 

theorem appeared posthumously in his 1763 essay "An Essay towards solving a Problem in the 

Doctrine of Chances" (published by Richard Price). Pierre-Simon Laplace later popularized and 

generalized it in the early 19th century. 

In plain terms: Bayes' theorem lets you invert conditional probabilities — it answers "Given that we see 

this evidence, how likely is the cause?" by rationally combining what you already believed (prior) with 

how well the evidence fits the hypothesis (likelihood). 
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Applications 

Fundamental in AI as the foundation of Bayesian inference, spam filters, naive Bayes classifiers, and 

probabilistic modeling. 

Bayes' theorem provides a mathematically rigorous way to revise beliefs in light of evidence, making it 

one of the most powerful tools in statistics and rational thinking. 

Problems and Limitations 

Requires accurate priors; computationally intensive. 

In summary, Bayes' Theorem powers AI reasoning but demands careful priors. 

____________________________________________________________________________________ 

Brooks's Law 

Introduction 

Brooks's Law states that adding manpower to a late software project makes it later, due to 

communication overheads and training costs outweighing immediate productivity gains. 

Brief History 

Introduced by Fred Brooks (b. 1931), an American computer scientist, in his 1975 book The Mythical 

Man-Month, based on his experience managing IBM's OS/360 project. It formalized observations about 

software engineering challenges. 

Applications 

In AI, it applies to development teams scaling large models or systems, warning against rushed hiring in 

delayed projects like LLM training pipelines. 

Problems and Limitations 

It assumes uniform task divisibility, which may not hold in modular AI architectures. Modern tools (e.g., 

agile methods) mitigate communication issues. Empirical studies show exceptions in well-managed 

teams, and it overlooks remote work efficiencies. 

In summary, Brooks's Law cautions against hasty scaling in AI but adapts to contemporary practices for 

better outcomes. 

____________________________________________________________________________________ 

Campbell's Law 

Introduction 

Campbell's Law: High-stakes metrics corrupt processes. 

Brief History 
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Donald T. Campbell first articulated his famous principle, "The more any quantitative social indicator is 

used for social decision-making, the more subject it will be to corruption pressures and the more apt it 

will be to distort the social processes it is intended to monitor," in his 1975 essay, "Assessing the 

Impact of Planned Social Change", drawing on ideas from earlier 1974 presentations and his 1971 

paper on experiments. 

Applications 

In AI, it warns against benchmark gaming. 

Problems and Limitations 

Not always corruptive; robust metrics resist. 

In summary, Campbell's Law safeguards AI evaluations but allows for design fixes. 

____________________________________________________________________________________ 

Clarke's Three Laws 

Introduction 

Clarke's Three Laws:  

1) When a distinguished but elderly scientist states that something is possible, he is almost certainly 

right. When he states that something is impossible, he is very probably wrong. 

2) The only way of discovering the limits of the possible is to venture a little way past them into the 

impossible. 

3) Any sufficiently advanced technology is indistinguishable from magic 

Brief History 

By Arthur C. Clarke (1917–2008) in 1962 essays, primarily within his 1962 book Profiles of the Future, 

with the first two laws originating in the essay "Hazards of Prophecy: The Failure of Imagination" 

(1962) and the famous third law added in a footnote in the 1973 revision of that book, though it had 

appeared earlier in a 1968 letter. 

Applications 

In AI, it frames futuristic predictions. 

Problems and Limitations 

Vague; "magic" is subjective. 

In summary, Clarke's Laws inspire AI vision but lack precision. 

____________________________________________________________________________________ 
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Collingridge's Dilemma 

Introduction 

Collingridge's Dilemma: Early tech control is easy but impacts unknown; later, impacts become clear 

but control is hard. 

Brief History 

Collingridge's Law first appeared in David Collingridge's 1980 book, The Social Control of 

Technology. 

Applications 

In AI, it informs regulation timing. 

Problems and Limitations 

Pessimistic; adaptive governance mitigates. 

In summary, Collingridge's Dilemma shapes AI policy but encourages proactive strategies. 

____________________________________________________________________________________ 

Conway's Law 

Introduction 

Conway's Law: Organizations design systems mirroring their communication structures. 

Brief History 

Melvin Conway (b. 1938) first published what would become known as Conway’s Law in the article 

titled "How Do Committees Invent?" in Datamation magazine in April 1968. 

Applications 

In AI, it influences team design for modular architectures. 

Problems and Limitations 

It assumes static structures; agile teams can transcend it. 

In summary, Conway's Law shapes AI system design but evolves with collaboration. 

____________________________________________________________________________________ 

Cunningham's Law 

Introduction 

Cunningham's Law: The best way to get the right answer online is to post the wrong one. 

Brief History 
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The law was coined and first publicly named by Steven McGeady in a 2010 New York Times blog 

comment, retroactively attributing the underlying observation to casual advice from Ward Cunningham 

in the 1980s. That's where "Cunningham's Law" entered the public record and began spreading widely. 

Applications 

In AI, it inspires crowd-sourced data correction. 

Problems and Limitations 

It encourages misinformation; responses vary in quality. 

In summary, Cunningham's Law leverages AI interactions but risks noise. 

____________________________________________________________________________________ 

Dunning-Kruger Effect 

Introduction 

Dunning-Kruger Effect: Low-ability individuals overestimate competence. 

Brief History 

The Dunning-Kruger effect first appeared in the seminal 1999 paper by David Dunning and Justin 

Kruger, titled "Unskilled and Unaware of It: How Difficulties in Recognizing One's Own 

Incompetence Lead to Inflated Self-Assessments," published in the Journal of Personality and 

Social Psychology. This work described the cognitive bias where people with low ability in a task 

overestimate their competence, a phenomenon inspired by a bank robber's foolish use of lemon juice as 

invisible ink. 

Applications 

In AI, it critiques hype and user overconfidence. 

Problems and Limitations 

Overgeneralized; cultural variations exist. 

In summary, Dunning-Kruger aids AI literacy but avoids stereotyping. 

____________________________________________________________________________________ 

Godwin's Law 

Introduction 

Godwin's Law: Online discussions grow to invoke Hitler/Nazis. 

Brief History 

The first public appearance was in 1990 on Usenet, as repeated postings/observations by Mike Godwin 

himself. A Wired magazine article, “Meme, Counter-meme” October 1994) is the earliest major written 
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publication that documented and helped it go viral beyond those early internet circles. This makes it one 

of the very first intentional "internet memes" in the modern sense. 

Applications 

In AI, it analyzes ethics debates (e.g., AI risks). 

Problems and Limitations 

It's satirical; not all analogies are invalid. 

In summary, Godwin's Law flags AI discourse escalation but allows valid comparisons. 

____________________________________________________________________________________ 

Goodhart's Law 

Introduction 

Goodhart's Law states that when a measure becomes a target, it ceases to be a good measure, as 

optimization distorts the original intent through unintended behaviors. 

Brief History 

Formulated by economist Charles Goodhart (b. 1936) in his 1975 paper "Problems of Monetary 

Management: The UK Experience" (published in a Reserve Bank of Australia conference volume), 

critiquing monetary policy targets. Popularized in its modern form ("When a measure becomes a target, 

it ceases to be a good measure") by Marilyn Strathern in 1997. 

Applications 

In AI, it warns against over-optimizing metrics in alignment (e.g., reward hacking in RL) or evaluations 

(e.g., test-set overfitting in ML benchmarks). It's key in safety discussions, like preventing AI from 

gaming human-defined goals. 

Problems and Limitations 

It assumes adversarial optimization, which may not apply in non-competitive contexts. Defining "good" 

measures is subjective, and it can discourage metric use altogether. Empirical evidence varies, with 

some systems resisting distortion through robust design. 

In summary, Goodhart's Law promotes cautious metric design in AI but requires complementary 

safeguards to maintain efficacy. 

____________________________________________________________________________________ 

Hanlon's Razor 

Introduction 

Hanlon's Razor: Never attribute to malice what is adequately explained by stupidity. 

Brief History 
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The first public appearance of the now-famous wording was 1980 as a contest entry in Arthur Bloch's 

Murphy's Law Book Two. Robert Hanlon reportedly won ten free copies of the book for his 

submission. 

Applications 

In AI, it attributes errors to bugs, not intent. 

Problems and Limitations 

Underdetects malice; simplistic in complex scenarios. 

In summary, Hanlon's Razor promotes charitable AI interpretations but requires vigilance. 

____________________________________________________________________________________ 

Hofstadter's Law 

Introduction 

Hofstadter's Law recursively states that it always takes longer than expected, even when accounting for 

the law. 

Brief History 

Proposed by Douglas Hofstadter (b. 1945) in his 1979 book Gödel, Escher, Bach: An Eternal Golden 

Braid, illustrating self-referential systems. 

Applications 

In AI, it predicts delays in research timelines, like AGI development. 

Problems and Limitations 

It's humorous and vague, lacking quantification. It can excuse poor planning without addressing root 

causes. 

In summary, Hofstadter's Law humorously highlights AI timeline uncertainties but needs empirical 

backing. 

____________________________________________________________________________________ 

Jevons’s Paradox 

Introduction 

Jevons Paradox, also known as the rebound effect, posits that improvements in the efficiency of resource 

use can lead to increased overall consumption of that resource rather than conservation. Coined by 

economist William Stanley Jevons, it challenges the assumption that technological efficiency alone can 

reduce resource depletion. The paradox arises from behavioral and economic responses where lower 

costs per unit encourage greater usage, offsetting efficiency gains. This brief examines its history, 

applications, and criticisms. 
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Brief History 

The concept originates from William Stanley Jevons (1835–1882), a British economist, in his 1865 book 

The Coal Question. Jevons observed that James Watt's steam engine improvements (post-1769) 

increased coal efficiency but paradoxically boosted total coal consumption in Britain, as cheaper energy 

expanded industrial applications and economic activity. Though not formally called a "paradox" by 

Jevons, the idea built on earlier economic thoughts, such as those from David Ricardo on resource 

scarcity. It gained modern recognition in the 1980s through energy economists like Daniel Khazzoom 

and Leonard Brookes, who formalized the "Khazzoom-Brookes postulate" amid oil crises. Today, it's 

integral to environmental economics, influencing debates on sustainability since the 1990s with works 

by Amory Lovins and critics like Harry Saunders. 

Applications 

Jevons Paradox applies broadly in economics, energy policy, and environmental science. In energy 

conservation, it explains why fuel-efficient vehicles (e.g., post-1970s CAFE standards) often lead to 

more driving miles, negating some savings—the "rebound effect" estimated at 10-30% in transportation. 

In lighting, LED bulbs reduce energy per lumen but increase overall usage through more fixtures or 

brighter spaces. Economically, it's used in macro-level modeling, such as computable general 

equilibrium models to predict impacts of efficiency policies on GDP and emissions. In sustainable 

development, it informs critiques of "green growth," suggesting efficiency must pair with regulations 

(e.g., carbon taxes) to curb consumption. Applications extend to digital realms, like efficient data centers 

spurring more cloud computing and energy demand. 

Problems and Limitations 

While influential, Jevons Paradox has notable limitations and criticisms. First, empirical evidence 

varies: Rebound effects are not universal, often below 100% (no "backfire"), and can be minimal in 

saturated markets or with inelastic demand (e.g., household heating). Critics like Steve Sorrell argue 

overestimation ignores indirect rebounds (e.g., savings spent on other energy-intensive goods), but meta-

analyses show average rebounds of 20-60%. Second, it overlooks contextual factors: In developing 

economies, efficiency might enable access without proportional increases, or policy interventions (e.g., 

subsidies removal) can mitigate effects. Third, it's sometimes misapplied as a fatalistic argument against 

efficiency, ignoring net benefits like reduced pollution per unit. Theoretically, it assumes ceteris paribus, 

but dynamic markets with innovation can lead to absolute decoupling of growth from resource use, as 

seen in some OECD countries' energy trends. Finally, measurement challenges—distinguishing direct 

vs. economy-wide rebounds—limit its predictive power. 

In summary, Jevons Paradox highlights the counterintuitive interplay between efficiency and 

consumption, urging holistic approaches to resource management, but it should not deter efficiency 

pursuits when combined with complementary policies. 

____________________________________________________________________________________ 

Metcalfe's Law 

Introduction 
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Metcalfe's Law says a network's value is proportional to the square of connected users. 

Brief History 

The core concept debuted in a 1980 sales presentation slide by Robert Metcalfe at 3Com. The slide is 

referenced and reproduced in later sources. The name "Metcalfe's Law" and its broader popularization 

came in the early-to-mid 1990s via George Gilder. 

Applications 

In AI, it values data networks for training (e.g., federated learning). 

Problems and Limitations 

It overestimates for small/sparse networks; quality matters over quantity. 

In summary, Metcalfe's Law boosts AI network strategies but needs quality adjustments. 

____________________________________________________________________________________ 

Moore's Law 

Introduction 

Moore's Law posits that the number of transistors on a microchip doubles approximately every two 

years, leading to exponential improvements in computing power while costs decrease. This 

counterintuitive observation drives predictions about technological progress and resource scaling. 

Brief History 

Coined by Gordon Moore (1929–2023), co-founder of Intel, in his 1965 article "Cramming More 

Components onto Integrated Circuits" published in Electronics magazine. It originally predicted 

doubling every year but was revised to every two years in 1975. It evolved from empirical observation 

to a self-fulfilling industry roadmap. 

Applications 

In AI, it underpins hardware scaling for models like LLMs, enabling larger datasets and computations 

(e.g., GPU advancements). It guides timelines for AI progress, such as achieving human-level AI 

through exponential growth in processing power. 

Problems and Limitations 

Physical limits (e.g., atomic scales) suggest it's nearing an end, with quantum effects challenging further 

miniaturization. It ignores energy consumption and software inefficiencies, leading to overoptimism in 

AI forecasts. Empirical slowdowns (e.g., post-2010) question its universality. 

In summary, Moore's Law accelerates AI innovation but must be tempered by practical constraints to 

avoid misguided projections. 

____________________________________________________________________________________ 
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Moravec's Paradox 

Introduction 

Moravec's Paradox: AI excels at adult tasks but struggles with child-level sensorimotor skills. 

Brief History 

Hans Moravec’s paradox debuted in print in 1988 in Mind Children, making it a foundational text in 

AI/robotics discussions. 

Applications 

Explains AI focus on symbolic vs. embodied intelligence. 

Problems and Limitations 

Advancements (e.g., in robotics) challenge it; boundaries blur. 

In summary, Moravec's Paradox guides AI embodiment research but evolves. 

____________________________________________________________________________________ 

Murphy's Law 

Introduction 

Murphy's Law states that anything that can go wrong will go wrong, emphasizing preparation for 

failures in complex systems. 

Brief History 

Attributed to Edward Murphy (1918–1990) during 1949 rocket-sled tests (Project MX981); first 

popularized in aerospace contexts in the 1950s (e.g., referenced in Lloyd Mallan's 1955 book Men, 

Rockets and Space). 

Applications 

In AI, it informs robustness testing (e.g., edge cases in deployments) and safety protocols. 

Problems and Limitations 

It's pessimistic, potentially leading to over-engineering. Statistically, it ignores probabilities; not all 

possibilities fail equally. 

In summary, Murphy's Law fosters resilient AI designs but should balance with risk assessment. 

____________________________________________________________________________________ 

Occam's Razor 

Introduction 
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Occam's Razor, also known as the principle of parsimony, is a philosophical and scientific heuristic that 

advises selecting the simplest explanation that adequately accounts for the observed facts. Formally 

stated as "Entities should not be multiplied beyond necessity" (in Latin: Entia non sunt multiplicanda 

praeter necessitatem), it emphasizes economy in reasoning without sacrificing explanatory power. This 

brief explores its history, applications, and limitations. 

Brief History 

The principle is named after William of Ockham (c. 1287–1347), an English Franciscan friar, 

philosopher, and theologian. Ockham used it in his writings to argue against unnecessary metaphysical 

entities in explanations of natural phenomena, aligning with his nominalist views that universals are 

mere names rather than real entities. However, the idea predates him: Aristotle (384–322 BCE) 

advocated for simplicity in explanations, stating in Posterior Analytics that "we may assume the 

superiority ceteris paribus of the demonstration which derives from fewer postulates." Similar 

sentiments appear in Ptolemy's (c. 100–170 CE) astronomy and medieval scholars like John Duns 

Scotus. The term "Occam's Razor" was coined in the 19th century by Sir William Hamilton, 

popularizing it in modern philosophy and science. It gained prominence through figures like Isaac 

Newton, who echoed it in Principia Mathematica: "We are to admit no more causes of natural things 

than such as are both true and sufficient to explain their appearances." 

Applications 

Occam's Razor is widely applied across disciplines to guide hypothesis selection and problem-solving. 

In science, it underpins the scientific method by favoring theories with fewer assumptions, as seen in 

Einstein's relativity over more complex ether-based models for light propagation. In medicine, it 

encourages diagnosing with the fewest conditions possible—e.g., attributing symptoms to a single 

disease rather than multiple unrelated ones (Hickam's dictum counters this by noting "patients can have 

as many diseases as they damn well please"). In philosophy and logic, it aids in ontological debates, 

such as preferring naturalistic explanations over supernatural ones in epistemology. Everyday uses 

include debugging software (assuming a simple coding error before systemic failure) or criminal 

investigations (favoring straightforward motives). In machine learning, it manifests as regularization 

techniques to avoid overfitting by penalizing complex models. 

Problems and Limitations 

Despite its utility, Occam's Razor is not infallible and faces several criticisms. First, simplicity is 

subjective: What counts as "simpler" can vary by context, metrics (e.g., fewer variables vs. 

computational ease), or cultural biases, leading to inconsistent application. Second, it can promote 

oversimplification; history shows complex truths often prevail, like quantum mechanics over classical 

physics or the heliocentric model over geocentric despite initial added entities (e.g., elliptical orbits). 

Third, it assumes all explanations are equally likely a priori, ignoring Bayesian probabilities where 

evidence might favor complexity. Critics like Karl Popper argue it lacks empirical justification, 

functioning more as a methodological rule than a law of nature. In practice, it risks confirmation bias, 

where simpler ideas are preferred irrationally. Finally, in fields like biology or social sciences, emergent 

complexities (e.g., ecosystem dynamics) defy parsimony, necessitating multifaceted models. 
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In summary, Occam's Razor remains a valuable tool for efficient reasoning but should be used 

judiciously alongside empirical evidence and critical evaluation to avoid undue reductionism. 

____________________________________________________________________________________ 

Pareto Principle 

Introduction 

The Pareto Principle, or 80/20 rule, observes that roughly 80% of effects come from 20% of causes, 

highlighting uneven distributions in systems. 

Brief History 

Named after Vilfredo Pareto (1848–1923), an Italian economist who noted 80% of Italy's land owned by 

20% of people in 1896, in his 1896–1897 work Cours d'économie politique. Popularized by Joseph M. 

Juran in quality management post-WWII. 

Applications 

In AI, it guides data prioritization (e.g., 80% accuracy from 20% training data) and resource allocation in 

optimization. 

Problems and Limitations 

The 80/20 ratio is approximate, not universal; distributions vary. It can lead to oversimplification, 

ignoring cumulative effects from the "trivial" 80%. Measurement biases may exaggerate imbalances. 

In summary, the Pareto Principle enhances AI efficiency but requires context-specific validation to avoid 

misapplication. 

____________________________________________________________________________________ 

Parkinson's Law 

Introduction 

Parkinson's Law asserts that work expands to fill the time available for its completion, leading to 

inefficiency in bureaucracies and tasks. 

Brief History 

Coined by C. Northcote Parkinson (1909–1993) in his 1955 essay "Parkinson's Law" published in The 

Economist, later expanded in his 1957 book Parkinson's Law: The Pursuit of Progress. 

Applications 

In AI, it explains project bloat in development timelines, urging strict deadlines for tasks like model 

training. 

Problems and Limitations 
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It assumes no external pressures; motivated teams can defy it. Empirical support is anecdotal, and it 

ignores quality improvements from extended time. 

In summary, Parkinson's Law promotes disciplined AI workflows but overlooks benefits of flexible 

pacing. 

____________________________________________________________________________________ 

Peter Principle 

Introduction 

The Peter Principle states that employees rise to their level of incompetence in hierarchies. 

Brief History 

Formulated by Laurence J. Peter and Raymond Hull in the satirical book The Peter Principle: Why 

Things Always Go Wrong in 1969. 

Applications 

In AI, it models team dynamics in organizations building systems. 

Problems and Limitations 

It assumes promotions based solely on current performance; modern HR mitigates this. Evidence is 

anecdotal. 

In summary, the Peter Principle critiques AI leadership structures but adapts to merit-based systems. 

____________________________________________________________________________________ 

Sturgeon's Law 

Introduction 

Sturgeon's Law claims 90% of everything is crap, urging discernment in quality assessment. 

Brief History 

From Theodore Sturgeon (1918–1985), a sci-fi author defending the genre in 1957. The idea debuted 

verbally around 1951, was popularized in 1953, and first hit print in September 1957 in Venture Science 

Fiction, making that the earliest documented written appearance of the core concept. 

Applications 

In AI, it applies to generated content, filtering low-quality outputs. 

Problems and Limitations 

The 90% is arbitrary; quality is subjective. It risks elitism, dismissing potential in "crap." 

In summary, Sturgeon's Law aids AI curation but requires nuanced evaluation. 
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____________________________________________________________________________________ 

Wright's Law 

Introduction 

Wright's Law: Costs decline with cumulative production. 

Brief History 

Theodore Paul (T.P.) Wright's Law first appeared in 1936, in the academic paper titled "Factors 

Affecting the Cost of Airplanes" published in the Journal of the Aeronautical Sciences. 

Applications 

In AI, it models hardware cost reductions. 

Problems and Limitations 

Assumes steady learning; disruptions break curves. 

In summary, Wright's Law forecasts AI economics but adapts to innovations. 

____________________________________________________________________________________ 

 


