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Abstract
The spread of social networking sites (SNSs) has led to the development of news and its spread. In terms of momentum 
produced content and topics, the gathered data from online services like twitter, are from a wide range of areas. Finding an 
abnormality pattern as well as content oriented planning in society, is the reason why event analysis can be of great impor-
tance. Event, in social networking sites is an interesting happening in real world which causes discussion on the topic about 
related issues by the users of SNSs like twitter, and it is released immediately after the discussion or with a delay. Event, 
changes the amount of textual data, in a way that it presents related topics in a specific time period. This event is identified 
by time and topic, and is related with entities like people and places. The computations related to event detection in real 
time is a big problem in this context. A model based on deep learning is presented in this paper. Firstly, according to the 
labeled data, classes are formed through classification. Later, in a flow manner, unlabeled data are presented to the model. 
The unlabeled data are divided into the present classes according to the model which they have been trained. If the data are 
higher than an identified threshold, they are assigned to a new class, and when the data are lower than the threshold, they are 
categorized as temporary event. Innovation of the proposed method is in two issues. First, the data in this model are semi-
supervised; therefore, the labeled data are used in the first phase and the rest of the data are used in the second phase. In HAN 
classification phase, a module titled bag of sentence was produced for exact classification of sentences, and in the second 
phase the abstract concept of Virtual backbone was used to enhance precision of multi label clustering. Adding these two 
sections using the proposed method enhanced the precision of classification and purification of the data in unlabeled data.

Keywords  Deep learning · Classification · Big data · Topic modeling · Virtual backbone · Multi label clustering

1  Introduction

Social networks are the media for collecting and disseminat-
ing data around the world. In times of crisis, such as floods, 
earthquakes, fires, and the spread of the Corona pandemic 
virus, these media are a valuable source for alerting and 
educating the public. The large statistical community of 
Twitter users makes it possible to monitor events signifi-
cantly. Immediate detection of events is very important to 
react quickly to an event.

In the proposed method, two separate phases have been 
used in order to detect the incident quickly and with high 
accuracy. Classification and clustering phase in the second 
phase, the concept of virtual backbone and dynamic clus-
ters is used to allocate streaming tweets. The classification, 
phase helps to keep the structure of tweets. The data stream 
from social media usually has the following characteristics: 
In using comments usually unsocial language is used and 
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there is a 140- character limitation for each comment, which 
results in summarizing the content of the message and some-
times blocking message delivery, a case in the point is using 
pls instead of, please.

Furthermore, the Twitter data are vast, and sometimes the 
associated documents with an event cannot be extracted eas-
ily. Some points should be taken into consideration regard-
ing tweets: First, the information posted in social media, 
specifically the information with the argumentative form like 
weblogs has rich data.

The many challenges are in analysis in such social media 
such like the information is along with noise, unusual 
spelling and misspelling, semantic ambiguity, acronyms, 
a non-standard abbreviations make words and expression 
not understandable, thus, before the proposed phases, pre-
processing phases according to the language structure needs 
to be done. Due to the fact that the labeled data are small 
and do not show the overall structure of the event pattern, 
semi-supervised methods should be used.

In supervised models, the number of labeled data must 
be sufficient to represent the data structure. Although, the 
number of labeled data in the realistic application is low and 
reaching the labels is expensive. Thus, the way to use unla-
beled valuable data to train for clustering should be known.

Some methods can be used to solve the problem of label 
shortage and learning through a low number of labels. 
Examples of such methods include self-training, co-training, 
and generative models. The self-training method is a com-
mon method in semi-supervised learning. In this method, the 
data which are labeled are used for classification, and then 
the classifier is used for grouping of unlabeled data. Then, 
unlabeled data which are grouped with high certainty, are 
added to labeled data.

The process of adding unlabeled data to labeled ones con-
tinues so that the two groups of data are converged. If the 
labeled data fail to present the general structure of the data, 
the data face problems, as the main training of the classifier 
with labeled data yields weak results for unlabeled data.

In recent years, an improved version of the self-training 
technique called help training has been used. It is based 
on the idea to use a generative model to choose a part of 
unlabeled data to help for the training process of the main 
classifier.

The results reveal that this method in comparison with the 
self-training method yields more desirable results. Because 
of the generative model which uses labeled data to choose 
unlabeled subsets, this method has not solved the basic prob-
lem of the self-training method. Therefore, the help training 
model is not very useful when the labeled data fail to pre-
sent the whole amount of real data. To discuss the existing 
events, the semi-supervised model twitter is also used.

This paper aims to provide data coverage in different 
classes to detect the event. In the second section of this 

paper, some previous studies on detecting the event are 
given. The proposed model and its architecture are discussed 
in the third and fourth sections. The results of the implemen-
tation of the model and the results of the data analysis are 
presented in the last two sections, respectively.

2 � Related work

According to the importance of automatic event detection 
in Twitter, a wide variety of methods have been suggested 
through previous researches in relation to various techniques 
and characteristics including temporal approaches, topic 
modeling, incremental clustering, graph theory, rule min-
ing and bursty event detection in this section which related 
literature in this field are presented.

2.1 � Temporal based approaches

Gaglio et al. [1], employed the Soft Frequent Pattern Mining 
(SFPM) algorithm. In addition, Petkos et al. [2], employed 
term interestingness based methods to identify related top-
ics in an extensive macro event from the Twitter data flow. 
A dynamic temporal window size was employed by twitter 
monitor mathioudakis and koudas [3], Twitter Live Detec-
tion Framework (TLDF) to detect events about their co-
occurrences in real time. The TLDF can set its event detec-
tion performance based on the real amount of tweets about 
an event using the dynamic temporal window.

Top k terms from the tweets in the current time window 
are extracted by the term selection method in the modi-
fied SFPM in order to decrease the number of terms which 
should be studied. Two factors are considered to weight 
the values. The first factor is the term which refers to enti-
tled entities like persons and locations by the NER Boom 
et al. [4], and its tf-idf score; another factor is the maximum 
amount of the similarity of appearance for a term in the cur-
rent time window and the reference volume of the collected 
tweets.

2.2 � Topic modeling

The philosophy of the topic modeling based approaches is 
that the tweets can hide some topics. Tweets are shown as a 
combination of topics.

The most common type of probabilistic topic model has 
been Latent Dirichlet Allocation (LDA) by Blei et al. [5], in 
which the topic distribution has a Dirichlet prior. The LDA 
is a hierarchical representation based on a three-level Bayes-
ian model, In this way, a finite document is modeled into a 
set of main topics. This method is modeled on the basis of 
topic probabilities and generates an infinite combination of 
topics. Deriving good topics from the restricted context is 
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a problem that should be solved because of the limit on the 
length of a tweet.

Furthermore, according to the topic modeling based 
approaches, too much computational price is considered as 
an important issue in a streaming setting, and are not effec-
tive in dealing with the events that are described in paral-
lel Aiello et al. [6]. Stilo and Velardi [7], believe that the 
LDA-based methods can only be applicable offline, as the 
temporal dimension of the events are not taken into account 
in clustering approaches.

2.3 � Incremental clustering

Hasan et al. [8], in their Twitter News + , used an incre-
mental clustering based approach which solved the problem 
of event detection from the Twitter data flow with a less 
expensive solution to detect both major and minor events 
from the twitter data flow. Twitter News + is an event detec-
tion system which includes specialized inverted guidelines 
and an incremental clustering approach to detect both major 
and minor events in real-time with a lower cost, the most 
expensive operations in the Search Module and the Event-
Cluster Module algorithms of Twitter News + are complexity 
in terms of computational of O(1) with parallel processing. 
Different filters which are employed after the production 
of candidate events, make a computational cost of O(n2) , 
in which n is the number of tweets in an event cluster. [9], 
presented an effective method to choose the keywords which 
are frequently used in twitter and are mainly linked with 
events which are interesting for such protests. The amount of 
these keywords is followed in reality to detect the interesting 
events in a binary classification scheme.

The purpose of the proposed method is to binarize daily 
count vectors of for each word pair by using a spike detec-
tion temporal filter, then this model uses the Jaccard metric 
to identify the similarity of the binary vector for each word 
pair, and the binary vector describes event occurrence. The 
top n word pairs are used to classify any day to be an event 
or non event day. The mutually generative Latent Dirichlet 
Allocation model (MGE-LDA) was proposed by Xing et al. 
This model uses hashtags and topics, since they both are 
produced mutually by each other in tweets.

2.4 � Graph theory

Taking after the fruitful application of chart hypothesis in 
social media analysis like tweeter, there has been an inclina-
tion to utilize graph-based approaches for detecting events.

Moreover, later investigations recommended utilizing 
Structural Clustering Algorithm for Networks (SCAN) to 
extract the communities within the charts, social networks 
posts, and content as graph nodes [10].

Recent researches have recommended a named entity-
based strategy considering the high computational complex-
ity associated with generating graphs [11] After recognizing 
the entities, only the setting around them was considered to 
extract hubs, edges, and weights. Indeed in spite of the fact 
that keyword-based strategies speed up the graph preparing, 
they are less expandable due to the utilization of language or 
domain-specific for catchphrase extraction.

In [11], they offered a novel method that utilizes NE men-
tions in tweets and their entity context to create an event 
graph in the form of temporal. Afterward, utilizing basic 
graph theory strategies and a PageRank-like algorithm, they 
create the event graphs to identify clusters of tweets describ-
ing the same events.

2.5 � Rule mining

Methods have been used in the detection of textual events, 
which is a method to discover the Association Rule in the 
temporal analysis of textual concepts [12, 13]. In [14] High 
Utility Pattern Mining (HUPM) was proposed to detect the 
frequent but also the high in utility item sets helped utility 
of terms was defined based on the growth rate in frequency. 
This method is based on identify the topics or events without 
recognizing temporal event occurrence details. Nguyen et al. 
[15] used a rule-based method to extract known entities for 
event detection.

They were represented by documents and clusters as 
entity-document and entity-cluster inverted indices which 
were used for head cluster generation. Also they are from 
semantical groups for used the recognition of important 
terms related to events so this method did not consider the 
relationships between words.

2.6 � Bursty event detection

In data stream is able to discover not only popular topics, 
but also Identify bursts events generated by a large number 
of unusual messages in the same document in a short period 
of time In this article, a group of tweets are clustered in 
the center of the cluster. Textual and temporal features are 
preserved.

In simple terms, the tweets are summarized, thus reduc-
ing the size of the clusters. This method, in addition to clus-
tering important tweet messages, maintains valuable nodes 
that are generated during the event. The speed and accuracy 
of detecting repetitive and sudden events in this method is 
high [11].

Real time event detection in data stream is analyzed in 
this paper.

Different data is generated across the Twitter social net-
work, and feature extraction is difficult to find a definite pat-
tern due to the large number of users. In this method, after 
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text normalization and weighting based on systematic words, 
The following steps are performed in order: data stream clus-
tering is done and effective features are extracted from the 
clusters, decomposition rate of a cluster and optimized of 
events stream with threshold T [16].

In this process, the relationship between topics and 
hashtags in tweets are modelled and it uses them as fea-
tures for event discovery [17]. In another study, Azzam et al. 
employed deep learning and cosine similarity to find out 
short text posts in communities of question answering [18, 
19].

Recent studies [20–22] proposed utilizing incremental 
clustering [23] to unravel the event evolution issue. Models 
are incrementally updated as unused information arrives on 
a stream. Such techniques may not be feasible to utilize for 
the Twitter Firehose because of the scale of updates.

In this paper, we unravel this issue by some deep clas-
sification modules before the virtual backbone arrangement.

This sort of linking was proposed in [24]; nonetheless, 
they were not able to illustrate their end-to-end approach 
performing in an online setting. Our strategy achieves event 
detection with advancement following in real-time through 
modeling events as the virtual spine and addressing scaling 
concerns with new plan choices.

3 � Proposed methods

Social media are important in that each user is a potential 
writer. The language of the writings is closer to reality more 
than any other linguistic rule. This specific type of data mix-
ture enhances event detection using models which have been 
made from big data analysis.

To discuss the existing events, semi-supervised model 
twitter is also used.

One way to figure out the reaction of the users to what is 
happening, is the capability to check the tweets that discuss 
a specific event. Therefore, in this paper, a semi-supervised 
method is presented which monitors related tweets about a 
special event, in order to make a timeline.

The main idea of the present paper is to use labeled data 
in the learning process of classifier. In this method, a model 
has been proposed for semi-supervised modeling in which 
classification and clustering have been combined. Semi-
supervised method is combined with self training process 
for better understanding of classifier.

The positive point of this method is that labeled and 
unlabeled data are used to show the main structure of data 
atmosphere using clustering to make up the limitation of 
labeled data.

Semi-supervised clustering was employed through 
labeled data for instructing the clustering process. The new 
unlabeled data are used both for updating the classifier, and 

for better training of clustering methods. The overall archi-
tecture of the offline and online phases is illustrated in Fig. 1 
which the phases of the proposed method are as follow:

1.	 Data Collection Refers to the details of how to use data-
sets in the offline phase for classification and use of data 
stream in the online phase.

2.	 Classification Refers to the details of implementation 
method in order to text classification in three levels of 
word, sentence, and phrase.

3.	 Topic Modeling In this phase, data stream is entered 
into the architecture and the main topics are extracted 
for clustering.

4.	 Clustering In this phase, virtual backbone is formed and 
event graph is produced.

5.	 Event Detection In this phase, the dynamic clusters are 
created in each time slice and based on the overlapping 
events turn into sub-events, small and large clusters. 
Meanwhile, some tweets become very bold and pale 
edges. In fact, the edges describe the power.

3.1 � Data collection phase

Table 1, illustrates input datasets.1 A collection containing 
data for 30 different Twitter datasets associated with real 
world events were used in this paper [25]. The datasets were 
gathered within the time period of 2012 and 2016, using the 
streaming API with a set of keywords that are listed below.

Fig. 1   Architecture of the proposed model

1  https://​figsh​are.​com/​artic​les/​Twitt​er_​event_​datas​ets_​2012-​2016_/​
51004​60

https://figshare.com/articles/Twitter_event_datasets_2012-2016_/5100460
https://figshare.com/articles/Twitter_event_datasets_2012-2016_/5100460
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From the twitter datasets 150000 comments were 
extracted randomly from twitter event dataset comments. 
Furthermore, such datasets were employed to compare com-
ments with Twitter with various points of views.

Furthermore, these datasets are used to evaluate the 
method for each class of 1000 tweets which were in English.

From among 150000 tweets, 135000 were chosen for the 
training phase and 15000 were chosen for the test phase in 
a tenfold manner. These analyses are designed for major 
events in these years.

It seems necessary that, less important events may have 
occurred in these years due to their coincidence with the 
stronger event becoming less faded and not included in the 
standard dataset, but added phase down of the virtual back-
bone of those events has been shown, such as the 2013 Bos-
ton Marathon bombing that occurred in China earthquake 
on the same date, and tweets were released but not collected 
due to the importance of the data bombing event, but in the 
backbone Virtual is defined as a smaller cluster.

3.2 � Classification phase

Since in the dataset of Table 1, there are labeled data, we 
used the Hierarchical Attention Network (HAN) method to 
categorize the data. Indeed, HNN was the method used for 
data classification, when word2vec is made; this file is used 
for further steps of study.

HAN has two main features: first, a hierarchical struc-
ture that illustrates the hierarchical structure of documents; 
and second, two steps of attention mechanisms which are 
employed at the word and sentence level, and which enables 
the network to perform differently to more and less impor-
tant content when constructing the document representation.

In addition, the HAN network contains a few parts includ-
ing; a word sequence encoder, a word level attention layer, a 
sentence encoder and a sentence level attention layer.

Based on HAN, considering sentence and documents 
structure in modeling, results in better representation of 
document structure in the architecture of the model which 
it’s called Opt-HAN (Table 2). The attention mechanism in 
NLP gives the capability to the model to learn what to pay 
attention to according to the input text. In fact, it does not 
present the full source text into a fixed length vector like 
standard RNN and LSTM.

The difference of HAN and Opt-HAN in this paper, 
employs context in order to detect when a specific sequence 
of tokens is related rather than easily filter different mixtures 
if signs in a text. Our method has enhanced the previous 
methods. All words do not cooperate in presentation of a 
sentence similarly.

Therefore, via attention mechanism, we identify the 
words which are important in understanding of the text, and 
then these meaning rich words are juxtaposed in the form of 
a sentence vector.To detect sentences which work as clues 
for classification of a text, the importance of each sentence 
is determined via a vector and using a context vectors.

Then, if n sentences are considered in m documents, a 
greater possibility of multi label classification of the text 
can be obtained, that is how much of a text presents a special 
topic and how much of that text shows another topic.

It is important to note the level of dependence of text on 
each class.

The length of the document affects the number of atten-
tion modules in each document.For instance, in short text 
with only one sentence, this section is deactivated. Also in 
long text Attention module of document level is used.

So, the attention module of sentence level between two 
classes reaches lower levels than threshold. Thus, depend-
ing on the size of (n

2
 + 1) of the previous and next sentences, 

sentences with low dependency are investigated using RNN 
short term memory.

We optimized HAN, in which we benefited from nov-
elty in technique in order to increase accuracy and finding 
meaningful correlation in text. In this optimization, the new 
modules of sentence segmentation or section to find cohe-
sion in meaning was added to previous or first modules, i.e. 
word encoder, word attention, sentence encoder and sen-
tence attention.

In other word the new or second module is segment sen-
tence encoder and segment sentence attention namely bag 
of sentence modules that illustrated in Fig. 2.

The performance of this added phase is to segment mean-
ingful sentences, this would increase the percentage of true 
allocation to specific class.

Since the mentioned sentences by publics in social media 
such as twitter may not have accurate base, the whole written 

Table 1   Tweets distribution on 2012–2016

Title From To

Euro2012 07/02/2012 11:33 07/02/2012 13:12
Obama-Romney 11/05/2012 05:34 11/05/2012 09:36
Mexican-Election 07/01/2012 18:43 07/01/2012 20:24
Boston Marathon Bombing 04/16/2013 01:10 04/16/2013 01:28
Ebola 07/01/2014 12:00 07/12/2014 07:59
Hong Kong Protests 09/26/2014 12:45 10/14/2014 10:51
Ottawa Shooting 22/10/2014 03:32 22/10/2014 17:56
Nepal Earthquake 04/25/2015 06:18 05/10/2015 01:24
Hurricane Patricia 10/24/2015 12:04 10/26/2015 12:57
Charlie Hebdo 01/07/2015 10:49 01/07/2015 02:27
German Wings-Crash 03/24/2015 10:34 03/24/2015 01:03
Brexit 02/24/2016 12:54 04/13/2016 06:43
Brussel Airport Explosion 03/22/2016 08:28 03/22/2016 13:54
Hijacked Plane Cyprus 03/29/2016 07:16 03/29/2016 10:38
Irish-ge16 02/03/2016 11:05 02/15/2016 23:56
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text probably would not be correlated to different concepts 
rather than one specific concepts.

Detection of relationship between sentences requires 
finding some segment to consider the allocation of sentence 
to the specific class, which is done by the 3rd module of 
sentence segmentation. It is good to be mentioned that the 
percentage of allocation is dynamic.The structure in HAN 
is hierarchical, and its mechanism at first is at word level 
and then at sentence level and finally it is bag of sentences.

In fact, this is the reason why the importance of words 
and sentences is dependent on the field in which they are 
used, so that the same word or sentence may have a com-
pletely different value in a different field.

Therefore, three levels of mechanism are taken into 
account, and this gives us the possibility to differentiate 
more important parts of the text from less important parts 
while making a specific presentation of a text.

The general structure of the HAN is presented in the 
Fig. 2, which includes various components: An Encoder 
and Attention at word level and an Encoder and Attention at 
sentence level and finally adding Encoder and Attention to 
the whole document.

Through hierarchical usage of word vectors (Word2vec) 
based on the performance of the mechanism Encoder and 

Attention at word and sentence levels reciprocally (once 
from the end to the beginning and once from the beginning 
to the end), the similarities are identified, and in each time 
of learning its precision in detection is increased.

In general, it can be said that teaching of HAN network, 
is highly dependent upon word vectors (Word2Vec), as dif-
ferent embeddings are tested the resulty was wonderful that 
a greater number of dimensions of the embeddings are not 
always a guarantee for better results [26]. Actually, In this 
paper based on the Table 3, the proper embedding is 100.

In fact, what is important in this proposed method, is sub-
stitution of its default function from tanh to sigmoid which 
affects the precision or error of the output [27]. Details of 
the proposed method are presented in the following section. 
Additionally, the most important HAN’s method parameters 
are listed in Table 3.

The change which has occurred in the HAN model is 
explained here. First, in the section which deals with atten-
tion on word in the sentence, mutual attention is conducted 
simultaneously.

In addition, dynamicity window is added to the Encoder 
module, which is based on summarizing topic (Table 4).

All words are not in the same level of importance; 
therefore, the words that have more important roles have 

Table 2   Details of the proposed 
method Assumption GRU:

GRU​ gating modules (2 sub modules) //tracking the state of the sequences without memory cell
Word2vec row document converts to a vector representation
Control how much information is updated at time t
rt : reset sub module //how much the past state contributes to candidate state
hit : hidden representation
uit : importance of the words as similarity
uw : word level context vector //randomly initialized and learned during process
us : sentence level context vector
�it : normalization importance weight through a softmax function
zt : update sub module //how much past information is kept or is added
zt = �

(

Wzxt + Uzht−1 + bz
)

ht : new state // �ht =
(

1 − zt
)

⊙ ht−1 + zt ⊙
�ht // ht−1 previous state

h̃t : current new state //new sequences information, candidate state, computed
in a mechanism similar to RNN
ht = tanh

(

Whxt + rt ⊙
(

Uhht−1
)

+ bn
)

wt : window sequence //dynamic candidate state, forward and backward parallel
//weight of different entities (words or sentences)
xt : sequence vector at time t
Si : sentence vectors
L: number of sentences //Si
T: number of words ti of Si // t ∈ [1,T]

ti : word in i’th sentences
if rt = 0 then
forget the previous state
rt = �

(

wrxt + Urht−1 + br
)
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a higher weight in classification, that is the issue is atten-
tion weight modules. Also, All words are not identically 
important in realizing the document; therefore, the sen-
tences which have more important role, should be clas-
sified with a higher weight, that is the issue of attention 
weight modules is at work again (Table 5).

In the sentence section, the dynamic window moves 
between the previous and next sentences identically, and 
chooses the sentence which conveys the highest level of 
attention. The t_index shows the dynamicity of the win-
dow while investigating the importance of the sentence 
(Table 6).

Assuming the vectors of the Ssi statement, the same vec-
tor can be obtained for the document. Using a bidirectional 
GRU, the encryption of the phrase was done as follows: By 
connecting �⃖�hi and ��⃗hj . As hi = [ �⃖�hi , ��⃗hj ] the interpretation of 
the expression was obtained. hi , in short, contains adjacent 
phrases around the word i , although the focus will still be 
on hi according to Table 7.

After the above mentioned stages, important sentences 
are extracted based on the importance of words and sen-
tences. Now, the sentences which are more important are 

Fig. 2   The architecture of changed Opt-HAN method

Table 3   HAN hyper parameters

Optimiza-
tion

Loss Func-
tion

Learning 
Rate

Embed-
ding_dim

Pad_seq_Len

Adam Sigmoid 0.5 100 150

Table 4   Word Encoder modules

wit : convert word to vector through an embedding matrix //We

xij = Wewij // bidirectional GRU concurrent Elapse time to get annota-
tion of words by topic attention, summarization information, from 
both direction for word incorporate the contextual information in 
the annotation

←

f  : forward GRU //reads the sequences si from wi1 to wit

f⃗  : backward GRU //reads the sequences si from wit to wi1

For i = 1 to si , si ∈ [1,point] //concurrent with dynamic sequence 
window

xit = Wewit, t ∈ [1, t]

�⃖��hit =
�⃖�������GRU

(

xit
)

���⃗hit =
��������⃗GRU

(

xit
)

hit = �wt

(

����⃗hit,
�⃖��hit

)

 // based on topic attention

Table 5   Word and Sentence 
Attention modules uit =

1

1+e−(Ww,shit+bw,s)

�it =
exp(uTit uw,s)

∑

exp(UT
it
uw,s)

si =
∑

�ithit

Table 6   Sentences Encoder 
modules For all Si

�⃖��hit =
�⃖�������GRU

(

Sit
)

, i ∈ [1,L]

���⃗hit =
��������⃗GRU

(

Sit
)

, i ∈ [1,L]

hit = �wt

(

����⃗hit,
�⃖��hit

)

 // based on topic 
attention in sentences

Table 7   Phrase Encoder modules

For all Si
�⃖��hit =

�⃖�������GRU
(

Ssi
)

, i ∈ [1,L]

���⃗hit =
��������⃗GRU

(

Ssi
)

, i ∈ [1,L]

hit = �wt

(

����⃗hit,
�⃖��hit

)

 // based on topic attention in segmentation of sen-
tence
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arranged based on the topic of summarizing in the docu-
ment and based on the weight. Then, the general tendency 
of the document is identified according to the previous 
four steps as mentioned in Table 7 phrase encoder assum-
ing ( Si ) expression vectors can be similarly accessed by 
a vector for a document. Using a bidirectional GRU, 
the phrase was encoded as follows: Document attention 
module, to determine documents that are involved in text 
classification, using the attention mechanism again by 
introducing a context vector ( us ), through a vector the 
significance of each document is determined by the rela-
tion the following leads. The important note in the phrase 
segmentation is to determine the degree of importance 
of the phrase in the document. Not all sentences are rel-
evant to the meaning of the document in a sense, so the 
sentences that have a more important role to play in the 
higher weighting category, namely the discussion of the 
attention weighting module, that mentioned in Table 7.

Actually the important terms were extracted after 
the lifting steps based on the meaning of the word and 
sentence. The sentences that matter most are sorted by 
weight according to the topic of the summary in the docu-
ment, and the overall trend of the document is determined 
by the three preceding sections, respectively (Table 8).

3.3 � Dynamic topic modeling phase

Non-negative Matrix Factorization (NMF) Lee and Seung 
[28] which is a linear algebraic model introduces high 
dimensional vectors into a low dimensional image. Similar 
to Principal Component Analysis (PCA) Wold et al. [23], 
NMF takes the fact into consideration that the vectors are 
non negative.

The two matrices of W and H, would be obtained 
through original matrix A, in which A = WH.

Also, NMF has an inborn clustering property and W 
and H represent the following information:

A (Document-Word Matrix) input that shows which 
words appear in which documents.

W (Basis Vectors) the topics (clusters) are elicited from 
the documents.

H (Coefficient Matrix) the membership weights for the 
topics in each document.

W and H are calculated by optimizing an objective 
function (like the EM algorithm), and updating both W 
and H iteratively until they are converged.

In this way, Table 9 shows the configuration of the 
NMF method for extracting topics by evaluating number 
of topics dynamically, based on the TC-W2V coherence 
measure.

3.4 � Clustering and virtual backbone phase

In order to model relationships between terms in the con-
texts, in Clustering and virtual backbone phase, an event 

Table 8   Phrase Attention 
modules uit =

1

1+e−(Wsshit+bs)

�it =
exp(uTit uss)

∑

exp(UT
it
uss)

Θi =
∑

�ithit

Table 9   NMF Topic modeling 
configuration Initializations:

Step1- Applying Term Weighting with TF-IDF // Create TF-IDF-normalized
document-term matrix as a pickle (.pkl) file
Step2- < Finding the best k-value for number of topic dynamically > 
 Create the Topic Models by pre-specifying an initial range of 
 "sensible" values:
  decomposition NMF init = "nndsvd" // better for sparseness
 Build a Word Embedding model from all documents in the input file

  Selecting the Number of Topics by implement a simple version of the
 TC-W2V coherence measure
  Number_of_Topics = Select max value as a number of topics

Step3- < Extracting Topics > 
 Examine the Final Model 

Number of Topics: {"Number_of_Topics"}
Run to extracting Topics
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graph is produced. A graph theory which will be consid-
ered as event candidates is used to divide the graph into 
subgraphs. Tweets which deal with similar events usually 
have similar keywords.

On the opposite, tweets which are related to different 
events usually have different keywords. This can be seen 
by stronger relations between nodes which deal with the 
same events in the event graphs.

In other words, in cases when tweets about similar 
events connect the edges, their weights are higher com-
pared with the time when edges connect terms from tweets 
about different events. The edges are divided to recognize 
such edges that, if the edges are removed, they will divide 
the large graph G into sub graphs.

In some cases, the achieved graphs at a definite time 
window are disconnected. In other words, all the nodes 
in the graph are not related to each other. At first, the 
generated graph is processed through analysis of the link 
between different nodes.

Accordingly, the nodes which are connected with few 
other nodes are deleted from the graph. At this phase, the 
main event graph is classified into a number of sub graphs 
which include keywords that are highly linked. In the pre-
sent detection approach, it is considered that events from 
different sub graphs are not related to each other. There-
fore, in the event detection sub module, each sub graph is 
processed distinctly from others.

If you assume that each input sample (the tweets) is 
entered to the model for clustering, and if it is considered 
that the sample is allocated to more than one class based 
on the classification model, then the following definitions 
should be presented regarding backbone: Independent Set 
(IS) by Griggs et al. [30], is taken as a subcategory of clus-
ter sample or graphs which have no two members beside 
each other. According to Johnson et al. [31], an independ-
ent set with the highest number of members in a graph is 
known as Maximal Independent Set (MIS). In other words, 
if every cluster sample is added, the independence feature 
of an independent set is lost. Therefore, each sample which 
is not a member of MIS is next to the sample of MIS’s 
cluster which is presented in Fig. 3.

Dominating set (DS) is another subset of cluster sample 
which is like V; every sample belongs to V-DS and it is 

neighboring to at least one of the nodes in DS. Thus, it can 
be claimed that MIS itself is a DS but DS is not an MIS. DS 
is usually employed to relate sample to the cluster heads in 
clustering of twitter.Finding a head set which has the least 
size or MDS is a NP-Hard issue. An instance of DS is Con-
nected Dominating Set (CDS) which is a dominating set in 
which the inductive sub graphs are linked. A CDS which 
has the minimum possible cluster in the model is called 
Minimum Connected Dominating Set (MCDS). According 
to Cheng et al. [25], a virtual backbone can be considered. 
CDS is a set of network nodes which are linked in a way 
that every node belongs to CDS subset or at least is next to 
a node in CDS.

This structure can be employed to begin a virtual back-
bone to find the best cluster in model, as it is connected. 
Since this structure is interconnected, it can be expressed 
as a virtual backbone as an abstract concept of belonging 
to one or more clusters. For example, if there are N main 
topic in the input data, that is, if we have N classes of data, 
each input tweet will be subdivided into at least one or more 
classes by topic, and if no classes belong to it, that is, less It 
is over the threshold and is designated as the new uncertain 
class. In fact, after the online phase is complete, when the 
stream data is entered into the proposed model, clusters are 
formed based on k-mean topic modeling.

At this stage, each document will have an event-based 
topic will belong to more than one cluster which this is a 
high-level abstract of multi-class clustering.

The difference between the proposed method and the 
multi-cluster clustering is that in this method each docu-
ment can belong to one or more clusters and does not have 
to belong to a particular cluster.An important concept of the 
virtual backbone is that it is important that during data entry 
into the model, the degree of edge may be low or high, and 
that sometimes the relationship of a topic to a cluster may 
be severed.

3.5 � Event detection phase

An event is defined as an incidence which happens at a place 
or time. In addition, the event may occur in various places 
within several days like infectious diseases. A group of 
expressions the frequency of which is increased intensively 
can be used to detect an event during the analysis period, one 
or several times. Hashtags provide an overview on topics 
in tweets, a method for this paper is using a technique for 
outstanding topics. The first phase is classifying hashtags, 
so they can be used as the event index.

Based on the fact that the proposed model of classifica-
tion is multi label classification, noting that each input sam-
ple belongs to more than one degree, this virtual backbone 
is formed using the model, and is converged to one of the 

Fig. 3   Maximal Independent Set by Johnson et al. [31]
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clusters according to the results of belonging degree clus-
tering. Addition of a new class is another important point.

In some cases, the current discussions cannot be sub-
sumed under one of the present classes, and because of 
low level of similarity to the current clusters, a new clus-
ter should be made. Due to the variability and the dynamic 
nature, the clusters of new class are made. Creating event in 
twitter is conceptually different from trend.

An event is usually created in twitter, and sometimes because 
of high frequency of retweeting, it become a trend. The topic 
modeling phase helps event determination in this model. Based 
on the fact that the frequency of topics in each cluster is differ-
ent, event detection in limited range is very difficult.

In addition, the number of topics is also considered to be 
dynamic, and a cluster may contain two or several important 
topics.

When a topic changes compared with the previous topics, 
a significant change happens in the distribution of data in 
each cluster, then the cluster is defined as a new event. Mini-
mum connected dominating set is used to minimize events 
over time because without the assumption that the number 
of nodes is minimal, due to the large variety of events occur-
ring in this large set of nodes, it is very difficult to control 
the probabilities of excessive event of nodes. Actually soft 
cosine similarity is a measure of how similar the documents 
are regardless of their size and mathematically, the cosine 
criterion measures the angle between two vectors (the num-
ber of words of two documents) in a multidimensional space.

A cosine similarity is considered 0.5, that is, if a topic 
has an over-threshold similarity, it belongs to the cluster, 
otherwise it will be compared to another cluster.

Tweets may belong to several clusters which the similar-
ity of each tweet is measured with the cluster head, and at 
each stage within each cluster is determined by the impor-
tance of the intra-cluster dominant topic. For example, in 
the Obama presidency, as president, he is the cluster head 
in this cluster of important election issues, the Democratic 
Party, the Republican Party, Freedom, New tweets on elec-
tion issues will be compared with the head in the cluster.

Another point is the process of merging and splitting the 
clusters formed in the minimal connectivity set after each 
time period with respect to the data extracted, if the num-
ber of clusters exceeds the threshold, similar clusters whose 
cosine similarity criterion is greater than 0.7 are merged.

For example, in 2013, hurricane, flood, and earthquake 
events each formed separate clusters. After three months 
of data entry, all of these events can be merged as a natural 
disaster cluster. It did the separation threshold, but because 
it aims to determine a new class, the separation is done by 
the same criterion.

3.6 � Computational complexity

3.6.1 � Offline phase

Twitter is considered an SMS text-based service with some 
restrictions in terms of tweet length. The original Tweet’s 
length was 140 characters which over time evolved into a 
maximum amount of length of 280 characters and in this 
paper, the average number of tweets in the classification 
phase was 160 characters.

As a standard page (SP) has a strictly defined length of 
text, therefore one standard page is comprised of 1500 char-
acters with spaces. The total amount of time which has been 
spent on classifying, according to the standard page lenght 
which has 1500 words, while the whole test document had 
2056 pages, our model managed to analyze it in 20.148 s. 
More specifically, each page has taken 0.014177043 s to 
analyze. On average, it takes 0.00150 s to classify each 
tweet note which this time is related to the offline phase. 
In terms of computational complexity, deep learning-based 
methods for classifying short documents have been relatively 
successful.

3.6.2 � Online phase

Topics in the previous step are extracted very quickly with 
the topic modeling algorithm, entered the virtual spine, and 
assigned to nodes based on the classification which is in the 
predicate phase.

So it is noticeable the advantages of the suggested algo-
rithm are related to limited computational complexity and 
the number of topics that do not have to be defined in the 
online phase since 87% of tweets is placed in the virtual 
backbone based on the previous classification and assigned 
immediately. All in all the timing is evaluated real-time.

Table 10   Result of classification before bag of sentence in Opt-HAN 
method (Fig. 2)

Metric Section 1 Section 2

Batch Size 64 128
Learning Rate 0.001 0.001
Accuracy 0.958 0.967
Kappa 0.903 0.928
Recall 0.919 0.967
Precision 0.913 0.965
F1-Score 0.919 0.967
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4 � Result

The output of the two-phase results is explained separately. 
In the first phase, the classification result before the HAN 
method is improved and after the addition of the third layer 
is explained in Tables 10 and 11, and 12 shows a compari-
son with other methods performed on this database that 
shows that the method improvement has made a proposal. 
In the second phase, the clustering results and the display 
of the new class are presented.

Actually, Table 11, shows the result of proposed method 
in the classification phase.

As it can be seen in the batch size 128 and the learning 
rate 0.001 the best output was obtained. The classifica-
tion and modeling phase is before virtual backbone phase 
means that the output of this stage will be the main nodes 
in the virtual spine. In the online phase, unlabeled data 
will be placed on the current nodes upon entry into the 
model upon entry into the model.

As explained in the before tables, each word pair of an 
integer vector is converted to a vector with binary values, 
which is defined as Bag Of Words (BOWs).

BOWs will be used to calculate the binary vector jac-
quard similarity index with the binary vector score of the 
events according to the number of word-pair spikes cor-
responding to the event days.

Cosine similarity, Mutual Information, distance corre-
lation, and Pearson correlation can also be used to select 
features in a variety of classification methods and report 
the best output of each method in the table below is Jac-
card Similarity in future selection that was the better than 
others [32–37].

In the [38], the focus has been on the virtual backbone, 
and the changes in the classification phase compared to the 
Han model have only been the addition of the third phase 
in the document, but with the addition of implementation 
details in the present paper and considering the dynamic 
window phase, It has also been found that the addition of 
the merge and split phase and the combination of the vir-
tual backbone is more dynamic and more detailed events 
can be detected in a shorter period of time.

In this way according to the Table 12, the proposed 
method in the supervised learning phase has shown better 
performance than the supervised learning methods due to 
the better focus of the proposed method on vocabulary, 
sentence and phrase and stronger extraction of local fea-
tures in learning in It is a modeling process.

A comparison of classification AUCs using word-pairs 
extracted by different feature selection methods and pro-
posed method (Opt-HAN).

Sink node which changes dynamically was introduced 
in this paper. In fact, the sink node has different edges as 
hot topics which show events and finally is assigned in 
each window with a high possibility to one or more events.

In this paper, the correlation matrix was used to cal-
culate the relationship between the topics. The number 
of topics per cluster is different and the number of small 
events that occurred over a given time period was small 
compared to the major issues, so small clusters will be 
formed alongside the large clusters.

Considering the change of each topic in comparison 
with the previous topics, if a significant change happens 
in the distribution of data in each cluster, then the cluster 
is regarded as a new event.

As shown in Fig. 4, the number of tweets were iden-
tified as novel classes, which, although related to other 
classes but their correlation in previous classes are low 
and were identified as novel classes.

In this step, the novel class can be classified as one or 
more new classes based on the topic. The other issue is 
that the data of 2012–2016 datase which mentioned as 
a footnote before, is automatically entered in the model 
based on offline, but at the same time, the current online 
stream of API data that the novel class data is entered to 
the model and is changed probabilities of tweets.

The novel classes are related on events that isn’t impor-
tant in timespan or they are less important than previous 
event classes. Figures 4 and 5, present the number of 

Table 11   Result of classification phase

Metric Section 1 Section 2

Batch Size 64 128
Learning Rate 0.001 0.001
Accuracy 0.9823 0.9856
Kappa 0.9841 0.9864
Recall 0.9819 0.9856
Precision 0.9825 0.9786
F1-Score 0.9823 0.9856

Table 12   Classification 
methods AUC comparision

Method AUC​

NB 0.894
SVM 0.678
MLP 0.923
LDA 0.919
RT 0.923
DT 0.900
KNN 0.690
HAN 0.942
Opt-HAN 0.985
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effective topics in each event in the stream data and graph 
of effective topics.

Actually, Effect virtual backbone in this model is returned 
to online streaming phase that is changed correlation of 
tweets in previous classes and is shown there are others 
event as novel class that in Fig. 4, is shown brown color.

As a new topic model, TopicVB is presented so that the 
Correlated Topic Modeling is available for phrase level 
topics.

More contextual information of phrases is employed 
by TopicVB; then, the phrases are put in dynamic virtual 

backbone; thus, at phrase level TopicVB can present at 
phrase level. It was shown that the correlated topic mod-
eling on phrases is more fruitful for interpretation of the 
main themes of a corpus.

To be used for large datasets, the efficiency of TopicVB 
is optimized in future.

If the prepared data as described in subsection are pre-
sented, then in the first stage, better correlated phrase level 
topics �� will be instructed.

Fig. 4   Connections of events in Virtual backbone in two phase (offline in dataset, and data stream api twitter in timespan 2012–1016)
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The contextual information of phrases is formed by words 
in the same document and their component words within 
semantically coherent links.

The component words in semantically coherent links 
were modeled in the previous subsection. As with words, 
the phrases and words in a same document d have the same 
topic parameter � d, which is a K-dimension vector taken 
from a Gaussian Distribution N ( � , Σ ). Σ , which presents the 
correlation between topics is the covariance matrix.

If we want to obtain the correlation for�� , we should con-
sider that it cannot be obtained fromΣ , which was obtained 
in the first stage, this is because of the fact that Σ includes 
the impact from word topics. So, with W (p) and �� in hand, 
the variation inference can be used obtain Σ(p) . Thus, the 
correlation matrix is calculated through the following equa-
tion corrp

ij
 =  Σij(p)
√

Σii(p)Σjj(p)
 (Table 13).

5 � Conclusion

A semi-supervised framework is proposed in the present 
paper for detection of data events of twitter. The classifi-
cation model of HAN is used for categorization. To make 
the model 150000 tweets are introduced to the model and 
then, stream data are introduced without any labels to the 
classification phase at the same time span, and they make 
a new group or are subsumed under previous clusters. At 
this stage, virtual backbone was used for the classification 
phase, in a way that the stream data can be grouped into one 
or some classes with different grades. This grade of belong-
ingness increases or reduces with time. When the virtual 
backbone is formed, topic modelling with dynamic k with 
stream data is utilized. In fact, the events of each class which 
have been more commented are detected as the main topic. 
In this phase, topic relations between topics are recognized 
for detection of main events. Finally, based on the time span, 
the event clusters are formed and important topics are also 
investigated.

All in all, the proposed method shows the improvement of 
clustering compared to the previous paper because of these 
reasons: increasing the accuracy of the classification phase 
due to the dynamic window at all 3 phases of the classifica-
tion, defining the standard of soft cosine similarity writing 
similarity in K-means, adding the third phase and adding 
the combination phase and dynamic merge and split. So the 
flexibility of this method increases in the sequence of events 
in this highly improved method, and it shows a better display 
of events.

Fig. 5   Dynamic value of topic’s number
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Table 13   Event Detection by 
Virtual backbone and Deep 
learning

Door list is hot topic that event class label
Dee list is relation hot topic
Algorithm: EDVB DEEP
Three base in EDVB (Classification Opt-HAN, Topic Modeling and Kmeans Clustering)
1: Input:Stochastic Graph G < V,E > , Tweet Stream with name "t", Insert
real time
to graph,V is event classes and create by hot topic of Twitter in t time slice
2: Output:Connected Dominating set (called backbone formation) multi
label classification
Begin Algorithm
Step1- < construct virtual backbone phase in stream tweets > after 
classification of offline mode
Let SN be Sink Node;
Let VS be the class node of multi label classification for any event node;
Start from VS to create a backbone for multi label classification; Vi be
selected node ith;
Door_list_labeled = Door_list_determined = VS;
Dee_list = Neighbors (VS);
Door_list_labeled = Door_list_labeled ∪ Vi;
Dee_list = Dee_list ∪ Neighbors (Vi);
Step2- < Learning phase > 
begin of while
i = 1;

While (Sink node did not Dominator yet and i ≤ 3 and month(3 × 30 ) and cosine ≥ 0.5 ) do:
 Select one if the elements Door_list_labeled;
 Calculate cosine similarity (mapping idea)

  
(a ⋅ b) =

∑n

1
aibi

√

∑n

i
a2
i

√

∑n

i
b2
i

If (Ci > Cavg) // corrp
ij
 = 

Σij(p)
√

Σii(p)Σjj(p)

 Create edge in topic and increase weight of edge;
else New cluster;
 Door_list_ determined = Door_list_labeled ∪ Vi; // based max
 probability Action Vector
 Dee_list = Dee_list ∪ Neighbors (Vi);
 C = C + 1;

 E[c] = Wi;
 i = i + 1;

end of while
Re-Clustering (Merge of clusters)

  if (Vi is Dee and hasn’t neighbor of Door) then
   Vi will be one of elements Door_list_determined and isn’t
  correlated hot topic;

End of Algorithm
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