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Abstract

The brain’s default mode network consists of discrete, bilateral and sym-
metrical cortical areas, in the medial and lateral parietal, medial prefrontal,
and medial and lateral temporal cortices of the human, nonhuman primate,
cat, and rodent brains. Its discovery was an unexpected consequence of
brain-imaging studies first performed with positron emission tomography
in which various novel, attention-demanding, and non-self-referential tasks
were compared with quiet repose either with eyes closed or with simple vi-
sual fixation. The default mode network consistently decreases its activity
when compared with activity during these relaxed nontask states. The dis-
covery of the default mode network reignited a longstanding interest in the
significance of the brain’s ongoing or intrinsic activity. Presently, studies of
the brain’s intrinsic activity, popularly referred to as resting-state studies,
have come to play a major role in studies of the human brain in health and
disease. The brain’s default mode network plays a central role in this work.
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INTRODUCTION

It has been 17 years since Shulman et al. (1997) first noted that a constellation of areas in the
human cerebral cortex consistently reduced its activity while performing various novel, non-self-
referential, goal-directed tasks (Shulman et al. 1997) when these tasks were compared with a
control state of quiet repose (i.e., a resting state of eyes closed or visual fixation). That these
localized reductions in activity were occurring at all was surprising, and their consistency across a
wide variety of tasks made it all the more remarkable. The immediate challenge was to prove that
these activity decreases were not due to activations in the resting state caused by experimentally
uncontrolled cognition.

In 2001 we used positron emission tomography (PET) measurements of regional blood flow
and oxygen consumption to show, by established metabolic criteria for activation, that areas consis-
tently exhibiting activity reductions during task performance were not activated in the resting state.
Our article was titled, “A Default Mode of Brain Function” (Raichle et al. 2001). We concluded that
the brain areas observed to decrease their activity during attention-demanding, goal-directed tasks
were not activated in the resting state but, rather, were indicative of a heretofore-unrecognized
organization within the brain’s intrinsic or ongoing activity. Parenthetically, it had not occurred
to us that others would anoint the constellation of areas exhibiting this unique behavior as the
brain’s default mode network. The name obviously caught on.

Research on the brain’s default mode network and the brain’s intrinsic activity more generally
has moved in many directions producing a literature that has become quite extensive. In preparing
this review, we examined this literature to look for general trends, which we summarize in Figure 1
for the interested reader. Rather than attempting a detailed analysis of this entire body of work,
I focus on topics within it that have been of particular interest to me and that provide a sense of
the future of this work.

This article begins with a review of our initial work because of its centrality in establishing the
legitimacy of the brain’s default mode network.

DISCOVERY

By the early 1980s, PET began to receive serious attention as a potential functional neuroimaging
device in human subjects (Raichle 2009). The study of human cognition with neuroimaging was
aided greatly by the involvement of cognitive psychologists in the 1980s. Their experimental
strategies for dissecting human behaviors fit well with the emerging capabilities of functional brain
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Figure 1
The evolving literature on the default mode network (DMN). Since the publication of “A Default Mode of
Brain Function” (Raichle et al. 2001), nearly 3,000 papers have been published on this topic. To identify the
broad topics of inquiry in the DMN field, we conducted a search for papers citing Raichle et al. (2001). The
search returned 2,988 papers with digital object identifiers in the Information Sciences Institute (ISI)
database. ISI was then used to return the reference list for each of the 2,988 papers. These data were used to
construct a 2,988 × 2,988 binary adjacency matrix, in which each element (i, j) indicated whether paper i
cited paper j. Once constructed, the adjacency matrix was imported into Gephi, the open-source network
visualization tool. To simplify the network graph, all nodes with degrees (number of citations from other
papers in the network) less than or equal to 20 were removed. The number of network modules was then
determined using a fast, modularity-optimization method included within Gephi. Each node was assigned to
a specific module, and each module was assigned a unique color for visualization purposes. A topic was
assigned to each module by identifying the focus of the highest cited papers within each module. Finally, the
size of each node within the graph was weighted according to the node degree. This algorithm represents a
data-driven approach to identify clusters of papers with common citation patterns. Each cluster represents a
broad topic of investigation in the DMN field. The purple cluster contains task-driven papers typical of
cognitive neuroscience. Papers in the blue cluster are broadly focused on the relationship between disease
states and the DMN. Papers in the red cluster concentrate on functional connectivity processes. The green
cluster is composed of papers on self-referential processing and mind wandering. Articles in the yellow
cluster are related to neurophysiology and cell biology. At the center, in yellow, is Raichle et al. (2001).

imaging (Posner & Raichle 1994) in which one measures the time required to complete specific
mental operations isolated by the careful selection of task and control states. This approach,
in various forms, has dominated the cognitive neuroscience agenda ever since, with remarkably
productive results (e.g., see Price 2012).

For the better part of the decade following the introduction of subtractive methodology to
neuroimaging, the vast majority of changes reported in the literature were activity increases
(or activations, to use the jargon of the cognitive neuroscience field). Activity increases but not
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decreases are expected in subtractions of a control condition from a task condition as long as
the assumption of pure insertion is not violated. To illustrate, using an example based on mental
chronometry, say that one’s control task requires a key press to a simple stimulus, such as the
appearance of a point of light in the visual field, whereas the task state requires a decision about the
color of the light prior to the key press. Assuming pure insertion, the response latency difference
between conditions is interpretable as the time needed to perform the color discrimination.
However, the time needed to press a key might be affected by the nature of the decision process
itself, violating the assumption of pure insertion. More generally, the brain state underlying any
action could be altered by introducing an additional process.

Functional neuroimaging helped address the issue of pure insertion by employing the device
of reverse subtraction. Thus, in certain circumstances, subtracting task state data from control
state data revealed negative responses or task-specific deactivations (Gusnard & Raichle 2001).
Investigators clearly showed, just as psychologists had suspected, that processes active in a control
state could be modified when paired with a particular task. However, none of this work prepared
us or anyone else for the experiment in which the control state was rest (i.e., simply lying quietly
but awake in a scanner with eyes closed or visually fixating on a crosshair).

One of the guiding principles of cognitive psychology at that time was that a control state
must explicitly contain all the elements of the associated task state other than the one element of
interest (e.g., seeing a word versus reading the same word). Using a control state of rest would
clearly seem to violate that principle. Despite our commitment to the strategies of cognitive
psychology in our experiments, we routinely obtained resting-state scans in all our experiments,
a habit largely carried over from experiments involving simple sensory stimuli (Fox et al. 1986)
in which the control state was simply the absence of the stimulus (i.e., a resting state). At some
point in our work, and I do not recall the motivation, I began to look at the resting-state scans
minus the task scans. What immediately caught my attention was the fact that regardless of the
task under investigation, the activity decreases almost always included the posterior cingulate and
the adjacent precuneus.

The first formal characterization of task-induced activity decreases from a resting state was
a meta-analysis of 9 PET studies, involving 134 subjects, by my colleague Gordon Shulman
(Shulman et al. 1997). This study generated an iconic image of a network of cortical areas that
decreased in activity while performing various attention-demanding, largely non-self-referential
tasks (Figure 2). The unique identity of this network was confirmed a short time later by Jeffrey
Binder and colleagues at the Medical College of Wisconsin (Binder et al. 1999) and Bernard
Mazoyer and his colleagues in France (Mazoyer et al. 2001). Similar observations are now an
everyday occurrence in laboratories worldwide as investigators seek to understand the role of this
network in brain function (Figure 1).

Finding a network of brain areas frequently seen to decrease its activity during attention-
demanding tasks was both surprising and challenging: surprising because the areas involved had
not previously been recognized as a system in the same way that we might think of the motor or
visual system, and challenging because initially it was unclear how to characterize their activity in
a passive or resting condition. Were they simply activations present in the resting state? And why
should they appear in both PET and functional magnetic resonance imaging (fMRI)? Two things
came to mind that offered a way forward.

First, the manner in which functional imaging was conducted with fMRI carried with it a
physiological definition of activation that could be measured with PET. This definition arose
from the quantitative circulatory and metabolic PET studies, which demonstrated that when
brain activity increases transiently above a resting state, blood flow increases more than oxygen
consumption (reviewed in Raichle & Mintun 2006). As a result, the amount of oxygen in blood
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Figure 2
Views of the default mode network from the perspective of activity decreases during task performance (a) and resting-state functional
connectivity (b and c), and in relation to other networks that exhibit resting-state patterns of functional connectivity (d ). The yellow and
orange arrows in panel a denote the source of the BOLD resting-state, time-activity curves shown in panel b. Abbreviations: BOLD,
blood-oxygen-level-dependent; MPF, medial prefrontal cortex; PCC, precuneus and posterior cingulate cortex. Elements of this figure
were adapted from Raichle (2010, 2011).

increases locally as the ratio of oxygen consumed to oxygen delivered falls. This ratio is known as
the oxygen extraction fraction (OEF). Activation can then be defined physiologically as a transient
local decrease in the OEF, which results in a local increase in oxygen availability.

The practical consequence of this observation was to lay the physiological basis for fMRI
using blood-oxygen-level-dependent (BOLD) contrast (Bandettini et al. 1992, Frahm et al. 1992,
Kwong et al. 1992, Ogawa et al. 1990, Thulborn et al. 1982). Using this quantitative definition
of activation, we asked whether activation was present in a resting state. But activation must be
defined relative to something. How was a comparison to be accomplished if there was no control
state for eyes-closed rest or visual fixation?

The definition of a control state for eyes-closed rest or visual fixation arose from the second
critical piece of physiological information. Researchers using PET to quantitatively measure brain
oxygen consumption and blood flow had long appreciated the fact that, across the entire brain,
blood flow and oxygen consumption are closely matched when resting quietly in a PET scanner
(Lebrun-Grandie et al. 1983, Raichle et al. 2001). This is observed despite a nearly fourfold
difference in oxygen consumption and blood flow between gray and white matter and variations of
greater than 30% within gray matter. As a result of this close matching of blood flow and oxygen
consumption at rest, the OEF is strikingly uniform throughout the brain. This well-established
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observation led us to hypothesize that if this observation (i.e., a uniform OEF at rest) was correct
then activations, as defined above, were likely absent in the resting state. We decided to test this
hypothesis.

Using PET to quantitatively assess regional OEF, we examined two groups of normal subjects
in the resting state, confining our analysis initially to the regions shown in Figure 2. We found
no evidence that these cortical areas were activated when compared with other areas (i.e., the
OEF was uniform). We concluded that the regional decreases observed commonly during task
performance represented the presence of an organized functionality that was ongoing in the resting
state and that this functionality was attenuated in the presence of an attention-demanding, non-
self-referential task. On the basis of this perspective, we titled our paper “A Default Mode of Brain
Function,” not suspecting at the time that the focus of our analysis would become known as the
brain’s default mode network. We (Drevets et al. 1995) and others (Amedi et al. 2005, Ghatan
et al. 1998, Kawashima et al. 1995, Shmuel et al. 2006, Smith et al. 2000, Somers et al. 1999) had
noted other more task-specific deactivations, consistent with the idea that a default mode of brain
function is broadly based across all brain systems (a hypothesis that received substantial support
from functional studies of the brain’s resting state).

RESTING STATE

The discovery of the default mode network made apparent the need for additional ways to study
the large-scale intrinsic organization of the brain. A major step forward was the discovery that this
large-scale network organization, including but not limited to the default mode network, could be
revealed by studying spatial coherence patterns in the spontaneous fluctuations (i.e., noise) in the
fMRI BOLD signal during the resting state (for more detailed reviews, see Raichle 2010, 2011).

A prominent feature of fMRI is the noise in the raw BOLD signal. This has prompted re-
searchers to average their data to increase the signal and reduce noise. As first shown by Bharat
Biswal and colleagues (1995) in the human somatomotor system, a considerable fraction of this
noise exhibits striking patterns of coherence within known brain systems.

The significance of this observation was brought forcefully to our attention when Michael Gre-
icius and colleagues considered the coherence patterns in the default mode network (Greicius et al.
2003) elicited by placing a region of interest in either the posterior cingulate cortex (Figure 2a,
yellow arrow) or the ventral medial prefrontal cortex (Figure 2a, orange arrow). The resulting
time-activity curves (Figure 2b) reflected a coherence pattern within the entire default mode net-
work (Figure 2c). Similar patterns of resting-state coherence have now been documented in most
cortical systems in the human brain (Figure 2d; for recent reviews, see Fox & Raichle 2007, Smith
et al. 2009, Snyder & Raichle 2012) as have their subcortical connections (Zhang et al. 2008).

FUNCTIONS

The Components of the Default Mode Network

A frequently asked question, which has an incomplete answer at this time, is, “What is the function
of the default mode network?” There are several ways to approach answering the question. I begin
by summarizing what we know about the behavioral functions associated with the major anatomical
subdivisions of the default mode network in humans and note the themes that have emerged from
this perspective (see also Andrews-Hanna et al. 2010b). I then tackle some of the more fundamental
insights that have emerged from studies of the default mode network and intrinsic activity that
inject a note of caution in interpreting too literally the behavioral data obtained from humans.
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The default mode network is divided into roughly three major subdivisions: the ventral medial
prefrontal cortex; the dorsal medial prefrontal cortex; and the posterior cingulate cortex and
adjacent precuneus plus the lateral parietal cortex (approximately Brodmann area 39). These
general subdivisions are easily appreciated in Figure 2a. Another area that has been associated
frequently with the default mode network is the entorhinal cortex.

The ventral medial prefrontal cortex (VMPC) is an area about which much is known in terms
of its cytoarchitectonics and anatomical connectivity, thanks to the work of such people as Joel
Price (e.g., see Ongür & Price 2000) and Helen Barbas (Barbas 2007). Although most of this
work has been done in nonhuman primates, evidence suggests that most of what was learned
from nonhuman primates exists in humans (Ongür & Price 2000). From this work we know that
the VMPC is a critical element in a network of areas that receive sensory information from the
external world and the body via the orbital frontal cortex and convey that information to structures
such as the hypothalamus, the amygdala, and the periaqueductal gray matter of the midbrain. This
anatomical circuitry alone has much to say about the potential role of this component of the default
mode network as a sensory-visceromotor link concerned with social behavior, mood control, and
motivational drive, all of which are important components of an individual’s personality.

Since the publication of the paradigmatic patient Phineas Gage (for a detailed review of this
fascinating case, see Damasio et al. 1994), there have been many reports of striking personality
changes and deviant social behavior appearing in premorbidly normal individuals after damage to
the VMPC (Bechara et al. 1997, Damasio & Van Hoesen 1983).

Imaging studies in normal individuals have shown that the emotional state of the subject has
a direct effect on the activity level in the VMPC component of the default mode network. In
studies of performance anxiety induced by task difficulty, the degree to which VMPC decreased
its activity in concert with other elements of the default mode network was directly proportional
to the subject’s anxiety level while performing the task. With high anxiety, the VMPC decreased
little if at all. As anxiety decreased with practice on the task activity so too did activity in the VMPC
(Simpson et al. 2001b). In a companion study, Simpson et al. (2001a) induced anticipatory anxiety
in normal subjects by having them anticipate a painful shock to the fingers of one hand. Activity
decreases in the VMPC were inversely correlated with anxiety self-rating, such that the least
anxious subjects exhibited the largest reductions, whereas the most anxious subjects showed no
significant reduction or a slight increase. Taken together, these two studies illustrate that activity
in the VMPC component of the default mode network reflects a dynamic balance between focused
attention and a subject’s emotional state and may occur from a functionally active baseline (i.e., a
default state).1

Elements of the VMPC actually increase their activity in association with disruptions in bodily
homeostasis. This change is nicely illustrated in association with the autonomic responses to
stepped hypoglycemia [i.e., increase in heart rate and plasma levels of epinephrine, norepinephrine,
and pancreatic polypeptide (Teves et al. 2004)], even when typical symptoms of hypoglycemia are
mild.

Finally, the discovery that the agranular, subgenual portion of the VMPC had reduced blood
flow and glucose consumption in addition to a reduced volume in familial bipolar and unipolar

1When dealing with an active baseline state, the nature of a control state becomes critical in interpreting the effect of a task on
brain activity. Thus, if an attention-demanding control task is used as a baseline, it is likely to be associated with a reduction
in activity within the VMPC. When this reduction is coupled with a task of interest that also incorporates an element of
emotional processing, the difference between the baseline established by the control task and the task of interest will, in all
likelihood, appear as an increase. Thus, what others report as an increase should, on occasion, be regarded more properly as
a decrease, which more accurately reflects the changes in neural activity (Gusnard & Raichle 2001).
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depressives (Drevets et al. 1997) has led not only to greater insight into the functional anatomy
of mood disorders but also to treatment of intractable depression by stimulating this area with
chronically implanted electrodes (Mayberg et al. 2005).

Although it is immediately adjacent, the dorsal medial prefrontal cortex (DMPC) can be dis-
tinguished from the VMPC by its association with self-referential judgments. An example of this
comes from our earlier work (Gusnard et al. 2001) in which subjects were asked to make a self-
referential judgment (i.e., pleasant or unpleasant) about emotionally valenced pictures from the
International Affective Picture System (IAPS) (Lang et al. 1997). Increases in activity were ob-
served in the DMPC and accompanied by decreases in the VMPC, consistent with the fact that
attention-demanding tasks attenuate emotional processing.

The posterior cingulate cortex and the medial precuneus are prominent features of the de-
fault mode network and were the first to come to our attention. These areas, along with the
lateral parietal components of the default mode network, have been consistently associated with
successful recollection of previously studied items (for a review of this literature, see Vincent
et al. 2006). The same paper presents resting-state functional connectivity MRI, demonstrating
a significant relationship between the hippocampal formation and the posterior elements of the
default mode network. In a subsequent study, Shannon and colleagues (2013) demonstrated that
this hippocampal-parietal memory network exhibits remarkable diurnal variation being strongly
present in the evening and absent in the morning after a normal night’s sleep. This finding sug-
gests that the relationship between the hippocampal formation and the posterior elements of the
default mode network are sensitive to the cumulative experiences of wake and that sleep resets this
relationship each day. Parenthetically, these dramatic diurnal variations in the functional connec-
tivity of the default mode network should be considered when planning experiments designed to
study the role of the default mode network in memory and learning.

To summarize, data from humans suggest that the default mode network instantiates processes
that support emotional processing (VMPC), self-referential mental activity (DMPC), and the rec-
ollection of prior experiences (posterior elements of the default mode network). These functional
elements of the default mode network can be differentially affected during task performance by
the nature of the task [e.g., presence or absence of an emotional component or an element of
self-reference (Andrews-Hanna et al. 2010b, Gusnard et al. 2001)]. However, regardless of the
details of a particular task, the default mode network always begins from a baseline of high activity,
with small changes in this activity made to accommodate the requirements of a particular task.
The available evidence indicates that the functions of the default mode network are never turned
off but, rather, carefully enhanced or attenuated.

Spontaneous Cognition

Because the default mode network was first identified with the resting state, it has been appealing
to many (Figure 1) to associate default mode network functionality with the mental state that
commonly accompanies a relaxed state of quiet repose, namely daydreaming, mind wandering, or
stimulus-independent thoughts (e.g., see Andrews-Hanna et al. 2010a). Furthermore, spontaneous
cognition routinely involves thoughts about one’s personal past and future, which fits comfortably
with identified functionality in the default mode network in humans (see above). However, several
factors lead this author to believe that focusing solely on spontaneous cognition ignores the
possibility of a much more fundamental role for the default mode network in brain function.
Following are observations to support this viewpoint.

Spontaneous activity, in contrast with spontaneous cognition, is the major factor contributing
to the high cost of brain function in humans. Although the adult human brain is only 2% of the
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body weight, it consumes 20% of the body’s energy budget (Clarke & Sokoloff 1999). Relative
to the high rate of ongoing energy consumption, which is devoted largely to functional activity
(reviewed in Raichle & Mintun 2006), the additional energy consumption associated with task-
evoked changes in brain activity is small, usually less than 5% locally (Raichle & Mintun 2006).
There is no reason to suppose that unconstrained thoughts are more energy demanding than are
constrained ones, leaving much to be explained about the nature of spontaneous activity.

Additionally, the general features of the default mode network have now been identified in the
monkey (Vincent et al. 2007), cat (Popa et al. 2009), rat (Lu et al. 2012), and mouse (Stafford et al.
2014). Visually comparing the topography of the default mode network in the rat, monkey, and
human (Figure 3) evokes a sense of similarity, but the details show clear differences. For example,
in the human, the lateral parietal component is approximately in Brodmann area 39. Monkeys do
not have a comparable parietal area. In the rat, the lateral parietal component resides in primary
sensory cortices. Similarities are most evident along the midline, but here again, differences emerge
from the details. Regardless of the details of the anatomy, if one accepts the idea that a default
mode network is an integral component of the mammalian brain, which remains to be firmly
established, it seems clear that the mental states of rats and humans, let alone nonhuman primates,
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Figure 3
Comparison of the default mode network (DMN) in rat, monkey, and human. For the rat DMN (a, top panel ): significant clusters
include 1, orbital cortex; 2, prelimbic cortex (PrL); 3, cingulate cortex (CG1, CG2); 4, auditory/temporal association cortex (Au1, AuD,
AuV, TeA); 5, posterior parietal cortex (PPC); 6, retrosplenial cortex, which corresponds to the posterior cingulate cortex (PCC) in
humans; 7, hippocampus (CA1). The middle panel shows the connectivity maps in the axial plane. Note the strong connectivity
between the prefrontal and posterior cingulate cortices, which can best be visualized in the sagittal plane (bottom, medial-lateral:
+0.4 mm). Other abbreviations: FrA, frontal association cortex; MO, medial orbital cortex; R, right; RSG/RSD, granular/dysgranular
retrosplenial cortex. Color bar indicates t scores (N = 16, thresholded at t >5.6, corrected p < 0.05). Numbers below images are
approximate coordinates relative to bregma. For the monkey DMN (b): 2/3, dorsal medial prefrontal cortex; 4/5, lateral
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(N = 39, thresholded at z >2.1, corrected p < 0.05). This figure was adapted courtesy of PNAS and Lu et al. (2012).
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differ substantially. A future research focus on the evolution of the default mode network will
likely help us to understand its functions more deeply.

Finally, patterns of resting-state functional connectivity appear to transcend levels of con-
sciousness, being present under anesthesia in humans (Greicius et al. 2008), monkeys (Vincent
et al. 2007), and rats (Lu et al. 2007) and also during the early stages of sleep in humans (Fukunaga
et al. 2006, Larson-Prior et al. 2009). These observations make it unlikely that the coherence pat-
terns and the intrinsic activity they represent are primarily the result of unconstrained, conscious
cognition [i.e., mind wandering or daydreaming (Christoff et al. 2009)].

Balance

I turn now to two examples from our own work that have influenced my thinking about the
default mode network. Both relate to the concept of a functional balance between the default
mode network and other brain systems and the resulting implications for our understanding of
the function of the default mode network.

The first example comes from a highly cited paper in our early work on the default mode
network and resting-state functional connectivity (Fox et al. 2005). This paper called attention to
the presence of anticorrelations in the resting state between the default mode network and what
we dubbed the “task-positive network”. The latter consisted of what is more conventionally called
the dorsal attention network (DAN; Corbetta & Shulman 2002, Fox et al. 2006) and elements of
frontoparietal control networks (Fair et al. 2007, Seeley et al. 2007). Even though controversy sur-
rounded the data-processing procedures that revealed this relationship (for a detailed discussion,
see Fox et al. 2009), the intuitive appeal of the observation has remained strong because it captured
a relationship between the default mode network and the DAN that had been well characterized
by the performance of novel, attention-demanding tasks (i.e., increases in the DAN accompanied
by decreases in the default mode network). An apt metaphor that often comes to mind is “losing
one’s self in one’s work.”

Our work on the anticorrelations not only reinforced interest in resting-state imaging studies
with fMRI of the brain’s intrinsic activity, but also stimulated an important neurophysiological
exploration of this relationship by Pare and his colleagues (Popa et al. 2009). Instrumenting cats
with chronic indwelling electrodes, investigators recorded unit activity and local field potentials
in the cat homologues of the default mode network and the DAN across the sleep-wake cycle and
during variations in attentional demands. Noteworthy was the observation that anticorrelations
between the two networks occurred ∼20% of the time, whereas correlations were present for
the remaining 80% of the time; these observations suggested a variable relationship between
cooperation and antagonism. Furthermore, during increased attentional demands, firing rates
within the cat default mode network actually increased despite a reduction in local field potential
(LFP) power, which suggests that the default mode network may play an enhanced role during
increased attentional demands.

To fully appreciate the potential significance of the work by Pare and colleagues (Popa et al.
2009), one must note a critical difference with the data manipulations employed in resting-state
fMRI, which first revealed the anticorrelations between the default mode network and DAN (Fox
et al. 2005; a more detailed discussion is presented in Fox et al. 2009). In the fMRI experiment,
the data were prepared by removing a signal common to all areas of the brain (i.e., the so-called
global signal). By doing so, correlations between the default mode network and the DAN, if hid-
den within this signal, would be removed. In the work of Pare and colleagues, no such maneuver
was performed. If, in fact, this observation explains the difference between the neurophysiological
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observations in cats (i.e., anticorrelations present only part of the time) and those in humans (i.e.,
anticorrelations present all the time in the resting state), then our understanding of the relationship
between the default mode network [i.e., a self-centered predictive model of the world (Raichle
2010)] and the DAN (i.e., detector of novel environmental features) must be reconsidered. Is
attention, as conventionally defined, limited to conscious perception of environmental novelty?
Or does attention also involve a nonconscious component that orients us to the predictive reg-
ularities of the environment upon which we base most of our behaviors? We must take a more
nuanced approach to our understanding of the resources of the brain in which networks such as
the default mode network and the DAN are always “on” but adjusting subtly their relationships.
Understanding the dialogue between the default mode network and the DAN is likely a critical
place to begin this work.

The second example is a resting-state fMRI study we performed on 107 juvenile offenders
(Shannon et al. 2011), in whom we could relate with remarkable accuracy organizational features
of their brains to their levels of impulsivity. In this study, we found that in less impulsive juveniles
and normal controls, motor-planning regions were correlated with brain networks associated
with spatial attention and executive control. In more impulsive juveniles, these motor-planning
regions were correlated with the default mode network. Our results suggested that the balance
between the default mode network and the networks controlling spatial attention and executive
control was critical in determining the output of cortical motor-planning areas and, ultimately,
the subject’s level of impulsivity. To further explore the relationship between impulsivity and
neural development, we studied functional connectivity of the same motor-planning regions in 95
typically developing individuals across a wide age span. The change in functional connectivity with
age mirrored that of impulsivity: Younger subjects tended to exhibit functional connectivity similar
to the more impulsive incarcerated juveniles, whereas older subjects exhibited a less impulsive
pattern. It seems reasonable to suggest that the default mode network is playing a critical role in the
organization and expression of preplanned, reflexive behaviors that are critical to our existence in a
complex world but when unconstrained by the social and physical constraints of the environment
become impulsive and destructive. These opposing forces are captured nicely in the book by
Daniel Kahneman, Thinking, Fast and Slow (Kahneman 2011).

Anatomy

Finally, the potential importance of the default mode network to brain organization is captured
in studies focused on its connectional anatomy. This is exemplified by the work of Hagmann and
colleagues (2008). By using diffusion spectrum imaging, these researchers noninvasively mapped
cortico-cortical axonal pathways in humans. The analysis of their data revealed a structural core
within the posterior medial and parietal cerebral cortices as well as distinct temporal and frontal
modules. Brain regions within this structural core constitute connector hubs that link all major
structural models. The structural core they identified contained regions that form the posterior
components of the default mode network. They also compared measures of structural connectivity
with measures of resting-state functional connectivity and concluded that there was a substantial
correspondence between the two measures. The conclusion they drew from their work was that
this structural core, centered as it were on the posterior elements of the default mode network, is
important for functional integration. Additional studies of this type (e.g., see van den Heuvel &
Sporns 2011) complement and expand on the perspective put forth by Hagmann and colleagues
and places the default mode network at the center of the brain’s organization both structurally
and functionally.
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SUMMARY

The brain’s default mode network is a relative newcomer to discussions about brain organization
and function, but it invigorates discussions that go back many years regarding the basic nature
of brain function. One view espoused by Sherrington (1906) posited that the brain is primarily
reflexive, driven by the momentary demands of the environment. The other view was put forth by
Sherrington’s student T. Graham Brown (1914) that the brain’s operations were mainly intrinsic,
involving the acquisition and maintenance of information for interpreting, responding to, and even
predicting environmental demands (for a more recent perspective, see Llinas 2001, Raichle 2010,
Yuste et al. 2005). The latter view clearly seems to be on the ascendency, with a rapidly increasing
interest in the ongoing activity of the brain, which must construct and maintain an operational
model of the world and implement it on the basis of highly impoverished sensory information
(Raichle 2010). One of the features of that activity is its large-scale functional organization, in
which the default mode network appears to be playing a commanding role. Our challenge is to
better define that role, which will likely force us to rethink well-established concepts such as
attention and to seek the involvement of scientists at all levels of inquiry. Although this review did
not consider issues from a cellular perspective, such views are commanding increasing attention,
even as they relate to the default mode network in humans (e.g., see Goyal et al. 2014). Inspection
of Figure 1 demonstrates a major interest in the role of intrinsic activity, and particularly the
default mode network, in disease. This is likely to be an exciting frontier in the years ahead as
we take a fresh look at such diseases as Alzheimer’s (Buckner et al. 2008, Vlassenko et al. 2010)
and depression (Drevets et al. 1997, Greicius et al. 2004, Mayberg et al. 2005), which defy simple
explanation. The default mode network is likely to figure prominently in all these areas of inquiry,
the more so as we come to understand its true role in brain function.
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