
1 | P a g e

Predictive Analytics – Starengts 

 .......................................................................................................................................  

Starengts 
Predictive Analytics 

Date: 03 - July -2022 

Star
en

gts



 

 
2 | P a g e  

   

Predictive Analytics – Starengts 

Table of Contents 
 

Capstone Project Final Submission: Supply Chain (Product Shipment Weight) 
 
1. Introduction .............................................................................................................................................04 

1.1 Introduction about the Problem ...........................................................................................................04 
1.2 Need of the study/project ....................................................................................................................04 

2. EDA and Business Implication ...............................................................................................................04 
2.1. Understanding how data was collected in terms of time, frequency and methodology ....................04 
2.2. Visual inspection of data (rows, columns, descriptive details) ..........................................................05 
2.3. Understanding of attributes ................................................................................................................05 
2.4. Univariate analysis .............................................................................................................................06 

2.4.1 Univariate analysis ..................................................................................................................06 
2.4.2 Bivariate analysis (relationship between different variables, correlations).............................13 
2.4.3 Impact of Analysis on the business .........................................................................................18 

3. Data Cleaning and Pre-Processing ........................................................................................................18 
3.1. Removal of unwanted variables  ........................................................................................................18 
3.2. Missing Value treatment  ...................................................................................................................19 
3.3. Outlier treatment  ...............................................................................................................................20 
3.4. Variable transformation  ....................................................................................................................21 
3.5. Addition of new variables  .................................................................................................................22 
3.6. Log transformation for target variables .............................................................................................23 

4. Model Building ........................................................................................................................................24 
4.1. Model Selection (Clear on why a particular model was chosen).......................................................26 
4.2. Effort to improve model performance  ..............................................................................................28 

5. Model Validation .....................................................................................................................................31 
6. Final Interpretation / Recommendation ................................................................................................33 

 
List of Figures: 

Fig.1.1 Warehouse location Type .....................................................................................................................06 
Fig.1.2 Warehouse capacity size .......................................................................................................................07 
Fig.1.3 Zone ......................................................................................................................................................07 
Fig.1.4 WH Regional Zone ...............................................................................................................................08 
Fig.1.5 WH Owner Type ..................................................................................................................................08 
Fig.1.6 Warehouse in flood impacted area .......................................................................................................09 
Fig.1.7 Warehouse in flood proof area .............................................................................................................09 
Fig.1.8 Generator back up support in warehouse .............................................................................................09 
Fig.1.9 Warehouse have temperature regulate machine ...................................................................................10 
Fig.1.10 Approved warehouse by government with certification.....................................................................10 
Fig.1.11 Continues variables-Box Plot .............................................................................................................11 
Fig.1.12 Continues variables- Histogram .........................................................................................................12 
Fig.1.13 Warehouse location Type this with our target variable ......................................................................13 
Fig.1.14 Warehouse capacity size v/s Product Capacity in tone ......................................................................13 
Fig.1.15 Warehouse regional zone v/s Product Capacity in tone .....................................................................14 

Star
en

gts



 

 
3 | P a g e  

   

Predictive Analytics – Starengts 

Fig.1.16 Zone v/s Product Capacity in tone ......................................................................................................14 
Fig.1.17 Warehouse owner type v/s Product Capacity in tone .........................................................................14 
Fig.1.18 Warehouse in flood impacted area v/s Product Capacity in tone .......................................................15 
Fig.1.19 Warehouse in flood proof area v/s Product Capacity in tone .............................................................15 
Fig.1.20 Generator Backup v/s Product Capacity in tone .................................................................................15 
Fig.1.21 Warehouse temperature regulator machine v/s Product Capacity in tone ..........................................15 
Fig.1.22 Warehouse establishment year v/s Product Capacity in tone .............................................................16 
Fig.1.23 Storage issue reported in last 3 months v/s Product Capacity in tone ................................................16 
Fig.1.24 Zone v/s Regional zone ......................................................................................................................16 
Fig.1.25 Zone v/s Warehouse capacity .............................................................................................................17 
Fig.1.26 Continues variable correlation in a glance .........................................................................................17 
Fig.1.27 Missing Value treatment .....................................................................................................................19 
Fig.1.28 Data before outlier treatment ..............................................................................................................21 
Fig.1.29 Data after outlier treatment .................................................................................................................21 
Fig.1.30 Addition of new variables-1 ...............................................................................................................22 
Fig.1.31 Addition of new variables-2 ...............................................................................................................22 
Fig.1.32 Addition of new variables-3 ...............................................................................................................23 
Fig.1.33 Business insights -1 ............................................................................................................................24 
Fig.1.34 Business insights -2 ............................................................................................................................24 
Fig.2.1 Optimum model output feature explained ............................................................................................32 
 
List of Tables: 

Table 1.1 Data set –FMGC Company  ..............................................................................................................04 
Table 1.2 Data Description ...............................................................................................................................05 
Table 1.3 Data information -1 ...........................................................................................................................05 
Table 1.4 Data information -2 ...........................................................................................................................06 
Table 1.5 Data information -3 ...........................................................................................................................19 
Table 1.6 Data information -4 ...........................................................................................................................20 
Table 1.7 Outlier treatment ...............................................................................................................................20 
Table 1.8 Variable transformation ....................................................................................................................22 
Table 1.9 Data information -5 ...........................................................................................................................23 
Table 2.1 Data set info before label encoding...................................................................................................25 
Table 2.2 Data set info after label encoding  ....................................................................................................25 
Table 2.3 Data set after separating the target variable  .....................................................................................26 
Table 2.4 Data set with only target variable  ....................................................................................................26 
Table 2.5 Training data set ...............................................................................................................................26 
Table 2.6 Testing data set  ................................................................................................................................27 
Table 2.7 OLS output  .......................................................................................................................................27 
Table 2.8 Model output with model tuning  .....................................................................................................28 
Table 2.9 Lasso model coefficient without log transfer -1  ..............................................................................30 
Table 2.10 Lasso model coefficient without log transfer -2  ............................................................................31 
Table 2.11 Lasso model coefficient with log transfer of Y  .............................................................................31 
Table 2.12 Model output after log transformation of Y ...................................................................................31 
Table 2.13 Final model output RMSE and test score  ......................................................................................32 
Table 2.14 Final model output RMSE and test score with optimum model  ....................................................32 
Table 2.15 Product weight in tonnes model predicted output  .........................................................................33 

 

Star
en

gts



 

 
4 | P a g e  

   

Predictive Analytics – Starengts 

1. Introduction 
1.1 Introduction about the Problem 

 
The FMGC Company recently get into the business of instant noodles & dealing with the demand-supply 
issue. The company is not able to fulfil the demand generated by the warehouse or they over dispatched the 
noodles quantity to full fill the requirements. The company is not able to find out what the optimum quantity 
should dispatch to their warehouses. 

 
1.2 Why we need to solve the problem 

 
o We need to understand the supply-chain business of the company & try to analyse the demand pattern 

based on different areas in the country to overcome form demand & supply issues. 
o We also need to reduce the inventory cost losses by forecasting the optimums weight of the product 

to be shipped to each warehouse. 
o Because of demand & supply issues, many warehouses will underperform & other warehouses will 

deal with higher inventory carrying costs.  
o We need to understand the business opportunities based on demand in each warehouse & fulfil the 

requirements of the warehouse. 
o The low supply to warehouses leads to direct business loss, we need to understand high performing 

warehouses and low performing warehouses & plan supply quantity according. 
o The low performing warehouse needs to understand & plan an advertising campaign to improve the 

performance of the warehouse. 
o Because higher demand & low supply leads to customer dissatisfaction and the probability the 

customer move to another brand. 
o There will be a probability FMGC company will lose its brand value in high performance and low 

supply area or zone 
 

2. EDA and Business Implication 
2.1 Understanding how data was collected in terms of time, frequency and methodology 

To understand the data, Let us first read the dataset: 
 

 

 
Table 1.1 Data set –FMGC Company  
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The data is given about the warehouse, each warehouse have a unique identification – and each manager 
assigned for unique ID based on the warehouse, Warehouse also decided into location (Urban & Rural) , 
Warehouse capacity – ( small, medium & large) The data available even its not having establishment year. 
The data available for target variable is only 3 months. 
                                         The data is available from establishment year since FY1996 to FY2023. 
Some year of establishment is missing as we can understand the warehouse is new and still under 
government approval.  

 
2.2  Visual inspection of data (rows, columns, descriptive details) 

Let us see the data visualization: 
1. Let us see the shape of the data set – the set having 25000 Rows and 25 columns 
2. The total size of dataset is 600000 
3. Please see the below descriptive details  

 

  
                           Table 1.2 Data Description                         Table 1.3 Data information -1 

 
 
o We can see the each variable have 25000 data points, while Number of workers & Established year 

is having missing values. 
o We can also see the flood_impacted, flood_proof, electric_supply & temp_reg_mach minimum 

value is 0 and maximum is one & STD below 1. 
o The average product weight is 22102 and max is 55151. 

2.3 Understanding of attributes  
Let us understand the attributes: 
The 8 types of attributes is object time, 14 data variables is int64 type & 2 variable is float64 type 
The size of the data set is 4.6+MB  
The first two columns is unique ID  
Worker number and year of establishment having missing data  
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We can see the name given to variable is not self-exclamatory, we recommend to rename so can 
management understand easily  
We have rename the variables please see the changed variables name: 
 

 
Table 1.4 Data information -2 

 
The variable name is important to easy understanding & in visualization also. 

 
2.4  Exploratory Data Analysis 

 
2.4.1 Univariate analysis 

We have 8 object type variables in which 2 is unique identifier, let us analysis the reaming 6 first: 
Warehouse location Type: 

 
Fig.1.1 Warehouse location Type 

We can see that the rural area having more number of warehouse as compare to urban area, the 92 % of   
warehouse is in the rural area and 8% in the urban are. 
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Warehouse capacity size: 
We can see the warehouse capacity size both large & medium have almost same number of warehouse  
 and small capacity will be 4811 number  

 
 

Fig.1.2 Warehouse capacity size 
 
 

Zone: 
We can see the number of warehouse divided in to 4 zone North zone have the highest number of warehouse 
and east have the lowest number of warehouse  

 
 

 
Fig.1.3 Zone 

 
       
 
      WH Regional Zone: 

As per below bar chart we can understand that the zone6 have highest number of warehouse followed by zone 
5 and lest is zone 1.  
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Fig.1.4 WH Regional Zone 

       WH Owner Type     
We can see that the company Owned warehouse 55% and rented is 45%. 

 
Fig.1.5 WH Owner Type 

 
Now let us see the univariate analysis for continuous variables: 
We can see the some variables have only zero and one values, let us understand first. 
Warehouse in flood impacted area: 
We can see the 9% warehouse is in flood impacted area. 
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Fig.1.6 Warehouse in flood impacted area 

Warehouse in flood proof area: 
  The 5.4% Warehouse is in flood proof area 

 
Fig.1.7 Warehouse in flood proof area 

Generator Back up support in warehouse: 
We can see the 67% warehouse have the backup generator support and 45% will not have. 
We will see the correlation with target variable in next topic. 

 
Fig.1.8 Generator back up support in warehouse 

Warehouse have temperature regulate machine: 
30% warehouse having the temperature regulation option   
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Fig.1.9 Warehouse have temperature regulate machine 

Approved warehouse by government with certification: 
We can see the some warehouse is not applicable, we have changed the NaN with Not applicable, because 
some warehouse is still under approval process.   

 
Fig.1.10 Approved warehouse by government with certification 
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Let us see now continues variables: Box Plot  

 
Fig.1.11 Continues variables-Box Plot 
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Let us see now continues variables: Histogram  

 
Fig.1.12 Continues variables- Histogram 
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As per all the continue variables below are the observation  

 
1. The continuous data set have the outliers – Transport issue in last one year, Number of competitor in 

the market, Number of retail shop & number of works.  
2. We can also see the skewness like transport issue in last one year, number of retail shop, Number 

of worker & number of competitor is highly right skew. Based on skewness values we will do the 
outlier treatment 

3. Some data have only nominal values 1 & 0, that we classified based on category. 
 

2.4.2 Bivariate analysis (relationship between different variables, correlations) 
   Let is compare Warehouse location Type this with our target variable: 

 

 
Fig.1.13 Warehouse location Type this with our target variable 

Comparison of location: Shows that the median product weight dispatch in the urban are is greater than the 
rural area 
Comparison of dispersion: We can see the difference in interquartile ranges and over all data set is       
higher for rural area & overall range of product weight is higher in rural area 
Comparison of skewness: Both the data look like right skewness, rural area slightly more right skewness 
Comparison of potential outliers: Urban area can see the outlier. 

 
Warehouse capacity size v/s Product Capacity in tone: 
Let see if any relationship with the target variables:  
It seems that the warehouse capacity size will not influence the output 
 

 
Fig.1.14 Warehouse capacity size v/s Product Capacity in tone 
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Warehouse regional zone v/s Product Capacity in tone: 
We can’t find any relation between reginal zone 5, 4, & 3 product capacity directly but zone 2 have the   
higher median then other, we can say that the zone 2 is good performer, Zone 1 is low performer 

 
Fig.1.15 Warehouse regional zone v/s Product Capacity in tone 

Zone v/s Product Capacity in tone: 
We can observe the East zone have slightly higher median value, we can say that the east zone is 
performing well as compare to other zone  

 
Fig.1.16 Zone v/s Product Capacity in tone 

Warehouse owner type v/s Product Capacity in tone: 
We can’t find the relation ship  

 
Fig.1.17 Warehouse owner type v/s Product Capacity in tone 

Warehouse in flood impacted area v/s Product Capacity in tone: 
We can’t find the relation ship  
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Fig.1.18 Warehouse in flood impacted area v/s Product Capacity in tone 

Warehouse in flood proof area v/s Product Capacity in tone: 
We can’t find the relation ship  

 
Fig.1.19 Warehouse in flood proof area v/s Product Capacity in tone 

Generator Backup v/s Product Capacity in tone: 
We can’t find the relation ship  

 
Fig.1.20 Generator Backup v/s Product Capacity in tone 

Warehouse temperature regulator machine v/s Product Capacity in tone: 
We can see those warehouse have the temperature regulator machine having the higher median value  
We can say that the because of temperature control they can store the more product as comparer the non-
regulated teamp. Control. 

 
Fig.1.21 Warehouse temperature regulator machine v/s Product Capacity in tone 
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Warehouse establishment year v/s Product Capacity in tone: 
       We can see the median value shifted down after 2005, this is the clear indicator that the old warehouse        

preformation well as compare to new warehouse 

 
Fig.1.22 Warehouse establishment year v/s Product Capacity in tone 

Storage issue reported in last 3 months v/s Product Capacity in tone: 
We can see that the direct correlation below issue reported and product weight, however this is misleading 
for model building. It’s just to say that the when number of storage product is increases the storage issue will 
increases. We should drop this column for model building or we will get the 99 % accuracy of model. 

 
Fig.1.23 Storage issue reported in last 3 months v/s Product Capacity in tone 

Zone v/s Regional zone: 
We can see the north zone having the highest warehouse and east zone have the lowest warehouse. 

 
Fig.1.24 Zone v/s Regional zone 
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Zone v/s Warehouse capacity: 
The 50 % largest warehouse capacity cover by north zone. 

 

 
Fig.1.25 Zone v/s Warehouse capacity 

Let us see the all continues variable correlation in a glance: 
 

o As we already earlier discussed the highest positive correlation between product weight and the 
number of issue reported.  

o The highest negative correlation between  product weight and year of establishment – 40 % data is 
missing  

o Year of establishment storage issue reported have the high negative correlation, we can say that as we 
discussed the old warehouse performing good and compare to new.  

 
Fig.1.26 Continues variable correlation in a glance 
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2.4.3 Impact of Analysis on the business 
1. The company invested in warehouse 92% in a rural area & compare to urban are only 8%.  
2. The warehouse is divided percentage-wise - 40% of large size warehouse, 40% of warehouse and a 
medium having 20% is small size warehouse  
3. The number of warehouses divided into 4 zones and north having the highest warehouse ~40% & the east 
contribution only 2 %.  
4. In Regional Zone – Zone 6 has the highest number of warehouses ~33%  
5. Company Owned warehouse 55% and rented is 45% 
6. Company have 9% warehouse in the flood-impacted area  
7. Company have a 5.4% warehouse in a flood-proof area  
8. Company have 67% warehouse with backup generator support and 45% will not have  
9. Only 30% of warehouses have the temperature regulation option 
10. Company still under government approval for 773 warehouses  
11. No good correlation found maximum variables – Only 2 variable has good correlation 1st Year of 
establishment (Negative) & second is number of storage issue reported in last 3 months (Positive) 
12. We can see the mid capacity warehouse in east and larger capacity warehouse in east have higher median 
value, we can say that mid and large capacity warehouse performance good in east zone 
13. The east zone still performing better than the other zone but did not have any warehouses in zone -2 and 
the lowest number of warehouses in the east zone. 
     a. Company needs to look into the east zone and increase the number of warehouses  
     b. East zone 2 needs to develop a new warehouse as they don’t have any warehouse in that area 
14. The warehouse with a temperature controller has higher performance as compared with non-temperature 
control, Company needs to understand that the noodle can store for a much longer time at a controlled 
temperature. 
15. We can see that the old warehouse is much better than the new warehouse, 50% of the supply will come 
from the old warehouses. The company needs to focus on why the new warehouse not performing well and 
provide some marketing campaigns in new warehouses. 
16. The mid and large capacity warehouse performance is good in the east zone, However, the number of 
warehouses is very less, Company can divert the product to the large east & mid-size east zone for some 
product quantity.  
18. East zone 4 and east 5 are performing very well in overall all zone. Let the company can understand and 
increase the product quantity.  
19. Lager & small Company-owned warehouse is less performing as compared to rented warehouse 
all(Small, large and mid), Company needs to understand the ground reality why this company owned large 
and medium warehouse not performing well. 

 
3. Data Cleaning and Pre-processing 
3.1 Removal of unwanted variables  
We can see as per the correlation plot and the data information below are the variables we should remove  
a) WH_Manager_ID – We already have one unique id for the warehouse the manger ID will not used  
b) WH_established_year- The warehouse establishment year data is missing more than 40%, the variable 

will not leads to good model building. 
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c) storage_issue_reported_in_last_3_months – We can see the storage positive correlation with target 
variable, this will leads to model building inconsistency & we model will take us in different direction 
with 99% accuracy. 

Please see the below data set after dropping 3 columns: 
Now we have total 21 columns. 

 
Table 1.5 Data information -3 

3.2 Missing Value treatment  
As we already know as per data info 2 variables having the missing values: 
Now let us check before dropping the columns, how many variables having the missing values. 
wh_est_year                                  11881 
workers_num                                 990 
approved_wh_govt_certificate      908 
As we already dropped the year of establishment column, Let see once again the missing values in the 
variables 
Number_of_workers                   990 
approved_wh_govt_certificate    908 
Now we have two variables with missing values, now let us treat the number of workers first: 

 
Fig.1.27 Missing Value treatment  

We can see the worker number is uniformly distributed, we will use the mean for missing value treatment. 
After treating the missing values let us keck again. Count of NULL values after imputation 
approved_wh_govt_certificate    908, we cannot find the any missing values in worker number. 
 
Let’s we treat the approval warehouse government certificate variables: 
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We can see the all NA values and year of establishment, where the number year is missing the government 
approval is not available, it means the warehouse is under establishment and awaiting for government 
certification. 
For considering this we will not remove the NaN but will replace with Not Available. 
Let us final check the missing values again- Are there any missing values? – False. 
Let us check the info again: 

 
Table 1.6 Data information -4 

 We can see the all the variables having 25000 data points.  
 
3.3 Outlier treatment  
 
We can see that in the boxplot we have outlier present in data set, Let us see the skewness of each variable 
and take the decision for outlier treatments- 

 
Table 1.7 Outlier treatment 

 
We can see the skewness of some variables in above the -0.5 to+0.5. 

1. Transport issue in last one year- 1.61 - We will considered this for outlier treatment 
2. Number of competitor in mkt-    0.98 - We will considered this for outlier treatment 
3. Number of retail shop-                0.91 - We will considered this for outlier treatment 
4. Number of workers-                    1.08 - We will considered this for outlier treatment 
5. WH in Flood impacted area-        2.70 – We will not considered because considered category data (1, 0) 
6. WH in flood proof area               3.92– We will not considered because considered category data (1, 0) 
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7. Generator backup                        0.66– We will not considered because considered category data (1, 0) 
Let us see the data before outlier treatment: 

 
Fig.1.28 Data before outlier treatment 

Let us see the data after outlier treatment: 

 
Fig.1.29 Data after outlier treatment 

 
 

3.4 Variable transformation  
We have not seen much variables for transformation, however the warehouse ID should be convert in Index 
After the model building we need to inform the managements with warehouse ID. 
Let us see the data head. 
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 Table 1.8 Variable transformation 

3.5 Addition of new variables  
      Yes, there is possibility to create the number of new variables: 
1. We have added the new column (Zone & WH Regional Zone) 

The combination of the both Column will give us the four zone with combination of 6 reginal zone  
We can see the mid capacity warehouse in east and larger capacity warehouse in east have higher median 
value, we can say that mid and large capacity warehouse performance good in east zone. 

 
Fig.1.30 Addition of new variables-1 

2. The second column with (WH Capacity size & Zone) 
The combination of the both column will give us small, large and mid-capacity with zone wise.  

 
Fig.1.31 Addition of new variables-2 

We can see the east zone 4 and east zone 5 have the highest median values. 
3. The third variables is WH_capacity_size_&_WH_owner_type, it’s the combination of  

WH_capacity_size and WH_owner_type. 
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Fig.1.32 Addition of new variables-3 

 
We can see the Lager & small Company owned warehouse is less performing the as compared to rented 
warehouse (Small, large and mid) 
Let us see the final variable information: now we have 23 columns  

 
Table 1.9 Data information -5 

3.6 Log transformation for target variables  
We are dealing with continuous data set and not worry about the data unbalanced. 
However if you see the target variable distribution, it is right skewness and that is highest performing 
warehouse and we have very less number of data point to learn the model, Hence the data is unbalance in 
nature. 
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Fig.1.33 Business insights -1 

 
We can do the log transformation to overcome this problems of data unbalanced. 

 
Fig.1.34 Business insights -2 

 
 We can see the after log transform we are achieving almost normal distribution. 
Only expect some values in left side, because we have the outlier in lower side only. Where the warehouse     
performance is lesser. 

 In context of business if we not do the log transform of balance the data, the model will committing error on 
highly performing warehouse then the loss will be higher. 

  
4. Model building  

 
o As we have seen that in project note-1 the data variable doesn’t have good correlation with target 

variables. 
o The only one good negative correlation we found in the establishment year, However we have 

dropped in the project note -1 
o Considering the good correlation we are taking the variables in model building, However we are 

assuming , if we not consider establishment year the model will perform very poorly  
o As we know this is the regression problem and we have to predict the product weights in tonnes  
o Below changes we have done in project note -1 

o All columns are rename correctly  
o Missing values treated  
o Manger ID and storage issue reported in last 3 months columns dropped  
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o For model building we are keeping the year of establishment columns, as we know this variable have 
40% missing values and correlation with target variables, hence we are dropping all the missing 
values and remain dataset will be used for model building. 

o Originally the shape of data set is (25000, 24) with 600000 data points after the dropping the missing 
values (11578, 21) with 439964 data points  

Before building model let us check if data set ready for it: 
o We can see the same category (Object) variables available in the data set, Let us convert into the 

integer variables 

 
Table 2.1 – Data set info before label encoding   

o We will use the Label Encoding for the this data set as maximum is label variable  
o Now we can see that the variables is data type is changed, However few more columns is added 

because of label encoding   

 
Table 2.2 – Data set info after label encoding  
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Let us create the target variable: 
o We will drop the target variable “Product_weight_in_ton” column from the original dataframe and 

create the “X” 
o Create the “Y” with only target variable “Product_weight_in_ton” 
o Let us see the “X” dataset  

 
Table 2.3 – Data set after separating the target variable 

o Let us see the “Y” target variables  

 
Table 2.4 – Data set with only target variable 

Let us split the dataset into train & test: 
o We are considering the 70:30 for train:test  
o Please refer the Jupyer note book for library used  
o After splitting the data set we will fit the train and test data set into the model  
o Before fitting the data into the model let us discuss about the model 

4.1 Model Selection (Clear on why a particular model was chosen): 
o Considering the regression problems we will select the regression model only  
o As many model available we used only 4 model for this data set  
o The model selected as below : 

 Linear Regression           
 ridge   (Regularization – Liner regression)              
 lasso   (Regularization – Liner regression)                    
 Elastic net (Regularization – Liner regression)              
 Decision Tree Regression      
 Random Forest Regression    
 ANN Regression 

Build The Model: 
o We are using the Ensemble modelling, However we also done the linear regression separately  
o Let us see the train & test data set  

 
Table 2.5 – Training data set  
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o We can see that the test set having the 3474 rows and 37 columns 

 
Table 2.6 – Testing data set  

o We can see that the train set having the 8104rows and 37 columns 
o Let us first invoke the Linear Regression function model.fit (X train and X test) 
o As mentioned we cannot show the code in business reports, it’s difficult to the show the model 

running, Please refer the jupyter note book  
o Let us run the OSL & see the output results  
o We will combine the X train & test to run the Linear Regression (Ordinary Least Squares 
o Let us see the OLS output 

 
Table 2.7 – OLS output   

 
o Let us check the underroot of mean_sq_error is standard deviation i.e. avg variance between predicted 

and actual is 6482.08 
o Let us check the model score training set  – 71 % 
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o Let us check the model score test set  – 70 % 
o We will do the both model building and test the model in one go and use Ensemble modelling  
o We can show both different out for model building and testing, Hence will show how we build (Note: 

please don’t considered this is a code) 
 We use the regression model that is as LinearRegression  
 We use ridge for regularization of linear regression is as Ridge  
 We use ridge for regularization of linear regression lasso is as Lasso  
 We use ridge for regularization of linear regression elastic net is as ElasticNet 
 We use artificial neural network annr as a  MLPRegressor with random state  
 We use rfr as a  Random Forest Regressor with random state 
 We use dtr as a tree Decision Tree Regressor with random state 

o Please refer the jupyter notebook  
o We do the scaling the model for only for ANNR 
o After assign all model we call the fit function for all model together  

Test your predictive model against the test set using various appropriate performance metrics 
o We are going to use the RMSE and test accuracy to test the prediction for all model 
o As we building the all model as random will not get accurate results and call for model tuning  
o Let us see the results before the model tuning  

 

 
 

Table 2.8 – Model output with model tuning    
 

 Interpretation of the model(s) 
o We build the 7 model 3 model for Liner regression regularization like ridge, lasso & Elastic net  
o We can see the good r square and adjusted r square value in OLS  model-0.707 & 0.708   
o All the leaner regression model is constant, However need to model tuning to check the better 

performance  
o The decision tree is over fitted and need to do model tuning, We can see the 0 RMSE in Train data 
o The random forest is also over fitted to do model tuning 
 

4.2 Effort to improve model performance 
 Liner regression regularization 

 Let us see the cross validation scores using the CV – 5 and scoring –r2 
 Output  

 CV Mean:  0.7129562297548979 
 STD:  0.010339546149871846 

 Decision Tree Regression      
a. We use the Grid Search CV for model tuning  

i. Parameter used in grid are as below  
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1. Max depth  
2. Min sample leaf 
3. Min sample split  

b. After doing number of iteration we found that the model is fit for below values  
i. Final model tuned Parameter used 

1. Max depth - 7 
2. Min sample leaf - 30 
3. Min sample split - 300 
4. CV – 3 

 Random Forest Regression    
 We use the Grid Search CV for model tuning  

 Parameter used in grid are as below  
1. Max depth  
2. Max features  
3. Min sample leaf 
4. Min sample split  
5. N Estimators 

 After doing number of iteration we found that the model is fit for below values  
 Final model tuned Parameter used 

1. Max depth - 8 
2. Max features - 19 
3. Min sample leaf - 15 
4. Min sample split - 2 
5. N Estimators - 600 

 ANN Regression 
 We use the Grid Search CV for model tuning  

 Parameter used in grid are as below  
1. Hidden layer sizes 
2. Activation  
3. Solver  

 After doing number of iteration we found that the model is fit for below values  
 Final model tuned Parameter used 

1. Hidden layer sizes - 900 
2. Activation - relu 
3. Solver - adam 

b) Model Regularization 
o We will do the model tuning for all the model for liner regression we will use the regularization of 

model  
o Ridge Regression (L2 Regularization) 

 We using alpha values from 0.001, 0.01, 0.1, 1, 10,50, 100, 500 till 1000 
 We use Grid Search CV with estimator is ridge, parameter grid, scoring is 'r2', verbose is 1, n 

jobs is 1. 
 Best Score:  0.7130505083583776 
 Best Parameter:  alpha: 100 

Star
en

gts



 

 
30 | P a g e  

   

Predictive Analytics – Starengts 

o Lasso Regression (L1 Regularization) 
 We using alpha values from 0.001, 0.01, 0.1, 1, 10,50, 100, 500 till 1000 
 We use Grid Search CV with estimator is lasso, parameter grid, scoring is 'r2', verbose is 1, n 

jobs is 1. 
 Best Score:  0.7133146314107421 
 Best Parameter:  alpha: 10 

• As we know a Lasso regression uses L1 regularization to force some coefficients to be exactly zero, 
this means some features are completely ignored by the model. This can be thought of as a type of 
automatic feature selection. 

• Lasso can be a good model choice when we have a large number of features but expect only a few to 
be important. This can make the model easier to interpret and reveal the most important features. 

• Higher values of ⍺ force more coefficients to zero and can cause under fitting. 
• Lower values of alpha lead to fewer non-zero features and can cause overfitting. Very low values of 

alpha will cause the model to resemble linear regression. 
• We used the default value for alpha above, which might not give the best performance. The optimum 

value of alpha will vary with each dataset. 
We can see the lasso has been set many coefficient variables to zero which not making any sense for 
model output 

 
Table 2.9 – Lasso model coefficient without log transfer -1 

 
o Elastic-Net Regression 

Elastic-net is a linear regression model that combines the penalties of Lasso and Ridge. 
We use the l1_ratio parameter to control the combination of L1 and L2 regularization. When l1_ratio 
and = 0 we have L2 regularization (Ridge) and when l1_ratio = 1 we have L1 regularization (Lasso). 
Values between zero and one give us a combination of both L1 and L2 regularization. 
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We have already fitted elastic-net with default parameters now use grid search to find optimal values 
for alpha and l1_ratio. 
 We using alpha values from 0.001, 0.01, 0.1, 1, 10,50, 100, 500 till 1000 
 We use l1_ratio from 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1 
 We use Grid Search CV with estimator is elastic net, parameter grid, scoring is 'r2', verbose is 

5, n jobs is 1. 
 Best Score:  0.7133146314107421 
 Best Parameter:  alpha: 10 & l1_ratio: 1 

5. Model validation 
Coefficient  
We have also done the log transformation of target variables but all the data will get over fit 

Let us see the lasso model –coefficient after target variable log transformation   

 
Table 2.10 – Lasso model coefficient without log transfer -2   Table 2.11 – Lasso model coefficient with log transfer of Y 
 
We can see the difference before and after long transform of target variables the almost 28 variable set to 
zero. 
Below are the result after target variable log transformation (RMSE & AccuracyAcore): 
 
We can see all model seems overfired as we know that the all variables not having good correlation with 
target variables and only years of establishment having the good negative correlation hence after log 
transform of target variables the all model is over fitted  

 
Table 2.12 – Model output after log transformation of Y 
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Now let us see the final model output with test score: 
After apply final parameters after model tuning below are the results – 

 
Table 2.13 – Final model output RMSE and test score  

Below are the size of error in percentage for test RMSE: 
Linear Regression Test –RMSE                28.820099689493965 
Lasso Regression Test –RMSE                 28.824985985830644 
Elastic net Regression Test-RMSE           28.824985985830644 
Decision Tree Regression Test-RMSE     26.926840832968747 
Random Forest Regression Test-RMSE   25.187409824079758 
ANN Regression Test-RMSE                   26.012605739678946 
We can easily see the most optimal and most consistent model both: 
The lowest % error model is Random Forest model, lowest RMSE score and highest test accuracy – 
Most optimum model is Random Forest model 
The Liner regression have slightly lower score however in most consistent in all regularization model  

 
Interpretation of the most optimum model and its implication on the business 
We can see the random forest is optimum model for current data set:  

 
Table 2.14 – Final model output RMSE and test score with optimum mode 

Let us see the features explained by this model: 
1. We can see the year of establishment is the only variable that will have an impact on product weight in tones  
2.  The other variable will have a very small impact on the product weight  
3. The rest of all 28 variables will not have any impact on product weight  
4. Reduction breakdown will improve the warehouse holding capacity  

5. Converting more warehouse into the A+ certification will help to improve the storage capacity warehouse

 
Fig.2.1- Optimum model output feature explained 
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6. Final interpretation / Recommendation: 
 
1. The only correlation is available in data is year of establishment and model predicted values  
2. The older warehouse performance is well company need to focus on new warehouse  
3. below output highlighted in red is under performance warehouse – Company is not selling required 
product quantity to warehouse. 
4. The warehouse highlighted in green is performing well but warehouse stored products more than 
required quantity. If there is higher demand in mid-size or small size Warehouse Company need to think 
about the increases the warehouse capacity 

  
Table 2.15 – Product weight in tonnes model predicted output 

5. The old warehouse performing well need to deploy same strategy on new warehouse 
6.  We can also see the small % of certification will also add the high product in warehouse  
     To converting the more warehouse to A+ certification will add value  
7. The mid and large capacity warehouse performance good in east zone, However the number of 
warehouse is very less, Company can divert the product to large east & mid-size east zone some product 
quantity. 
8. East zone 4 and east 5 is performing the very good in overall all zone. Let company can understand 
and increase the product quantity. 
9. Lager & small Company owned warehouse is less performing as compare to rented warehouse 
all(Small, large and mid),Company needs to understand the ground reality why this company owned 
large and medium warehouse not performing well. 
 57% Warehouse having the opportunity to increase the output (Underperforming) 
 43% Warehouse has the opportunity to reassess the capacity (Over performing) 
 If the company listen to this model output then the output can be increased by 25 Million product 

weight in tones ~20% in the case of an underperformance warehouse (Diff- between the sum of 
predicted –the sum of actual, Underperforming) 

 In case of an underperforming warehouse need to send extra item & should also support them by 
creating more marketing campaign, more marketing strategy and appointing more distributors & 
reseller.  

 As the instant noodles business is not a specific geographical or any area-specific business, we 
can do a marketing campaign to improve the business in low performance warehouses. 

 The company need to reassess the warehouse capacity to reduce the storage issues & capacity is 
increases the number of refills will come down with respect to transportation will also come 
down (In this case the overall cost of the supply chain will come down) 

======= Thank you for support ====== 
===END=== 
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