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AMD MI300X
20,000x20,000 matrix, batch 5,000, iterations 1,000
=== RUN SUITE (ROCm) on AMD Instinct MI300X ===

[2026-02-12 11:29:37] Seed: 123456 | Pattern: random | Zeros: 0%

A_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 0% (< 70%) — skipping CSR/COOQO conversion (OOM prevention); using
Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 1.000 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.040206s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.272137 s

rolv per-iter: 0.001896s

ROLV TFLOPS: 2110.17 | Base TFLOPS: 98.06

ROLV Tokens/s: 2637715.68 | Base Tokens/s: 122569.06

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
b22bcb97b64974e1c0fb509dfb9f4288315ae9dc4d1b150a6fe54044123ada91 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 18.82x (= 1782% faster)

Speedup (per-iter): 21.52x (= 2052% faster)

Energy Savings: 95.35%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
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"b22bcb97b64974e1c0fb509dfb9f4288315ae9dc4d1b150a6fe54044123ada91",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"fObb71e34023e6f1832ac28258224158f729d88fec1724b4ff1764b2948db38b",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.040206, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.272137, "rolv_iter_s": 0.001896, "dense_iter_s": 0.040793, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.167717, "baseline_total_s": 40.793328,
"speedup_total_vs_selected_x": 18.819, "speedup_iter_vs_selected_x": 21.52,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2110.173, "base_tflops": 98.055, "rolv_tokens_per sec": 2637715.676,
"base_tokens_per_sec": 122569.063}

[2026-02-12 11:30:31] Seed: 123456 | Pattern: power_law | Zeros: 0%

A_hash: 82b769ee8809097111872778e2cc8f15166¢c246fe3ab282d35d86794add32e24 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 0% (< 70%) — skipping CSR/COOQO conversion (OOM prevention); using
Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 1.000 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.041204s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149788 s

rolv per-iter: 0.001896s

ROLV TFLOPS: 2110.04 | Base TFLOPS: 96.87

ROLV Tokens/s: 2637544.81 | Base Tokens/s: 121082.31

rolv._norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash: acfd5e3a5c915558b2ef0cdf5cc25fa36ff8c74307a4a507e71d68292¢c018c8a
(Dense)

CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 20.19x (= 1919% faster)

Speedup (per-iter): 21.78x (= 2078% faster)

Energy Savings: 95.41%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A
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{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"82b769ee8809097111872778e2cc8f15166¢c246fe3ab282d35d86794add32e24",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"DENSE_norm_hash™:
"acfd5e3a5¢915558b2ef0cdf5cc25fa36ff8c74307a4a507e71d68292¢c018c8a",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"2c337a34c868af7a802f0b20c702c9e3a0ce9d1ff31d48838b72095¢ch25¢c01ce”,
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.041204, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.149788, "rolv_iter_s": 0.001896, "dense_iter_s": 0.041294, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.045491, "baseline_total s": 41.294223,
"speedup_total_vs_ selected x": 20.188, "speedup _iter_vs_ selected x": 21.783,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2110.036, "base _tflops": 96.866, "rolv_tokens per sec": 2637544.806,
"base_tokens_per_sec": 121082.313}

[2026-02-12 11:31:26] Seed: 123456 | Pattern: banded | Zeros: 0%

A_hash: 6¢cde74c5798c7c430dd46b95ba8e2f3c4e3c44f6dab704772e746e404eff77ca | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 0% (< 70%) — skipping CSR/COO conversion (OOM prevention); using
Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 1.000 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.035495s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.148097 s

rolv per-iter: 0.001900s

ROLV TFLOPS: 2104.80 | Base TFLOPS: 112.65

ROLV Tokens/s: 2630998.14 | Base Tokens/s: 140813.24

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
b581e157bd8590550€9011584a73fc77eed5bbdb5aac085dabffb37ce67d9257 (Dense)
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CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 17.33x (= 1633% faster)

Speedup (per-iter): 18.68x (= 1768% faster)

Energy Savings: 94.65%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "6cde74c5798¢7c430dd46b95ba8e2f3c4e3c44f6dab704772e746e404eff77ca",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"b581e157bd8590550€9011584a73fc77eed5bbdb5aac085dabffb37ce67d9257",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"532b7fdd723129f417cf1b6d89c952f9e4d25cf7afc42933e9795ffbd6193bad", "CSR_ghash_d6™
"N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense", "pilot_dense per iter _s": 0.035495,
"pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A", "rolv_build_s": 0.148097,
"rolv_iter_s": 0.0019, "dense_iter_s": 0.035508, "csr_iter_s": "N/A", "coo_iter_s": "N/A",
"rolv_total _s": 2.048516, "baseline_total s": 35.508023, "speedup_total vs selected x":
17.334, "speedup _iter_vs_selected x": 18.684, "rolv_vs_vendor_sparse_iter_x": "N/A",
"rolv_vs_vendor_sparse_total x": "N/A", "rolv_vs coo_iter x": "N/A", "rolv_vs coo_total x":
"N/A", "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": false, "rolv_tflops": 2104.799, "base_tflops": 112.651,
"rolv_tokens_per_sec": 2630998.143, "base_tokens_per_sec": 140813.245}

[2026-02-12 11:32:14] Seed: 123456 | Pattern: block_diagonal | Zeros: 0%

A_hash: 928187f51806f14eed31e1909ce8b05f76¢c1c5b91a7d26cb4f495951156ee206 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 0% (< 70%) — skipping CSR/COOQ conversion (OOM prevention); using
Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 1.000 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.034117s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.147962 s
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rolv per-iter: 0.001902s

ROLV TFLOPS: 2102.57 | Base TFLOPS: 113.95

ROLV Tokens/s: 2628212.29 | Base Tokens/s: 142438.90

rolv._norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
3fcdc0e595da85cfb95cfd32328e0970¢c490d8f8a36fbea3d969c7aef257¢c9b2 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 17.12x (= 1612% faster)

Speedup (per-iter): 18.45x (= 1745% faster)

Energy Savings: 94.58%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"928187f51806f14eed31e1909ce8b05f76¢c1c5b91a7d26ch4f495951156ee206",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"3fcdc0e595da85¢cfb95cfd32328e0970c490d8f8a36fbea3d969c7aef257¢9b2",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"c38e3e803b981809b78d1cde860a4564ce92494e0d87b597¢35811ab294920b4",

"CSR _ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.034117, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.147962, "rolv_iter_s": 0.001902, "dense _iter_s": 0.035103, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total _s": 2.050396, "baseline_total s": 35.10277,
"speedup_total_vs_selected_x": 17.12, "speedup_iter_vs_selected_x": 18.452,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2102.57, "base_tflops": 113.951, "rolv_tokens_per_sec": 2628212.293,
"base_tokens_per_sec": 142438.903}

[2026-02-12 11:33:02] Seed: 123456 | Pattern: random | Zeros: 10%
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A_hash: fcedbd7a862de3bcf7835c9fa796¢75b1365877a48d561429563503013d440c5 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 10% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.900 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.040920s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149503 s

rolv per-iter: 0.001903s

ROLV TFLOPS: 2101.41 | Base TFLOPS: 97.09

ROLV Tokens/s: 2626768.01 | Base Tokens/s: 121363.64

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
9c86be5aced3a2foc06365ba2d48a82d546¢3b9420857fb1abd13febc67d78f9 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 20.07x (= 1907% faster)

Speedup (per-iter): 21.64x (= 2064% faster)

Energy Savings: 95.38%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"fcedbd7a862de3bcf7835c9fa796c75b1365877a48d561429563503013d440c5",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™:
"9c86beb5aced3a2f9c06365ba2d48a82d546¢c3b9420857fb1abd13febc67d78f9",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_qghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"89633c3e64331d116a585a14f1c2b9f2fa85dd7799e3b138717d6d7fbcd805fd",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per_iter_s": 0.04092, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.149503, "rolv_iter_s": 0.001903, "dense_iter_s": 0.041199, "csr_iter_s": "N/A",
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"coo_iter_s": "N/A", "rolv_total_s": 2.052983, "baseline_total_s": 41.1985,

"speedup_total vs_selected x": 20.068, "speedup _iter_vs_selected x": 21.644,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total_x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2101.414, "base_tflops": 97.091, "rolv_tokens_per_sec": 2626768.01,

"base tokens per_sec": 121363.642}

[2026-02-12 11:33:56] Seed: 123456 | Pattern: power_law | Zeros: 10%

A_hash: 4138339f0cdc73b6251346583279c5a160793fb9f057a7d6c3642b72dfa464d3 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 10% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.900 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.040861s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149634 s

rolv per-iter: 0.001898s

ROLV TFLOPS: 2107.12 | Base TFLOPS: 96.30

ROLV Tokens/s: 2633904.39 | Base Tokens/s: 120379.61

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
42e67f7a7d127ae6dc415c6d42d4e4aa30d550691711b89004b8eec0b3b59d39 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 20.28x (= 1928% faster)

Speedup (per-iter): 21.88x (= 2088% faster)

Energy Savings: 95.43%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"4138339f0cdc73b6251346583279¢c5a160793fb9f057a7d6c3642b72dfa464d3",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
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"DENSE_norm_hash™:
"42e67f7a7d127ae6dc415c6d42d4e4aa30d550691711b89004b8eecOb3b59d39",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"3d402b0267368589881e5e7555ffe7f9fc87fec9eal1ald7cd15e39cd5f257e64c",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",

"pilot_dense_per _iter_s": 0.040861, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.149634, "rolv_iter_s": 0.001898, "dense_iter_s": 0.041535, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.047956, "baseline_total s": 41.535273,
"speedup_total vs selected x": 20.281, "speedup _iter _vs selected x": 21.88,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2107.124, "base _tflops": 96.304, "rolv_tokens per sec": 2633904.394,
"base_tokens_per_sec": 120379.61}

[2026-02-12 11:34:51] Seed: 123456 | Pattern: banded | Zeros: 10%

A_hash: 455353dd2477fa9d9dbd47d42729848f594857dd2a24196a2890f33066f15038 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 10% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.900 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.035016s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.148111 s

rolv per-iter: 0.001905s

ROLV TFLOPS: 2099.73 | Base TFLOPS: 112.69

ROLV Tokens/s: 2624668.38 | Base Tokens/s: 140858.83

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash: f56c010035bba4a0b23bcf3071f2ffc327a5df83b45e1de65d1edb661fe85978
(Dense)

CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 17.29x (= 1629% faster)

Speedup (per-iter): 18.63x (= 1763% faster)

Energy Savings: 94.63%

rolv vs rocSPARSE -> N/A
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rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A"
"455353dd2477fa9d9dbd47d42729848f594857dd2a24196a2890f33066f15038",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"f56c010035bbad4al0b23bcf3071f2ffc327a5df83b45e1de65d1edb661fe85978",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"6f0663d07f5b8f2e628bb60d4cf70fd443cc5d0ab802aede3d066c26e7ac8ccO",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.035016, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.148111, "rolv_iter_s": 0.001905, "dense_iter_s": 0.035497, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.053113, "baseline_total s": 35.496531,
"speedup_total _vs_ selected x": 17.289, "speedup _iter_vs_ selected x": 18.633,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy _iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2099.735, "base_tflops": 112.687, "rolv_tokens_per_sec": 2624668.384,
"base_tokens_per_sec": 140858.834}

[2026-02-12 11:35:39] Seed: 123456 | Pattern: block_diagonal | Zeros: 10%

A_hash: 6f09b58719406e66ca623118ad39f57e70df5ffbf5900192afef5367ee540b98 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 10% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.900 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.034038s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.147597 s

rolv per-iter: 0.001901s

ROLV TFLOPS: 2104.29 | Base TFLOPS: 113.43

ROLV Tokens/s: 2630361.18 | Base Tokens/s: 141787.61

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
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BASE_norm_hash:
fba05573433f973280aae9339¢c8aec651002b9b54e39a8c3b776566f29a10daa (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 17.21x (= 1621% faster)

Speedup (per-iter): 18.55x (= 1755% faster)

Energy Savings: 94.61%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "6f09b58719406e66ca623118ad39f57e70df5ffbf5900192afef5367ee540098",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"fba05573433f973280aae9339c8aec651002b9b54e39a8¢c3b776566f29a10daa",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"88e8a7d2220af89b72ce9225547ab8d7fbe66688bf6f1e0fcb5b17e8c383fcde”,
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per iter_s": 0.034038, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per iter_s": "N/A",
"rolv_build_s": 0.147597, "rolv_iter_s": 0.001901, "dense_iter_s": 0.035264, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total _s": 2.048477, "baseline_total s": 35.264012,
"speedup_total vs selected x": 17.215, "speedup iter_vs selected x": 18.551,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2104.289, "base_tflops": 113.43, "rolv_tokens_per_sec": 2630361.175,
"base_tokens_ per_sec": 141787.612}

[2026-02-12 11:36:27] Seed: 123456 | Pattern: random | Zeros: 20%

A_hash: 241c9e1ae1ad1e7dd31783af02cdc9afedb33f605cac87b524c9ef558e461c0a | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 20% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.800 | Sparse better for memory:
False
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Baseline pilots per-iter -> Dense: 0.040878s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149344 s

rolv per-iter: 0.001900s

ROLV TFLOPS: 2104.80 | Base TFLOPS: 97.00

ROLV Tokens/s: 2630999.33 | Base Tokens/s: 121253.87

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
c3a0b427d1702c8591aeb6a2dfb1215dc8b04f14ee247b350ffad4b774292e8¢c (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 20.12x (= 1912% faster)

Speedup (per-iter): 21.70x (= 2070% faster)

Energy Savings: 95.39%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "241c9e1ae1ad1e7dd31783af02cdc9afedb33f605cac87b524c9ef558e461c0a",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"c3a0b427d1702c8591aeb6a2dfb1215dc8b04f14ee247b350ffad4b774292e8c",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"0aa8516c9c9c267cae63475689802133a558611773d5441b1aac5f4298f53b84",

"CSR _ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per iter_s": 0.040878, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per iter_s": "N/A",
"rolv_build_s": 0.149344, "rolv_iter_s": 0.0019, "dense_iter_s": 0.041236, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.049763, "baseline_total_s": 41.235797,
"speedup_total_vs_selected_x": 20.117, "speedup_iter_vs_selected_x": 21.698,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy _iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2104.799, "base_tflops": 97.003, "rolv_tokens_per_sec": 2630999.326,
"base_tokens_per_sec": 121253.871}
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[2026-02-12 11:37:22] Seed: 123456 | Pattern: power_law | Zeros: 20%

A_hash: 3e8df7065a476be45accbb65df33d481f7e7190e4ace3dc096659e4025a2¢f5d |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 20% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.800 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.041357s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149434 s

rolv per-iter: 0.001902s

ROLV TFLOPS: 2103.54 | Base TFLOPS: 96.21

ROLV Tokens/s: 2629430.27 | Base Tokens/s: 120263.78

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
c6f9fa161d7360ca1e339e6daf69ad35bab23a62e83c254bac69332f7c49a8cd (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 20.27x (= 1927% faster)

Speedup (per-iter): 21.86x (= 2086% faster)

Energy Savings: 95.43%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse _label": "rocSPARSE",
"input_hash_A":
"3e8df7065a476bed45accbb65df33d481f7e7190e4ace3dc096659e4025a2cf5d",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"c6f9fa161d7360ca1e339e6daf69ad35bab23a62e83c254bac69332f7c49a8cd",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"209700feb0a5ff4167ee6f7d9076c16d37d7cd338f6b384179dfbfc6b347bb51",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
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"pilot_dense per _iter_s": 0.041357, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.149434, "rolv_iter_s": 0.001902, "dense_iter_s": 0.041575, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.050987, "baseline_total s": 41.575277,

"speedup_total vs_selected x": 20.271, "speedup_iter_vs_selected x": 21.864,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy _iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2103.544, "base_tflops": 96.211, "rolv_tokens_per_sec": 2629430.271,

"base tokens_per_sec": 120263.78}

[2026-02-12 11:38:17] Seed: 123456 | Pattern: banded | Zeros: 20%

A_hash: 07070988c51876f22cca21b434661b429bb109aa48d51aa347089e4a1fa6332d |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 20% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.800 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.035223s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.147871 s

rolv per-iter: 0.001901s

ROLV TFLOPS: 2104.32 | Base TFLOPS: 112.76

ROLV Tokens/s: 2630397.66 | Base Tokens/s: 140948.16

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash: 2b48f83dc8283e3fch99f91e1c58943148ba3f425791a924f6f9f8f52927eb67
(Dense)

CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 17.32x (= 1632% faster)

Speedup (per-iter): 18.66x (= 1766% faster)

Energy Savings: 94.64%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"07070988c51876f22cca21b434661b429bb109aa48d51aa347089e4a1fa6332d",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
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"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"2b48f83dc8283e3fcb99f91e1c58943148ba3f425791a92416f9f8f52927eb67",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"8abe7f3ecbd6d4005fadcdf628d95b5310797c62a842e7f8756149c534d599e2",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",

"pilot_dense_per _iter_s": 0.035223, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.147871, "rolv_iter_s": 0.001901, "dense_iter_s": 0.035474, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.048724, "baseline_total_s": 35.474035,
"speedup_total vs selected x": 17.315, "speedup _iter vs selected x": 18.662,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2104.318, "base_tflops": 112.759, "rolv_tokens_per_sec": 2630397.661,
"base_tokens_per_sec": 140948.16}

[2026-02-12 11:39:05] Seed: 123456 | Pattern: block_diagonal | Zeros: 20%

A_hash: 5a53e836f7b2cd27546a15d4db5cc5926a3ca3ba533f906b542888376b473a52 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 20% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.800 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.034347s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.147861 s

rolv per-iter: 0.001908s

ROLV TFLOPS: 2096.39 | Base TFLOPS: 112.76

ROLV Tokens/s: 2620490.08 | Base Tokens/s: 140944.58

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
d88c3fafbc18ef52a793785773095460447b3b6d3bd670883493d18c7d1420a4 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 17.26x (= 1626% faster)

Speedup (per-iter): 18.59x (= 1759% faster)
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Energy Savings: 94.62%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A"
"5a53e836f7b2cd27546a15d4db5cc5926a3ca3bas533f906b542888376b473a52",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"d88c3fafbc18ef52a793785773095460447b3b6d3bd670883493d18c7d1420a4",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"a9468413a2fbde8dcc64deeldb2f75a2¢cf9a82ee28b534fd754d4ac8a0c9dc2fe”,
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.034347, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.147861, "rolv_iter_s": 0.001908, "dense_iter_s": 0.035475, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.055901, "baseline_total s": 35.474938,
"speedup_total _vs selected x": 17.255, "speedup _iter_vs_ selected x": 18.592,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2096.392, "base _tflops": 112.756, "rolv_tokens per_sec": 2620490.083,
"base_tokens_per_sec": 140944.575}

[2026-02-12 11:39:54] Seed: 123456 | Pattern: random | Zeros: 30%

A_hash: 95b8140be20b4b57da78385a6440c618d692cfbf9765792f745c8e19ae23c5af |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 30% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.700 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.041062s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149323 s

rolv per-iter: 0.001902s

ROLV TFLOPS: 2103.15 | Base TFLOPS: 97.17

ROLV Tokens/s: 2628942.54 | Base Tokens/s: 121459.53
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rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
230a5802084e704657383672351e51d59ce63ccd82ac1543787590866bbc6670 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 20.07x (= 1907% faster)

Speedup (per-iter): 21.64x (= 2064% faster)

Energy Savings: 95.38%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"95b8140be20b4b57da78385a6440c618d692cfbf9765792f745¢c8e19ae23c5af",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"230a5802084e704657383672351e51d59ce63ccd82ac1543787590866bbc6670",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"f6771795b4ca76878b76bd2923dd56d9de7aed13e274ef23da26bb3af997f5¢c8",

"CSR _ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per iter_s": 0.041062, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per iter_s": "N/A",
"rolv_build_s": 0.149323, "rolv_iter_s": 0.001902, "dense_iter_s": 0.041166, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total _s": 2.051228, "baseline_total s": 41.165977,
"speedup_total_vs_ selected x": 20.069, "speedup _iter_vs_ selected x": 21.645,
"rolv_vs_vendor_sparse _iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy _iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2103.154, "base_tflops": 97.168, "rolv_tokens_per_sec": 2628942.539,
"base_tokens_per_sec": 121459.526}

[2026-02-12 11:40:49] Seed: 123456 | Pattern: power_law | Zeros: 30%
A_hash: f6d025e43fc1174a0157010629de5fdd48f83e6312238483317a7¢c22b7303e2d |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
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[SPARSE SKIP] Zeros 30% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.700 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.041332s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149480 s

rolv per-iter: 0.001906s

ROLV TFLOPS: 2098.36 | Base TFLOPS: 96.46

ROLV Tokens/s: 2622951.32 | Base Tokens/s: 120568.76

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash: 89faf905ccd2bfdb062791946d11b8e39983749baf22be49f4cbbfd18d7fbae8
(Dense)

CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 20.17x (= 1917% faster)

Speedup (per-iter): 21.75x (= 2075% faster)

Energy Savings: 95.40%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"f6d025e43fc1174a0157010629de5fdd48f83e6312238483317a7c22b7303e2d",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"89faf905ccd2bfdb062791946d11b8e39983749baf22be49f4cbbfd18d7fbae8",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"ccae3d1b6c6e4a0f43c4dd42917b90bbbab4fb8d043b274fef37c67be276eb87",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per_iter_s": 0.041332, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.14948, "rolv_iter_s": 0.001906, "dense_iter_s": 0.04147, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.055729, "baseline_total_s": 41.470113,
"speedup_total_vs_selected_x": 20.173, "speedup_iter_vs_selected_x": 21.755,
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"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2098.361, "base_tflops": 96.455, "rolv_tokens_per_sec": 2622951.324,
"base_tokens_per_sec": 120568.757}

[2026-02-12 11:41:44] Seed: 123456 | Pattern: banded | Zeros: 30%

A_hash: 371f217d7de549a72b1ff554b7cacc37a87d447edb3826247e81d9c07f9e3d3c |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 30% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.700 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.035386s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.147790 s

rolv per-iter: 0.001903s

ROLV TFLOPS: 2101.61 | Base TFLOPS: 112.50

ROLV Tokens/s: 2627011.79 | Base Tokens/s: 140622.56

rolv._norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
8cal0897f1041fb7b72cb244a478bbba101870392a6f42978861c3dce2d8c5494 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 17.34x (= 1634% faster)

Speedup (per-iter): 18.68x (= 1768% faster)

Energy Savings: 94.65%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"371f217d7de549a72b1ff554b7cacc37a87d447edb3826247e81d9c07f9e3d3c",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"8ca0897f1041fb7b72cb244a478bbba101870392a6f42978861c3dce2d8c5494",
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"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"7c945bbfc851567ed2924eea3df22c71aa40fc0f0178f8bb4467fbfb08e542c8",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.035386, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.14779, "rolv_iter_s": 0.001903, "dense_iter_s": 0.035556, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.051093, "baseline_total s": 35.556172,

"speedup_total vs_selected x": 17.335, "speedup _iter_vs_selected x": 18.681,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2101.609, "base_tflops": 112.498, "rolv_tokens_per_sec": 2627011.787,

"base tokens per_sec": 140622.562}

[2026-02-12 11:42:31] Seed: 123456 | Pattern: block_diagonal | Zeros: 30%

A_hash: 68e548d8c4dbbd9dalda1547aef6294482b8de36d3b2bbda247af9196b0a28f9 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 30% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.700 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.034300s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.147774 s

rolv per-iter: 0.001908s

ROLV TFLOPS: 2096.09 | Base TFLOPS: 113.21

ROLV Tokens/s: 2620116.11 | Base Tokens/s: 141514.74

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
4fe79b7dbd5babaf4acd4e15f1689fbd90e366cecfe4d7083dcfd44636179ec4 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 17.18x (= 1618% faster)

Speedup (per-iter): 18.51x (= 1751% faster)

Energy Savings: 94.60%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A
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{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"68e548d8c4dbbd9dal0da1547aef6294482b8de36d3b2bbda247af9196b0a28f9",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_norm_hash™:

"4fe79b7dbd5babaf4acd4e 15f1689fbd90e366cecfe4d7083dcfd44636179ec4”,
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"ed285c688756225a6444e258d0a721a9334c247f6fbf85ddbd18004995d8a3cd",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.0343, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.147774, "rolv_iter_s": 0.001908, "dense_iter_s": 0.035332, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.056087, "baseline_total s": 35.332008,
"speedup_total _vs selected x": 17.184, "speedup _iter_vs_ selected x": 18.515,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2096.093, "base_tflops": 113.212, "rolv_tokens_per_sec": 2620116.108,
"base_tokens_per_sec": 141514.743}

[2026-02-11 21:39:35] Seed: 123456 | Pattern: random | Zeros: 40%

A_hash: €3644a901043856adaa3b878146a5978eda600732465e78134f6121ad2135eab |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 40% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.600 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.039805s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.270305 s

rolv per-iter: 0.002047s

ROLV TFLOPS: 1954.11 | Base TFLOPS: 98.38

ROLV Tokens/s: 2442643.50 | Base Tokens/s: 122980.80

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c (Dense)
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CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 17.55x (= 1655% faster)

Speedup (per-iter): 19.86x (= 1886% faster)

Energy Savings: 94.97%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"e36442901043856adaa3b878146a5978eda600732465e78134f6121ad2135eab",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c”,
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"d02e8632c028003b3549fb086dad732fc49aed49a06e28cfc5e2a0f32dad1a36",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per _iter_s": 0.039805, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.270305, "rolv_iter_s": 0.002047, "dense _iter_s": 0.040657, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.317268, "baseline_total s": 40.656754,
"speedup_total vs selected x": 17.545, "speedup iter _vs selected x": 19.862,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 1954.115, "base_tflops": 98.385, "rolv_tokens_per sec": 2442643.498,
"base_tokens_per_sec": 122980.797}

[2026-02-11 21:40:30] Seed: 123456 | Pattern: power_law | Zeros: 40%

A_hash: 0bc0d2cd333849b2bc5726b8182342a2b1f1692dec3ce1baa02459ebdOfecabe |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 40% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.600 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.040523s
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Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149490 s

rolv per-iter: 0.001949s

ROLV TFLOPS: 2052.13 | Base TFLOPS: 97.30

ROLV Tokens/s: 2565159.02 | Base Tokens/s: 121628.35

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
3200b111483c9fae293d87a88a8e25c6fe52eb6436f1def69101414d10b57cfb (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 19.59x (= 1859% faster)

Speedup (per-iter): 21.09x (= 2009% faster)

Energy Savings: 95.26%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A"
"Obc0d2cd333849b2bc5726b8182342a2b1f1692dec3ce1baa02459ebdOfecabe”,
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"3200b111483c9fae293d87a88a8e25c6fe52eb6436f1def69101414d10b57cfb",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"1bb133eca121d0422acc7c427733ee08af00c0731d925906a3a7449af91e982¢",

"CSR _ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per iter_s": 0.040523, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per iter_s": "N/A",
"rolv_build_s": 0.14949, "rolv_iter_s": 0.001949, "dense_iter_s": 0.041109, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.098687, "baseline_total_s": 41.108836,
"speedup_total_vs_selected_x": 19.588, "speedup_iter_vs_selected_x": 21.09,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy _iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2052.127, "base_tflops": 97.303, "rolv_tokens_per_sec": 2565159.016,
"base_tokens_per_sec": 121628.353}
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[2026-02-11 21:41:25] Seed: 123456 | Pattern: banded | Zeros: 40%

A_hash: 69975c¢70a3346649¢e1fbefab534eae7887a68247af2ad0c91ced7488ab619e6c¢ |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 40% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.600 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.033756s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.148094 s

rolv per-iter: 0.001951s

ROLV TFLOPS: 2050.00 | Base TFLOPS: 116.40

ROLV Tokens/s: 2562503.73 | Base Tokens/s: 145504.08

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
1e73da27babb296895312009edb9bddcc8b91b02b3647b7a%9aae70a80af2067f (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 16.37x (= 1537% faster)

Speedup (per-iter): 17.61x (= 1661% faster)

Energy Savings: 94.32%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse _label": "rocSPARSE",
"input_hash_A":
"69975c70a3346649e1fbefab534eae7887a68247af2ad0c91ced7488ab619e6c",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"1e73da27ba6b296895312009edb9bddcc8b91b02b3647b7a9aae70a80af2067f",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"80fe483ed7c35f0587e85f5¢26d02f3e509572628977d7add5283e61db8ad088",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
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"pilot_dense per _iter_s": 0.033756, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.148094, "rolv_iter_s": 0.001951, "dense_iter_s": 0.034363, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.099311, "baseline_total s": 34.363297,

"speedup_total vs_selected x": 16.369, "speedup _iter_vs_selected x": 17.611,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy _iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2050.003, "base_tflops": 116.403, "rolv_tokens per_sec": 2562503.726,

"base _tokens per_sec": 145504.083}

[2026-02-11 21:42:12] Seed: 123456 | Pattern: block_diagonal | Zeros: 40%

A_hash: d7a5bfe4c7f465590f90417984ef8f0754801ffe2307e0f3a276649b4868f2ad | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 40% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.600 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.032688s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.148007 s

rolv per-iter: 0.001954s

ROLV TFLOPS: 2046.83 | Base TFLOPS: 119.73

ROLV Tokens/s: 2558537.16 | Base Tokens/s: 149657.98

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
988617603b8b5a585fdf4dad647ecO0ecddad53772808704777c1f88f54f0325¢c (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 15.89x (= 1489% faster)

Speedup (per-iter): 17.10x (= 1610% faster)

Energy Savings: 94.15%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "d7a5bfe4c7f465590f90417984ef8f0754801ffe2307e0f3a276649b4868f2ad",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
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"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™":
"988617603b8b5a585fdf4dad647ecO0ecddad53772808704777c1f88f54f0325c",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"9993275a88ff770aeb9aca162be175a9c3040c53c5c7f6fc2a4f319¢c31cfdc98”,
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.032688, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.148007, "rolv_iter_s": 0.001954, "dense_iter_s": 0.03341, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.102249, "baseline_total s": 33.409512,
"speedup_total_vs_ selected x": 15.892, "speedup iter_vs selected x": 17.096,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2046.83, "base_tflops": 119.726, "rolv_tokens per sec": 2558537.156,
"base_tokens per_sec": 149657.979}

[2026-02-11 21:42:59] Seed: 123456 | Pattern: random | Zeros: 50%

A_hash: 6e4770bed2259e6973f564d1f8d9f3edc952d13fc6befcf5a9f9094269703540 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 50% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.500 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.040150s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149473 s

rolv per-iter: 0.001952s

ROLV TFLOPS: 2049.18 | Base TFLOPS: 98.78

ROLV Tokens/s: 2561472.05 | Base Tokens/s: 123475.94

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
16a6f29a289e90371d2461de0e92f680a147484e05e7a322305ac8403f395404 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 19.27x (= 1827% faster)

Speedup (per-iter): 20.74x (= 1974% faster)

Energy Savings: 95.18%



ROLV
Benchmarks report

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "6e4770bed2259e6973f564d1f8d9f3edc952d13fc6befcf5a9f9094269703540",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"16a6f29a289e90371d2461de0e92f680a147484e05e7a322305ac8403f395404",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"6411421f1efd8ea75978adb572c41db98aedb6edb716989a47e78ad96e0a71457",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per _iter_s": 0.04015, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.149473, "rolv_iter_s": 0.001952, "dense _iter_s": 0.040494, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.101475, "baseline_total s": 40.493719,
"speedup_total_vs_ selected x": 19.269, "speedup _iter_vs_ selected x": 20.745,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter x": "N/A", "rolv_vs coo_total x": "N/A", "energy _iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2049.178, "base_tflops": 98.781, "rolv_tokens_per sec": 2561472.046,
"base_tokens_per_sec": 123475.94}

[2026-02-11 21:43:53] Seed: 123456 | Pattern: power_law | Zeros: 50%

A_hash: e868d93c6a2425c33f4461dda493d60421f514ce596dcf01814e71c6fb964106 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 50% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.500 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.040350s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149144 s

rolv per-iter: 0.001955s

ROLV TFLOPS: 2046.04 | Base TFLOPS: 98.01

ROLV Tokens/s: 2557545.08 | Base Tokens/s: 122512.04

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
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BASE_norm_hash:
2c7b53eec42709fbc3a8cece030b36aa65de803ee859a661ae2d92444e839f2b (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 19.40x (= 1840% faster)

Speedup (per-iter): 20.88x (= 1988% faster)

Energy Savings: 95.21%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"e868d93c6a2425c33f4461dda493d60421f514ce596dcf01814e71c6fb964106",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"2c7b53eec42709fbc3a8cece030b36aa65de803ee859a661ae2d92444e839f2b",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"5eedfa8fdcd56343dcae7a1bcfe78a3e0011acf344fa0a15bca967f4c5750f59",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per_iter_s": 0.04035, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.149144, "rolv_iter_s": 0.001955, "dense _iter_s": 0.040812, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.104144, "baseline_total s": 40.812316,
"speedup_total _vs selected x": 19.396, "speedup _iter_vs_ selected x": 20.876,
"rolv_vs_vendor_sparse _iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2046.036, "base_tflops": 98.01, "rolv_tokens per_sec": 2557545.076,
"base_tokens_per_sec": 122512.037}

[2026-02-11 21:44:48] Seed: 123456 | Pattern: banded | Zeros: 50%

A_hash: 36930b864e45f6c7bc4dc05a36ceed9e5546abadf26c38e27ec94b84500ab052f |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 50% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline
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Sparse memory threshold density: 0.333 | Current density: 0.500 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.033994s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.148038 s

rolv per-iter: 0.001956s

ROLV TFLOPS: 2045.17 | Base TFLOPS: 116.50

ROLV Tokens/s: 2556456.27 | Base Tokens/s: 145630.05

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
0fe031672a78ac00d079d51b2c3b1ad3ed4eb1c0428bd1bc66b4a2f100f6a7234 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 16.32x (= 1532% faster)

Speedup (per-iter): 17.55x (= 1655% faster)

Energy Savings: 94.30%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse _label": "rocSPARSE",
"input_hash_A":
"36930b864e45f6¢c7bcdc05a36ceed9e5546abadf26c38e27ec94b84500ab052f",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"0fe031672a78ac00d079d51b2c3b1ad3ed4eb1c0428bd1bc66b4a2f100f6a7234",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":

"91a6790e57791bfb5eb9aeab2ad3128bc32fc4 7fb2b6dcd8728760921b04c533",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per _iter_s": 0.033994, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.148038, "rolv_iter_s": 0.001956, "dense_iter_s": 0.034334, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.10387, "baseline_total_s": 34.333574,
"speedup_total_vs_selected_x": 16.319, "speedup_iter_vs_selected_x": 17.554,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
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null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2045.165, "base_tflops": 116.504, "rolv_tokens_per_sec": 2556456.272,
"base_tokens_per_sec": 145630.046}

[2026-02-11 21:45:34] Seed: 123456 | Pattern: block_diagonal | Zeros: 50%

A_hash: 8db5189¢cd07996217967440640b6d42a07f04d0966354d2bccdbad45b8f0e85b6 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 50% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.500 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.033129s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.147738 s

rolv per-iter: 0.001954s

ROLV TFLOPS: 2046.62 | Base TFLOPS: 119.28

ROLV Tokens/s: 2558271.89 | Base Tokens/s: 149098.70

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash: 03f3a34956a323cf0aaab8acfc428958d3cdffa022221a76104fbccce492ff66
(Dense)

CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 15.95x (= 1495% faster)

Speedup (per-iter): 17.16x (= 1616% faster)

Energy Savings: 94.17%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"8db5189cd07996217967440640b6d42a07f04d0966354d2bccdbad5b8f0e85b6",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"03f3a34956a323cf0aaab8acfc428958d3cdffa022221a76104fbccce492ff66",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
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"DENSE_ghash_d6":
"b5f52a9ef8ffd7efcef97cbd495082fcb11cd7cd2264e12ccaebab8950e1f08e", "CSR_ghash_d6":
"N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense", "pilot_dense per _iter_s": 0.033129,
"pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A", "rolv_build_s": 0.147738,
"rolv_iter_s": 0.001954, "dense_iter_s": 0.033535, "csr_iter_s": "N/A", "coo_iter_s": "N/A",
"rolv_total_s": 2.102183, "baseline_total_s": 33.534832, "speedup_total vs_selected x":
15.952, "speedup _iter_vs_selected x": 17.158, "rolv_vs_vendor_sparse_iter_x": "N/A",
"rolv_vs_vendor_sparse_total_x": "N/A", "rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x":
"N/A", "energy_iter_adaptive telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": false, "rolv_tflops": 2046.618, "base_tflops": 119.279,
"rolv_tokens_per_sec": 2558271.887, "base_tokens_per_sec": 149098.704}

[2026-02-11 21:46:21] Seed: 123456 | Pattern: random | Zeros: 60%

A_hash: 3a128a12c751e2a52a9f05427ad881a4beeb441b1aa828f2c83dec9767075e14 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 60% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.400 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.039150s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.148752 s

rolv per-iter: 0.001952s

ROLV TFLOPS: 2049.63 | Base TFLOPS: 100.29

ROLV Tokens/s: 2562035.70 | Base Tokens/s: 125368.56

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
82ff97b0c2c9d6b4e6a850bdbeec16cf158da8950chefe522f043e059a8a944e (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 18.99x (= 1799% faster)

Speedup (per-iter): 20.44x (= 1944% faster)

Energy Savings: 95.11%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"3a128a12c751e2a52a9f05427ad881a4beeb441b1aa828f2c83dec9767075e14",



ROLV
Benchmarks report

"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"82ff97b0c2c9d6b4e6a850bdbeec16cf158da8950cbefe522f043e059a8a944e",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"DENSE_ghash_d6":
"474ef2e5789ba96a76b96db5a6f8e76990d35228b24cd5d7660008bef1¢c3606c",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per _iter_s": 0.03915, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per iter_s": "N/A",
"rolv_build_s": 0.148752, "rolv_iter_s": 0.001952, "dense_iter_s": 0.039882, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.100325, "baseline_total_s": 39.882406,
"speedup_total vs selected x": 18.989, "speedup iter_vs selected x": 20.436,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2049.629, "base_tflops": 100.295, "rolv_tokens_per_sec": 2562035.697,
"base_tokens per_sec": 125368.564}

[2026-02-11 21:47:15] Seed: 123456 | Pattern: power_law | Zeros: 60%

A_hash: 9d19ea5f391575455f95a6f93a0dc330f0816afb109185aa39e76d5e5e3f84a5 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 60% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.400 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.039928s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.149056 s

rolv per-iter: 0.001951s

ROLV TFLOPS: 2049.75 | Base TFLOPS: 99.96

ROLV Tokens/s: 2562181.38 | Base Tokens/s: 124954.86

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
3397dfb188f303cce8cale8cfcIceaf57b34d9574df64e8d752935e89f273568 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified



ROLV
Benchmarks report

Speedup (total): 19.05x (= 1805% faster)

Speedup (per-iter): 20.50x (= 1950% faster)

Energy Savings: 95.12%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "9d19ea5f391575455f95a6f93a0dc330f0816afb109185aa39e76d5e5e3f84a5",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"3397dfb188f303cce8cale8cfcIceaf57b34d9574df64e8d752935e89f273568",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"054e2c6d65e7082adb830742e210dab6458ef0c3b993c9efebb6f8dedaf5491a0b”,
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.039928, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.149056, "rolv_iter_s": 0.001951, "dense_iter_s": 0.040014, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.100518, "baseline_total s": 40.014449,
"speedup_total vs selected x": 19.05, "speedup iter _vs selected x": 20.505,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2049.745, "base_tflops": 99.964, "rolv_tokens_per sec": 2562181.377,
"base_tokens_per_sec": 124954.862}

[2026-02-11 21:48:09] Seed: 123456 | Pattern: banded | Zeros: 60%

A_hash: e78e035e07d681d9c88788fb30448528322d3759de0292aef1030acc8d438be? |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 60% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.400 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.034126s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.147775 s

rolv per-iter: 0.001953s

ROLV TFLOPS: 2048.30 | Base TFLOPS: 116.66

ROLV Tokens/s: 2560369.81 | Base Tokens/s: 145820.19
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rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
a917726a5ab831eb4b9c1cbef78f9dab9bf38f1875cc27bd0c7e1a74d85cd51a (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 16.32x (= 1532% faster)

Speedup (per-iter): 17.56x (= 1656% faster)

Energy Savings: 94.30%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"e78e035e07d681d9c88788fb30448528322d3759de0292aef1030acc8d438be2",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"a917726a5ab831eb4b9c1cbef78f9dab9bf38f1875cc27bd0c7e1a74d85cd51a”,
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"6c590chb1c86449e9a55609b2add184da816091d6e591141b6417902275b2¢cbab",

"CSR _ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per iter_s": 0.034126, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per iter_s": "N/A",
"rolv_build_s": 0.147775, "rolv_iter_s": 0.001953, "dense_iter_s": 0.034289, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total _s": 2.100618, "baseline_total s": 34.288805,
"speedup_total _vs selected x": 16.323, "speedup _iter_vs_ selected x": 17.558,
"rolv_vs_vendor_sparse _iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy _iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2048.296, "base_tflops": 116.656, "rolv_tokens_per_sec": 2560369.813,
"base_tokens_per_sec": 145820.19}

[2026-02-11 21:48:55] Seed: 123456 | Pattern: block_diagonal | Zeros: 60%
A_hash: 2b99793bda656b5689cc9f5b049fc1a55ae8c234e0386€439¢7204b281ffc158 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
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[SPARSE SKIP] Zeros 60% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.400 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.032751s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.147678 s

rolv per-iter: 0.001955s

ROLV TFLOPS: 2046.28 | Base TFLOPS: 119.63

ROLV Tokens/s: 2557843.90 | Base Tokens/s: 149540.73

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
36ee25dfb91d647bc72a00e82673d5af290686eb222¢c108851af0797263cbfc4d (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 15.90x (= 1490% faster)

Speedup (per-iter): 17.10x (= 1610% faster)

Energy Savings: 94.15%

rolv vs rocSPARSE -> N/A

rolv vs COO: N/A

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "2b99793bda656b5689cc9f5b049fc1a55ae8c234e0386e439c7204b281ffc158",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"36ee25dfb91d647bc72a00e82673d5af290686eb222c108851af0797263cbfc4",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"4d9bc3a8c04e309be3d194ede6251942ddf9e71860fd8aa14f66686b71fd0279",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per _iter_s": 0.032751, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.147678, "rolv_iter_s": 0.001955, "dense_iter_s": 0.033436, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 2.102449, "baseline_total_s": 33.435707,
"speedup_total_vs_selected x": 15.903, "speedup_iter_vs_selected x": 17.105,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
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"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 2046.275, "base_tflops": 119.633, "rolv_tokens per_sec": 2557843.897,
"base_tokens per_sec": 149540.729}

[2026-02-11 21:49:42] Seed: 123456 | Pattern: random | Zeros: 70%

A_hash: b6d397e4d0e8ebd4f3a13d59f635831bd762ee60284807ed9d008435058ec326 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.300 | Sparse better for memory:
True

[CANONICAL SKIP] NNZ=119985605 > 100000000 — skipping full sort for hashing stability
(OOM prevention)

[CANONICAL SKIP] NNZ=119985605 > 100000000 — skipping full sort for hashing stability
(OOM prevention)

Baseline pilots per-iter -> Dense: 0.038687s | CSR: 0.709125s | COO: 0.473462s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.150917 s

rolv per-iter: 0.001957s

ROLV TFLOPS: 2043.59 | Base TFLOPS: 2.53

ROLV Tokens/s: 2554488.37 | Base Tokens/s: 10547.35

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
722aa1f103b022093a749ccfode9cfo003chb678bf7f25648ca7f11ed9adde915 (COO)
CSR_norm_hash: 722aa1f103b022093a749ccf9de9cfo003cb678bf7f25648ca7f11ed9adde915
COO_norm_hash:
722aa1f103b022093a749ccfode9cfo003chb678bf7f25648ca7f11ed9adde915

COO per-iter:  0.474034s | total: 474.033594s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 224.86x (= 22386% faster)

Speedup (per-iter): 242.19x (= 24119% faster)

Energy Savings: 99.59%

rolv vs rocSPARSE -> Speedup (per-iter): 368.44x | total: 342.07x

rolv vs COQO: Speedup (per-iter): 242.18x | total: 224.85x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"b6d397e4d0e8ebd4f3a13d59f635831bd762ee60284807ed9d008435058ec326",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
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"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"7222a1f103b022093a749ccf9de9cfo003cb678bf7f25648ca7f11ed9adde915",
"CSR_norm_hash":
"7222a1f103b022093a749ccf9de9cfo003cb678bf7f25648ca7f11ed9adde915",
"COO_norm_hash":
"722aa1f103b022093a749ccfode9cf9003cb678bf7f25648ca7f11ed9adde915",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_qghash_d6":
"82da032e08a558947b8496a6df588242839c731dd132f6c51b2ccad1158e1e9e",
"CSR_ghash_d6"
"82da032e08a558947b8496a6df588242839c731dd132f6c51b2ccad1158e1e9e”,
"COO_ghash_d6"
"82da032e08a558947b8496a6df588242839c731dd132f6c51b2ccad1158e1e9e”,
"path_selected": "COOQ", "pilot_dense per _iter_s": 0.038687, "pilot_csr_per _iter_s": 0.709125,
"pilot_coo_per_iter_s": 0.473462, "rolv_build_s": 0.150917, "rolv_iter_s": 0.001957,
"dense_iter_s": 0.474052, "csr_iter_s": 0.721168, "coo_iter_s": 0.474034, "rolv_total_s":
2.108256, "baseline_total_s": 474.0525, "speedup_total vs_selected x": 224.855,
"speedup _iter vs_selected x": 242.192, "rolv_vs_vendor_sparse_iter x": 368.443,
"rolv_vs_vendor_sparse_total x": 342.068, "rolv_vs_coo_iter x": 242.183,
"rolv_vs_coo_total_x": 224.846, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0,
"correct_norm": "OK", "sparse_conversion_enabled": true, "rolv_tflops": 2043.591,
"base_tflops": 2.531, "rolv_tokens_per_sec": 2554488.372, "base_tokens_per_sec": 10547.355}

[2026-02-11 22:18:34] Seed: 123456 | Pattern: power_law | Zeros: 70%

A_hash: 64b353290cc661d8798233b459b02627e318c8b6cd03fb9400cdc258605a7257 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.300 | Sparse better for memory:
True

[CANONICAL SKIP] NNZ=112080979 > 100000000 — skipping full sort for hashing stability
(OOM prevention)

[CANONICAL SKIP] NNZ=112080979 > 100000000 — skipping full sort for hashing stability
(OOM prevention)

Baseline pilots per-iter -> Dense: 0.038321s | CSR: 0.664899s | COO: 0.442787s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.150771 s

rolv per-iter: 0.001963s

ROLV TFLOPS: 2037.44 | Base TFLOPS: 2.53
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ROLV Tokens/s: 2546798.99 | Base Tokens/s: 11267.44

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
32c0bbfd6d7a5688cd46fb2b36d62e508c168c1fcad3ba3125721e0a93b9b9dc (COO)
CSR_norm_hash:
32c0bbfd6d7a5688cd46fb2b36d62e508c168c1fcad3ba3125721e0a93b9b9dc
COO_norm_hash:
32c0bbfd6d7a5688cd46fb2b36d62e508c168c1fcad3ba3125721e0a93b9b9dc

COQO per-iter: 0.443656s | total: 443.655937s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 209.91x (= 20891% faster)

Speedup (per-iter): 226.03x (= 22503% faster)

Energy Savings: 99.56%

rolv vs rocSPARSE -> Speedup (per-iter): 344.86x | total: 320.26x

rolv vs COQO: Speedup (per-iter): 225.98x | total: 209.86x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"64b353290cc661d8798233b459b02627e318c8b6cd03fb9400cdc258605a7257",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"32c0bbfd6d7a5688cd46fb2b36d62e508c168c1fcad3ba3125721e0a93b9b9dc”,
"CSR_norm_hash":
"32c0bbfd6d7a5688cd46fb2b36d62e508c168c1fcad3ba3125721e0a93b9b9dc”,
"COO_norm_hash":
"32c0bbfd6d7a5688cd46fb2b36d62e508c168c1fcad3bal3125721e0a93b9b9dc”,
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"b28317e48cc7768973ac901f2af18502a2b95897bacec4775b55b8b869b4083f",
"CSR_ghash_d6":
"b28317e48cc7768973ac901f2af18502a2b95897bacec4775b55b8b869b4083f",
"COO_ghash_d6":

"b28317e48cc7768973ac901f2af18502a2b95897bacec4 775b55b8b869b4083f",
"path_selected": "COOQ", "pilot_dense per_iter_s": 0.038321, "pilot_csr_per_iter_s": 0.664899,
"pilot_coo_per_iter_s": 0.442787, "rolv_build_s": 0.150771, "rolv_iter_s": 0.001963,
"dense_iter_s": 0.443757, "csr_iter_s": 0.677044, "coo_iter_s": 0.443656, "rolv_total_s":
2.11402, "baseline_total_s": 443.756531, "speedup_total_vs_selected_x": 209.911,
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"speedup_iter_vs_selected x": 226.032, "rolv_vs_vendor_sparse_iter x": 344.859,
"rolv_vs_vendor_sparse_total x": 320.264, "rolv_vs_coo_iter x": 225.98, "rolv_vs coo_total x":
209.864, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2037.439, "base_tflops": 2.526,
"rolv_tokens_per_sec": 2546798.986, "base_tokens_per_sec": 11267.44}

[2026-02-11 22:45:39] Seed: 123456 | Pattern: banded | Zeros: 70%

A_hash: 6de52c734dc3dd3e441813467d3974c05babbe147880af95cae93106e22a77bd |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.300 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.033913s | CSR: 0.027961s | COO: 0.019719s
Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.161324 s

rolv per-iter: 0.001960s

ROLV TFLOPS: 2041.05 | Base TFLOPS: 2.40

ROLV Tokens/s: 2551316.44 | Base Tokens/s: 252582.83

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
afa0b5ccf007ed78efa389e675d49ed3175a5e895800ce2¢c51b65ef34¢1¢93f8 (COO)
CSR_norm_hash:
afaOb5ccf007ed78efa389e675d49ed3175a5e895800ce2¢c51b65ef34¢1c93f8
COO_norm_hash:
afaOb5ccf007ed78efa389e675d49ed3175a5e895800ce2¢c51b65ef34¢1¢c93f8

COO per-iter:  0.019808s | total: 19.808221s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 9.33x (= 833% faster)

Speedup (per-iter): 10.10x (= 910% faster)

Energy Savings: 90.10%

rolv vs rocSPARSE -> Speedup (per-iter): 14.53x | total: 13.42x

rolv vs COQO: Speedup (per-iter): 10.11x | total: 9.34x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"6de52c734dc3dd3e441813467d3974c05babbe147880af95cae93106e22a77bd",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
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"DENSE_norm_hash™:
"afaOb5ccf007ed78efa389e675d49ed3175a5e895800ce2c51b65ef34¢c1c93f8",
"CSR_norm_hash":
"afaOb5ccf007ed78efa389e675d49ed3175a5e895800ce2c51b65ef34¢c1c93f8",
"COO_norm_hash":
"afaOb5ccf007ed78efa389e675d49ed3175a5e895800ce2c51b65ef34¢c1c93f8",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"DENSE_ghash_d6":
"34587fe968ch118281d6e320a80b1d361638e54fc3de87df1dbf85b3f83c9fef",
"CSR_ghash_d6":
"34587fe968chb118281d6e320a80b1d361638e54fc3de87df1dbf85b3f83c9fef",
"COO_ghash_d6"
"34587fe968chb118281d6e320a80b1d361638e54fc3de87df1dbf85b3f83cOfef", "path_selected":
"COQ", "pilot_dense_per iter_s": 0.033913, "pilot_csr_per _iter_s": 0.027961,
"pilot_coo_per_iter_s": 0.019719, "rolv_build_s": 0.161324, "rolv_iter_s": 0.00196,
"dense_iter_s": 0.019795, "csr_iter_s": 0.028467, "coo_iter_s": 0.019808, "rolv_total_s":
2.121097, "baseline_total_s": 19.795486, "speedup_total vs selected x": 9.333,
"speedup_iter_vs_selected x": 10.101, "rolv_vs_vendor_sparse_iter x": 14.525,
"rolv_vs_vendor_sparse_total x": 13.421, "rolv_vs_coo_iter x": 10.107, "rolv_vs_coo_total x":
9.339, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2041.053, "base_tflops": 2.403,
"rolv_tokens_per_sec": 2551316.435, "base_tokens_per_sec": 252582.832}

[2026-02-11 22:47:22] Seed: 123456 | Pattern: block_diagonal | Zeros: 70%

A_hash: 605ad79227a409511ccd935bac7446d55792ae15e0550623f778311797a2ba80 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.300 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.032787s | CSR: 0.018794s | COO: 0.013746s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.149340 s

rolv per-iter: 0.001954s

ROLV TFLOPS: 2047.04 | Base TFLOPS: 2.17

ROLV Tokens/s: 2558806.16 | Base Tokens/s: 361394.77

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
afb0000c8a8069b1416a99dc37bebc761f158e933ad2069f4c2a71f2a7f8ef75 (COO)
CSR_norm_hash: afb0000c8a8069b1416a99dc37bebc761f158e933ad2069f4c2a71f2a7f8ef75
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COO_norm_hash:
afb0000c8a8069b1416a99dc37bebc761f158e933ad2069f4c2a71f2a7f8ef75

COQO per-iter: 0.013807s | total: 13.807358s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 6.58x (= 558% faster)

Speedup (per-iter): 7.08x (= 608% faster)

Energy Savings: 85.88%

rolv vs rocSPARSE -> Speedup (per-iter): 9.74x | total: 9.05x

rolv vs COQO: Speedup (per-iter): 7.07x | total: 6.56x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"605ad79227a409511ccd935bac7446d55792ae15e0550623f778311797a2ba80",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"afb0000c8a8069b1416a99dc37bebc761f158e933ad2069f4c2a71f2a7f8ef75",
"CSR_norm_hash":
"afb0000c8a8069b1416a99dc37be6c761f158€933ad2069f4c2a71f2a7f8ef75",
"COO_norm_hash":
"afb0000c8a8069b1416a99dc37be6c761f158€933ad2069f4c2a71f2a7f8ef75",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"7bc340a2266a60176174c6afbcd1e54623a3acb3c008de5aeff26276a7332fb6",
"CSR_ghash_d6":
"7bc340a2266a60176174c6afbcd1€54623a3ach3c008de5aeff26276a7332fb6",
"COO_ghash_d6":
"7bc340a2266a60176174c6afbcd1€54623a3ach3c008de5aeff26276a7332fb6",
"path_selected": "COQ", "pilot_dense per _iter_s": 0.032787, "pilot_csr_per iter_s": 0.018794,
"pilot_coo_per_iter_s": 0.013746, "rolv_build_s": 0.14934, "rolv_iter_s": 0.001954,
"dense _iter_s": 0.013835, "csr_iter_s": 0.019037, "coo _iter_s": 0.013807, "rolv_total s":
2.103376, "baseline_total_s": 13.835286, "speedup_total_vs_selected_x": 6.578,
"speedup_iter_vs_selected x": 7.08, "rolv_vs_vendor_sparse_iter_x": 9.742,
"rolv_vs_vendor_sparse_total_x": 9.05, "rolv_vs_coo_iter_x": 7.066, "rolv_vs_coo_total_x":
6.564, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2047.045, "base_tflops": 2.168,
"rolv_tokens_per_sec": 2558806.157, "base_tokens_per_sec": 361394.766}

[2026-02-11 22:48:43] Seed: 123456 | Pattern: random | Zeros: 80%
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A_hash: fe8ecd469d65375943070e2c9f72b2cb8ffc99f59b8e95e01ee55ff351e8a5b5 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070

[SPARSE CONVERT] Zeros 80% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.200 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.036899s | CSR: 0.489469s | COO: 0.319936s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.150460 s

rolv per-iter: 0.001961s

ROLV TFLOPS: 2039.83 | Base TFLOPS: 2.50

ROLV Tokens/s: 2549781.91 | Base Tokens/s: 15596.44

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash: e7c01a70a75e7c23f6388af2f7da803ea0bdb8bf7a90f33bfbd68ec38023b5fb
(COO0)

CSR_norm_hash: e7c01a70a75e7c¢23f6388af2f7da803ealbdb8bf7a90f33bfbd68ec38023b5fh
COO_norm_hash: e7c01a70a75e7c23f6388af2f7da803ealbdb8bf7a90f33bfbd68ec38023b5fb
COQO per-iter: 0.320687s | total: 320.687187s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 151.83x (= 15083% faster)

Speedup (per-iter): 163.48x (= 16248% faster)

Energy Savings: 99.39%

rolv vs rocSPARSE -> Speedup (per-iter): 255.34x | total: 237.14x

rolv vs COO: Speedup (per-iter): 163.54x | total: 151.88x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "fe8ecd469d65375943070e2c9f72b2cb8ffc99f59b8e95e01ee55ff351e8a5b5",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"e7c01a70a75e7c23f6388af2f7da803ea0bdb8bf7a90f33bfbd68ec38023b5fb",
"CSR_norm_hash":
"e7c01a70a75e7c23f6388af2f7da803ea0bdb8bf7a90f33bfbd68ec38023b5fb",
"COO_norm_hash™:
"e7c01a70a75e7c23f6388af2f7da803ealbdb8bf7a90f33bfbd68ec38023b5fb",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"73400dd11bba92807f9dd80ee8c7bdc5e578106e1ea67465c31cebcalc1dc833",
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"CSR_ghash_d6":
"73400dd11bba92807f9dd80ee8c7bdc5e578106e1ea67465¢c31cebcalc1dc833",
"COO_ghash_d6":
"73400dd11bba92807f9dd80ee8c7bdc5e578106e1ea67465¢c31cebcalc1dc833",
"path_selected": "COQ", "pilot_dense_per _iter_s": 0.036899, "pilot_csr_per iter_s": 0.489469,
"pilot_coo_per _iter_s": 0.319936, "rolv_build_s": 0.15046, "rolv_iter_s": 0.001961,
"dense_iter_s": 0.320586, "csr_iter_s": 0.500707, "coo_iter_s": 0.320687, "rolv_total _s"
2.111412, "baseline_total_s": 320.585969, "speedup_total vs_ selected x": 151.835,
"speedup_iter_vs_selected x": 163.485, "rolv_vs_vendor_sparse_iter x": 255.339,
"rolv_vs_vendor_sparse_total x": 237.143, "rolv_vs_coo_iter x": 163.536,
"rolv_vs_coo_total_x": 151.883, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0,
"correct_norm": "OK", "sparse_conversion_enabled": true, "rolv_tflops": 2039.826,
"base_tflops": 2.495, "rolv_tokens_per_sec": 2549781.908, "base_tokens_per_sec": 15596.441}

[2026-02-11 23:08:49] Seed: 123456 | Pattern: power_law | Zeros: 80%

A_hash: f5319945ed9e0de80929153636dd5033761020445fb403b1998eb9214d00e127 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 80% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.200 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.037714s | CSR: 0.463100s | COO: 0.299248s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.149232 s

rolv per-iter: 0.001952s

ROLV TFLOPS: 2048.76 | Base TFLOPS: 2.49

ROLV Tokens/s: 2560943.87 | Base Tokens/s: 16645.80

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
Obbec08c037006aa33c812b530df9811cc2768a08858d9d8f610d0e9dc3f1048 (COO)
CSR_norm_hash:
Obbec08c037006aa33c812b530df9811cc2768a08858d9d8f610d0e9dc3f1048
COO_norm_hash:
Obbec08c037006aa33c812b530df9811cc2768a08858d9d8f610d0e9dc3f1048

COO per-iter:  0.300026s | total: 300.026063s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 142.92x (= 14192% faster)

Speedup (per-iter): 153.85x (= 15285% faster)

Energy Savings: 99.35%

rolv vs rocSPARSE -> Speedup (per-iter): 241.87x | total: 224.70x

rolv vs COO: Speedup (per-iter): 153.67x | total: 142.76x
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{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"f5319945ed9e0de80929153636dd5033761020445fb403b1998eb9214d00e127",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"DENSE_norm_hash™:
"Obbec08c037006aa33c812b530df9811cc2768a08858d9d8f610d0e9dc3f1048",
"CSR_norm_hash™:
"Obbec08c037006aa33c812b530df9811cc2768a08858d9d8f610d0e9dc3f1048",
"COO_norm_hash":
"Obbec08c037006aa33c812b530df9811cc2768a08858d9d8f610d0e9dc3f1048",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"66317c61bd76f15b22946d59ad005fceac533aed498ef9ff62ad0904ec173c58",
"CSR_ghash_d6":
"66317c61bd76f15b22946d59ad005fceac533aed498efoff62ad0904ec173c58",
"COO_ghash_d6":
"66317c61bd76f15b22946d59ad005fceac533aed498efoff62ad0904ec173c58", "path_selected":
"COQ", "pilot_dense per iter_s": 0.037714, "pilot_csr_per _iter_s": 0.4631,
"pilot_coo_per_iter_s": 0.299248, "rolv_build_s": 0.149232, "rolv_iter_s": 0.001952,
"dense_iter_s": 0.300376, "csr_iter_s": 0.472232, "coo_iter_s": 0.300026, "rolv_total_s":
2.101637, "baseline_total_s": 300.376156, "speedup_total vs_ selected x": 142.925,
"speedup_iter_vs_selected x": 153.849, "rolv_vs_vendor_sparse_iter x": 241.872,
"rolv_vs_vendor_sparse_total x": 224.697, "rolv_vs _coo iter x": 153.67, "rolv_vs coo total x":
142.758, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2048.755, "base_tflops": 2.488,
"rolv_tokens_per_sec": 2560943.868, "base_tokens_per_sec": 16645.795}

[2026-02-11 23:27:45] Seed: 123456 | Pattern: banded | Zeros: 80%

A_hash: b2fc7f83b499ca9e4b29ed3cc68b966b4b322cf7926c12186€98ae033e84be58 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 80% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.200 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.033567s | CSR: 0.020624s | COO: 0.013545s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.148357 s
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rolv per-iter: 0.001967s

ROLV TFLOPS: 2033.74 | Base TFLOPS: 2.33

ROLV Tokens/s: 2542178.69 | Base Tokens/s: 367790.73

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
7c5ad9bbb7deb3f95a8b23ba1ddfb19f857bf6120ba461e883e8789abd82d6c6 (COO)
CSR_norm_hash:
7c5ad9bbb7deb3f95a8b23ba1ddfb19f857bf6120ba461e883e8789abd82d6c6
COO_norm_hash:
7c5ad9bbb7deb3f95a8b23ba1ddfb19f857bf6120bad61e883e8789abd82d6c6
COO per-iter:  0.013622s | total: 13.622230s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 6.43x (= 543% faster)

Speedup (per-iter): 6.91x (= 591% faster)

Energy Savings: 85.53%

rolv vs rocSPARSE -> Speedup (per-iter): 10.62x | total: 9.87x

rolv vs COQ: Speedup (per-iter): 6.93x | total: 6.44x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A"
"b2fc7f83b499ca9e4b29ed3cc68b966b4b322cf7926c12186€98ae033e84be58",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"7c5ad9bbb7deb3f95a8b23ba1ddfb19f857bf6120ba461e883e8789abd82d6¢c6",
"CSR_norm_hash":
"7c5ad9bbb7deb3f95a8b23ba1ddfb19f857bf6120ba461e883e8789abd82d6¢c6",
"COO_norm_hash":
"7c5ad9bbb7deb3f95a8b23ba1ddfb19f857bf6120ba461e883e8789abd82d6¢c6",
"ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"3d7a5452a9f38bbfb38ee0d4922ca8020b2506f811ff5ec119664b4fe4236084",
"CSR_ghash_d6":
"3d7a5452a9f38bbfb38ee0d4922ca8020b2506f811ff5ec119664b4fe4236084",
"COO_ghash_d6":
"3d7a5452a9f38bbfb38ee0d4922ca8020b2506f811ff5ec119664b4fe4236084", "path_selected":
"COQ", "pilot_dense_per_iter_s": 0.033567, "pilot_csr_per_iter_s": 0.020624,
"pilot_coo_per_iter_s": 0.013545, "rolv_build_s": 0.148357, "rolv_iter_s": 0.001967,
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"dense_iter_s": 0.013595, "csr_iter_s": 0.02088, "coo_iter_s": 0.013622, "rolv_total_s":
2.115174, "baseline_total_s": 13.594687, "speedup_total vs_selected x": 6.427,
"speedup_iter vs_selected x": 6.912, "rolv_vs_vendor_sparse_iter x": 10.616,
"rolv_vs_vendor_sparse_total_x": 9.871, "rolv_vs_coo_iter x": 6.926, "rolv_vs coo_total x":
6.44, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2033.743, "base_tflops": 2.333,
"rolv_tokens_per_sec": 2542178.692, "base_tokens_per_sec": 367790.727}

[2026-02-11 23:29:06] Seed: 123456 | Pattern: block_diagonal | Zeros: 80%

A_hash: 4b02e483523fbec343feac2b8fed3820615bb6832ddad42a3da7b63ccf1ef0014 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE CONVERT] Zeros 80% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.200 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.033045s | CSR: 0.014207s | COO: 0.010974s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.150411 s

rolv per-iter: 0.002039s

ROLV TFLOPS: 1961.89 | Base TFLOPS: 1.81

ROLV Tokens/s: 2452366.40 | Base Tokens/s: 453862.36

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
Oafabd3c3f898124c4d2adf90b4ec9ca28ee520d74975002112bb8408f023a82 (COO)
CSR_norm_hash:
Oafabd3c3f898124c4d2adf90b4ec9ca28ee520d74975002112bb8408f023a82
COO_norm_hash:
Oafabd3c3f898124c4d2adf90b4ec9ca28ee520d74975002112bb8408f023a82

COO per-iter: 0.011018s | total: 11.018266s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 5.03x (= 403% faster)

Speedup (per-iter): 5.40x (= 440% faster)

Energy Savings: 81.49%

rolv vs rocSPARSE -> Speedup (per-iter): 7.08x | total: 6.59x

rolv vs COQO: Speedup (per-iter): 5.40x | total: 5.03x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "4b02e483523fbec343feac2b8fed3820615bb6832dda42a3da7b63ccf1ef0014",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
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"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™":
"Oafabd3c3f898124c4d2adf90b4ec9ca28ee520d74975002112bb8408f023a82",
"CSR_norm_hash":
"Oafabd3c3f898124c4d2adf90b4ec9ca28ee520d74975002112bb8408f023a82",
"COO_norm_hash":
"Oafabd3c3f898124c4d2adf90b4ec9ca28ee520d74975002112bb8408f023a82",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"4eaaed0b681ad4346a051280bb2504683f2650e05430ced90b415a8515706ae4",
"CSR_ghash_d6":
"4eaaed0b681ad4346a051280bb2504683f2650e05430ced90b415a8515706ae4",
"COO_ghash_d6":
"4eaaed0b681ad4346a051280bb2504683f2650e05430ced90b415a8515706ae4",
"path_selected": "COQ", "pilot_dense_per _iter _s": 0.033045, "pilot_csr_per _iter_s": 0.014207,
"pilot_coo_per_iter_s": 0.010974, "rolv_build_s": 0.150411, "rolv_iter_s": 0.002039,
"dense_iter s": 0.011017, "csr_iter_s": 0.014426, "coo_iter_s": 0.011018, "rolv_total s":
2.189258, "baseline_total_s": 11.016556, "speedup_total vs_selected x": 5.032,
"speedup_iter_vs_selected x": 5.403, "rolv_vs_vendor_sparse_iter_x": 7.075,
"rolv_vs_vendor_sparse_total x": 6.589, "rolv_vs_coo_iter x": 5.404, "rolv_vs_coo_total x":
5.033, "energy _iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 1961.893, "base_tflops": 1.815,
"rolv_tokens_per_sec": 2452366.405, "base_tokens_per_sec": 453862.364}

[2026-02-11 23:30:17] Seed: 123456 | Pattern: random | Zeros: 90%

A_hash: 252a6d9ec7eeab4eb29b6c652bffbadf11178919caadeccd14c45d00311e1433 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 90% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.100 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.036038s | CSR: 0.264172s | COO: 0.166453s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.152025 s

rolv per-iter: 0.001946s

ROLV TFLOPS: 2055.54 | Base TFLOPS: 2.43

ROLV Tokens/s: 2569426.26 | Base Tokens/s: 30386.17

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
0ea34324829b59e6d5a810b043219ca106a8eb538079e8849cd5903c80796f83 (COO)
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CSR_norm_hash:
0ea34324829b59e6d5a810b043219ca106a8eb538079e8849cd5903¢c80796f83
COO_norm_hash:
0ea34324829b59e6d5a810b043219ca106a8eb538079e8849cd5903¢c80796f83
COQO per-iter:  0.164948s | total: 164.947906s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 78.43x (= 7743% faster)

Speedup (per-iter): 84.56x (= 8356% faster)

Energy Savings: 98.82%

rolv vs rocSPARSE -> Speedup (per-iter): 138.57x | total: 128.53x

rolv vs COQO: Speedup (per-iter): 84.76x | total: 78.62x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"252a6d9ec7eeab4eb29b6c652bffbadf11178919caadeccd14c45d00311e1433",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"0ea34324829b59e6d5a810b043219ca106a8eb538079e8849cd5903c80796f83",
"CSR_norm_hash":
"0ea34324829b59e6d5a810b043219ca106a8eb538079e8849cd5903¢c80796f83",
"COO_norm_hash":
"0ea34324829b59e6d5a810b043219ca106a8eb538079e8849cd5903¢c80796f83",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"d07e9d8e4b761c9e713843d9e5ad22646d68738c9c9f78b846a77a566e81f77a",
"CSR_ghash_d6":
"d07e9d8e4b761c9e713843d9e5ad22646d68738c9c9f78b846a77a566e81f77a",
"COO_ghash_d6":
"d07e9d8e4b761c9e713843d9e5ad22646d68738c9c9f78b846a77a566e81f77a",
"path_selected": "COQ", "pilot_dense_ per iter _s": 0.036038, "pilot_csr_per _iter_s": 0.264172,
"pilot_coo_per_iter_s": 0.166453, "rolv_build_s": 0.152025, "rolv_iter_s": 0.001946,
"dense_iter_s": 0.164549, "csr_iter_s": 0.269652, "coo_iter_s": 0.164948, "rolv_total_s™
2.097985, "baseline_total_s": 164.548547, "speedup_total_vs_selected_x": 78.432,
"speedup_iter_vs_selected_x": 84.559, "rolv_vs_vendor_sparse_iter_x": 138.57,
"rolv_vs_vendor_sparse_total_x": 128.529, "rolv_vs_coo_iter_x": 84.764, "rolv_vs_coo_total x":
78.622, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2055.541, "base_tflops": 2.43,
"rolv_tokens_per_sec": 2569426.261, "base_tokens_per_sec": 30386.169}
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[2026-02-11 23:41:06] Seed: 123456 | Pattern: power_law | Zeros: 90%

A_hash: d1784f30a29c88bb759e8e0ce2e1d3a72ec63f8f7d0190e4b7c74bfOb0f76e26 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070

[SPARSE CONVERT] Zeros 90% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.100 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.036264s | CSR: 0.252505s | COO: 0.154131s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.150463 s

rolv per-iter: 0.001955s

ROLV TFLOPS: 2046.10 | Base TFLOPS: 2.42

ROLV Tokens/s: 2557621.73 | Base Tokens/s: 32372.23

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:

ff7b7b9d919c85aa942dd3c6598884 1f5aedc3f475953f6a39377245¢c2e213f6 (COO)
CSR_norm_hash: ff7b7b9d919c85aa942dd3c65988841f5aedc3f475953f6a39377245c2e213f6
COO_norm_hash:

ff7b7b9d919c85aa942dd3c6598884 1f5aedc3f475953f6a39377245¢c2e213f6

COO per-iter: 0.154486s | total: 154.485562s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 73.36x (= 7236% faster)

Speedup (per-iter): 79.01x (= 7801% faster)

Energy Savings: 98.73%

rolv vs rocSPARSE -> Speedup (per-iter): 129.76x | total: 120.48x

rolv vs COQO: Speedup (per-iter): 79.02x | total: 73.38x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "d1784f30a29c88bb759e8e0ce2e1d3a72ec63f8f7d0190e4b7c74bfOb0f76€26",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"ff7Tb7b9d919c85aa942dd3c65988841f5aedc3f475953f6a39377245¢c2e213f6",
"CSR_norm_hash":
"ff7b7b9d919¢c85aa942dd3c65988841f5aedc3f475953f6a39377245¢c2e213f6",
"COO_norm_hash™:
"ff7b7b9d919c85aa942dd3c65988841f5aedc3f475953f6a39377245¢c2e213f6",
"ROLV_ghash_d6":
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"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"11f8da7a2080d0d605a1ebff2f877f43fdf7d15739e0c108fe9752e7a0e9c93a",
"CSR_ghash_d6":
"11f8da7a2080d0d605a1ebff2f877f43fdf7d15739e0c108fe9752e7a0e9c93a",
"COO_ghash_d6":
"11f8da7a2080d0d605a1ebff2f877f43fdf7d15739e0c108fe9752e7a0e9c93a", "path_selected":
"COQ", "pilot_dense_per _iter_s": 0.036264, "pilot_csr_per_iter_s": 0.252505,
"pilot_coo_per_iter_s": 0.154131, "rolv_build_s": 0.150463, "rolv_iter_s": 0.001955,
"dense_iter_s": 0.154453, "csr_iter_s": 0.253667, "coo_iter_s": 0.154486, "rolv_total_s":
2.105404, "baseline_total s": 154.453375, "speedup_total vs_ selected x": 73.36,
"speedup_iter_vs_selected x": 79.007, "rolv_vs_vendor_sparse_iter x": 129.757,
"rolv_vs_vendor_sparse_total x": 120.484, "rolv_vs_coo iter x": 79.023, "rolv_vs coo_total x":
73.376, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2046.097, "base_tflops": 2.419,
"rolv_tokens_per_sec": 2557621.731, "base_tokens_per_sec": 32372.229}

[2026-02-11 23:51:17] Seed: 123456 | Pattern: banded | Zeros: 90%

A_hash: d70a4343e5b268957eb68d7e3674a43f240457ccfda08b4a2d80bc40ab643157 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 90% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.100 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.039917s | CSR: 0.013022s | COO: 0.009545s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.157353 s

rolv per-iter: 0.001956s

ROLV TFLOPS: 2044.71 | Base TFLOPS: 1.66

ROLV Tokens/s: 2555884.55 | Base Tokens/s: 522407.67

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
6bab4e46cb1871e51f5424a844af2f1390bcb5c5fb0b3a7c6f421bd1bc78bc94 (COO)
CSR_norm_hash:
6bab4e46cb1871e51f5424a844af2f1390bcb5c5fb0b3a7c6f421bd1bc78bc94
COO_norm_hash:
6bab4e46cb1871e51f5424a844af2f1390bcb5c5fb0b3a7c6f421bd1bc78bc94

COO per-iter:  0.009643s | total: 9.642516s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 4.53x (= 353% faster)

Speedup (per-iter): 4.89x (= 389% faster)
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Energy Savings: 79.56%

rolv vs rocSPARSE -> Speedup (per-iter): 6.75x | total: 6.24x

rolv vs COQO: Speedup (per-iter): 4.93x | total: 4.56x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A"

"d70a4343e5b268957eb68d7e3674a43f240457 ccfda08b4a2d80bc40ab643157",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"6bab4e46cb1871e51f5424a844af2f1390bcb5c5fb0b3a7c6f421bd1bc78bc94”,
"CSR_norm_hash":
"6bab4e46cb1871e51f5424a844af2f1390bcb5c5fb0b3a7c6f421bd1bc78bc94”,
"COO_norm_hash":
"6bab4e46cb1871e51f5424a844af2f1390bcb5c5fb0b3a7c6f421bd1bc78bc94",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"c850461ae5bfa1c3183f8c5ad70eadff35¢c42a0cf45abfac99892c98541b884e",
"CSR_ghash_d6":
"c850461ae5bfa1c3183f8c5ad70eadff35c42a0cf45abfac99892c98541b884e",
"COO_ghash_d6":
"c850461ae5bfa1c3183f8cb5ad70eadff35c42a0cf45abfac99892¢c98541b884e", "path_selected":
"COQ", "pilot_dense per iter_s": 0.039917, "pilot_csr_per _iter_s": 0.013022,
"pilot_coo_per_iter_s": 0.009545, "rolv_build_s": 0.157353, "rolv_iter_s": 0.001956,
"dense _iter_s": 0.009571, "csr_iter_s": 0.013197, "coo_iter_s": 0.009643, "rolv_total s":
2.113623, "baseline_total_s": 9.571069, "speedup_total vs selected x": 4.528,
"speedup_iter_vs_selected x": 4.893, "rolv_vs_vendor_sparse_iter x": 6.746,
"rolv_vs_vendor_sparse_total x": 6.244, "rolv_vs_coo_iter x": 4.929, "rolv_vs_coo_total x":
4.562, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2044.708, "base_tflops": 1.656,
"rolv_tokens_per_sec": 2555884.547, "base_tokens_per_sec": 522407.667}

[2026-02-11 23:52:22] Seed: 123456 | Pattern: block_diagonal | Zeros: 90%

A_hash: ef3c072370841e3130690e4f6793ea35e3e0c704fce673efdbae340a03091d07 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 90% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.100 | Sparse better for memory:
True
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Baseline pilots per-iter -> Dense: 0.032964s | CSR: 0.009494s | COO: 0.006858s
Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.149375 s

rolv per-iter: 0.001951s

ROLV TFLOPS: 2050.43 | Base TFLOPS: 1.45

ROLV Tokens/s: 2563033.99 | Base Tokens/s: 726216.46

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
3954f5e832c294f5f63bb74e0179a360d788ef7079faeb84169713613ccdea79 (COO)
CSR_norm_hash: 3954f5e832c294f5f63bb74e0179a360d788ef7079faeb84f69713613ccdea79
COO_norm_hash:
3954f5e832c294f5f63bb74e0179a360d788ef7079faeb84f69713613ccdea79

COO per-iter: 0.006867s | total: 6.867087s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 3.28x (= 228% faster)

Speedup (per-iter): 3.53x (= 253% faster)

Energy Savings: 71.67%

rolv vs rocSPARSE -> Speedup (per-iter): 4.90x | total: 4.55x

rolv vs COO: Speedup (per-iter): 3.52x | total: 3.27x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"ef3c072370841e3130690e4f6793ea35e3e0c704fce673efdbae340a03091d07",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™":
"3954f5e832c294f5f63bb74e0179a360d788ef7079faeb84169713613cc4ea79",
"CSR_norm_hash":
"3954f5e832c294f5f63bb74e0179a360d788ef7079faeb84169713613cc4ea79",
"COO_norm_hash":
"3954f5e832c294f5f63bb74e0179a360d788ef7079faeb84f69713613ccdea79",
"ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"cffe32a36e15addac2c5b2fef97a992d6d9c8731¢108477cdc00f463498f0e00",
"CSR_ghash_d6":
"cffe32a36e15addac2c5b2fef97a992d6d9¢c8731¢108477cdc00f463498f0e00",
"COO_ghash_d6":
"cffe32a36e15addac2c5b2fef97a992d6d9c8731¢108477cdc00f463498f0e00", "path_selected":
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"COOQ", "pilot_dense_per_iter_s": 0.032964, "pilot_csr_per _iter_s": 0.009494,
"pilot_coo_per_iter_s": 0.006858, "rolv_build_s": 0.149375, "rolv_iter_s": 0.001951,
"dense_iter_s": 0.006885, "csr_iter_s": 0.009551, "coo_iter_s": 0.006867, "rolv_total_s":
2.100188, "baseline_total_s": 6.885, "speedup_total_vs_selected x": 3.278,

"speedup_iter _vs_selected x": 3.529, "rolv_vs_vendor_sparse_iter x": 4.896,
"rolv_vs_vendor_sparse_total x": 4.548, "rolv_vs_coo_iter x": 3.52, "rolv_vs_coo_total x":
3.27, "energy _iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2050.427, "base_tflops": 1.45,
"rolv_tokens_per_sec": 2563033.991, "base_tokens_per_sec": 726216.464}

[2026-02-11 23:53:19] Seed: 123456 | Pattern: random | Zeros: 95%

A_hash: ¢926d3fc034ecOadbed3fabecc74c1e0c4191486cd48fd095fa3c179c6ef96db | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE CONVERT] Zeros 95% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.050 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.035313s | CSR: 0.166171s | COO: 0.086783s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.149348 s

rolv per-iter: 0.001965s

ROLV TFLOPS: 2035.31 | Base TFLOPS: 2.33

ROLV Tokens/s: 2544139.52 | Base Tokens/s: 58348.33

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
f5570aa0c2e30ca57e4bfbabdb1ba2ed338b13cf6c3a3861cd9efa7d20b15d71 (COO)
CSR_norm_hash:
f5570aal0c2e30ca57e4bfbabdb1ba2ed338b13cf6c3a3861cd9efa7d20b15d71
COO_norm_hash:
f5570aal0c2e30ca57e4bfbabdb1ba2ed338b13cf6c3a3861cd9efa7d20b15d71

COO per-iter:  0.085295s | total: 85.295391s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 40.52x (= 3952% faster)

Speedup (per-iter): 43.60x (= 4260% faster)

Energy Savings: 97.71%

rolv vs rocSPARSE -> Speedup (per-iter): 86.44x | total: 80.33x

rolv vs COO: Speedup (per-iter): 43.40x | total: 40.34x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "c926d3fc034ecOadbed3fabecc74c1e0c4191486cd48fd095fa3c179c6ef96db",
"input_hash_B":
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"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"f56570aa0c2e30ca57e4bfbabdb1ba2ed338b13cf6c3a3861cd9efa7d20b15d71",
"CSR_norm_hash":
"f5570aa0c2e30cab7e4bfbabdb1ba2ed338b13cf6c3a3861cd9efa7d20b15d71",
"COO_norm_hash":
"f5570aa0c2e30cab7e4bfbabdb1ba2ed338b13cf6c3a3861cd9efa7d20b15d71",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"c341e71c1d6aaaff215d32bf3ce2823faac0512f379a99a19bf0274553f15740",
"CSR_ghash_d6":
"c341e71c1d6aaaff215d32bf3ce2823faac0512f379a99a19bf0274553f15740",
"COO_ghash_d6"
"c341e71c1d6aaaff215d32bf3ce2823faac0512f379a99a19bf0274553f15740", "path_selected":
"COQ", "pilot_dense_per iter_s": 0.035313, "pilot_csr_per _iter_s": 0.166171,
"pilot_coo_per_iter_s": 0.086783, "rolv_build_s": 0.149348, "rolv_iter_s": 0.001965,
"dense_iter_s": 0.085692, "csr_iter_s": 0.169877, "coo_iter_s": 0.085295, "rolv_total_s":
2.114649, "baseline_total_s": 85.692258, "speedup_total vs selected x": 40.523,
"speedup_iter_vs_selected x": 43.603, "rolv_vs_vendor_sparse_iter x": 86.438,
"rolv_vs_vendor_sparse_total x": 80.334, "rolv_vs _coo_iter x": 43.401, "rolv_vs coo total x":
40.335, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2035.312, "base_tflops": 2.334,
"rolv_tokens_per_sec": 2544139.516, "base_tokens_per_sec": 58348.328}

[2026-02-11 23:59:41] Seed: 123456 | Pattern: power_law | Zeros: 95%

A_hash: 6417a2a60f09c4389956722addb9e641d9618bcfe0eae0e987dfe602fdefb429 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE CONVERT] Zeros 95% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.050 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.035697s | CSR: 0.161849s | COO: 0.079997s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.149013 s

rolv per-iter: 0.001959s

ROLV TFLOPS: 2042.15 | Base TFLOPS: 2.34

ROLV Tokens/s: 2552685.92 | Base Tokens/s: 62501.70

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
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BASE_norm_hash: e1a90360ba8f3a6ce55dfff4d1515996f6b04b522f024ed9ab8124c98d9cb2cf
(COO0)

CSR_norm_hash: e1a90360ba8f3a6ce55dfff4d1515996f6b04b522f024ed9ab8124c98d9cb2cf
COO_norm_hash: e1a90360ba8f3a6ce55dfff4d1515996f6b04b522f024ed9ab8124c98d9cb2cf
COQO per-iter:  0.080004s | total: 80.004430s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 37.95x (= 3695% faster)

Speedup (per-iter): 40.84x (= 3984% faster)

Energy Savings: 97.55%

rolv vs rocSPARSE -> Speedup (per-iter): 84.20x | total: 78.25x

rolv vs COQO: Speedup (per-iter): 40.85x | total: 37.96x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A": "6417a2a60f09c4389956722addb9e641d9618bcfe0eae0e987dfe602fdefb429",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"e1a90360ba8f3a6ce55dfff4d1515996f6b04b522f024ed9ab8124c98d9cb2cf",
"CSR_norm_hash":
"e1a90360ba8f3a6ce55dfff4d1515996f6b04b522f024ed9ab8124c98d9cb2cf,
"COO_norm_hash":
"e1a90360ba8f3a6ce55dfff4d1515996f6b04b522f024ed9ab8124c98d9cb2cf",
"ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"100de79f25f9eba2174c313cdd119f1094c254144c65bddf7539fe46bd2b2afb",
"CSR_ghash_d6":
"100de79f25f9eba2174c313cdd119f1094c254144c65bddf7539fe46bd2b2afb",
"COO_ghash_d6":
"100de79f25f9eba2174c313cdd119f1094c254144c65bddf7539fe46bd2b2afb", "path_selected":
"COQO", "pilot_dense per iter_s": 0.035697, "pilot_csr_per _iter_s": 0.161849,
"pilot_coo_per_iter_s": 0.079997, "rolv_build_s": 0.149013, "rolv_iter_s": 0.001959,
"dense_iter_s": 0.079998, "csr_iter_s": 0.164932, "coo_iter_s": 0.080004, "rolv_total_s™
2.107734, "baseline_total_s": 79.997828, "speedup_total_vs_selected x": 37.954,
"speedup_iter_vs_selected_x": 40.842, "rolv_vs_vendor_sparse_iter_x": 84.204,
"rolv_vs_vendor_sparse_total_x": 78.251, "rolv_vs_coo_iter_x": 40.845, "rolv_vs_coo_total_x":
37.958, "energy _iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2042.149, "base_tflops": 2.335,
"rolv_tokens_per_sec": 2552685.917, "base_tokens_per_sec": 62501.697}
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[2026-02-12 00:05:49] Seed: 123456 | Pattern: banded | Zeros: 95%

A_hash: f9841b629a96caca12ae5093b69047a66277d824418f1f09df0d2ec6bec61381 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 95% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.050 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.033535s | CSR: 0.008897s | COO: 0.006171s
Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.148702 s

rolv per-iter: 0.001957s

ROLV TFLOPS: 2044.44 | Base TFLOPS: 1.28

ROLV Tokens/s: 2555545.68 | Base Tokens/s: 808220.04

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
a00aed09a9ca1a80f3acaafa376dc0e568949aeb81fcc547¢c28bc98683803a08 (COO)
CSR_norm_hash:
a00aed09a9ca1a80f3acaafa376dc0e568949aeb81fcc547c28bc98683803a08
COO_norm_hash:
a00aed09a9ca1a80f3acaafa376dc0e568949aeb81fcc547¢c28bc98683803a08

COO per-iter:  0.006205s | total: 6.205067s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 2.94x (= 194% faster)

Speedup (per-iter): 3.16x (= 216% faster)

Energy Savings: 68.37%

rolv vs rocSPARSE -> Speedup (per-iter): 4.61x | total: 4.28x

rolv vs COQO: Speedup (per-iter): 3.17x | total: 2.95x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"f9841b629a96caca12ae5093b69047a66277d824418f1f09df0d2ec6bec61381",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash":
"a00aed09a9ca1a80f3acaafa376dc0e568949aeb81fcc547¢c28bc98683803a08",
"CSR_norm_hash":
"a00aed09a9ca1a80f3acaafa376dc0e568949aeb81fcc547¢c28bc98683803a08",
"COO_norm_hash":
"a00aed09a9ca1a80f3acaafa376dc0e568949aeb81fcc547c28bc98683803a08",
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"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"9c378462296ec1cacef0a364ddaeebcal41f1cfda7d5705308d0e32cbdf1f369",
"CSR_ghash_d6":
"9c378462296ec1cacef0a364ddaeebcal41f1cfda7d5705308d0e32cbdf1f369",
"COO_ghash_d6":
"9c378462296ec1cacef0a3b4ddaeebcal41f1cfda7d5705308d0e32cbdf1f369", "path_selected™
"COOQ", "pilot_dense_per _iter_s": 0.033535, "pilot_csr_per _iter_s": 0.008897,
"pilot_coo_per_iter_s": 0.006171, "rolv_build_s": 0.148702, "rolv_iter_s": 0.001957,

"dense _iter _s": 0.006186, "csr_iter_s": 0.009018, "coo_iter_s": 0.006205, "rolv_total s":
2.105231, "baseline_total_s": 6.186434, "speedup_total vs_ selected x": 2.939,
"speedup_iter vs_selected x": 3.162, "rolv_vs_vendor_sparse_iter x": 4.609,
"rolv_vs_vendor_sparse_total x": 4.284, "rolv_vs_coo_iter x": 3.171, "rolv_vs_coo_total x":
2.947, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2044.437, "base_tflops": 1.281,
"rolv_tokens_per_sec": 2555545.684, "base_tokens_per_sec": 808220.04}

[2026-02-12 00:06:43] Seed: 123456 | Pattern: block_diagonal | Zeros: 95%

A_hash: 743ed1c¢8dc03a5de5d0b131edc508c8c9e30dc02e5406aeb9ch6e8c0ce493874 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 95% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.050 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.032441s | CSR: 0.006942s | COO: 0.004713s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.149086 s

rolv per-iter: 0.001952s

ROLV TFLOPS: 2048.82 | Base TFLOPS: 1.05

ROLV Tokens/s: 2561021.37 | Base Tokens/s: 1057731.70

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
cb31498379c907686529a18f196926f32e7b1052704f4ed5aaebf0f0eOed14b1 (COO)
CSR_norm_hash:
cb31498379c907686529a18f196926f32e7b1052704f4ed5aaebf0f0eOed14b1
COO_norm_hash:
cb31498379¢907686529a18f196926f32e7b1052704f4ed5aaebf0f0eOed14b1

COO per-iter:  0.004736s | total: 4.736420s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 2.25x (= 125% faster)
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Speedup (per-iter): 2.42x (= 142% faster)

Energy Savings: 58.70%

rolv vs rocSPARSE -> Speedup (per-iter): 3.57x | total: 3.32x

rolv vs COQO: Speedup (per-iter): 2.43x | total: 2.25x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A"
"743ed1c8dc03a5de5d0b131edc508c8c9e30dc02e5406aeb9cb6e8c0ce493874",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"cb31498379c907686529a18f196926f32e7b1052704f4ed5aaebf0f0e0ed14b1",
"CSR_norm_hash":
"cb31498379c907686529a18f196926f32e7b1052704f4ed5aaebf0f0e0ed14b1",
"COO_norm_hash":
"cb31498379¢c907686529a18f196926f32e7b1052704f4ed5aaebf0f0e0ed14b1",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"efbe0cal36¢ca8f3c6721275268db28beadf0ad8ad4b2a7aa76452f596348100e65",
"CSR_ghash_d6":
"efbe0ca36¢ca8f3c6721275268db28beadf0ad8ad4b2a7aa76452f596348100e65",
"COO_ghash_d6":
"efbe0cal36ca8f3c6721275268db28beadf0ad8a4b2a7aa76452f596348100e65",
"path_selected": "COQ", "pilot_dense per _iter_s": 0.032441, "pilot_csr_per iter_s": 0.006942,
"pilot_coo_per_iter_s": 0.004713, "rolv_build_s": 0.149086, "rolv_iter_s": 0.001952,
"dense _iter _s": 0.004727, "csr_iter_s": 0.006971, "coo_iter_s": 0.004736, "rolv_total s":
2.101432, "baseline_total_s": 4.727097, "speedup_total vs_selected x": 2.249,
"speedup _iter vs_selected x": 2.421, "rolv_vs_vendor_sparse_iter x": 3.571,
"rolv_vs_vendor_sparse_total x": 3.317, "rolv_vs_coo_iter x": 2.426, "rolv_vs_coo_total x":
2.254, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2048.817, "base_tflops": 1.055,
"rolv_tokens_per_sec": 2561021.367, "base_tokens_per_sec": 1057731.699}

[2026-02-12 00:07:32] Seed: 123456 | Pattern: random | Zeros: 99%

A_hash: 9fde8b5d279f5d4d8297c2b0a4f006d0bf2475b62e6dabc7da09b547c8edbc8a |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 99% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing
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Sparse memory threshold density: 0.333 | Current density: 0.010 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.035028s | CSR: 0.065526s | COO: 0.020288s
Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.148619 s

rolv per-iter: 0.001951s

ROLV TFLOPS: 2049.82 | Base TFLOPS: 1.96

ROLV Tokens/s: 2562271.77 | Base Tokens/s: 245511.39

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
cc8c3cc839a9d0c5930d0938d01d9bd2a7f5d66f47fcce4e53dec39e0dc7faa9 (COO)
CSR_norm_hash:
cc8c3cc839a9d0c5930d0938d01d9bd2a7f5d66f47fcce4e53dec39e0dc7faad
COO_norm_hash:
cc8c3cc839a9d0c5930d0938d01d9bd2a7f5d66f47fcce4e53dec39e0dc7faad
COO per-iter:  0.020486s | total: 20.485928s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 9.70x (= 870% faster)

Speedup (per-iter): 10.44x (= 944% faster)

Energy Savings: 90.42%

rolv vs rocSPARSE -> Speedup (per-iter): 34.36x | total: 31.93x

rolv vs COQO: Speedup (per-iter): 10.50x | total: 9.76x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"9fde8b5d279f5d4d8297c2b0a4f006d0bf2475b62e6dabc7da09b547c8edbc8a”,
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"cc8c3cc839a9d0c5930d0938d01d9bd2a7f5d66f47fcce4e53dec39e0dc7faa”,
"CSR_norm_hash":
"cc8c3cc839a9d0c5930d0938d01d9bd2a7f5d66f47fcced4e53dec39e0dc7faal”,
"COO_norm_hash":
"cc8c3cc839a9d0c5930d0938d01d9bd2a7f5d66f47fcced4e53dec39e0dc7faa",
"ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"18a55821ec1e53d19620c8b3fdf1bd7dc27837e4d3f0bc4b8bb33ab2e24117eb",
"CSR_ghash_d6":
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"18a55821ec1e53d19620c8b3fdf1bd7dc27837e4d3f0bc4b8bb33ab2e24117eb",
"COO_ghash_d6":
"18a55821ec1e53d19620c8b3fdf1bd7dc27837e4d3f0bc4b8bb33ab2e24117eb",
"path_selected": "COQ", "pilot_dense per_iter_s": 0.035028, "pilot_csr_per iter_s": 0.065526,
"pilot_coo_per_iter_s": 0.020288, "rolv_build_s": 0.148619, "rolv_iter_s": 0.001951,
"dense_iter_s": 0.020366, "csr_iter_s": 0.067058, "coo_iter_s": 0.020486, "rolv_total _s™
2.100013, "baseline_total_s": 20.365654, "speedup_total vs_selected x": 9.698,
"speedup_iter vs_selected x": 10.436, "rolv_vs vendor_sparse_iter x": 34.364,
"rolv_vs_vendor_sparse_total x": 31.932, "rolv_vs_coo_iter x": 10.498, "rolv_vs coo_total x":
9.755, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2049.817, "base_tflops": 1.964,
"rolv_tokens_per_sec": 2562271.774, "base_tokens_per_sec": 245511.385}

[2026-02-12 00:09:55] Seed: 123456 | Pattern: power_law | Zeros: 99%

A_hash: 3884cba828aa7a1488fc132da5edbcb037e4d5cda60d2548cbb05d1438117888 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 99% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.010 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.035183s | CSR: 0.062542s | COO: 0.019319s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.148755 s

rolv per-iter: 0.001957s

ROLV TFLOPS: 2043.87 | Base TFLOPS: 1.93

ROLV Tokens/s: 2554838.91 | Base Tokens/s: 257795.21

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
c3e9496be8a189fc75d306823ff6359f8fa3b5aa5557bbc72bae19d4a7ed7d5d (COO)
CSR_norm_hash:
c3e9496be8a189fc75d306823ff6359f8fa3b5aa5557bbc72bae19d4a7ed7d5d
COO_norm_hash:
c3e9496be8a189fc75d306823ff6359f8fa3b5aa5557bbc72bae19d4a7ed7d5d

COO per-iter:  0.019480s | total: 19.480160s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 9.21x (= 821% faster)

Speedup (per-iter): 9.91x (= 891% faster)

Energy Savings: 89.91%

rolv vs rocSPARSE -> Speedup (per-iter): 32.63x | total: 30.33x

rolv vs COQO: Speedup (per-iter): 9.95x | total: 9.25x
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{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"3884cba828aa7a1488fc132da5edbcb037e4d5cda60d2548cbb05d1438117888",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"c3e9496be8a189fc75d306823ff6359f8fa3b5aa5557bbc72bae19d4a7ed7d5d",
"CSR_norm_hash™:
"c3e9496be8a189fc75d306823ff6359f8fa3b5aa5557bbc72bae19d4a7ed7d5d",
"COO_norm_hash":
"c3e9496be8a189fc75d306823ff6359f8fa3b5aa5557bbc72bae19d4a7ed7d5d",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"570879d26¢1763504bd05013868ba03d6e5¢343019d405fbb6664799c3446a0a",
"CSR_ghash_d6":
"570879d26¢1763504bd05013868ba03d6e5¢343019d405fbb6664799c3446a0a",
"COO_ghash_d6":
"570879d26¢1763504bd05013868ba03d6e5c343019d405fbb6664799c3446a0a",
"path_selected": "COQ", "pilot_dense per iter _s": 0.035183, "pilot_csr_per _iter_s": 0.062542,
"pilot_coo_per_iter_s": 0.019319, "rolv_build_s": 0.148755, "rolv_iter_s": 0.001957,
"dense_iter_s": 0.019395, "csr_iter_s": 0.063864, "coo_iter_s": 0.01948, "rolv_total_s":
2.105826, "baseline_total s": 19.39524, "speedup_total vs selected x": 9.21,
"speedup_iter_vs_selected x": 9.91, "rolv_vs_vendor_sparse_iter x": 32.632,
"rolv_vs_vendor_sparse_total x": 30.327, "rolv_vs_coo_iter x": 9.954, "rolv_vs_coo_total x":
9.251, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2043.871, "base_tflops": 1.927,
"rolv_tokens_per_sec": 2554838.906, "base_tokens_per_sec": 257795.208}

[2026-02-12 00:12:13] Seed: 123456 | Pattern: banded | Zeros: 99%

A_hash: 1b643fe5ac4811868b9b5bfee7d7ed4d02a612b4add98ac2d0f399d014599b67 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 99% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.010 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.034045s | CSR: 0.005398s | COO: 0.003297s

Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.149180 s
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rolv per-iter: 0.001955s

ROLV TFLOPS: 2046.44 | Base TFLOPS: 0.48

ROLV Tokens/s: 2558051.40 | Base Tokens/s: 1525048.40

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
2974cb2e57d28e2c52f6b64151fh5c2¢10ab828f6e7279b652ec7d4c7fa407ad (COO)
CSR_norm_hash:
2974cb2e57d28e2c52f6b64f51fb5c2c10ab828f6e7279b652ec7d4c7fad407ad
COO_norm_hash:
2974cb2e57d28e2c52f6b64f51fb5c2¢c10ab828f6e7279b652ec7d4c7fa407ad
COO per-iter:  0.003282s | total: 3.282230s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 1.56x (= 56% faster)

Speedup (per-iter): 1.68x (= 68% faster)

Energy Savings: 40.38%

rolv vs rocSPARSE -> Speedup (per-iter): 2.78x | total: 2.58x

rolv vs COQ: Speedup (per-iter): 1.68x | total: 1.56x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A"
"1b643fe5ac4811868b9b5bfee7d7ed4d02a612b4add98ac2d0f399d014599b67",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"2974cb2e57d28e2c52f6b64f51fb5c2c10ab828f6e7279b652ec7d4c7fa407ad",
"CSR_norm_hash":
"2974cb2e57d28e2c52f6b64151fb5c2c10ab828f6e7279b652ec7d4c7fa407ad",
"COO_norm_hash":
"2974cb2e57d28e2c52f6b64151fb5c2c10ab828f6e7279b652ec7d4c7fa407ad",
"ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"36fabc0207e13e7ae08a8c6db45526167c20c66464e356ba7cd4969570c1cb52",
"CSR_ghash_d6":
"36fabc0207e13e7ae08a8c6db45526167c20c66464e356ba7cd4969570c1cb52",
"COO_ghash_d6":
"36fabc0207e13e7ae08a8c6db45526167c20c66464e356ba7cd4969570c1cb52",
"path_selected": "COQ", "pilot_dense_per_iter_s": 0.034045, "pilot_csr_per_iter_s": 0.005398,
"pilot_coo_per_iter_s": 0.003297, "rolv_build_s": 0.14918, "rolv_iter_s": 0.001955,
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"dense_iter_s": 0.003279, "csr_iter_s": 0.005433, "coo_iter_s": 0.003282, "rolv_total_s"
2.103793, "baseline_total_s": 3.278584, "speedup_total vs_selected x": 1.558,
"speedup_iter_vs_selected_x": 1.677, "rolv_vs_vendor_sparse_iter_x": 2.779,
"rolv_vs_vendor_sparse_total_x": 2.582, "rolv_vs_coo_iter x": 1.679, "rolv_vs_coo_total x":
1.56, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2046.441, "base_tflops": 0.483,
"rolv_tokens_per_sec": 2558051.404, "base_tokens per_sec": 1525048.399}

[2026-02-12 00:12:58] Seed: 123456 | Pattern: block_diagonal | Zeros: 99%

A_hash: d78e202117fb1b5ee60605254db62aa72b0d2b72a9d6ceec1a84ad78c44df368 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 99% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.010 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.032737s | CSR: 0.004712s | COO: 0.003002s
Selected baseline: COO (memory-based override: True)

rolv load time (operator build): 0.149412 s

rolv per-iter: 0.001948s

ROLV TFLOPS: 2053.19 | Base TFLOPS: 0.33

ROLV Tokens/s: 2566483.10 | Base Tokens/s: 1664243.17

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
81df416748e59ff8fb7b3e31c4al3a74db121c9fc011e70c1604e496e3b107c2b (COO)
CSR_norm_hash:
81df416748e59ff8fb7b3e31c4al3a74db121c9fc011e70c1604e496e3b107c2b
COO_norm_hash:
81df416748e59ff8fb7b3e31c4a3a74db121c9fc011e70c1604e496e3b107c2b

COO per-iter:  0.003009s | total: 3.008636s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 1.43x (= 43% faster)

Speedup (per-iter): 1.54x (= 54% faster)

Energy Savings: 35.15%

rolv vs rocSPARSE -> Speedup (per-iter): 2.43x | total: 2.26x

rolv vs COQO: Speedup (per-iter): 1.54x | total: 1.43x

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 5000, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A":
"d78e202117fb1b5ee60605254db62aa72b0d2b72a9d6ceec1a84ad78c44df368",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
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"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"81df416748e59ff8fb7b3e31c4a3a74db121c9fc011e70c1604e496e3b107c2b",
"CSR_norm_hash":
"81df416748e59ff8fb7b3e31c4a3a74db121c9fc011e70c1604e496e3b107c2b",
"COO_norm_hash":
"81df416748e59ff8fb7b3e31c4al3a74db121c9fc011e70c1604e496e3b107c2b",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_qghash_d6":
"72ae2e8b1b11989b240bd407beSeae8d1ffdbf75beeacce50c056cdb544c412f",
"CSR_ghash_d6"
"72ae2e8b1b11989b240bd407beSeae8d1ffdbf75beeacce50c056cdb544c412f",
"COO_ghash_d6"
"72ae2e8b1b11989b240bd407beSeae8d1ffdbf75beeacce50c056cdb544c412f",
"path_selected": "COOQ", "pilot_dense per _iter_s": 0.032737, "pilot_csr_per _iter_s": 0.004712,
"pilot_coo_per_iter_s": 0.003002, "rolv_build_s": 0.149412, "rolv_iter_s": 0.001948,
"dense_iter_s": 0.003004, "csr_iter_s": 0.004733, "coo_iter_s": 0.003009, "rolv_total_s":
2.097604, "baseline_total_s": 3.004369, "speedup_total vs selected x": 1.432,
"speedup_iter_vs_selected_x": 1.542, "rolv_vs_vendor_sparse_iter_x": 2.429,
"rolv_vs_vendor_sparse_total x": 2.256, "rolv_vs_coo_iter x": 1.544, "rolv_vs_coo_total x":
1.434, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 2053.186, "base_tflops": 0.331,
"rolv_tokens_per_sec": 2566483.097, "base_tokens_per_sec": 1664243.167}

=== FOOTER REPORT (ROCm) ===

- Aggregate speedup (total vs selected): 38.52x (= 3752% faster)

- Aggregate speedup (per-iter vs selected): 41.51x (= 4051% faster)

- Aggregate energy savings (proxy vs selected): 87.6%

- Verification: TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64 normalization
and SHA-256 hashing.

{"platform": "ROCm", "device": "AMD Instinct MI300X",
"aggregate_speedup_total_vs_selected_x": 38.52, "aggregate_speedup_iter_vs_selected_x":
41.507, "aggregate_energy_savings_pct": 87.628, "verification": "TF32 off, deterministic
algorithms, CSR canonicalization, CPU-fp64 normalization, SHA-256 hashing"}

=== Timing & Energy Measurement Explanation ===

1. Per-iteration timing:
- Each library (Dense GEMM, CSR SpMM, rolv) is warmed up for a fixed number of iterations.
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- Then 'iters' iterations are executed, with synchronization to ensure all GPU/TPU work is
complete.
- The average time per iteration is reported as <library>_iter_s.

2. Build/setup time:

- For rolv, operator construction (tiling, quantization, surrogate build) is timed separately as
rolv_build_s.

- Vendor baselines (Dense/CSR) have negligible build cost, so only per-iter times are used.

3. Total time:
- For each library, total runtime = build/setup time + (per-iter time x number of iterations).
- Example: rolv_total_s = rolv_build_s + rolv_iter_s * iters
baseline_total s = baseline _iter_s * iters
- This ensures all overheads are included, so comparisons are fair.

4. Speedup calculation:
- Speedup (per-iter) = baseline_iter_s / rolv_iter_s
- Speedup (total) = baseline_total_s / rolv_total_s
- Both metrics are reported to show raw kernel efficiency and end-to-end cost.

5. Energy measurement:
- Proxy energy savings are computed from per-iter times:
energy_savings_pct =100 x (1 - rolv_iter_s / baseline_iter_s)
- If telemetry is enabled (NVML/ROCm SMI), instantaneous power samples (W) are integrated
over time to yield Joules (trapz).
- Telemetry totals, when collected, are reported as energy_iter_adaptive_telemetry in the
JSON payload.

6. Fairness guarantee:

- All libraries run the same matrix/vector inputs (identical seeds, identical input hashes).

- All outputs are normalized in CPU-fp64 before hashing to remove backend-specific numeric
artifacts.

- CSR canonicalization (sorted indices) stabilizes sparse ordering and ensures reproducible
hashes.

- All times include warmup, synchronization, and build/setup costs (for rolv) so speedups and
energy savings are directly comparable across Dense, CSR, and rolv.

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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NVIDIA B200

20,000x20,000 matrix, batch 5,000, iterations 1000
=== RUN SUITE (CUDA) on NVIDIA B200 ===

[2026-02-11 22:50:57] Seed: 123456 | Pattern: random | Zeros: 0%
A_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 0% (< 70%) — skipping CSR/COOQO conversion (OOM prevention); using
Dense only for baseline
Sparse memory threshold density: 0.333 | Current density: 1.000 | Sparse better for memory:
False
Baseline pilots per-iter -> Dense: 0.061878s
Selected baseline: Dense (memory-based override: False)
rolv load time (operator build): 0.250851 s
tmplipykernel_321/54878460.py:509: UserWarning: Sparse CSR tensor support is in beta
state. If you miss a functionality in the sparse tensor support, please submit a feature request to
https://github.com/pytorch/pytorch/issues. (Triggered internally at
/pytorch/aten/src/ATen/SparseCsrTensorimpl.cpp:53.)

self.small = small.to_sparse_csr()
rolv per-iter: 0.000979s
ROLV TFLOPS: 4087.24 | Base TFLOPS: 64.64
ROLV Tokens/s: 5109052.90 | Base Tokens/s: 80800.88
rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
b22bcb97b64974e1c0fb509dfb9f4288315ae9dc4d1b150a6fe54044123ada91 (Dense)
CSR_norm_hash: N/A
COO_norm_hash: N/A
COO per-iter: N/A
Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 50.33x (= 4933% faster)
Speedup (per-iter): 63.23x (= 6223% faster)
Energy Savings: 98.42%
rolv vs cuSPARSE -> N/A
rolv vs COO: N/A
{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
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"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"b22bcb97b64974e1c0fb509dfb9f4288315ae9dc4d1b150a6fe54044123ada91",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"fObb71e34023e6f1832ac28258224158f729d88fec1724b4ff1764b2948db38b",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",

"pilot_dense_per _iter_s": 0.061878, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.250851, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061881, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.229506, "baseline_total_s": 61.880512,
"speedup_total vs selected x": 50.33, "speedup_iter _vs_selected x": 63.23,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4087.242, "base_tflops": 64.641, "rolv_tokens_per_sec": 5109052.896,
"base_tokens_per_sec": 80800.883}

[2026-02-11 22:52:09] Seed: 123456 | Pattern: power_law | Zeros: 0%

A_hash: 82b769ee8809097111872778e2cc8f15166c246fe3ab282d35d86794add32e24 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 0% (< 70%) — skipping CSR/COO conversion (OOM prevention); using
Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 1.000 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061878s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.184724 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4086.18 | Base TFLOPS: 64.64

ROLV Tokens/s: 5107728.36 | Base Tokens/s: 80793.84

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash: acfd5e3a5c915558b2ef0cdf5cc25fa36ff8c74307a4a507e71d68292c018c8a
(Dense)

CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.18x (= 5218% faster)

Speedup (per-iter): 63.22x (= 6222% faster)
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Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"82b769ee8809097111872778e2cc8f15166¢c246fe3ab282d35d86794add32e24",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_norm_hash™
"acfd5e3a5c915558b2ef0cdf5cc25fa36ff8c74307a4a507e71d68292c018c8a",
"CSR_norm_hash": "N/A", "COQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"2¢337a34c¢868af7a802f0b20c702¢c9e3a0ce9d1ff31d48838b72095¢cb25¢c01ce”,
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061878, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.184724, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061886, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.163633, "baseline_total s": 61.885902,
"speedup_total vs selected x": 53.183, "speedup iter _vs selected x": 63.219,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4086.183, "base_tflops": 64.635, "rolv_tokens_per_sec": 5107728.363,
"base_tokens_per_sec": 80793.845}

[2026-02-11 22:53:20] Seed: 123456 | Pattern: banded | Zeros: 0%

A_hash: 6¢cde74c5798c7¢430dd46b95ba8e2f3c4e3c44f6dab704772e746e404eff77ca | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 0% (< 70%) — skipping CSR/COO conversion (OOM prevention); using
Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 1.000 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061890s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.185154 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.30 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106625.43 | Base Tokens/s: 80794.97

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
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BASE_norm_hash:
b581e157bd8590550€9011584a73fc77eed5bbdb5aac085dabffb37ce67d9257 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.15x (= 5215% faster)

Speedup (per-iter): 63.20x (= 6220% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"6cde74c5798c7c430dd46b95ba8e2f3cd4e3c44f6dab704772e746e404eff77ca", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"b581e157bd8590550€9011584a73fc77eed5bbdb5aac085dabffb37ce67d9257",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"532b7fdd723129f417cf1b6d89c952f9e4d25cf7afc42933e9795ffbd6193bad”, "CSR_ghash_d6":
"N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense", "pilot_dense_per iter _s": 0.06189,
"pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A", "rolv_build_s": 0.185154,
"rolv_iter_s": 0.000979, "dense_iter_s": 0.061885, "csr_iter_s": "N/A", "coo_iter_s": "N/A",
"rolv_total_s": 1.164274, "baseline_total_s": 61.885043, "speedup_total vs_selected x":
53.153, "speedup iter vs_selected x": 63.205, "rolv_vs_vendor_sparse_iter x": "N/A",
"rolv_vs_vendor_sparse_total x": "N/A", "rolv_vs coo_iter x": "N/A", "rolv_vs coo_total x":
"N/A", "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": false, "rolv_tflops": 4085.3, "base_tflops": 64.636,
"rolv_tokens_per_sec": 5106625.429, "base_tokens_per_sec": 80794.967}

[2026-02-11 22:54:30] Seed: 123456 | Pattern: block_diagonal | Zeros: 0%

A_hash: 928187f51806f14eed31e1909ce8b05f76¢c1c5b91a7d26cb4f495951156ee206 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 0% (< 70%) — skipping CSR/COOQ conversion (OOM prevention); using
Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 1.000 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061878s

Selected baseline: Dense (memory-based override: False)
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rolv load time (operator build): 0.185334 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.19 | Base TFLOPS: 64.65

ROLV Tokens/s: 5106486.64 | Base Tokens/s: 80807.34

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
3fcdc0e595da85cfb95cfd32328e0970c490d8f8a36fbea3d969c7aef257¢c9b2 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.14x (= 5214% faster)

Speedup (per-iter): 63.19x (= 6219% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"928187f51806f14eed31e1909ce8b05f76¢c1c5b91a7d26ch4f495951156ee206",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"3fcdc0e595da85cfb95cfd32328e0970c490d8f8a36fbea3d969c7aef257c9b2",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"c38e3e803b981809b78d1cde860a4564ce92494e0d87b597¢35811ab294920b4",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061878, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.185334, "rolv_iter_s": 0.000979, "dense _iter_s": 0.061876, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total _s": 1.16448, "baseline_total s": 61.875566,
"speedup_total_vs_selected_x": 53.136, "speedup_iter_vs_selected_x": 63.193,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.189, "base_tflops": 64.646, "rolv_tokens_per_sec": 5106486.641,
"base_tokens_per_sec": 80807.341}

[2026-02-11 22:55:41] Seed: 123456 | Pattern: random | Zeros: 10%
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A_hash: fcedbd7a862de3bcf7835c9fa796¢75b1365877a48d561429563503013d440c5 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 10% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.900 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061879s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.182718 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.88 | Base TFLOPS: 64.63

ROLV Tokens/s: 5107348.14 | Base Tokens/s: 80790.29

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
9c86be5aced3a2foc06365ba2d48a82d546¢3b9420857fb1abd13febc67d78f9 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.27x (= 5227% faster)

Speedup (per-iter): 63.22x (= 6222% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"fcedbd7a862de3bcf7835c9fa796c75b1365877a48d561429563503013d440c5",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"9c86bebaced3a2f9c06365ba2d48a82d546c3b9420857fb1abd13febc67d78f9",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"89633c3e64331d116a585a14f1c2b9f2fa85dd7799e3b138717d6d7fbcd805fd",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per _iter_s": 0.061879, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.182718, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061889, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.1617, "baseline_total_s": 61.888629,
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"speedup_total vs_selected x": 53.274, "speedup _iter_vs_selected x": 63.217,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.879, "base_tflops": 64.632, "rolv_tokens_per_sec": 5107348.141,
"base_tokens_per_sec": 80790.286}

[2026-02-11 22:56:52] Seed: 123456 | Pattern: power_law | Zeros: 10%

A_hash: 4138339f0cdc73b6251346583279c5a160793fb9f057a7d6c3642b72dfa464d3 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 10% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.900 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061878s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.185764 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.22 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106526.75 | Base Tokens/s: 80797.57

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
42e67f7a7d127ae6dc415c6d42d4e4aa30d550691711b89004b8eec0b3b59d39 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.12x (= 5212% faster)

Speedup (per-iter): 63.20x (= 6220% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"4138339f0cdc73b6251346583279¢5a160793fb9f057a7d6c3642b72dfa464d3",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"42e67f7a7d127ae6dc415c6d42d4e4aa30d550691711b89004b8eecOb3b59d39",
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"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"3d402b0267368589881e5e7555ffe7f9fc87fec9eal1al37cd15e39cd5f257e64c",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061878, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.185764, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061883, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.164903, "baseline_total s": 61.883047,

"speedup_total vs_selected x": 53.123, "speedup _iter_vs_selected x": 63.201,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.221, "base _tflops": 64.638, "rolv_tokens per sec": 5106526.748,

"base tokens_per_sec": 80797.573}

[2026-02-11 22:58:04] Seed: 123456 | Pattern: banded | Zeros: 10%

A_hash: 455353dd2477fa9d9dbd47d42729848f594857dd2a24196a2890f33066f15038 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 10% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.900 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061887s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.182744 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.82 | Base TFLOPS: 64.64

ROLV Tokens/s: 5107273.95 | Base Tokens/s: 80797.72

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash: f56c010035bba4a0b23bcf3071f2ffc327a5df83b45e1de65d1edb661fe85978
(Dense)

CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.27x (= 5227% faster)

Speedup (per-iter): 63.21x (= 6221% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A
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{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"455353dd2477fa9d9dbd47d42729848f594857dd2a24196a2890f33066f15038",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™"
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"f56c010035bba4al0b23bcf3071f2ffc327a5df83b45e1de65d1edb661fe85978",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"6f0663d07f5b8f2e628bb60d4cf70fd443cc5d0ab802aede3d066c26e7ac8ccO",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061887, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.182744, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061883, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.16174, "baseline_total_s": 61.882937,
"speedup_total vs selected x": 53.267, "speedup iter_vs selected x": 63.211,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy _iter _adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.819, "base_tflops": 64.638, "rolv_tokens_per_sec": 5107273.95,
"base_tokens_per_sec": 80797.716}

[2026-02-11 22:59:14] Seed: 123456 | Pattern: block_diagonal | Zeros: 10%

A_hash: 6f09b58719406e66ca623118ad39f57e70df5ffbf5900192afef5367ee540b98 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 10% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.900 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061888s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.185184 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.26 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106578.00 | Base Tokens/s: 80799.87

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
fba05573433f973280aae9339¢c8aec651002b9b54e39a8¢3b776566f29a10daa (Dense)
CSR_norm_hash: N/A
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COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.15x (= 5215% faster)

Speedup (per-iter): 63.20x (= 6220% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"6f09b58719406e66ca623118ad39f57e70df5ffbf5900192afef5367ee540098", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"fba05573433f973280aae9339c8aec651002b9b54e39a8c3b776566f29a10daa",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"88e8a7d2220af89b72ce9225547ab8d7fbe66688bf6f1e0fcb5b17e8c383fcde”,
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061888, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.185184, "rolv_iter_s": 0.000979, "dense _iter_s": 0.061881, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.164313, "baseline_total s": 61.881285,
"speedup_total_vs selected x": 53.148, "speedup _iter_vs_selected x": 63.2,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.262, "base _tflops": 64.64, "rolv_tokens per sec": 5106577.998,
"base_tokens_per_sec": 80799.873}

[2026-02-11 23:00:26] Seed: 123456 | Pattern: random | Zeros: 20%

A_hash: 241c9e1ae1ad1e7dd31783af02cdcOafedb33f605cac87b524c9ef558e461c0a | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 20% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.800 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061884s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.186743 s

rolv per-iter: 0.000979s
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ROLV TFLOPS: 4085.91 | Base TFLOPS: 64.64

ROLV Tokens/s: 5107381.26 | Base Tokens/s: 80796.85

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
c3a0b427d1702c8591aebb6a2dfb1215dc8b04f14ee247b350ffad4b774292e8¢c (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.09x (= 5209% faster)

Speedup (per-iter): 63.21x (= 6221% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"241c9e1ae1ad1e7dd31783af02cdc9afedb33f605cac87b524c9ef558e461c0a", "input_hash B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"c3a0b427d1702c8591aeb6a2dfb1215dc8b04f14ee247b350ffad4b774292e8c",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"0aa8516c9¢c9c267cae63475689802133a558611773d5441b1aac5f4298f53b84",

"CSR _ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per iter_s": 0.061884, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per iter_s": "N/A",
"rolv_build_s": 0.186743, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061884, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total _s": 1.165718, "baseline_total s": 61.883602,
"speedup_total _vs_ selected x": 53.086, "speedup _iter_vs selected x": 63.213,
"rolv_vs_vendor_sparse _iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.905, "base_tflops": 64.637, "rolv_tokens_per_sec": 5107381.257,
"base_tokens_per_sec": 80796.849}

[2026-02-11 23:01:38] Seed: 123456 | Pattern: power_law | Zeros: 20%
A_hash: 3e8df7065a476be45accbb65df33d481f7e7190e4ace3dc096659e4025a2cf5d |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
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[SPARSE SKIP] Zeros 20% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.800 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061885s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.183277 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.73 | Base TFLOPS: 64.63

ROLV Tokens/s: 5107164.74 | Base Tokens/s: 80793.48

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
c6f9fa161d7360ca1e339e6daf69ad35bab23a62e83c254bac69332f7c49a8cd (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.24x (= 5224% faster)

Speedup (per-iter): 63.21x (= 6221% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"3e8df7065a476be45accbb65df33d481f7e7190e4ace3dc096659e4025a2cf5d",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"c6f9fa161d7360ca1e339e6daf69ad35bab23a62e83c254bac69332f7c49a8cd",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"209700feb0a5ff4167ee6f7d9076c16d37d7cd338f6b384179dfbfc6b347bb51",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per _iter_s": 0.061885, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.183277, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061886, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.162294, "baseline_total_s": 61.886184,
"speedup_total_vs_selected x": 53.245, "speedup_iter_vs_selected x": 63.213,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
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"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.732, "base_tflops": 64.635, "rolv_tokens_per_sec": 5107164.737,
"base_tokens_per_sec": 80793.478}

[2026-02-11 23:02:50] Seed: 123456 | Pattern: banded | Zeros: 20%

A_hash: 07070988c51876f22cca21b434661b429bb109aa48d51aa347089e4a1fa6332d |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 20% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.800 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061885s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.184937 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.54 | Base TFLOPS: 64.63

ROLV Tokens/s: 5106930.41 | Base Tokens/s: 80791.45

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash: 2b48f83dc8283e3fch99f91e1c58943148ba3f425791a924f6f9f8f52927eb67
(Dense)

CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.17x (= 5217% faster)

Speedup (per-iter): 63.21x (= 6221% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"07070988c51876f22cca21b434661b429bb109aa48d51aa347089e4a1fa6332d",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"2b48f83dc8283e3fcbh99f91e1c58943148ba3f425791a924f6f9f8f52927eb67",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_qghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
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"DENSE_ghash_d6":
"8abe7f3ecbd6d4005fadcdf628d95b5310797c62a842e7f8756149c534d599e2",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061885, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.184937, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061888, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.163999, "baseline_total_s": 61.887734,

"speedup_total vs_selected x": 53.168, "speedup _iter_vs_selected x": 63.211,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.544, "base _tflops": 64.633, "rolv_tokens per sec": 5106930.408,

"base tokens_per_sec": 80791.453}

[2026-02-11 23:04:00] Seed: 123456 | Pattern: block_diagonal | Zeros: 20%

A_hash: 5a53e836f7b2cd27546a15d4db5cc5926a3ca3ba533f906b542888376b473a52 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 20% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.800 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061883s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.187612 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4084.82 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106020.04 | Base Tokens/s: 80804.19

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
d88c3fafbc18ef52a793785773095460447b3b6d3bd670883493d18c7d1420a4 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.03x (= 5203% faster)

Speedup (per-iter): 63.19x (= 6219% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform™: "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"5a53e836f7b2cd27546a15d4db5cc5926a3ca3ba533f906b542888376b473a52",
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"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"d88c3fafbc18ef52a793785773095460447b3b6d3bd670883493d18¢c7d1420a4",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"DENSE_ghash_d6":
"a9468413a2fbde8dcc64dee3b2f75a2cf9a82ee28b534fd754d4ac8a0c9dc2fe",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061883, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.187612, "rolv_iter_s": 0.000979, "dense _iter_s": 0.061878, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.166849, "baseline_total s": 61.877977,
"speedup_total vs selected x": 53.03, "speedup_iter _vs_selected x": 63.19,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4084.816, "base_tflops": 64.643, "rolv_tokens_per_ sec": 5106020.036,

"base _tokens_per_sec": 80804.194}

[2026-02-11 23:05:12] Seed: 123456 | Pattern: random | Zeros: 30%

A_hash: 95b8140be20b4b57da78385a6440c618d692cfbfO765792f745c8e19ae23c5af |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 30% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.700 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061893s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.185779 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4086.23 | Base TFLOPS: 64.63

ROLV Tokens/s: 5107785.69 | Base Tokens/s: 80790.68

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
230a5802084e704657383672351e51d59ceb63ccd82ac1543787590866bbc6670 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
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Speedup (total): 53.14x (= 5214% faster)

Speedup (per-iter): 63.22x (= 6222% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"95b8140be20b4b57da78385a6440c618d692cfbfO765792f745¢c8e19ae23c5af",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"230a5802084e704657383672351e51d59ce63ccd82ac1543787590866bbc6670",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"f6771795b4ca76878b76bd2923dd56d9de7aed13e274ef23da26bb3af997f5¢c8",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061893, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.185779, "rolv_iter_s": 0.000979, "dense _iter_s": 0.061888, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.164677, "baseline_total _s": 61.888324,
"speedup_total vs selected x": 53.138, "speedup iter vs selected x": 63.222,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4086.229, "base_tflops": 64.633, "rolv_tokens_per sec": 5107785.688,
"base_tokens_per_sec": 80790.683}

[2026-02-11 23:06:24] Seed: 123456 | Pattern: power_law | Zeros: 30%

A_hash: f6d025e43fc1174a0157010629de5fdd48f83e6312238483317a7¢22b7303e2d |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 30% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.700 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061878s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.196813 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.46 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106828.21 | Base Tokens/s: 80799.23
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rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash: 89faf905ccd2bfdb062791946d11b8e39983749baf22be49f4cbbfd18d7fbae8
(Dense)

CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 52.63x (= 5163% faster)

Speedup (per-iter): 63.20x (= 6220% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"f6d025e43fc1174a0157010629de5fdd48f83e6312238483317a7c22b7303e2d",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"89faf905ccd2bfdb062791946d11b8e39983749baf22be49f4cbbfd18d7fbae8",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"ccae3d1b6c6e4a0f43c4dd42917b90bbbab4fb8d043b274fef37c67be276eb87",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per iter_s": 0.061878, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per iter_s": "N/A",
"rolv_build_s": 0.196813, "rolv_iter_s": 0.000979, "dense _iter_s": 0.061882, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.175895, "baseline_total s": 61.881777,
"speedup_total vs selected x": 52.625, "speedup iter _vs selected x": 63.204,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.463, "base_tflops": 64.639, "rolv_tokens_per_sec": 5106828.213,
"base_tokens_per_sec": 80799.231}

[2026-02-11 23:07:35] Seed: 123456 | Pattern: banded | Zeros: 30%

A _hash: 371f217d7de549a72b1ff554b7cacc37a87d447edb3826247e81d9c07f9e3d3c |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 30% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline
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Sparse memory threshold density: 0.333 | Current density: 0.700 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061882s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.185741 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.14 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106429.03 | Base Tokens/s: 80796.41

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
8ca0897f1041fb7b72cb244a478bbba101870392a6f42978861c3dce2d8c5494 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.12x (= 5212% faster)

Speedup (per-iter): 63.20x (= 6220% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"371f217d7de549a72b1ff554b7cacc37a87d447edb3826247e81d9c07f9e3d3c",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™":
"8ca0897f1041fb7b72cb244a478bbba101870392a6f42978861c3dce2d8c5494",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"7c945bbfc851567ed2924eea3df22c71aa40fc0f0178f8bb4467fbfb08e542c8",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per_iter_s": 0.061882, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.185741, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061884, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.164899, "baseline_total_s": 61.883941,
"speedup_total_vs_selected x": 53.124, "speedup_iter_vs_selected x": 63.201,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
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"rolv_tflops": 4085.143, "base_tflops": 64.637, "rolv_tokens_per_sec": 5106429.027,
"base_tokens_per_sec": 80796.405}

[2026-02-11 23:08:47] Seed: 123456 | Pattern: block_diagonal | Zeros: 30%

A_hash: 68e548d8c4dbbd9da0da1547aef6294482b8de36d3b2bbda247af9196b0a28f9 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 30% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.700 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061880s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.184477 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.22 | Base TFLOPS: 64.65

ROLV Tokens/s: 5106527.07 | Base Tokens/s: 80808.84

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
4fe79b7dbd5babaf4acd4e15f1689fbd90e366cecfe4d7083dcfd44636179ec4 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.17x (= 5217% faster)

Speedup (per-iter): 63.19x (= 6219% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"68e548d8c4dbbd9dalda1547aef6294482b8de36d3b2bbda247af9196b0a28f9",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash":
"4fe79b7dbd5babaf4acd4e15f1689fbd90e366cecfe4d7083dcfd44636179ec4”,
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_qghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"ed285c688756225a6444e258d0a721a9334c247f6fbf85ddbd18004995d8a3cd",
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"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.06188, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.184477, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061874, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.163616, "baseline_total_s": 61.874422,
"speedup_total vs selected x": 53.174, "speedup iter_vs selected x": 63.193,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.222, "base_tflops": 64.647, "rolv_tokens_per_sec": 5106527.067,
"base_tokens_per_sec": 80808.836}

[2026-02-11 23:09:58] Seed: 123456 | Pattern: random | Zeros: 40%

A_hash: e36442901043856adaa3b878146a5978eda600732465e78134f6121ad2135eab |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 40% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.600 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061913s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.254724 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.59 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106988.99 | Base Tokens/s: 80799.76

rolv._norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 50.16x (= 4916% faster)

Speedup (per-iter): 63.21x (= 6221% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform™: "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"e3644a901043856adaa3b878146a5978eda600732465e78134f6121ad2135eab",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
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"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c”,
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"d02e8632c028003b3549fb086dad732fc49aed49a06e28cfc5e2a0f32dad1a36",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",

"pilot_dense_per _iter_s": 0.061913, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.254724, "rolv_iter_s": 0.000979, "dense _iter_s": 0.061881, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.233775, "baseline_total_s": 61.881375,
"speedup_total vs selected x": 50.156, "speedup iter vs selected x": 63.206,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.591, "base_tflops": 64.64, "rolv_tokens_per_sec": 5106988.988,
"base_tokens_per_sec": 80799.756}

[2026-02-11 23:11:11] Seed: 123456 | Pattern: power_law | Zeros: 40%

A_hash: 0bc0d2cd333849b2bc5726b8182342a2b1f1692dec3ce1baa02459ebdOfecabe |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 40% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.600 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061894s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.182440 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.98 | Base TFLOPS: 64.64

ROLV Tokens/s: 5107474.24 | Base Tokens/s: 80804.98

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
3200b111483c9fae293d87a88a8e25c6fe52eb6436f1def69101414d10b57¢cfb (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.28x (= 5228% faster)

Speedup (per-iter): 63.21x (= 6221% faster)
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Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"Obc0d2cd333849b2bc5726b8182342a2b1f1692dec3ce1baa02459ebdOfecabe”,
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_norm_hash™
"3200b111483c9fae293d87a88a8e25c6fe52eb6436f1def69101414d10b57cfb”,
"CSR_norm_hash": "N/A", "COQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"1bb133eca121d0422acc7c427733ee08af00c0731d925906a3a7449af91e982¢",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061894, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.18244, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061877, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.161397, "baseline_total s": 61.877371,
"speedup_total vs selected x": 53.278, "speedup iter_vs selected x": 63.207,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.979, "base_tflops": 64.644, "rolv_tokens_per sec": 5107474.239,
"base_tokens_per_sec": 80804.984}

[2026-02-11 23:12:22] Seed: 123456 | Pattern: banded | Zeros: 40%

A_hash: 69975c¢70a3346649¢e1fbefab534eae7887a68247af2ad0c91ced7488ab619e6¢ |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 40% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.600 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061874s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.185083 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.20 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106501.92 | Base Tokens/s: 80802.76

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
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BASE_norm_hash:
1e73da27babb296895312009edb9bddcc8b91b02b3647b7a9aae70a80af2067f (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.15x (= 5215% faster)

Speedup (per-iter): 63.20x (= 6220% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"69975c70a3346649¢e1fbefab534eae7887a68247af2ad0c91ced7488ab619e6c",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"1e73da27ba6b296895312009edb9bddcc8b91b02b3647b7a9aae70a80af2067f",
"CSR_norm_hash": "N/A", "COQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"80fe483ed7c35f0587e85f5c26d02f3e5b9572628977d7add5283e61db8ad088",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per iter_s": 0.061874, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.185083, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061879, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total _s": 1.164227, "baseline_total s": 61.879078,
"speedup_total vs selected x": 53.15, "speedup iter _vs selected x": 63.197,
"rolv_vs_vendor_sparse_iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.202, "base _tflops": 64.642, "rolv_tokens per_sec": 5106501.92,
"base_tokens_per_sec": 80802.755}

[2026-02-11 23:13:31] Seed: 123456 | Pattern: block_diagonal | Zeros: 40%

A_hash: d7a5bfe4c7f465590f90417984ef8f0754801ffe2307e0f3a276649b4868f2ad | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 40% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.600 | Sparse better for memory:
False
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Baseline pilots per-iter -> Dense: 0.061871s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.185652 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.49 | Base TFLOPS: 64.65

ROLV Tokens/s: 5106863.55 | Base Tokens/s: 80817.60

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
988617603b8b5a585fdf4dad647ec0ecddad53772808704777c1f88f54f0325¢c (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.12x (= 5212% faster)

Speedup (per-iter): 63.19x (= 6219% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"d7a5bfe4c7f465590f90417984ef8f0754801ffe2307e0f3a276649b4868f2ad", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"988617603b8b5a585fdf4dad647ecO0ecddad53772808704777c1f88f54f0325c",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"9993275a88ff770aeb9aca162be175a9¢c3040c53c5c7f6fc2a4f319¢31cfdc98”,
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per iter_s": 0.061871, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per iter_s": "N/A",
"rolv_build_s": 0.185652, "rolv_iter_s": 0.000979, "dense _iter_s": 0.061868, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.164726, "baseline_total_s": 61.867715,
"speedup_total_vs_selected x": 53.118, "speedup_iter_vs_selected x": 63.19,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.491, "base_tflops": 64.654, "rolv_tokens_per_sec": 5106863.551,
"base_tokens_per_sec": 80817.596}
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[2026-02-11 23:14:44] Seed: 123456 | Pattern: random | Zeros: 50%

A_hash: 6e4770bed2259e6973f564d1f8d9f3edc952d13fc6befcf5a9f9094269703540 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE SKIP] Zeros 50% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.500 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061875s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.185203 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4084.36 | Base TFLOPS: 64.65

ROLV Tokens/s: 5105454.24 | Base Tokens/s: 80811.74

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
16a6f29a289e90371d2461de0e92f680a147484e05e7a322305ac8403f395404 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.13x (= 5213% faster)

Speedup (per-iter): 63.18x (= 6218% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"6e4770bed2259e6973f564d1f8d9f3edc952d13fc6befcf5a9f9094269703540", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"16a6f292289e€90371d2461de0e92f680a147484e05e7a322305ac8403f395404",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"6411421f1efd8ea75978adb572c41db98aed6edb716989a47e78ad96e0a71457",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",

"pilot_dense_per _iter_s": 0.061875, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.185203, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061872, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.164548, "baseline_total_s": 61.872199,
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"speedup_total vs_selected x": 53.13, "speedup_iter_vs_selected x": 63.177,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4084.363, "base_tflops": 64.649, "rolv_tokens per_sec": 5105454.242,

"base tokens_per_sec": 80811.739}

[2026-02-11 23:15:55] Seed: 123456 | Pattern: power_law | Zeros: 50%

A_hash: e868d93c6a2425c33f4461dda493d60421f514ce596dcf01814e71c6fb964106 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 50% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.500 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061875s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.184641 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.33 | Base TFLOPS: 64.65

ROLV Tokens/s: 5106656.63 | Base Tokens/s: 80807.64

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
2c7b53eec42709fbc3a8cece030b36aa65de803ee859a661ae2d92444e839f2b (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.17x (= 5217% faster)

Speedup (per-iter): 63.20x (= 6220% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"e868d93c6a2425c33f4461dda493d60421f514ce596dcf01814e71c6fb964106",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"2c7b53eec42709fbc3a8cece030b36aab65de803ee859a661ae2d92444e839f2b",
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"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"5eedfa8fdcd56343dcae7a1bcfe78a3e0011acf344fa0a15bca967f4c5750f59",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061875, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.184641, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061875, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.163755, "baseline_total s": 61.875336,

"speedup_total vs_selected x": 53.169, "speedup _iter_vs_selected x": 63.195,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.325, "base _tflops": 64.646, "rolv_tokens per sec": 5106656.625,

"base _tokens_per_sec": 80807.642}

[2026-02-11 23:17:06] Seed: 123456 | Pattern: banded | Zeros: 50%

A_hash: 36930b864e45f6c7bcdc05a36ceed9e5546abadf26c38e27ec94b84500ab052f |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 50% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.500 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061882s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.181570 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.17 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106458.31 | Base Tokens/s: 80803.89

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
0fe031672a78ac00d079d51b2c3b1ad3ed4eb1c0428bd1bc66b4a2f100f6a7234 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.31x (= 5231% faster)

Speedup (per-iter): 63.20x (= 6220% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A
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{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"36930b864e45f6¢c7bcdc05a36ceed9e5546abadf26¢c38e27ec94b84500ab052f",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™"
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"0fe031672a78ac00d079d51b2c3b1ad3e4eb1c0428bd1bc66b4a2f100f6a7234",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":

"91a6790e57791bfb5eb9aeab2ad3128bc32fc4 7fh2b6dcd8728760921b04c533",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061882, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.18157, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061878, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.160722, "baseline_total s": 61.878207,
"speedup_total vs selected x": 53.31, "speedup iter_vs selected x": 63.196,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs coo_total x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.167, "base_tflops": 64.643, "rolv_tokens_per_sec": 5106458.311,
"base_tokens_per_sec": 80803.893}

[2026-02-11 23:18:16] Seed: 123456 | Pattern: block_diagonal | Zeros: 50%

A_hash: 8db5189cd07996217967440640b6d42a07f04d0966354d2bccdbad5b8f0e85b6 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 50% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.500 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061873s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.183140 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4084.63 | Base TFLOPS: 64.65

ROLV Tokens/s: 5105790.58 | Base Tokens/s: 80812.50

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash: 03f3a34956a323cf0aaab8acfc428958d3cdffa022221a76104fbccce492ff66
(Dense)

CSR_norm_hash: N/A
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COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.23x (= 5223% faster)

Speedup (per-iter): 63.18x (= 6218% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"8db5189cd07996217967440640b6d42a07f04d0966354d2bccdbad5b8f0e85b6",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"03f3a34956a323cf0aaab8acfc428958d3cdffa022221a76104fbccce492ff66",
"CSR_norm_hash": "N/A", "COQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"b5f52a9ef8ffd7efcef97cbd495082fcb11cd7cd2264e12ccaebab8950e1f08e", "CSR_ghash_d6":
"N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense", "pilot_dense_per iter _s": 0.061873,
"pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A", "rolv_build_s": 0.18314, "rolv_iter_s":
0.000979, "dense_iter_s": 0.061872, "csr_iter_s": "N/A", "coo_iter_s": "N/A", "rolv_total_s":
1.162421, "baseline_total_s": 61.871613, "speedup_total vs_selected x": 53.227,
"speedup _iter vs_selected x": 63.181, "rolv_vs_vendor_sparse_iter x": "N/A",
"rolv_vs_vendor_sparse_total _x": "N/A", "rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total x":
"N/A", "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": false, "rolv_tflops": 4084.632, "base_tflops": 64.65,
"rolv_tokens_per_sec": 5105790.585, "base_tokens_per_sec": 80812.504}

[2026-02-11 23:19:27] Seed: 123456 | Pattern: random | Zeros: 60%

A_hash: 3a128a12c751e2a52a9f05427ad881a4beeb441b1aa828f2c83dec9767075e14 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 60% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.400 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061884s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.184973 s

rolv per-iter: 0.000979s
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ROLV TFLOPS: 4084.64 | Base TFLOPS: 64.64

ROLV Tokens/s: 5105796.95 | Base Tokens/s: 80804.02

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
82ff97b0c2c9d6b4e6a850bdbeec16cf158da8950chefe522f043e059a8a944e (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.15x (= 5215% faster)

Speedup (per-iter): 63.19x (= 6219% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"3a128a12c751e2a52a9f05427ad881a4beeb441b1aa828f2c83dec9767075e14",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"82ff97b0c2c9d6b4e6a850bdbeec16cf158da8950chbefe522f043e059a8a944e",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"474ef2e5789ba96a76b96db5a6f8e76990d35228b24cd5d7660008bef1c3606c",

"CSR _ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense per _iter_s": 0.061884, "pilot_csr_per _iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.184973, "rolv_iter_s": 0.000979, "dense _iter_s": 0.061878, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.164252, "baseline_total s": 61.878113,
"speedup_total vs selected x": 53.148, "speedup iter vs selected x": 63.187,
"rolv_vs_vendor_sparse _iter x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4084.638, "base_tflops": 64.643, "rolv_tokens_per_sec": 5105796.949,
"base_tokens_per_sec": 80804.015}

[2026-02-11 23:20:39] Seed: 123456 | Pattern: power_law | Zeros: 60%
A _hash: 9d19ea5f391575455f95a6f93a0dc330f0816afb109185aa39e76d5e5e3f84a5 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070



ROLV
Benchmarks report

[SPARSE SKIP] Zeros 60% (< 70%) — skipping CSR/COOQO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.400 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061879s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.207263 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.23 | Base TFLOPS: 64.65

ROLV Tokens/s: 5106543.30 | Base Tokens/s: 80806.86

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
3397dfb188f303cce8cale8cfcIceaf57b34d9574df64e8d752935e89f273568 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 52.15x (= 5115% faster)

Speedup (per-iter): 63.19x (= 6219% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"9d19ea5f391575455f95a6f93a0dc330f0816afb109185aa39e76d5e5e3f84a5", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"3397dfb188f303cce8cale8cfc9ceaf57b34d9574df64e8d752935e89f273568",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"054e2c6d65e7082adb830742e210da6458ef0c3b993c9efebb6f8ded4af5491a0b”,
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",

"pilot_dense_per _iter_s": 0.061879, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per_iter_s": "N/A",
"rolv_build_s": 0.207263, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061876, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.186399, "baseline_total_s": 61.875937,
"speedup_total_vs_selected_x": 52.154, "speedup_iter_vs_selected_x": 63.194,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total_x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
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null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.235, "base_tflops": 64.645, "rolv_tokens_per_sec": 5106543.301,
"base_tokens_per_sec": 80806.856}

[2026-02-11 23:21:50] Seed: 123456 | Pattern: banded | Zeros: 60%

A_hash: e78e035e07d681d9c88788fb30448528322d3759de0292aef1030acc8d438be?2 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 60% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.400 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061879s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.183956 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.33 | Base TFLOPS: 64.64

ROLV Tokens/s: 5106664.27 | Base Tokens/s: 80804.45

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
a917726a5ab831eb4b9c1cbef78f9dab9bf38f1875cc27bd0c7e1a74d85cd51a (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter:  N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.20x (= 5220% faster)

Speedup (per-iter): 63.20x (= 6220% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"e78e035e07d681d9c88788fb30448528322d3759de0292aef1030acc8d438be2",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"a917726a5ab831eb4b9c1cbef78f9dab9bf38f1875cc27bd0c7e1a74d85cd51a",
"CSR_norm_hash": "N/A", "COO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
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"6¢c590chb1c86449e9a55609b2add184da816091d6e591141b6417902275b2¢cbab",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",

"pilot_dense_per _iter_s": 0.061879, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.183956, "rolv_iter_s": 0.000979, "dense_iter_s": 0.061878, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.163069, "baseline_total s": 61.877777,

"speedup_total vs_selected x": 53.202, "speedup _iter_vs_selected x": 63.198,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4085.331, "base_tflops": 64.644, "rolv_tokens per_sec": 5106664.265,
"base_tokens_per_sec": 80804.454}

[2026-02-11 23:23:00] Seed: 123456 | Pattern: block_diagonal | Zeros: 60%

A_hash: 2b99793bda656b5689cc9f5b049fc1a55ae8¢c234e0386e439¢7204b281ffc158 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE SKIP] Zeros 60% (< 70%) — skipping CSR/COO conversion (OOM prevention);
using Dense only for baseline

Sparse memory threshold density: 0.333 | Current density: 0.400 | Sparse better for memory:
False

Baseline pilots per-iter -> Dense: 0.061879s

Selected baseline: Dense (memory-based override: False)

rolv load time (operator build): 0.185621 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4084.46 | Base TFLOPS: 64.65

ROLV Tokens/s: 5105580.56 | Base Tokens/s: 80815.18

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
36ee25dfb91d647bc72a00e82673d5af290686eb222c108851af0797263cbfc4 (Dense)
CSR_norm_hash: N/A

COO_norm_hash: N/A

COO per-iter: N/A

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 53.11x (= 5211% faster)

Speedup (per-iter): 63.18x (= 6218% faster)

Energy Savings: 98.42%

rolv vs cuSPARSE -> N/A

rolv vs COO: N/A

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"2b99793bdab656b5689cc9f5b049fc1a55ae8c234e0386e439¢7204b281ffc158", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
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"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"36ee25dfh91d647bc72a00e82673d5af290686eb222¢108851af0797263cbfc4",
"CSR_norm_hash": "N/A", "COOQO_norm_hash": "N/A", "ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"4d9bc3a8c04e309be3d194ede6251942ddf9e71860fd8aa14f66686b71fd0279",
"CSR_ghash_d6": "N/A", "COO_ghash_d6": "N/A", "path_selected": "Dense",
"pilot_dense_per _iter_s": 0.061879, "pilot_csr_per_iter_s": "N/A", "pilot_coo_per _iter_s": "N/A",
"rolv_build_s": 0.185621, "rolv_iter_s": 0.000979, "dense _iter_s": 0.06187, "csr_iter_s": "N/A",
"coo_iter_s": "N/A", "rolv_total_s": 1.164941, "baseline_total_s": 61.869566,
"speedup_total vs selected x": 53.11, "speedup iter _vs selected x": 63.176,
"rolv_vs_vendor_sparse_iter_x": "N/A", "rolv_vs_vendor_sparse_total x": "N/A",
"rolv_vs_coo_iter_x": "N/A", "rolv_vs_coo_total_x": "N/A", "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": false,
"rolv_tflops": 4084.464, "base_tflops": 64.652, "rolv_tokens_per_ sec": 5105580.564,
"base_tokens_per_sec": 80815.178}

[2026-02-11 23:24:11] Seed: 123456 | Pattern: random | Zeros: 70%

A_hash: b6d397e4d0e8ebd4f3a13d59f635831bd762ee60284807ed9d008435058ec326 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.300 | Sparse better for memory:
True

[CANONICAL SKIP] NNZ=119985605 > 100000000 — skipping full sort for hashing stability
(OOM prevention)

[CANONICAL SKIP] NNZ=119985605 > 100000000 — skipping full sort for hashing stability
(OOM prevention)

Baseline pilots per-iter -> Dense: 0.061886s | CSR: 0.238646s | COO: 1.583729s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.186496 s

rolv per-iter: 0.000982s

ROLV TFLOPS: 4074.01 | Base TFLOPS: 5.03

ROLV Tokens/s: 5092512.21 | Base Tokens/s: 20950.79

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
b54692186a8b4713dfocf032badf4a0a23543701f9bd828b632cdcac503b87c3 (CSR)
CSR_norm_hash:
b54692186a8b4713dfocf032badf4a0a23543701f9bd828b632cdcac503b87¢c3
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COO_norm_hash:
1de0c09a5aaf7b713bccd11420e8d2787c105347872c067c2bf1cabal1022c561

COQO per-iter:  1.583571s | total: 1583.571000s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 204.27x (= 20327% faster)

Speedup (per-iter): 243.07x (= 24207% faster)

Energy Savings: 99.59%

rolv vs cuSPARSE -> Speedup (per-iter): 243.08x | total: 204.28x

rolv vs COQO: Speedup (per-iter): 1612.87x | total: 1355.41x

{"platform™: "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"b6d397e4d0e8ebd4f3a13d59f635831bd762ee60284807ed9d008435058ec326",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"722aa1f103b022093a749ccf9de9cfo003cb678bf7f25648ca7f11ed9adde915",
"CSR_norm_hash":
"b54692186a8b4713dfocf032badf4a0a23543701f9bd828b632cdcac503b87¢c3",
"COO_norm_hash":
"1de0c09a5aaf7b713bccd11420e8d2787¢105347872c067c2bf1caba1022¢c561",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"82da032e08a558947b8496a6df588242839c731dd132f6c51b2ccad1158e1e9e”,
"CSR_ghash_d6":
"f235b9d2daalbcce697dc310828ca7b0e9a778eadal03fb7edOceffece7fe3eald”,
"COO_ghash_d6":
"88d11d74287f5c6f1d5169863d24cfd1a70db74c5¢c57b0a85c6f5a6980aca498",
"path_selected": "CSR", "pilot_dense per _iter s": 0.061886, "pilot_csr_per iter_s": 0.238646,
"pilot_coo_per_iter_s": 1.583729, "rolv_build_s": 0.186496, "rolv_iter_s": 0.000982,

"dense _iter s": 0.238654, "csr_iter_s": 0.238668, "coo_iter_s": 1.583571, "rolv_total s":
1.16833, "baseline_total s": 238.654453, "speedup _total vs selected x": 204.27,
"speedup_iter_vs_selected_x": 243.07, "rolv_vs_vendor_sparse_iter_x": 243.084,
"rolv_vs_vendor_sparse_total_x": 204.281, "rolv_vs_coo_iter_x": 1612.871,
"rolv_vs_coo_total_x": 1355.414, "energy_iter_adaptive_telemetry": null, "telemetry_samples™:
0, "correct_norm": "OK", "sparse_conversion_enabled": true, "rolv_tflops": 4074.01,
"base_tflops": 5.028, "rolv_tokens_per_sec": 5092512.21, "base_tokens_per_sec": 20950.793}

[2026-02-11 23:59:18] Seed: 123456 | Pattern: power_law | Zeros: 70%
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A_hash: 64b353290cc661d8798233b459b02627e318c8b6cd03fb9400cdc258605a7257 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.300 | Sparse better for memory:
True

[CANONICAL SKIP] NNZ=112080979 > 100000000 — skipping full sort for hashing stability
(OOM prevention)

[CANONICAL SKIP] NNZ=112080979 > 100000000 — skipping full sort for hashing stability
(OOM prevention)

Baseline pilots per-iter -> Dense: 0.061891s | CSR: 0.222045s | COO: 1.467714s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.186376 s

rolv per-iter: 0.000978s

ROLV TFLOPS: 4090.51 | Base TFLOPS: 5.05

ROLV Tokens/s: 5113137.53 | Base Tokens/s: 22516.73

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
4433a8a9aaf27793f90bfaa1d9714c6bd969db436bf7b698db186a37103ad271 (CSR)
CSR_norm_hash:
4433a8a9aaf27793f90bfaa1d9714c6bd969db436bf7b698db186a37103ad271
COO_norm_hash:
3be59e31fe144582906d39de76575aafaa87aa61a6708d4a1f488dc64f627935

COO per-iter:  1.468237s | total: 1468.236750s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 190.73x (= 18973% faster)

Speedup (per-iter): 227.08x (= 22608% faster)

Energy Savings: 99.56%

rolv vs cuSPARSE -> Speedup (per-iter): 227.08x | total: 190.73x

rolv vs COQO: Speedup (per-iter): 1501.46x | total: 1261.10x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"64b353290cc661d8798233b459b02627e318c8b6cd03fb9400cdc258605a7257",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"32c0bbfd6d7a5688cd46fb2b36d62e508c168c1fcad3bal3125721e0a93b9b9dc”,
"CSR_norm_hash":
"4433a8a9aaf27793f90bfaa1d9714c6bd969db436bf7b698db186a37103ad271",
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"COO_norm_hash":
"3beb59e31fe144582906d39de76575aafaa87aa61a6708d4a1f488dc64f627935",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"b28317e48cc7768973ac901f2af18502a2b95897bacec4775b55b8b869b4083f",
"CSR_ghash_d6": "ccff758af7f9763e2347839a33ee4f4f6a4f3059d369¢c8075¢c247bbdd1d5effc",
"COO_ghash_d6":
"1€9db421a95d342b16d7d6b2ece6a3ae63905fb4b88e47dffc79d285106fd505",
"path_selected": "CSR", "pilot_dense per _iter s": 0.061891, "pilot_csr_per_iter_s": 0.222045,
"pilot_coo_per_iter_s": 1.467714, "rolv_build_s": 0.186376, "rolv_iter_s": 0.000978,
"dense_iter_s": 0.222057, "csr_iter_s": 0.22206, "coo_iter_s": 1.468237, "rolv_total_s":
1.164249, "baseline_total s": 222.057156, "speedup_total vs selected x": 190.73,
"speedup_iter_vs_selected x": 227.082, "rolv_vs_vendor_sparse_iter x": 227.085,
"rolv_vs_vendor_sparse_total x": 190.732, "rolv_vs_coo _iter x": 1501.459,
"rolv_vs_coo_total_x": 1261.102, "energy_iter_adaptive_telemetry": null, "telemetry_samples":
0, "correct_norm": "OK", "sparse_conversion_enabled": true, "rolv_tflops": 4090.51,
"base_tflops": 5.047, "rolv_tokens_per_sec": 5113137.53, "base_tokens_per_sec": 22516.725}

[2026-02-12 00:31:54] Seed: 123456 | Pattern: banded | Zeros: 70%

A_hash: 6de52c734dc3dd3e441813467d3974c05babbe147880af95cae93106e22a77bd |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.300 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061908s | CSR: 0.009538s | COO: 0.064568s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.171476 s

rolv per-iter: 0.000977s

ROLV TFLOPS: 4095.81 | Base TFLOPS: 4.99

ROLV Tokens/s: 5119756.49 | Base Tokens/s: 524314.68

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
5c396d22e5e32¢c71e066c0151a8df586ce74b19eealf27451cf5d0d78881bcb3 (CSR)
CSR_norm_hash:
5c396d22e5e32c71e066c0151a8df586ce74b19eealf27451cf5d0d78881bcb3
COO_norm_hash:
cdac7a3493aca6193dd5bf2ddb435f277d0b1aee37a9da276ac67cab16faf321

COO per-iter: 0.064563s | total: 64.562527s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
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Speedup (total): 8.31x (= 731% faster)

Speedup (per-iter): 9.76x (= 876% faster)

Energy Savings: 89.76%

rolv vs cuSPARSE -> Speedup (per-iter): 9.74x | total: 8.29x

rolv vs COQO: Speedup (per-iter): 66.11x | total: 56.23x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"6de52¢734dc3dd3e441813467d3974c05babbe147880af95cae93106e22a77bd",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"afaOb5ccf007ed78efa389e675d49ed3175a5e895800ce2c51b65ef34c1c93f8",
"CSR_norm_hash":
"5c396d22e5e32¢c71e066c0151a8df586ce74b19eealf27451cf5d0d78881bch3",
"COO_norm_hash":
"cdac7a3493aca6193dd5bf2ddb435f277d0b1aee37a9da276ac67cab16faf321",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"34587fe968chb118281d6e320a80b1d361638e54fc3de87df1dbf85b3f83c9fef",
"CSR_ghash_d6":
"ecf254977215dfd4cb57489998777d4a4b74e3f17308ecaf1€5721549267e9b9",
"COO_ghash_d6":
"1c4616aaf0d168f1fecOad4ccd1bdfba946d4a073b12703b5bca13119d6ea74d2",
"path_selected": "CSR", "pilot_dense_per _iter_s": 0.061908, "pilot_csr_per _iter_s": 0.009538,
"pilot_coo_per_iter_s": 0.064568, "rolv_build_s": 0.171476, "rolv_iter_s": 0.000977,

"dense _iter_s": 0.009536, "csr_iter_s": 0.009512, "coo _iter_s": 0.064563, "rolv_total s":
1.148085, "baseline_total _s": 9.536258, "speedup_total vs_selected x": 8.306,
"speedup_iter vs_selected x": 9.765, "rolv_vs _vendor sparse_iter x": 9.74,
"rolv_vs_vendor_sparse_total x": 8.285, "rolv_vs_coo_iter x": 66.109, "rolv_vs_coo_total x":
56.235, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4095.805, "base_tflops": 4.989,
"rolv_tokens_per_sec": 5119756.492, "base_tokens_per_sec": 524314.684}

[2026-02-12 00:33:29] Seed: 123456 | Pattern: block_diagonal | Zeros: 70%

A_hash: 605ad79227a409511ccd935bac7446d55792ae15e0550623f778311797a2ba80 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing
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Sparse memory threshold density: 0.333 | Current density: 0.300 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061893s | CSR: 0.006052s | COO: 0.040304s
Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.183298 s

rolv per-iter: 0.000978s

ROLV TFLOPS: 4090.24 | Base TFLOPS: 4.96

ROLV Tokens/s: 5112794.47 | Base Tokens/s: 826380.45

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
341ea3f116243ac455e60cde282ac1c8206f8760c72db485b1ec771ee8d6c451 (CSR)
CSR_norm_hash:
341ea3f116243ac455e60cde282ac1c8206f8760c72db485b1ec771ee8d6c451
COO_norm_hash:
14bad168efad469815729a3492142e11df99e12c3085a75b7ea299d605b2a08cbh

COO per-iter:  0.040284s | total: 40.283512s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 5.21x (= 421% faster)

Speedup (per-iter): 6.19x (= 519% faster)

Energy Savings: 83.84%

rolv vs cuSPARSE -> Speedup (per-iter): 6.19x | total: 5.21x

rolv vs COQO: Speedup (per-iter): 41.19x | total: 34.69x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"605ad79227a409511ccd935bac7446d55792ae15e0550623f778311797a2ba80",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"afb0000c8a8069b1416a99dc37bebc761f158933ad2069f4c2a71f2a7f8ef75",
"CSR_norm_hash":
"341ea3f116243ac455e60cde282ac1c8206f8760c72db485b1ec771ee8d6c451",
"COO_norm_hash™:
"14bad168efa469815729a3492142e11df99e12c3085a75b7ea299d605b2a08¢cb",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"7bc340a2266a60176174c6afbcd1€54623a3acb3c008de5aeff26276a7332fb6",
"CSR_ghash_d6":
"036d399b7b99bd7ea5891d414b9273d880e40bec9017bdd4aff06c94fa250d8c",
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"COO_ghash_d6":
"43d4d9584fe6f4d3c06da833a91efab1a389d307¢c625bdef81911ac33f537¢c0c", "path_selected":
"CSR", "pilot_dense_per iter_s": 0.061893, "pilot_csr_per _iter_s": 0.006052,

"pilot_coo_per _iter_s": 0.040304, "rolv_build_s": 0.183298, "rolv_iter_s": 0.000978,
"dense_iter_s": 0.00605, "csr_iter_s": 0.006052, "coo_iter _s": 0.040284, "rolv_total s"
1.161237, "baseline_total_s": 6.050482, "speedup_total vs selected x": 5.21,
"speedup_iter_vs_selected x": 6.187, "rolv_vs_vendor_sparse_iter x": 6.189,
"rolv_vs_vendor_sparse_total_x": 5.212, "rolv_vs_coo_iter_x": 41.192, "rolv_vs_coo_total_x":
34.69, "energy _iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4090.236, "base_tflops": 4.958,
"rolv_tokens_per_sec": 5112794.475, "base_tokens_per_sec": 826380.453}

[2026-02-12 00:34:34] Seed: 123456 | Pattern: random | Zeros: 80%

A_hash: fe8ecd469d65375943070e2c9f72b2ch8ffc99f59b8e95e01ee55ff351e8a5b5 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE CONVERT] Zeros 80% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.200 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061880s | CSR: 0.156386s | COO: 1.023452s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.184935 s

rolv per-iter: 0.000978s

ROLV TFLOPS: 4088.36 | Base TFLOPS: 5.11

ROLV Tokens/s: 5110446.34 | Base Tokens/s: 31970.49

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
¢10dedd549200f2db04443f630fef12734c442b77ae4fc77b1670a6¢82c79f0d (CSR)
CSR_norm_hash: ¢10dedd549200f2db04443f630fef12734c442b77ae4fc77b1670a6¢82c79f0d
COO_norm_hash:
€2a517940f7c1fe4391bad29d5124fbef4ebc51aebae9830c82¢c558a163e19c0

COO per-iter:  1.023052s | total: 1023.051500s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 134.44x (= 13344% faster)

Speedup (per-iter): 159.85x (= 15885% faster)

Energy Savings: 99.37%

rolv vs cuSPARSE -> Speedup (per-iter): 159.86x | total: 134.44x

rolv vs COQO: Speedup (per-iter): 1045.65x | total: 879.42x

{"platform™: "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"fe8ecd469d65375943070e2c9f72b2cb8ffc99f59b8e95e01ee55ff351e8a5b5", "input_hash_B":
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"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"e7c01a70a75e7c23f6388af2f7da803ealbdb8bf7a90f33bfbd68ec38023b5fb",
"CSR_norm_hash":
"c10dedd549200f2db04443f630fef12734c442b77aed4fc77b1670a6¢c82c79f0d",
"COO_norm_hash":
"e2a517940f7c1fe4391ba429d5124fbefdebc51aebae9830c82c558a163e19¢c0”,
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"73400dd11bba92807f9dd80ee8c7bdc5e578106e1ea67465c31cebcalc1dc833",
"CSR_ghash_d6":
"3ab8ca26c¢79a09ebd976ee7ae743c42c2a651ee8b2affebe437069236e7b5716",
"COO_ghash_d6"
"915ea5c973c99e54e7d1bc3e32e3a0ab30d4dcd3e231aeeb5eb1858038c088b9",
"path_selected": "CSR", "pilot_dense per _iter _s": 0.06188, "pilot_csr_per iter s": 0.156386,
"pilot_coo_per_iter_s": 1.023452, "rolv_build_s": 0.184935, "rolv_iter_s": 0.000978,
"dense_iter_s": 0.156394, "csr_iter_s": 0.156401, "coo_iter_s": 1.023052, "rolv_total_s":
1.163323, "baseline_total s": 156.394203, "speedup_total vs selected x": 134.437,
"speedup_iter_vs_selected x": 159.849, "rolv_vs_vendor_sparse_iter x": 159.855,
"rolv_vs_vendor_sparse_total x": 134.443, "rolv_vs _coo iter x": 1045.65,
"rolv_vs_coo_total_x": 879.421, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0,
"correct_norm": "OK", "sparse_conversion_enabled": true, "rolv_tflops": 4088.357,
"base_tflops": 5.115, "rolv_tokens_per_sec": 5110446.34, "base_tokens_per_sec": 31970.494}

[2026-02-12 00:57:23] Seed: 123456 | Pattern: power_law | Zeros: 80%

A_hash: f5319945ed9e0de80929153636dd5033761020445fb403b1998eb9214d00e127 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 80% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.200 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061883s | CSR: 0.145849s | COO: 0.953677s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.188087 s

rolv per-iter: 0.000978s

ROLV TFLOPS: 4090.07 | Base TFLOPS: 5.12

ROLV Tokens/s: 5112590.26 | Base Tokens/s: 34280.94

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
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BASE_norm_hash:
1bf5d5c0200102c21fbd0408401e8991a6bd7120d10a578cded25e5560461528 (CSR)
CSR_norm_hash:
1bf5d5c0200102c21fbd0408401e8991a6bd7120d10a578cded25e5560461528
COO_norm_hash: 490ec6faac15949b2d734ac5c64cd57daf7545fe3b9df059f73afbd84b28ebcd
COO per-iter:  0.954125s | total: 954.125437s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 125.08x (= 12408% faster)

Speedup (per-iter): 149.14x (= 14814% faster)

Energy Savings: 99.33%

rolv vs cuSPARSE -> Speedup (per-iter): 149.14x | total: 125.08x

rolv vs COO: Speedup (per-iter): 975.61x | total: 818.24x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"f5319945ed9e0de80929153636dd5033761020445fb403b1998eb9214d00e127",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"Obbec08c037006aa33c812b530df9811cc2768a08858d9d8f610d0e9dc3f1048",
"CSR_norm_hash":
"1bf5d5c0200102¢21fbd0408401e8991a6bd7120d10a578cded25e5560461528",
"COO_norm_hash":
"490ec6faac15949b2d734ac5c64cd57daf7545fe3b9df059f73afbd84b28ebcd",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"66317c61bd76f15b22946d59ad005fceac533aed498efoff62ad0904ec173c58",
"CSR_ghash_d6":
"55411566e1757fb74625395d8ec783a0fb464810ddd8d6f13500ea9792aal0dbe",
"COO_ghash_d6":
"ba94cbb423323a37e619f762bcbfa78e97a433eea7b2c77bba8e0c4bfc955bf6",
"path_selected": "CSR", "pilot_dense per iter s": 0.061883, "pilot_csr_per iter_s": 0.145849,
"pilot_coo_per_iter_s": 0.953677, "rolv_build_s": 0.188087, "rolv_iter_s": 0.000978,
"dense_iter_s": 0.145854, "csr_iter_s": 0.145855, "coo_iter_s": 0.954125, "rolv_total_s"
1.166065, "baseline_total_s": 145.853625, "speedup_total vs_selected_x": 125.082,
"speedup_iter_vs_selected_x": 149.138, "rolv_vs_vendor_sparse_iter_x": 149.14,
"rolv_vs_vendor_sparse_total_x": 125.083, "rolv_vs_coo_iter_x": 975.61, "rolv_vs_coo_total x":
818.244, "energy _iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4090.072, "base_tflops": 5.123,
"rolv_tokens_per_sec": 5112590.259, "base_tokens_per_sec": 34280.944}
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[2026-02-12 01:18:42] Seed: 123456 | Pattern: banded | Zeros: 80%

A_hash: b2fc7f83b499ca9e4b29ed3cc68b966b4b322cf7926c12186e98ae033e84be58 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 80% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.200 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061881s | CSR: 0.006452s | COO: 0.043753s
Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.173604 s

rolv per-iter: 0.000977s

ROLV TFLOPS: 4092.49 | Base TFLOPS: 4.92

ROLV Tokens/s: 5115613.36 | Base Tokens/s: 775020.48

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
823edd7d2f646972b16985457b6f9e36b28fb8a1d0dbe209935efee98645587b (CSR)
CSR_norm_hash:
823edd7d2f646972b16985457b6f9e36b28fb8a1d0dbe209935efee98645587b
COO_norm_hash:
20d591b1e235097af2600b600a00117c01d3b067a8bc3d95c4c58c2766¢cdd1ec

COO per-iter:  0.043752s | total: 43.752477s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 5.61x (= 461% faster)

Speedup (per-iter): 6.60x (= 560% faster)

Energy Savings: 84.85%

rolv vs cuSPARSE -> Speedup (per-iter): 6.60x | total: 5.61x

rolv vs COQO: Speedup (per-iter): 44.76x | total: 38.01x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"b2fc7f83b499ca9e4b29ed3cc68b966b4b322cf7926c12186€98ae033e84be58",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash":
"7c5ad9bbb7deb3f95a8b23ba1ddfb19f857bf6120ba461e883e8789abd82d6¢c6",
"CSR_norm_hash":
"823edd7d2f646972b16985457b6f9e36b28fb8a1d0dbe209935efee98645587b",
"COO_norm_hash":
"20d591b1e235097af26000b600a00117c01d3b067a8bc3d95c4c58c2766¢cdd1ec”,
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"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"3d7a5452a9f38bbfb38ee0d4922ca8020b2506f811ff5ec119664b4fe4236084",
"CSR_ghash_d6":
"c8a9101c6a3e109491851fbd569f8a4cf3dfa7b694168c4030¢c3067566193b54",
"COO_ghash_d6":
"de7bd43785d2beb1f92f6a9a685cb5d7775ca2fd6e817c1ad5e76fd703a36f89", "path_selected™:
"CSR", "pilot_dense_per _iter_s": 0.061881, "pilot_csr_per_iter_s": 0.006452,
"pilot_coo_per_iter_s": 0.043753, "rolv_build_s": 0.173604, "rolv_iter_s": 0.000977,
"dense_iter_s": 0.006451, "csr_iter_s": 0.006455, "coo_iter_s": 0.043752, "rolv_total_s":
1.151004, "baseline_total _s": 6.451442, "speedup_total vs_selected x": 5.605,
"speedup_iter vs_selected x": 6.601, "rolv_vs_vendor_ sparse_iter x": 6.605,
"rolv_vs_vendor_sparse_total x": 5.609, "rolv_vs_coo_iter x": 44.764, "rolv_vs_coo_total x":
38.012, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4092.491, "base_tflops": 4.916,
"rolv_tokens_per_sec": 5115613.362, "base_tokens_per_sec": 775020.484}

[2026-02-12 01:19:50] Seed: 123456 | Pattern: block_diagonal | Zeros: 80%

A_hash: 4b02e483523fbec343feac2b8fed3820615bb6832ddad42a3da7b63ccf1ef0014 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE CONVERT] Zeros 80% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.200 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061879s | CSR: 0.004174s | COO: 0.028024s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.186836 s

rolv per-iter: 0.000980s

ROLV TFLOPS: 4082.12 | Base TFLOPS: 4.79

ROLV Tokens/s: 5102655.12 | Base Tokens/s: 1198148.21

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
efd72038284b88418b3230ac68cef20e5a4ca9788cebc092e4db5473e8a75c4b (CSR)
CSR_norm_hash:
efd72038284b88418b3230ac68cef20e5a4ca9788cebc092e4db5473e8a75c4b
COO_norm_hash:
7669791a2b5112c77a2344390e428ecde989d90bbf2d4086¢10973974669a524

COO per-iter:  0.028022s | total: 28.022135s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 3.58x (= 258% faster)
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Speedup (per-iter): 4.26x (= 326% faster)

Energy Savings: 76.52%

rolv vs cuSPARSE -> Speedup (per-iter): 4.26x | total: 3.58x

rolv vs COO: Speedup (per-iter): 28.60x | total: 24.02x

{"platform™: "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"4b02e483523fbec343feac2b8fed3820615bb6832dda42a3da7b63ccf1ef0014", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_norm_hash™
"Oafabd3c3f898124c4d2adf90b4ec9ca28ee520d74975002112bb8408f023a82",
"CSR_norm_hash":
"efd72038284b88418b3230ac68cef20e5a4ca9788cebc092e4db5473e8a75c4b",
"COO_norm_hash":
"7669791a2b5112c77a2344390e428ecde989d90bbf2d4086¢10973974669a524",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"4eaaed0b681ad4346a051280bb2504683f2650e05430ced90b415a8515706ae4",
"CSR_ghash_d6":
"da22c0c8b9c8ed39bc98870f07d456cdbbf5f0aeb792e98eeb05422497¢c26834",
"COO_ghash_d6":
"a996a0a4169d3d88bf4fc072c91e7ffb9d74feb2ba22c5480505b2b7350¢c9397", "path_selected":
"CSR", "pilot_dense_per iter _s": 0.061879, "pilot_csr_per_iter_s": 0.004174,
"pilot_coo_per_iter_s": 0.028024, "rolv_build_s": 0.186836, "rolv_iter_s": 0.00098,
"dense_iter_s": 0.004173, "csr_iter_s": 0.004173, "coo_iter_s": 0.028022, "rolv_total_s":
1.166718, "baseline_total s": 4.173106, "speedup_total vs selected x": 3.577,
"speedup _iter vs_selected x": 4.259, "rolv_vs_vendor_ sparse_iter x": 4.259,
"rolv_vs_vendor_sparse_total x": 3.577, "rolv_vs_coo_iter x": 28.597, "rolv_vs_coo_total x":
24.018, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4082.124, "base_tflops": 4.79,
"rolv_tokens_per_sec": 5102655.119, "base_tokens_per_sec": 1198148.206}

[2026-02-12 01:20:39] Seed: 123456 | Pattern: random | Zeros: 90%

A_hash: 252a6d9ec7eeab4eb29b6c652bffbadf11178919caadeccd14c45d00311e1433 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 90% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.100 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061884s | CSR: 0.077493s | COO: 0.511410s



ROLV
Benchmarks report

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.187127 s

rolv per-iter: 0.000980s

ROLV TFLOPS: 4080.49 | Base TFLOPS: 5.16

ROLV Tokens/s: 5100609.40 | Base Tokens/s: 64520.21

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
d16a6ed97d0e975a9acb3ffba8b78e505124ee3216ba1c20c762b1cf7b97c94e (CSR)
CSR_norm_hash:
d16a6ed97d0e975a9acb3ffba8b78e505124ee3216ba1c20c762b1cf7b97c94e
COO_norm_hash:
93aff0d84b70d455939358abeb4e51a3ec96c24be3b6698270f7305a7b7ce708

COO per-iter: 0.511678s | total: 511.677563s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 66.38x (= 6538% faster)

Speedup (per-iter): 79.05x (= 7805% faster)

Energy Savings: 98.74%

rolv vs cuSPARSE -> Speedup (per-iter): 79.06x | total: 66.38x

rolv vs COO: Speedup (per-iter): 521.97x | total: 438.30x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"252a6d9ec7eeab4eb29b6c652bffbadf11178919caadeccd14c45d00311e1433",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"0ea34324829b59e6d5a810b043219ca106a8eb538079e8849cd5903¢c80796f83",
"CSR_norm_hash™:
"d16a6ed97d0e975a9acb3ffba8b78e505124ee3216ba1c20c762b1cf7b97c94e",
"COO_norm_hash":
"93aff0d84b70d455939358abe64e51a3ec96c24be3b6698270f7305a7b7ce708",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"d07e9d8e4b761c9e713843d9e5ad22646d68738c9c9f78b846a77a566e81f77a",
"CSR_ghash_d6":
"0712959563006c7187f479e32269f41972f8ecaf74217fac460cf5ce9af452a7",
"COO_ghash_d6":
"320641875af21d0ccf3b974a6¢7fd9c84050e40da5366decd2fc4398b2b3576a",
"path_selected": "CSR", "pilot_dense_per _iter_s": 0.061884, "pilot_csr_per_iter_s": 0.077493,
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"pilot_coo_per _iter_s": 0.51141, "rolv_build_s": 0.187127, "rolv_iter_s": 0.00098, "dense_iter_s":
0.077495, "csr_iter_s": 0.077497, "coo_iter_s": 0.511678, "rolv_total_s": 1.167402,
"baseline_total_s": 77.495094, "speedup_total vs selected x": 66.383,

"speedup_iter vs_selected x": 79.054, "rolv_vs_vendor_sparse_iter_x": 79.056,
"rolv_vs_vendor_sparse_total_x": 66.384, "rolv_vs_coo_iter_x": 521.973, "rolv_vs_coo_total_x":
438.304, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4080.488, "base_tflops": 5.161,
"rolv_tokens_per_sec": 5100609.396, "base_tokens_per_sec": 64520.214}

[2026-02-12 01:32:09] Seed: 123456 | Pattern: power_law | Zeros: 90%

A_hash: d1784f30a29c88bb759e8e0ce2e1d3a72ec63f8f7d0190e4b7c74bfOb0f76e26 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070

[SPARSE CONVERT] Zeros 90% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.100 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061875s | CSR: 0.072390s | COO: 0.478930s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 2.277292 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4085.92 | Base TFLOPS: 5.16

ROLV Tokens/s: 5107395.27 | Base Tokens/s: 69045.20

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
24d65df78155f62fb0f4ea2e37d9c28d0ba5a884dd6da35dce06713b89b419e6 (CSR)
CSR_norm_hash:

24d65df78155f62fb0f4ea2e37d9c28d0ba5a884dd6da35dce06713b89b4 19e6
COO_norm_hash:
34177b99%e1a2a6b26eee34bc93197791d5bf0af35477fe7327d64c01¢c176b15e

COO per-iter: 0.478507s | total: 478.506687s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 22.24x (= 2124% faster)

Speedup (per-iter): 73.97x (= 7297% faster)

Energy Savings: 98.65%

rolv vs cuSPARSE -> Speedup (per-iter): 73.96x | total: 22.24x

rolv vs COO: Speedup (per-iter): 488.78x | total: 146.95x

{"platform™: "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"d1784f30a29c88bb759e8e0ce2e1d3a72ec63f8f7d0190e4b7c74bfob0f76e€26", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
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"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™":

"ff7b7b9d919c85aa942dd3c6598884 1f5aedc3f475953f6a39377245c2e213f6",
"CSR_norm_hash":
"24d65df78155f62fb0f4ea2e37d9¢c28d0ba5a884dd6da35dce06713b89b419e6",
"COO_norm_hash":
"34177b99e1a2a6b26eee34bc93197791d5bf0af35477fe7327d64c01c176b15e",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"11f8da7a2080d0d605a1ebff2f877f43fdf7d15739e0c108fe9752e7a0e9c93a",
"CSR_ghash_d6":
"df29ecc3aled412e52ec5f2850e60638529d7547e0c5786f4e110920c8af6e1a",
"COO_ghash_d6":
"0e8d8dc16ab999775ad47959970f02a5906505151e08f1a906b99209d96a5fe5",
"path_selected": "CSR", "pilot_dense_per _iter _s": 0.061875, "pilot_csr_per iter_s": 0.07239,
"pilot_coo_per_iter_s": 0.47893, "rolv_build_s": 2.277292, "rolv_iter_s": 0.000979,
"dense_iter _s": 0.072416, "csr_iter_s": 0.072404, "coo_iter_s": 0.478507, "rolv_total_s":
3.256264, "baseline_total_s": 72.416328, "speedup_total vs_selected x": 22.239,
"speedup_iter_vs_selected x": 73.972, "rolv_vs_vendor_sparse_iter x": 73.959,
"rolv_vs_vendor_sparse_total x": 22.235, "rolv_vs_coo_iter x": 488.785, "rolv_vs coo total x":
146.95, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4085.916, "base_tflops": 5.159,
"rolv_tokens_per_sec": 5107395.268, "base_tokens_per_sec": 69045.202}

[2026-02-12 01:42:57] Seed: 123456 | Pattern: banded | Zeros: 90%

A_hash: d70a4343e5b268957eb68d7e3674a43f240457ccfda08b4a2d80bc40ab643157 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 90% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.100 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061887s | CSR: 0.003412s | COO: 0.022444s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.173465 s

rolv per-iter: 0.000978s

ROLV TFLOPS: 4089.48 | Base TFLOPS: 4.65

ROLV Tokens/s: 5111852.98 | Base Tokens/s: 1465323.49

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
Ocaad1cdc416f0e7e193df764139470d5bc1e0dc5d451afedb88950e56920958 (CSR)
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CSR_norm_hash:
Ocaad1cdc416f0e7e193df764139470d5bc1e0dc5d451afedb88950e56920958
COO_norm_hash:
7639215a2500245433467acb237ef8cd00be86e91dc9c98d41ddc2db01bcc3b0

COO per-iter:  0.022428s | total: 22.428289s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 2.96x (= 196% faster)

Speedup (per-iter): 3.49x (= 249% faster)

Energy Savings: 71.33%

rolv vs cuSPARSE -> Speedup (per-iter): 3.49x | total: 2.96x

rolv vs COQO: Speedup (per-iter): 22.93x | total: 19.48x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"d70a4343e5b268957eb68d7e3674a43f240457ccfda08b4a2d80bc40ab643157",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"6bab4e46cb1871e51f5424a844af2f1390bcb5c5fb0b3a7c6f421bd1bc78bc94",
"CSR_norm_hash":
"Ocaad1cdc416f0e7e193df764139470d5bc1e0dc5d451afedb88950e56920958",
"COO_norm_hash":
"7639215a2500245433467acb237ef8cd00be86e91dc9c98d41ddc2db01bcc3b0",
"ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"c850461ae5bfa1c3183f8c5ad70eadff35c42a0cf45abfac99892c98541b884e",
"CSR_ghash_d6":
"2f35dd6e639139ee727a6a2939b7c298c365e0de79e4a1e8ec1f71d8836e3abd",
"COO_ghash_d6":
"878d951021dc80d625d7df507accfc01045975a890c99112¢c11b56f4b66c5aac”,
"path_selected": "CSR", "pilot_dense per iter s": 0.061887, "pilot_csr_per _iter_s": 0.003412,
"pilot_coo_per_iter_s": 0.022444, "rolv_build_s": 0.173465, "rolv_iter_s": 0.000978,
"dense_iter_s": 0.003412, "csr_iter_s": 0.003412, "coo_iter_s": 0.022428, "rolv_total_s™
1.151584, "baseline_total_s": 3.412216, "speedup_total vs_ selected x": 2.963,
"speedup_iter_vs_selected_x": 3.489, "rolv_vs_vendor_sparse_iter_x": 3.489,
"rolv_vs_vendor_sparse_total_x": 2.963, "rolv_vs_coo_iter_x": 22.93, "rolv_vs_coo_total_x":
19.476, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4089.482, "base_tflops": 4.646,
"rolv_tokens_per_sec": 5111852.984, "base_tokens per_sec": 1465323.492}
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[2026-02-12 01:43:38] Seed: 123456 | Pattern: block_diagonal | Zeros: 90%

A_hash: ef3c072370841e3130690e4f6793ea35e3e0c704fce673efdbae340a03091d07 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 90% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.100 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061870s | CSR: 0.002305s | COO: 0.014648s
Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.179988 s

rolv per-iter: 0.000980s

ROLV TFLOPS: 4082.51 | Base TFLOPS: 4.33

ROLV Tokens/s: 5103136.68 | Base Tokens/s: 2169741.37

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
b2cf2ea677080a4e2c477d71da5484ed415¢c79ef9672250113d7¢9f29¢34b753 (CSR)
CSR_norm_hash:
b2cf2ea677080a4e2c477d71da5484ed415¢c79ef9672250113d7¢9f29¢34b753
COO_norm_hash:
550e10dd4d327163fa3bff7965510588138490b549120ee022313367fbd71f03

COO per-iter: 0.014648s | total: 14.648434s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 1.99x (= 99% faster)

Speedup (per-iter): 2.35x (= 135% faster)

Energy Savings: 57.48%

rolv vs cuSPARSE -> Speedup (per-iter): 2.35x | total: 1.99x

rolv vs COQO: Speedup (per-iter): 14.95x | total: 12.63x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"ef3c072370841e3130690e4f6793ea35e3e0c704fce673efdbae340a03091d07",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"3954f5e832c294f5f63bb74e0179a360d788ef7079faeb84169713613cc4ea79",
"CSR_norm_hash":
"b2cf2ea677080ad4e2c477d71da5484ed415¢c79ef9672250113d7¢9f29¢c34b753",
"COO_norm_hash™:
"550e10dd4d327f63fa3bff7965510588138490b549120ee€022313367fbd71f03",
"ROLV_ghash_d6":
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"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_qghash_d6":
"cffe32a36e15addac2c5b2fef97a992d6d9c8731¢108477cdc00f463498f0e00",
"CSR_ghash_d6":
"5013ff312ad0fedcf6ad392ef524f5554291bcde50d9b64aabf5439f4bd19097",
"COO_ghash_d6":
"a2f533c4b4577b46fa20ae7c99ee084dbcec6f893bebb6140dce9de2ada0528b",
"path_selected": "CSR", "pilot_dense_per_iter _s": 0.06187, "pilot_csr_per _iter _s": 0.002305,
"pilot_coo_per _iter_s": 0.014648, "rolv_build_s": 0.179988, "rolv_iter_s": 0.00098,
"dense_iter_s": 0.002304, "csr_iter_s": 0.002304, "coo_iter_s": 0.014648, "rolv_total_s":
1.159778, "baseline_total s": 2.304422, "speedup_total vs selected x": 1.987,
"speedup_iter_vs_selected x": 2.352, "rolv_vs_vendor_sparse_iter x": 2.352,
"rolv_vs_vendor_sparse_total x": 1.987, "rolv_vs_coo_iter x": 14.951, "rolv_vs_coo_total x":
12.63, "energy_iter_adaptive telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4082.509, "base_tflops": 4.333,
"rolv_tokens_per_sec": 5103136.685, "base_tokens_per_sec": 2169741.367}

[2026-02-12 01:44:09] Seed: 123456 | Pattern: random | Zeros: 95%

A_hash: ¢926d3fc034ecOadbed3fabecc74c1e0c4191486cd48fd095fa3c179c6ef96db | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070

[SPARSE CONVERT] Zeros 95% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.050 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061880s | CSR: 0.038905s | COO: 0.261470s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.186579 s

rolv per-iter: 0.000978s

ROLV TFLOPS: 4092.04 | Base TFLOPS: 5.14

ROLV Tokens/s: 5115055.98 | Base Tokens/s: 128514.79

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
7dcf1103b596197a4f39cd69b0b0fe8d1892ae99dead35b31d581fdee08f8022 (CSR)
CSR_norm_hash:
7dcf1103b596197a4f39cd69b0b0fe8d1892ae99dead35b31d581fdee08f8022
COO_norm_hash:
2713c6b4d9be1286e7b08efbc8daff6756107a85ac95d3afdf7209e59¢c2c545¢e

COO per-iter:  0.261471s | total: 261.470781s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 33.42x (= 3242% faster)

Speedup (per-iter): 39.80x (= 3880% faster)



ROLV
Benchmarks report

Energy Savings: 97.49%

rolv vs cuSPARSE -> Speedup (per-iter): 39.80x | total: 33.42x

rolv vs COQO: Speedup (per-iter): 267.49x | total: 224.61x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"c926d3fc034ecOadbed3fabecc74c1e0c4191486¢d48fd095fa3c179c6ef96db", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"f5570aa0c2e30ca57e4bfbabdb1ba2ed338b13cf6c3a3861cd9efa7d20b15d71",
"CSR_norm_hash":
"7dcf1103b596197a4f39cd69b0b0fe8d1892ae99dead35b31d581fdee08f8022",
"COO_norm_hash":
"2713c6b4d9be1286e7b08efbc8daff6756107a85ac95d3afdf7209e59¢c2c545¢e",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"c341e71c1d6aaaff215d32bf3ce2823faac0512f379a99a19bf0274553f15740",
"CSR_ghash_d6":
"966¢7c222d7f09b5d87ef1eadf1b6fbc99bb9cd26f59859a261ce29aebae89d8",
"COO_ghash_d6":
"e6ac7cddcb4ac95191dfd24523b6df8b58de42ffa60762d4d3b0588724d5223d",
"path_selected": "CSR", "pilot_dense_per _iter_s": 0.06188, "pilot_csr_per _iter_s": 0.038905,
"pilot_coo_per_iter_s": 0.26147, "rolv_build_s": 0.186579, "rolv_iter_s": 0.000978,

"dense _iter_s": 0.038906, "csr_iter_s": 0.038908, "coo _iter_s": 0.261471, "rolv_total_s":
1.164086, "baseline_total_s": 38.906027, "speedup_total vs_ selected x": 33.422,
"speedup _iter vs_selected x": 39.801, "rolv_vs vendor_sparse iter x": 39.803,
"rolv_vs_vendor_sparse_total x": 33.423, "rolv_vs_coo_iter x": 267.488, "rolv_vs coo total x":
224.615, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4092.045, "base_tflops": 5.14,
"rolv_tokens_per_sec": 5115055.979, "base_tokens_per_sec": 128514.792}

[2026-02-12 01:50:06] Seed: 123456 | Pattern: power_law | Zeros: 95%

A_hash: 6417a2a60f09c4389956722addb9e641d9618bcfe0eae0e987dfe602fdefb429 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE CONVERT] Zeros 95% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.050 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061882s | CSR: 0.036376s | COO: 0.245064s

Selected baseline: CSR (memory-based override: True)
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rolv load time (operator build): 0.183324 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4084.58 | Base TFLOPS: 5.14

ROLV Tokens/s: 5105723.12 | Base Tokens/s: 137452.88

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
20bdd2f38cbafd1699919254a0c035c2c4ed1fc1537764bbc945101b6e813add (CSR)
CSR_norm_hash:
20bdd2f38cbafd1699919254a0c035c2c4ed1fc1537764bbc945101b6e813add
COO_norm_hash:
d602575f2¢c1197f666157d72199a14796e76a540ee67f79343ca27d140fc2263

COQO per-iter:  0.244960s | total: 244.959625s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 31.29x (= 3029% faster)

Speedup (per-iter): 37.15x (= 3615% faster)

Energy Savings: 97.31%

rolv vs cuSPARSE -> Speedup (per-iter): 37.15x | total: 31.29x

rolv vs COO: Speedup (per-iter): 250.14x | total: 210.70x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"6417a2a60f09c4389956722addb9e641d9618bcfe0eae0e987dfe602fdefb429", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"e1a90360ba8f3a6ce55dfff4d1515996f6b04b522f024ed9ab8124c98d9cb2cf",
"CSR_norm_hash":
"20bdd2f38cbafd1699919254a0c035c2c4ed1fc1537764bbc945101b6e813add”,
"COO_norm_hash":
"d602575f2c1197f666157d72199a14796e76a540ee67f79343ca27d140fc2263",
"ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"100de79f25f9eba2174c313cdd119f1094c254144c65bddf7539fe46bd2b2afb",
"CSR_ghash_d6":
"a24fe009dae10c2d7c415a38cbee02cb6bbb9cf446d3fb16b0f87b71e45b31ad",
"COO_ghash_d6":
"b2f670a81e6e0a0e79409a6546646d483cc06969c13b40f6783eac48dba2366b",
"path_selected": "CSR", "pilot_dense_per _iter_s": 0.061882, "pilot_csr_per_iter_s": 0.036376,
"pilot_coo_per_iter_s": 0.245064, "rolv_build_s": 0.183324, "rolv_iter_s": 0.000979,
"dense_iter_s": 0.036376, "csr_iter_s": 0.036377, "coo_iter_s": 0.24496, "rolv_total_s":
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1.162617, "baseline_total_s": 36.376102, "speedup_total vs selected x": 31.288,
"speedup_iter vs_selected x": 37.145, "rolv_vs_vendor_sparse_iter_x": 37.146,
"rolv_vs_vendor_sparse_total_x": 31.289, "rolv_vs_coo_iter_x": 250.139, "rolv_vs_coo_total_x":
210.697, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4084.578, "base_tflops": 5.136,
"rolv_tokens_per_sec": 5105723.122, "base_tokens_per_sec": 137452.882}

[2026-02-12 01:55:42] Seed: 123456 | Pattern: banded | Zeros: 95%

A_hash: f9841b629a96caca12ae5093b69047a66277d824418f1f09df0d2ec6bec61381 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 95% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.050 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061880s | CSR: 0.001891s | COO: 0.011833s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.181116 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4086.90 | Base TFLOPS: 4.19

ROLV Tokens/s: 5108620.87 | Base Tokens/s: 2644116.11

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
ce347272364d3d3ec3a869e690fba19eef6ab5b0e1a524bc8584c2ce7b002534d (CSR)
CSR_norm_hash:
ce347272364d3d3ec3a869e690fba19eef6ab5b0e1a524bc8584c2ce7b002534d
COO_norm_hash:

454eeb28b9c2394bd1987c8a5¢ca990630fc8b2475eee7 1dafc563fadebd9203d

COO per-iter: 0.011835s | total: 11.834565s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 1.63x (= 63% faster)

Speedup (per-iter): 1.93x (= 93% faster)

Energy Savings: 48.24%

rolv vs cuSPARSE -> Speedup (per-iter): 1.93x | total: 1.63x

rolv vs COO: Speedup (per-iter): 12.09x | total: 10.20x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"f9841b629a96caca12ae5093b69047a66277d824418f1f09df0d2ec6bec61381",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
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"DENSE_norm_hash™:
"a00aed09a9ca1a80f3acaafa376dc0e568949aeb81fcc547c28bc98683803a08",
"CSR_norm_hash":
"ce347272364d3d3ec3a869e690fba19eef6abb0e1a524bc8584c2ce7b002534d",
"COO_norm_hash":
"454eeb28b9c2394bd1987c8a5ca990630fc8b2475eee71dafc563fadebd9203d",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"DENSE_ghash_d6":
"9c378462296ec1cacef0a3b64ddaeebcal41f1cfda7d5705308d0e32cbdf1f369",
"CSR_ghash_d6": "d914582bcff407d02f0cba2482661dd1c40470c27f057596c87f19b2fdfff871",
"COO_ghash_d6":
"edf0ceebad42495d0d1aebcfdbc4ec9188c5703d9157ef31¢c108e20943f901eeb”,
"path_selected": "CSR", "pilot_dense per _iter_s": 0.06188, "pilot_csr_per_iter_s": 0.001891,
"pilot_coo_per_iter_s": 0.011833, "rolv_build_s": 0.181116, "rolv_iter_s": 0.000979,
"dense_iter_s": 0.001891, "csr_iter_s": 0.001891, "coo_iter_s": 0.011835, "rolv_total s":
1.159853, "baseline_total_s": 1.890991, "speedup_total vs_selected x": 1.63,
"speedup_iter vs_selected x": 1.932, "rolv_vs_vendor_sparse_iter x": 1.932,
"rolv_vs_vendor_sparse_total x": 1.63, "rolv_vs_coo_iter x": 12.092, "rolv_vs_coo_total x":
10.204, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4086.897, "base_tflops": 4.19,
"rolv_tokens_per_sec": 5108620.866, "base_tokens per_sec": 2644116.109}

[2026-02-12 01:56:09] Seed: 123456 | Pattern: block_diagonal | Zeros: 95%

A_hash: 743ed1c8dc03a5de5d0b131edc508c8c9e30dc02e5406aeb9cb6e8c0ced493874 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 95% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.050 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061876s | CSR: 0.001363s | COO: 0.007934s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.181254 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4084.72 | Base TFLOPS: 3.66

ROLV Tokens/s: 5105896.87 | Base Tokens/s: 3668459.73

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
eabfb22b29c274b6ed76¢c73cf8f17f2b46c35705c9aebbabfbc653bb26fb2e39 (CSR)
CSR_norm_hash: eabfb22b29c274b6ed76c73cf8f17f2b46c35705c9aebbabfbc653bb26fb2e39
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COO_norm_hash:
a8758549eafc776efc72569669f0b1f3d3969611d5d6d7e2fc9f3543eb3a8d47

COO per-iter:  0.007929s | total: 7.929292s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 1.17x (= 17% faster)

Speedup (per-iter): 1.39x (= 39% faster)

Energy Savings: 28.15%

rolv vs cuSPARSE -> Speedup (per-iter): 1.39x | total: 1.17x

rolv vs COQO: Speedup (per-iter): 8.10x | total: 6.83x

{"platform™: "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"743ed1c8dc03a5de5d0b131edc508c8c9e30dc02e5406aeb9cb6e8c0ce493874",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"cb31498379c907686529a18f196926f32e7b1052704f4ed5aaebf0f0eOed14b1",
"CSR_norm_hash":
"eabfb22b29c274b6ed76c73cf8f17f2b46¢c35705c9aebbabfbc653bb26fb2e39",
"COO_norm_hash":
"a8758549eafc776efc72569669f0b1f3d3969611d5d6d7e2fc9f3543eb3a8d47",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"efbe0ca36ca8f3c6721275268db28beadf0ad8ad4b2a7aa76452f596348100e65",
"CSR_ghash_d6":
"96e975c¢2f8359bce8355fbaf37be6617c5bd28d7a8a4040ddafe94c2ba59a0f9",
"COO_ghash_d6":
"44881834c12fdcd4aa7f6148665ef74a47cff16abc2d2e88d6b17e3c8f7579263", "path_selected":
"CSR", "pilot_dense_per iter _s": 0.061876, "pilot_csr_per _iter_s": 0.001363,
"pilot_coo_per_iter_s": 0.007934, "rolv_build_s": 0.181254, "rolv_iter_s": 0.000979,

"dense _iter_s": 0.001363, "csr_iter_s": 0.001363, "coo_iter_s": 0.007929, "rolv_total s":
1.160514, "baseline_total s": 1.36297, "speedup_total vs selected x": 1.174,
"speedup_iter_vs_selected_x": 1.392, "rolv_vs_vendor_sparse_iter_x": 1.392,
"rolv_vs_vendor_sparse_total_x": 1.175, "rolv_vs_coo_iter_x": 8.097, "rolv_vs_coo_total x":
6.833, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4084.717, "base_tflops": 3.658,
"rolv_tokens_per_sec": 5105896.875, "base_tokens per_sec": 3668459.728}

[2026-02-12 01:56:31] Seed: 123456 | Pattern: random | Zeros: 99%



ROLV
Benchmarks report

A_hash: 9fde8b5d279f5d4d8297c2b0a4f006d0bf2475b62e6dabc7da09b547c8edbc8a |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 99% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.010 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061887s | CSR: 0.008102s | COO: 0.057767s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.185091 s

rolv per-iter: 0.000979s

ROLV TFLOPS: 4084.71 | Base TFLOPS: 4.94

ROLV Tokens/s: 5105891.78 | Base Tokens/s: 617181.38

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash: ea7a91fc3bae27373fa37¢9¢c168189154d650ab49714fb8c82bf8e9ffcaldaf1
(CSR)

CSR_norm_hash: ea7a91fc3bae27373fa37¢9¢c168189154d650ab49714fh8c82bf8e9ffcaldaf1
COO_norm_hash: 507ef1932b9f1250c11c77a953f3c8d9f8e24b3d7e5644b0f723ef54b4bb56bf
COO per-iter: 0.057767s | total: 57.766820s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 6.96x (= 596% faster)

Speedup (per-iter): 8.27x (= 727% faster)

Energy Savings: 87.91%

rolv vs cuSPARSE -> Speedup (per-iter): 8.27x | total: 6.95x

rolv vs COQO: Speedup (per-iter): 58.99x | total: 49.61x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"9fde8b5d279f5d4d8297c2b0a4f006d0bf2475b62e6dabc7da09b547c8edbc8a”,
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"cc8c3cc839a9d0c5930d0938d01d9bd2a7f5d66f47fcce4e53dec39e0dc7faa”,
"CSR_norm_hash":
"ea7a91fc3bae27373fa37c9c168189154d650ab49714fb8c82bf8e9ffcatldaf1”,
"COO_norm_hash™:
"507ef1932b9f1250¢c11c77a953f3c8d9f8e24b3d7e5644b0f723ef54b4bb56bf",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"18a55821ec1e53d19620c8b3fdf1bd7dc27837e4d3f0bc4b8bb33ab2e24117eb",
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"CSR_ghash_d6":
"563d68a77037309aed22b9cfb4abed1¢c5450d9b5a4807366a39a82dd36a90207",
"COO_ghash_d6":
"a34cedd4eab5e3e16b67e8926d866d788e1faa791101dbbbaf8b50a7b147a768",
"path_selected": "CSR", "pilot_dense_per iter s": 0.061887, "pilot_csr_per_iter_s": 0.008102,
"pilot_coo_per_iter_s": 0.057767, "rolv_build_s": 0.185091, "rolv_iter_s": 0.000979,
"dense_iter_s": 0.008101, "csr_iter_s": 0.008095, "coo _iter_s": 0.057767, "rolv_total _s"
1.164352, "baseline_total s": 8.101346, "speedup_total vs_ selected x": 6.958,
"speedup_iter_vs_selected x": 8.273, "rolv_vs_vendor_sparse_iter x": 8.266,
"rolv_vs_vendor_sparse_total x": 6.952, "rolv_vs_coo_iter x": 58.99, "rolv_vs_coo_total x":
49.613, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4084.713, "base_tflops": 4.937,
"rolv_tokens_per_sec": 5105891.783, "base_tokens_per_sec": 617181.377}

[2026-02-12 01:57:58] Seed: 123456 | Pattern: power_law | Zeros: 99%

A_hash: 3884cba828aa7a1488fc132da5edbcb037e4d5cda60d2548cbb05d1438117888 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 99% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.010 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061881s | CSR: 0.007581s | COO: 0.053941s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.183231 s

rolv per-iter: 0.000978s

ROLV TFLOPS: 4089.72 | Base TFLOPS: 4.93

ROLV Tokens/s: 5112152.21 | Base Tokens/s: 659227.86

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
ea0c757de3c257a0598e89f59ee8f024701c3bc48a1b8de3f7419d3783377769 (CSR)
CSR_norm_hash:
ea0c757de3c257a0598e89f59ee8f024701c3bc48a1b8de3f7419d3783377769
COO_norm_hash:
9a17a9b960041ef91d65a089258f97617aa782fcaa7b29f1de4893392a5af69f

COO per-iter: 0.053939s | total: 53.939430s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 6.53x (= 553% faster)

Speedup (per-iter): 7.75x (= 675% faster)

Energy Savings: 87.10%

rolv vs cuSPARSE -> Speedup (per-iter): 7.75x | total: 6.53x

rolv vs COO: Speedup (per-iter): 55.15x | total: 46.45x
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{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"3884cba828aa7a1488fc132daSedbcb037e4d5cda60d2548cbb05d1438117888",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™"
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"c3e9496be8a189fc75d306823ff6359f8fa3b5aa5557bbc72bae19d4a7ed7d5d",
"CSR_norm_hash":
"ea0c757de3c257a0598e89f59ee8f024701¢c3bc48a1b8de3f7419d3783377769",
"COO_norm_hash":
"9a17a9b960041ef91d65a089258f97617aa782fcaa7b29f1de4893392a5af69f",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_ghash_d6":
"570879d26¢1763504bd05013868ba03d6e5c343019d405fbb6664799c3446a0a",
"CSR_ghash_d6"
"0a18545ed78c26a76766af2b1285e9d94e14101d1c861baeb36768734d848ab1",
"COO_ghash_d6":
"5943267d1172269574a5f3bb7b6ad37284f79deb262e5d5314a341f1b4aa839e",
"path_selected": "CSR", "pilot_dense per _iter_s": 0.061881, "pilot_csr_per iter_s": 0.007581,
"pilot_coo_per_iter_s": 0.053941, "rolv_build_s": 0.183231, "rolv_iter_s": 0.000978,
"dense_iter_s": 0.007585, "csr_iter_s": 0.007584, "coo_iter_s": 0.053939, "rolv_total_s":
1.161292, "baseline_total _s": 7.584631, "speedup_total vs_selected x": 6.531,
"speedup_iter_vs_selected x": 7.755, "rolv_vs_vendor_sparse_iter_x": 7.754,
"rolv_vs_vendor_sparse_total x": 6.531, "rolv_vs_coo_iter x": 55.149, "rolv_vs_coo_total x":
46.448, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4089.722, "base_tflops": 4.926,
"rolv_tokens_per_sec": 5112152.207, "base_tokens_per_sec": 659227.864}

[2026-02-12 01:59:21] Seed: 123456 | Pattern: banded | Zeros: 99%

A_hash: 1b643fe5ac4811868b9b5bfee7d7ed4d02a612b4add98ac2d0f399d014599b67 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 99% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.010 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061893s | CSR: 0.000684s | COO: 0.003455s
Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.176738 s

rolv per-iter: 0.000982s
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ROLV TFLOPS: 4073.73 | Base TFLOPS: 2.31

ROLV Tokens/s: 5092168.44 | Base Tokens/s: 7307922.60

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
3fe8ac1fab005fbd1e63982dee89afe3d065e979ad01a731d3ebf842a3648e4e (CSR)
CSR_norm_hash:
3fe8ac1fab005fbd1e63982dee89afe3d065e979ad01a731d3ebf842a3648e4e
COO_norm_hash:
68348e1c92fcda16673cd28142d8f03cd4c968d072d48eb7b66e1dab46eea3ded

COQO per-iter:  0.003453s | total: 3.453347s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 0.59x (= -41% faster)

Speedup (per-iter): 0.70x (= -30% faster)

Energy Savings: -43.51%

rolv vs cuSPARSE -> Speedup (per-iter): 0.70x | total: 0.59x

rolv vs COO: Speedup (per-iter): 3.52x | total: 2.98x

{"platform": "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"1b643fe5ac4811868b9b5bfee7d7ed4d02a612b4add98ac2d0f399d014599b67",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"2974cb2e57d28e2c52f6b64f51fb5c2c10ab828f6e7279b652ec7d4c7fa407ad",
"CSR_norm_hash™:
"3fe8ac1fab005fbd1e63982dee89afe3d065e979ad01a731d3ebf842a3648e4e",
"COO_norm_hash":
"68348e1c92fcda16673cd28142d8f03cd4c968d072d48eb7b66e1dab46eealde",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"36fabc0207e13e7ae08a8c6db45526167c20c66464e356ba7cd4969570c1cb52",
"CSR_ghash_d6":
"ef059811d87737b49d1022a11bffb21a5179c83ffdaf83784cd83d02836065b0",
"COO_ghash_d6":
"12aa013f5bae74e6af490a287e925086a11eea45592b23ccfe9ad8adbdd1529a",
"path_selected": "CSR", "pilot_dense_per_iter_s": 0.061893, "pilot_csr_per _iter_s": 0.000684,
"pilot_coo_per_iter_s": 0.003455, "rolv_build_s": 0.176738, "rolv_iter_s": 0.000982,
"dense_iter_s": 0.000684, "csr_iter_s": 0.000683, "coo_iter_s": 0.003453, "rolv_total_s":
1.158638, "baseline_total_s": 0.684189, "speedup_total vs_selected_x": 0.591,



ROLV
Benchmarks report

"speedup_iter_vs_selected x": 0.697, "rolv_vs_vendor_sparse_iter_x": 0.696,
"rolv_vs_vendor_sparse_total x": 0.59, "rolv_vs_coo_iter x": 3.517, "rolv_vs_coo_total x":
2.981, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4073.735, "base_tflops": 2.313,
"rolv_tokens_per_sec": 5092168.435, "base_tokens_per_sec": 7307922.602}

[2026-02-12 01:59:37] Seed: 123456 | Pattern: block_diagonal | Zeros: 99%

A_hash: d78e202117fb1b5ee60605254db62aa72b0d2b72a9d6ceec1a84ad78c44df368 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 99% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Sparse memory threshold density: 0.333 | Current density: 0.010 | Sparse better for memory:
True

Baseline pilots per-iter -> Dense: 0.061879s | CSR: 0.000612s | COO: 0.002646s

Selected baseline: CSR (memory-based override: True)

rolv load time (operator build): 0.185703 s

rolv per-iter: 0.000980s

ROLV TFLOPS: 4083.31 | Base TFLOPS: 1.62

ROLV Tokens/s: 5104137.30 | Base Tokens/s: 8151294.88

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
a87d97bfb7c2c30e63f5a68be7b57390d7f240f5ad68a6¢c8ba553bbb6b913de8 (CSR)
CSR_norm_hash:
a87d97bfb7c2c30e63f5a68be7b57390d7f240f5ad68a6¢c8bas553bbb6b913de8
COO_norm_hash:
9bada77b895f804228534369db7f91978e07e5ae261e0de4212552073640e41e

COO per-iter:  0.002646s | total: 2.645754s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 0.53x (= -47% faster)

Speedup (per-iter): 0.63x (= -37% faster)

Energy Savings: -59.70%

rolv vs cuSPARSE -> Speedup (per-iter): 0.63x | total: 0.53x

rolv vs COQ: Speedup (per-iter): 2.70x | total: 2.27x

{"platform™: "CUDA", "device": "NVIDIA B200", "adapted_batch": false, "effective_batch": 5000,
"dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"d78e202117fb1b5ee60605254db62aa72b0d2b72a9d6ceec1a84ad78c44df368",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™



ROLV
Benchmarks report

"81df416748e59ff8fb7b3e31c4a3a74db121c9fc011e70c1604e496e3b107c2b",
"CSR_norm_hash":
"a87d97bfb7c2c30e63f5a68be7b57390d7f240f5ad68a6¢c8ba553bbb6b913de8",
"COO_norm_hash":
"9bada77b895f804228534369db7f91978e07e5ae261e0de4212552073640e41e",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"72ae2e8b1b11989b240bd407be5eae8d1ffdbf75beeacce50c056cdb544c412f",
"CSR_ghash_d6":
"2f7bfb9127eae8277e2d1d70e892b6d1a1c2adalaa940a4bba915f09e9f01c96",
"COO_ghash_d6":
"ca1ce780ef1b4f1ec16240fad575dc5937baf889e8fae2d9682cfha888313b31", "path_selected":
"CSR", "pilot_dense_per iter_s": 0.061879, "pilot_csr_per_iter_s": 0.000612,
"pilot_coo_per_iter_s": 0.002646, "rolv_build_s": 0.185703, "rolv_iter_s": 0.00098,

"dense _iter_s": 0.000613, "csr_iter_s": 0.000614, "coo_iter_s": 0.002646, "rolv_total s": 1.1653,
"baseline_total_s": 0.613399, "speedup_total vs_selected x": 0.526,

"speedup_iter vs_selected x": 0.626, "rolv_vs_vendor_sparse_iter x": 0.626,
"rolv_vs_vendor_sparse_total x": 0.527, "rolv_vs_coo_iter x": 2.701, "rolv_vs_coo_total x":
2.27, "energy _iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops": 4083.31, "base_tflops": 1.62,
"rolv_tokens_per_sec": 5104137.298, "base_tokens per_sec": 8151294.879}

=== FOOTER REPORT (CUDA) ===

- Aggregate speedup (total vs selected): 48.63x (= 4763% faster)

- Aggregate speedup (per-iter vs selected): 59.00x (= 5800% faster)

- Aggregate energy savings (proxy vs selected): 86.6%

- Verification: TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64 normalization
and SHA-256 hashing.

{"platform": "CUDA", "device": "NVIDIA B200", "aggregate_speedup_total_vs_selected_x":
48.631, "aggregate_speedup_iter_vs_selected_x": 59.001, "aggregate_energy_savings_pct":
86.619, "verification": "TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64
normalization, SHA-256 hashing"}

=== Timing & Energy Measurement Explanation ===

1. Per-iteration timing:
- Each library (Dense GEMM, CSR SpMM, rolv) is warmed up for a fixed number of iterations.
- Then 'iters' iterations are executed, with synchronization to ensure all GPU/TPU work is
complete.
- The average time per iteration is reported as <library>_iter_s.
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2. Build/setup time:

- For rolv, operator construction (tiling, quantization, surrogate build) is timed separately as
rolv_build_s.

- Vendor baselines (Dense/CSR) have negligible build cost, so only per-iter times are used.

3. Total time:
- For each library, total runtime = build/setup time + (per-iter time x number of iterations).
- Example: rolv_total_s = rolv_build_s + rolv_iter_s * iters
baseline_total_s = baseline_iter_s * iters
- This ensures all overheads are included, so comparisons are fair.

4. Speedup calculation:
- Speedup (per-iter) = baseline_iter_s / rolv_iter_s
- Speedup (total) = baseline_total_s/rolv_total_s
- Both metrics are reported to show raw kernel efficiency and end-to-end cost.

5. Energy measurement:
- Proxy energy savings are computed from per-iter times:
energy_savings_pct =100 x (1 - rolv_iter_s / baseline_iter_s)
- If telemetry is enabled (NVML/ROCm SMI), instantaneous power samples (W) are integrated
over time to yield Joules (trapz).
- Telemetry totals, when collected, are reported as energy_iter_adaptive_telemetry in the
JSON payload.

6. Fairness guarantee:

- All libraries run the same matrix/vector inputs (identical seeds, identical input hashes).

- All outputs are normalized in CPU-fp64 before hashing to remove backend-specific numeric
artifacts.

- CSR canonicalization (sorted indices) stabilizes sparse ordering and ensures reproducible
hashes.

- All times include warmup, synchronization, and build/setup costs (for rolv) so speedups and
energy savings are directly comparable across Dense, CSR, and rolv.

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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NVIDIA B200
Matrix: 50000x50000, Batch: 5000, Density: 0.010 (99% sparse)
Iters: 1000, Warmup: 2

=== PATTERN: RANDOM (99% sparsity) ====
NNZ: 24,876,076

Running cuSPARSE...

cuSPARSE GPU time: 0.049292s per iter
cuSPARSE wall-clock: 0.049291s per iter

Building rolv...
rolv build: 0.088247s

rolv GPU time: 0.001932s per iter
rolv wall-clock: 0.001932s per iter

=== COMPARISON ===
Speedup wall-clock: 25.51x
Speedup GPU time: 25.51x

=== PATTERN: POWER_LAW (99% sparsity) ====
NNZ: 9,994,001

Running cuSPARSE...

cuSPARSE GPU time: 0.020129s per iter
cuSPARSE wall-clock: 0.020129s per iter

Building rolv...
rolv build: 0.111304s

rolv GPU time: 0.002177s per iter
rolv wall-clock: 0.002177s per iter

=== COMPARISON ===
Speedup wall-clock: 9.25x
Speedup GPU time: 9.25x

=== PATTERN: BANDED (99% sparsity) ====
NNZ: 989,020

Running cuSPARSE...

cuSPARSE GPU time: 0.002579s per iter
cuSPARSE wall-clock: 0.002579s per iter
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Building rolv...
rolv build: 0.087416s

rolv GPU time: 0.001932s per iter
rolv wall-clock: 0.001932s per iter

=== COMPARISON ===
Speedup wall-clock: 1.34x
Speedup GPU time: 1.34x

=== PATTERN: BLOCK_DIAGONAL (99% sparsity) ====
NNZ: 621,937

Running cuSPARSE...

cuSPARSE GPU time: 0.001928s per iter

cuSPARSE wall-clock: 0.001928s per iter

Building rolv...
rolv build: 0.086123s

rolv GPU time: 0.001932s per iter
rolv wall-clock: 0.001932s per iter

=== COMPARISON ===
Speedup wall-clock: 1.00x
Speedup GPU time: 1.00x
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INTEL ZEON

=== rolvSPARSE® Test — Pattern: random | Zeros: 0% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
/tmp/ipython-input-1690721899.py:214: UserWarning: Sparse CSR tensor support is in beta
state. If you miss a functionality in the sparse tensor support, please submit a feature request to
https://github.com/pytorch/pytorch/issues. (Triggered internally at
/pytorch/aten/src/ATen/SparseCsrTensorimpl.cpp:53.)

A_csr = torch.from_numpy(A_dense).to_sparse_csr()
rolvSPARSE® build time: 1.531923s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.282789s

rolvSPARSE® per-iter: 0.035641s

Speedup: 7.93x (693% faster)

Energy savings: 87.40%
rolv FLOPS: 15999986000 | GFLOPS: 448.92 | Tokens/s: 14029
Vendor Dense FLOPS: 16000000000 | GFLOPS: 56.58 | Tokens/s: 1768
% diff FLOPS vs dense: 693.43% | % diff Tokens vs dense: 693.43%
Vendor Sparse (CSR) FLOPS: 15999986000 | GFLOPS: 8.81 | Tokens/s: 275
% diff FLOPS vs sparse: 4994.02% | % diff Tokens vs sparse: 4994.02%
Best baseline: dense with per-iter: 0.282789s
rolv vs best baseline (dense): % diff FLOPS: 693.43% | % diff Tokens: 693.43%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.0, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
1.5319228759999959, "rolv_iter_s": 0.03564117633699999, "baseline_iter_s":
0.28278850435899994, "speedup_x": 7.934320171846578, "speedup_pct":
693.4320171846579, "energy_savings_pct": 87.39652574711681, "A_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070", "V_hash"™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 10% ====

Shape: 4000x4000 | Batch: 500 | Iters: 1000

A_hash (data): c5be17e64bb88fdaaef55c89bee8f6bb06b44ccchb95522984783fa1a407af37b
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.170126s

rolvSPARSE® vs Dense (baseline):


https://github.com/pytorch/pytorch/issues

ROLV
Benchmarks report

Dense per-iter: 0.281204s

rolvSPARSE® per-iter: 0.036582s

Speedup: 7.69x (669% faster)

Energy savings: 86.99%
rolv FLOPS: 14398167000 | GFLOPS: 393.59 | Tokens/s: 13668
Vendor Dense FLOPS: 16000000000 | GFLOPS: 56.90 | Tokens/s: 1778
% diff FLOPS vs dense: 591.75% | % diff Tokens vs dense: 668.70%
Vendor Sparse (CSR) FLOPS: 14398167000 | GFLOPS: 7.96 | Tokens/s: 276
% diff FLOPS vs sparse: 4843.50% | % diff Tokens vs sparse: 4843.50%
Best baseline: dense with per-iter: 0.281204s
rolv vs best baseline (dense): % diff FLOPS: 591.75% | % diff Tokens: 668.70%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.1, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
1.1701259739998022, "rolv_iter_s": 0.03658159168399971, "baseline_iter_s":
0.2812039664240001, "speedup_x": 7.687034748326571, "speedup_pct":
668.7034748326571, "energy_savings_pct": 86.99108261195651, "A_hash™":
"c5be17e64bb88fdaaef55c89bee8f6bb06b44ccch95522984783fa1a407af37b", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6¢c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 20% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 6f61c579f134f056d21fd60e05d02cb4fadeb1cd95f29a4f50df761504dee2d5
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.234203s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.279589s
rolvSPARSE® per-iter: 0.036995s
Speedup: 7.56x (656% faster)
Energy savings: 86.77%
rolv FLOPS: 12797727000 | GFLOPS: 345.93 | Tokens/s: 13515
Vendor Dense FLOPS: 16000000000 | GFLOPS: 57.23 | Tokens/s: 1788
% diff FLOPS vs dense: 504.49% | % diff Tokens vs dense: 655.75%
Vendor Sparse (CSR) FLOPS: 12797727000 | GFLOPS: 7.89 | Tokens/s: 308
% diff FLOPS vs sparse: 4286.78% | % diff Tokens vs sparse: 4286.78%
Best baseline: dense with per-iter: 0.279589s
rolv vs best baseline (dense): % diff FLOPS: 504.49% | % diff Tokens: 655.75%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
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{"zeros_pct": 0.2, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
1.2342034459998104, "rolv_iter_s": 0.03699509308699998, "baseline_iter_s":
0.27958935691399983, "speedup_x": 7.557471372122242, "speedup_pct":
655.7471372122242, "energy_savings_pct": 86.7680610251629, "A_hash™":
"6f61c579f134f056d21fd60e05d02cb4fadeb1cd95f29a4f50df761504dee2d5", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 30% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): c6809088150739dd56f1009581684604ae9f07fa6dd20a7476e8977a4b5230b8
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.775131s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.279525s

rolvSPARSE® per-iter: 0.037065s

Speedup: 7.54x (654% faster)

Energy savings: 86.74%
rolv FLOPS: 11203610000 | GFLOPS: 302.27 | Tokens/s: 13490
Vendor Dense FLOPS: 16000000000 | GFLOPS: 57.24 | Tokens/s: 1789
% diff FLOPS vs dense: 428.07% | % diff Tokens vs dense: 654.14%
Vendor Sparse (CSR) FLOPS: 11203610000 | GFLOPS: 7.82 | Tokens/s: 349
% diff FLOPS vs sparse: 3765.17% | % diff Tokens vs sparse: 3765.17%
Best baseline: dense with per-iter: 0.279525s
rolv vs best baseline (dense): % diff FLOPS: 428.07% | % diff Tokens: 654.14%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.3, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
1.7751307639991865, "rolv_iter_s": 0.03706548227599978, "baseline_iter_s":
0.2795249479009999, "speedup_x": 7.541381650441783, "speedup_pct":
654.1381650441783, "energy_savings_pct": 86.73983036064196, "A_hash":
"c6809088150739dd56f1009581684604ae9f07fa6dd20a7476e8977a4b5230b8", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash™
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 40% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
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A_hash (data): 52d3ba055913dcb7c7d5af5cec98f30d09149d6c9b09ebe0c94bb731fafc616¢
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
tmp/ipython-input-4165162147.py:214: UserWarning: Sparse CSR tensor support is in beta
state. If you miss a functionality in the sparse tensor support, please submit a feature request to
https://qithub.com/pytorch/pytorch/issues. (Triggered internally at
/pytorch/aten/src/ATen/SparseCsrTensorimpl.cpp:53.)

A_csr = torch.from_numpy(A_dense).to_sparse_csr()
rolvSPARSE® build time: 0.791674s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.250609s

rolvSPARSE® per-iter: 0.032574s

Speedup: 7.69x (669% faster)

Energy savings: 87.00%
rolv FLOPS: 9595984000 | GFLOPS: 294.59 | Tokens/s: 15350
Vendor Dense FLOPS: 16000000000 | GFLOPS: 63.84 | Tokens/s: 1995
% diff FLOPS vs dense: 361.42% | % diff Tokens vs dense: 669.36%
Vendor Sparse (CSR) FLOPS: 9595984000 | GFLOPS: 8.44 | Tokens/s: 440
% diff FLOPS vs sparse: 3390.35% | % diff Tokens vs sparse: 3390.35%
Best baseline: dense with per-iter: 0.250609s
rolv vs best baseline (dense): % diff FLOPS: 361.42% | % diff Tokens: 669.36%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.4, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
0.7916742379998141, "rolv_iter_s": 0.03257385411999985, "baseline_iter_s":
0.25060924506599985, "speedup_x": 7.693570559466882, "speedup_pct":
669.3570559466882, "energy_savings_pct": 87.00213389517164, "A_hash":
"52d3ba055913dcb7c7d5af5cec98f30d09149d6c9b09ebe0c94bb731fafc616¢”, "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 50% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): d1694b5ce86816e73baa2ede95a49ffd7f623816f4359b4127e446c45f3b8587
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.116635s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.248122s

rolvSPARSE® per-iter: 0.033544s

Speedup: 7.40x (640% faster)

Energy savings: 86.48%
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rolv FLOPS: 7999494000 | GFLOPS: 238.48 | Tokens/s: 14906

Vendor Dense FLOPS: 16000000000 | GFLOPS: 64.48 | Tokens/s: 2015

% diff FLOPS vs dense: 269.82% | % diff Tokens vs dense: 639.69%

Vendor Sparse (CSR) FLOPS: 7999494000 | GFLOPS: 8.45 | Tokens/s: 528

% diff FLOPS vs sparse: 2721.15% | % diff Tokens vs sparse: 2721.15%

Best baseline: dense with per-iter: 0.248122s

rolv vs best baseline (dense): % diff FLOPS: 269.82% | % diff Tokens: 639.69%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.5, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
1.116634556000463, "rolv_iter_s": 0.033543936737999505, "baseline_iter_s":
0.24812185666599998, "speedup_x": 7.396921196340101, "speedup_pct":
639.6921196340102, "energy_savings_pct": 86.48086178753957, "A_hash":
"d1694b5ce86816e73baa2ede95a49ffd7f623816f4359b4127e446c45f3b8587", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 60% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 2c2bdc43aaefa6dfc3f4d621048c428f16a832fa2e603298a808c349cc5851d0
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.966744s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.246465s

rolvSPARSE® per-iter: 0.034218s

Speedup: 7.20x (620% faster)

Energy savings: 86.12%
rolv FLOPS: 6397472000 | GFLOPS: 186.96 | Tokens/s: 14612
Vendor Dense FLOPS: 16000000000 | GFLOPS: 64.92 | Tokens/s: 2029
% diff FLOPS vs dense: 188.00% | % diff Tokens vs dense: 620.28%
Vendor Sparse (CSR) FLOPS: 6397472000 | GFLOPS: 8.03 | Tokens/s: 628
% diff FLOPS vs sparse: 2227.52% | % diff Tokens vs sparse: 2227.52%
Best baseline: dense with per-iter: 0.246465s
rolv vs best baseline (dense): % diff FLOPS: 188.00% | % diff Tokens: 620.28%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.6, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
0.9667443829994227, "rolv_iter_s": 0.03421781425599966, "baseline_iter_s":
0.24646461954999996, "speedup_x": 7.202815986610995, "speedup_pct":
620.2815986610995, "energy_savings_pct": 86.11654106034561, "A_hash":
"2c2bdc43aaefabdfc3f4d621048c428f16a832fa2e603298a808c349¢c5851d0", "V_hash":
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"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 70% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): e312e22078bd47184cc6438414f60fdab2dc4c6e9a41d5015266e5230f6efca9
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.018416s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.247763s

rolvSPARSE® per-iter: 0.033276s

Speedup: 7.45x (645% faster)

Energy savings: 86.57%
rolv FLOPS: 4801982000 | GFLOPS: 144.31 | Tokens/s: 15026
Vendor Dense FLOPS: 16000000000 | GFLOPS: 64.58 | Tokens/s: 2018
% diff FLOPS vs dense: 123.46% | % diff Tokens vs dense: 644.57%
Vendor Sparse (CSR) FLOPS: 4801982000 | GFLOPS: 8.45 | Tokens/s: 879
% diff FLOPS vs sparse: 1608.79% | % diff Tokens vs sparse: 1608.79%
Best baseline: dense with per-iter: 0.247763s
rolv vs best baseline (dense): % diff FLOPS: 123.46% | % diff Tokens: 644.57%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.7, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
1.0184163120002268, "rolv_iter_s": 0.03327587270299955, "baseline_iter_s":
0.247762839944, "speedup_x": 7.445720271723067, "speedup_pct": 644.5720271723067,
"energy_savings_pct": 86.56946590113326, "A_hash":
"e312e22078bd47184cc6438414f60fdab2dc4c6e9a41d5015266e5230f6efcal”, "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 80% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 2d464cf97b3ca61c6784e93d3952bf255701d8ecb3f707df206bb837ba1ac92e
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.681193s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244706s
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rolvSPARSE® per-iter: 0.005686s

Speedup: 43.03x (4203% faster)

Energy savings: 97.68%
rolv FLOPS: 3201705000 | GFLOPS: 563.06 | Tokens/s: 87931
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.38 | Tokens/s: 2043
% diff FLOPS vs dense: 761.15% | % diff Tokens vs dense: 4203.47%
Vendor Sparse (CSR) FLOPS: 3201705000 | GFLOPS: 7.49 | Tokens/s: 1169
% diff FLOPS vs sparse: 7420.95% | % diff Tokens vs sparse: 7420.95%
Best baseline: dense with per-iter: 0.244706s
rolv vs best baseline (dense): % diff FLOPS: 761.15% | % diff Tokens: 4203.47%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.8, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
0.6811930610001582, "rolv_iter_s": 0.0056862556209998725, "baseline_iter_s":
0.24470633494799948, "speedup_x": 43.034705306647865, "speedup_pct":
4203.470530664787, "energy_savings_pct": 97.67629406806807, "A_hash":
"2d464cf97b3ca61c6784e€93d3952bf255701d8ecb3f707df206bb837ba1ac92e", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 90% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 3cd3a5ea7a7e150c2eeb6b6ac05c7bcfeca9020db06fbb0f3f046840360bdbd11
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.425693s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.244567s
rolvSPARSE® per-iter: 0.005770s
Speedup: 42.38x (4138% faster)
Energy savings: 97.64%
rolv FLOPS: 1599002000 | GFLOPS: 277.11 | Tokens/s: 86652
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.42 | Tokens/s: 2044
% diff FLOPS vs dense: 323.58% | % diff Tokens vs dense: 4138.46%
Vendor Sparse (CSR) FLOPS: 1599002000 | GFLOPS: 7.98 | Tokens/s: 2495
% diff FLOPS vs sparse: 3373.64% | % diff Tokens vs sparse: 3373.64%
Best baseline: csr with per-iter: 0.200435s
rolv vs best baseline (csr): % diff FLOPS: 3373.64% | % diff Tokens: 3373.64%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.9, "pattern": "random", "selected_baseline": "csr", "rolv_build_s":
0.4256930930005183, "rolv_iter_s": 0.005770185004999803, "baseline_iter_s":
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0.20043549077399986, "speedup_x": 42.38461888502451, "speedup_pct™
4138.461888502451, "energy_savings_pct": 97.64065355238259, "A_hash":
"3cd3abea7a7e150c2ee6b6ac05¢c7bcfeca9020db06fbb0f3f046840360bdbd11", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 95% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 7ccedee4432889cfe99e7417d01ac7b96ad95cc961e35eadc71d1d0df686f952
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.405345s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244668s

rolvSPARSE® per-iter: 0.006244s

Speedup: 39.18x (3818% faster)

Energy savings: 97.45%
rolv FLOPS: 800425000 | GFLOPS: 128.18 | Tokens/s: 80070
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.39 | Tokens/s: 2044
% diff FLOPS vs dense: 96.01% | % diff Tokens vs dense: 3818.14%
Vendor Sparse (CSR) FLOPS: 800425000 | GFLOPS: 7.62 | Tokens/s: 4761
% diff FLOPS vs sparse: 1581.69% | % diff Tokens vs sparse: 1581.69%
Best baseline: csr with per-iter: 0.105013s
rolv vs best baseline (csr): % diff FLOPS: 1581.69% | % diff Tokens: 1581.69%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.95, "pattern": "random"”, "selected_baseline": "csr", "rolv_build_s":
0.40534473300067475, "rolv_iter_s": 0.006244497613999556, "baseline_iter_s":
0.10501319830600005, "speedup_x": 39.18137485495685, "speedup_pct™:
3818.137485495685, "energy_savings_pct": 97.44776694615275, "A_hash":
"7ccedeed4432889cfe99e7417d01ac7b96ad95cc961e35eadc71d1d0df686f952", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 99% ====

Shape: 4000x4000 | Batch: 500 | Iters: 1000

A_hash (data): 3f13fd6c69284719b2d06af932ca2c08f7766f1e458f7688bd858eb0ec321124
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
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rolvSPARSE® build time: 0.384889s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244683s

rolvSPARSE® per-iter: 0.006205s

Speedup: 39.43x (3843% faster)

Energy savings: 97.46%
rolv FLOPS: 160000000 | GFLOPS: 25.79 | Tokens/s: 80580
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.39 | Tokens/s: 2043
% diff FLOPS vs dense: -60.57% | % diff Tokens vs dense: 3843.30%
Vendor Sparse (CSR) FLOPS: 160000000 | GFLOPS: 6.88 | Tokens/s: 21487
% diff FLOPS vs sparse: 275.01% | % diff Tokens vs sparse: 275.01%
Best baseline: csr with per-iter: 0.023270s
rolv vs best baseline (csr): % diff FLOPS: 275.01% | % diff Tokens: 275.01%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.99, "pattern": "random"”, "selected_baseline": "csr", "rolv_build_s":
0.38488859000062803, "rolv_iter_s": 0.006205040365999594, "baseline_iter_s":
0.023269605117000536, "speedup_x": 39.43301263046384, "speedup_pct":
3843.301263046384, "energy_savings_pct": 97.46405376284272, "A_hash":
"3f13fd6c69284719b2d06af932ca2c08f7766f1e458f7688bd858eb0ec321124", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 40% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): ac3e2524752c7d17481f0414fdb37e9dedf1764bdc74a7ab06c6f902ee075230
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.940119s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.243970s
rolvSPARSE® per-iter: 0.033472s
Speedup: 7.29x (629% faster)
Energy savings: 86.28%
rolv FLOPS: 9504336000 | GFLOPS: 283.95 | Tokens/s: 14938
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.58 | Tokens/s: 2049
% diff FLOPS vs dense: 332.97% | % diff Tokens vs dense: 628.88%
Vendor Sparse (CSR) FLOPS: 9504336000 | GFLOPS: 8.67 | Tokens/s: 456
% diff FLOPS vs sparse: 3175.57% | % diff Tokens vs sparse: 3175.57%
Best baseline: dense with per-iter: 0.243970s
rolv vs best baseline (dense): % diff FLOPS: 332.97% | % diff Tokens: 628.88%
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ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.4, "pattern": "power_law", "selected baseline": "dense", "rolv_build_s":
0.9401188690007984, "rolv_iter_s": 0.033471881247000054, "baseline_iter_s":
0.24397027023300144, "speedup_x": 7.288812613568515, "speedup_pct™:
628.8812613568515, "energy_savings_pct": 86.28034423414252, "A_hash":
"ac3e2524752c7d17481f0414fdb37e9dedf1764bdc74a7ab06c6f902ee075230", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":

"11b624 1f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6e"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 50% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): f07b049fcf44a0ed1021edc7f8d53fce7945ef47fe16d8d7afc7197b3bf13b8c
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 2.278570s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244781s

rolvSPARSE® per-iter: 0.032775s

Speedup: 7.47x (647% faster)

Energy savings: 86.61%
rolv FLOPS: 7922827000 | GFLOPS: 241.73 | Tokens/s: 15255
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.36 | Tokens/s: 2043
% diff FLOPS vs dense: 269.82% | % diff Tokens vs dense: 646.85%
Vendor Sparse (CSR) FLOPS: 7922827000 | GFLOPS: 8.81 | Tokens/s: 556
% diff FLOPS vs sparse: 2643.75% | % diff Tokens vs sparse: 2643.75%
Best baseline: dense with per-iter: 0.244781s
rolv vs best baseline (dense): % diff FLOPS: 269.82% | % diff Tokens: 646.85%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.5, "pattern": "power_law", "selected_baseline": "dense", "rolv_build_s":
2.2785699579999346, "rolv_iter_s": 0.032775221682000845, "baseline_iter_s":
0.24478085625099993, "speedup_x": 7.468472940502677, "speedup_pct":
646.8472940502677, "energy_savings_pct": 86.61038196206286, "A_hash":
"f07b049fcf44a0ed1021edc7f8d53fce7945ef47fe16d8d7afc7197b3bf13b8c", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 60% ====
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Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 515a7847bc224664cfd5df595b3a450a234ae378e896fe1ff403bdf26dbe2341
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.677582s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.245128s

rolvSPARSE® per-iter: 0.033875s

Speedup: 7.24x (624% faster)

Energy savings: 86.18%
rolv FLOPS: 6336570000 | GFLOPS: 187.06 | Tokens/s: 14760
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.27 | Tokens/s: 2040
% diff FLOPS vs dense: 186.58% | % diff Tokens vs dense: 623.62%
Vendor Sparse (CSR) FLOPS: 6336570000 | GFLOPS: 8.40 | Tokens/s: 663
% diff FLOPS vs sparse: 2127.41% | % diff Tokens vs sparse: 2127.41%
Best baseline: dense with per-iter: 0.245128s
rolv vs best baseline (dense): % diff FLOPS: 186.58% | % diff Tokens: 623.62%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.6, "pattern": "power_law", "selected_baseline": "dense", "rolv_build_s":
0.6775816779991146, "rolv_iter_s": 0.03387525587599884, "baseline_iter_s":
0.24512791953500163, "speedup_x": 7.236193888314764, "speedup_pct":
623.6193888314764, "energy_savings_pct": 86.18058035157361, "A_hash™":
"515a7847bc224664cfd5df595b3a450a234ae378e896fe1ff403bdf26dbe2341", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 70% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): a3715bd5cf79238f828836ab00f8669eba129e1d13f10aead81251ff97d612a5
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.588071s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.243016s
rolvSPARSE® per-iter: 0.033060s
Speedup: 7.35x (635% faster)
Energy savings: 86.40%
rolv FLOPS: 4756052000 | GFLOPS: 143.86 | Tokens/s: 15124
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.84 | Tokens/s: 2057
% diff FLOPS vs dense: 118.50% | % diff Tokens vs dense: 635.08%
Vendor Sparse (CSR) FLOPS: 4756052000 | GFLOPS: 8.13 | Tokens/s: 854
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% diff FLOPS vs sparse: 1670.48% | % diff Tokens vs sparse: 1670.48%

Best baseline: dense with per-iter: 0.243016s

rolv vs best baseline (dense): % diff FLOPS: 118.50% | % diff Tokens: 635.08%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.7, "pattern": "power_law", "selected_baseline": "dense", "rolv_build_s"
1.588071261998266, "rolv_iter_s": 0.0330598878790006, "baseline_iter_s":
0.24301572097499957, "speedup_x": 7.350772690592257, "speedup_pct™:
635.0772690592257, "energy_savings_pct": 86.39598798531982, "A_hash™":
"a3715bd5cf79238f828836ab00f8669eba129e1d13f10aead81251ff97d612a5", "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 80% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 2586515ce734a600bda9e657230fdfe35affce7df63419a8044c0ec90f3e020c
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.083499s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.243716s

rolvSPARSE® per-iter: 0.006452s

Speedup: 37.78x (3678% faster)

Energy savings: 97.35%
rolv FLOPS: 3171164000 | GFLOPS: 491.53 | Tokens/s: 77501
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.65 | Tokens/s: 2052
% diff FLOPS vs dense: 648.72% | % diff Tokens vs dense: 3677.63%
Vendor Sparse (CSR) FLOPS: 3171164000 | GFLOPS: 7.60 | Tokens/s: 1199
% diff FLOPS vs sparse: 6364.87% | % diff Tokens vs sparse: 6364.87%
Best baseline: dense with per-iter: 0.243716s
rolv vs best baseline (dense): % diff FLOPS: 648.72% | % diff Tokens: 3677.63%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.8, "pattern": "power_law", "selected_baseline": "dense", "rolv_build_s":
1.0834988050009997, "rolv_iter_s": 0.006451566776999243, "baseline_iter_s":
0.24371631770899876, "speedup_x": 37.776299329006754, "speedup_pct":
3677.6299329006756, "energy_savings_pct": 97.35283757868748, "A_hash":
"2586515ce734a600bda9e657230fdfe35affce7df63419a8044c0ec90f3e020c", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
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"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 90% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): f28b2873aca1dc21589224aea61337d9219bf085¢c704114542cce386665992e3
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.887982s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244201s

rolvSPARSE® per-iter: 0.006327s

Speedup: 38.60x (3760% faster)

Energy savings: 97.41%
rolv FLOPS: 1583674000 | GFLOPS: 250.31 | Tokens/s: 79029
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.52 | Tokens/s: 2047
% diff FLOPS vs dense: 282.04% | % diff Tokens vs dense: 3759.79%
Vendor Sparse (CSR) FLOPS: 1583674000 | GFLOPS: 7.57 | Tokens/s: 2389
% diff FLOPS vs sparse: 3208.01% | % diff Tokens vs sparse: 3208.01%
Best baseline: csr with per-iter: 0.209291s
rolv vs best baseline (csr): % diff FLOPS: 3208.01% | % diff Tokens: 3208.01%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.9, "pattern": "power_law", "selected_baseline": "csr", "rolv_build_s":
0.8879824529994949, "rolv_iter_s": 0.006326786580000771, "baseline_iter_s":
0.20929079423000074, "speedup_x": 38.597884688243944, "speedup_pct":
3759.7884688243944, "energy_savings_pct": 97.40918444604667, "A_hash":
"f28b2873aca1dc21589224aea61337d9219bf085¢c704114542cce386665992e3", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 95% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 8ef37271f7ffc09416872e3a99defdb41d00617cb240522e302c5384e69dd75b
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.478016s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.242659s

rolvSPARSE® per-iter: 0.007353s

Speedup: 33.00x (3200% faster)

Energy savings: 96.97%
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rolv FLOPS: 792721000 | GFLOPS: 107.80 | Tokens/s: 67996

Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.94 | Tokens/s: 2061

% diff FLOPS vs dense: 63.50% | % diff Tokens vs dense: 3199.95%

Vendor Sparse (CSR) FLOPS: 792721000 | GFLOPS: 8.00 | Tokens/s: 5044

% diff FLOPS vs sparse: 1248.15% | % diff Tokens vs sparse: 1248.15%

Best baseline: csr with per-iter: 0.099135s

rolv vs best baseline (csr): % diff FLOPS: 1248.15% | % diff Tokens: 1248.15%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.95, "pattern”: "power_law", "selected_baseline": "csr", "rolv_build_s":
0.47801611099930597, "rolv_iter_s": 0.007353408376000516, "baseline_iter_s":
0.09913500083600048, "speedup_x": 32.99951866551703, "speedup_pct":
3199.951866551703, "energy_savings_pct": 96.96965276937523, "A_hash":
"8ef37271f7ffc09416872e3a99defdb41d00617cb240522e302c5384e69dd75b", "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd",
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 99% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A _hash (data): 6a858d8247998b75bcf63abbe6fff52d926c2f0527e8f4c36426828481e5d423
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.410672s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244271s

rolvSPARSE® per-iter: 0.006066s

Speedup: 40.27x (3927% faster)

Energy savings: 97.52%
rolv FLOPS: 158419000 | GFLOPS: 26.12 | Tokens/s: 82425
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.50 | Tokens/s: 2047
% diff FLOPS vs dense: -60.13% | % diff Tokens vs dense: 3926.82%
Vendor Sparse (CSR) FLOPS: 158419000 | GFLOPS: 7.12 | Tokens/s: 22464
% diff FLOPS vs sparse: 266.92% | % diff Tokens vs sparse: 266.92%
Best baseline: csr with per-iter: 0.022257s
rolv vs best baseline (csr): % diff FLOPS: 266.92% | % diff Tokens: 266.92%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.99, "pattern": "power_law", "selected_baseline": "csr", "rolv_build_s":
0.41067219900105556, "rolv_iter_s": 0.006066102242000852, "baseline_iter_s":
0.02225744259900057, "speedup_x": 40.26820491710517, "speedup_pct™
3926.820491710517, "energy_savings_pct": 97.51665115924942, "A_hash":
"6a858d8247998b75bcf63abbe6bfff52d926c2f0527e8f4c36426828481e5d423", "V _hash™
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"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 40% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 52e3ba64659d3112df57d98d1350d6b3ab11c62e76078da8296e645a98330a62
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.218558s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244293s

rolvSPARSE® per-iter: 0.033367s

Speedup: 7.32x (632% faster)

Energy savings: 86.34%
rolv FLOPS: 382444000 | GFLOPS: 11.46 | Tokens/s: 14985
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.50 | Tokens/s: 2047
% diff FLOPS vs dense: -82.50% | % diff Tokens vs dense: 632.14%
Vendor Sparse (CSR) FLOPS: 382444000 | GFLOPS: 18.13 | Tokens/s: 23701
% diff FLOPS vs sparse: -36.77% | % diff Tokens vs sparse: -36.77%
Best baseline: csr with per-iter: 0.021096s
rolv vs best baseline (csr): % diff FLOPS: -36.77% | % diff Tokens: -36.77%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.4, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
1.21855829299966, "rolv_iter_s": 0.03336688213799971, "baseline_iter_s":
0.02109637242200006, "speedup_x": 7.321409173312884, "speedup_pct":
632.1409173312884, "energy_savings_pct": 86.34142722626295, "A_hash":
"52e3ba64659d3112df57d98d1350d6b3ab11c62e76078da8296e645a98330a62", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 50% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 016a413da915deb348f008282fb9a9da9bbedec7d8fef3c7017bf508bcala540
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.001758s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.243308s
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rolvSPARSE® per-iter: 0.034039s

Speedup: 7.15x (615% faster)

Energy savings: 86.01%
rolv FLOPS: 318884000 | GFLOPS: 9.37 | Tokens/s: 14689
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.76 | Tokens/s: 2055
% diff FLOPS vs dense: -85.75% | % diff Tokens vs dense: 614.80%
Vendor Sparse (CSR) FLOPS: 318884000 | GFLOPS: 17.39 | Tokens/s: 27269
% diff FLOPS vs sparse: -46.13% | % diff Tokens vs sparse: -46.13%
Best baseline: csr with per-iter: 0.018336s
rolv vs best baseline (csr): % diff FLOPS: -46.13% | % diff Tokens: -46.13%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.5, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
1.0017580079984327, "rolv_iter_s": 0.03403866560499955, "baseline_iter_s":
0.018335989434001023, "speedup_x": 7.147995458443087, "speedup_pct":
614.7995458443087, "energy_savings_pct": 86.01006385896878, "A_hash":
"016a413da915deb348f008282fb9a9dadbbedec7d8fef3c7017bf508bca0a540", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 60% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A _hash (data): b675f52e5022c3a9ce1958689f154c1444a49fbb16ec034587ed4a4a008ed83a
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.268844s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.243213s
rolvSPARSE® per-iter: 0.033418s
Speedup: 7.28x (628% faster)
Energy savings: 86.26%
rolv FLOPS: 254732000 | GFLOPS: 7.62 | Tokens/s: 14962
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.79 | Tokens/s: 2056
% diff FLOPS vs dense: -88.41% | % diff Tokens vs dense: 627.80%
Vendor Sparse (CSR) FLOPS: 254732000 | GFLOPS: 16.71 | Tokens/s: 32800
% diff FLOPS vs sparse: -54.38% | % diff Tokens vs sparse: -54.38%
Best baseline: csr with per-iter: 0.015244s
rolv vs best baseline (csr): % diff FLOPS: -54.38% | % diff Tokens: -54.38%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.6, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
1.268843817000743, "rolv_iter_s": 0.033417695864998674, "baseline_iter_s":
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0.01524413088500296, "speedup_x": 7.277974156133811, "speedup_pct™
627.7974156133811, "energy_savings_pct": 86.25991273743108, "A_hash":
"b675f52e5022c3a9ce 1958689f154c1444a49fbb16ec034587ed4a4a008ed83a", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 70% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): bbab62a07d720a5e3284735504d4b96abf93b69b4859ca6¢cf99cc061713fa683
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.856274s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244605s

rolvSPARSE® per-iter: 0.032579s

Speedup: 7.51x (651% faster)

Energy savings: 86.68%
rolv FLOPS: 190833000 | GFLOPS: 5.86 | Tokens/s: 15347
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.41 | Tokens/s: 2044
% diff FLOPS vs dense: -91.05% | % diff Tokens vs dense: 650.80%
Vendor Sparse (CSR) FLOPS: 190833000 | GFLOPS: 15.46 | Tokens/s: 40512
% diff FLOPS vs sparse: -62.12% | % diff Tokens vs sparse: -62.12%
Best baseline: csr with per-iter: 0.012342s
rolv vs best baseline (csr): % diff FLOPS: -62.12% | % diff Tokens: -62.12%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.7, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.8562742760004767, "rolv_iter_s": 0.03257927144700079, "baseline_iter_s":
0.012342125986997417, "speedup_x": 7.507989553938265, "speedup_pct":
650.7989553938265, "energy_savings_pct": 86.68085520343516, "A_hash":
"bbab62a07d720a5e3284735504d4b96abf93b69b4859ca6¢cf99cc061713fa683", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 80% ====

Shape: 4000x4000 | Batch: 500 | Iters: 1000

A _hash (data): 8e3bbfa56d84357da902faa4875edb01987cded1fd71b10d0c7d68255ebd1d90
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
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rolvSPARSE® build time: 0.755560s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244625s

rolvSPARSE® per-iter: 0.007527s

Speedup: 32.50x (3150% faster)

Energy savings: 96.92%
rolv FLOPS: 127930000 | GFLOPS: 17.00 | Tokens/s: 66424
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.41 | Tokens/s: 2044
% diff FLOPS vs dense: -74.02% | % diff Tokens vs dense: 3149.79%
Vendor Sparse (CSR) FLOPS: 127930000 | GFLOPS: 13.56 | Tokens/s: 53017
% diff FLOPS vs sparse: 25.29% | % diff Tokens vs sparse: 25.29%
Best baseline: csr with per-iter: 0.009431s
rolv vs best baseline (csr): % diff FLOPS: 25.29% | % diff Tokens: 25.29%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.8, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.7555601090025448, "rolv_iter_s": 0.007527407972000219, "baseline_iter_s":
0.0094309513219996, "speedup_x": 32.49790314341036, "speedup_pct":
3149.7903143410363, "energy_savings_pct": 96.92287839130086, "A_hash":
"8e3bbfa56d84357da902faa4875edb01987cded1fd71b10d0c7d68255ebd1d90", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 90% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): aba60cfc434ce9643404bbbabb360872871822785febfe2ac6f18839b3a970eb
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.526522s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.244208s
rolvSPARSE® per-iter: 0.007780s
Speedup: 31.39x (3039% faster)
Energy savings: 96.81%
rolv FLOPS: 63500000 | GFLOPS: 8.16 | Tokens/s: 64263
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.52 | Tokens/s: 2047
% diff FLOPS vs dense: -87.54% | % diff Tokens vs dense: 3038.73%
Vendor Sparse (CSR) FLOPS: 63500000 | GFLOPS: 9.88 | Tokens/s: 77778
% diff FLOPS vs sparse: -17.38% | % diff Tokens vs sparse: -17.38%
Best baseline: csr with per-iter: 0.006429s
rolv vs best baseline (csr): % diff FLOPS: -17.38% | % diff Tokens: -17.38%
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ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.9, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.5265221300032863, "rolv_iter_s": 0.0077804772700001195, "baseline_iter_s":
0.0064285666289979415, "speedup_x": 31.387269776060577, "speedup_pct":
3038.7269776060575, "energy_savings_pct": 96.81399495039001, "A_hash™":
"aba60cfc434ce9643404bbbabb360872871822785febfe2ac6f18839b3a970eb", "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":

"11b624 1f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6e"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 95% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 0ad5f140b43151d0ccd9cc855da329777891644675a3cd46a54cd681fe67d980
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.574413s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.243607s

rolvSPARSE® per-iter: 0.007565s

Speedup: 32.20x (3120% faster)

Energy savings: 96.89%
rolv FLOPS: 31840000 | GFLOPS: 4.21 | Tokens/s: 66092
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.68 | Tokens/s: 2052
% diff FLOPS vs dense: -93.59% | % diff Tokens vs dense: 3120.10%
Vendor Sparse (CSR) FLOPS: 31840000 | GFLOPS: 6.71 | Tokens/s: 105302
% diff FLOPS vs sparse: -37.24% | % diff Tokens vs sparse: -37.24%
Best baseline: csr with per-iter: 0.004748s
rolv vs best baseline (csr): % diff FLOPS: -37.24% | % diff Tokens: -37.24%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.95, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.5744129589984368, "rolv_iter_s": 0.0075652079520004915, "baseline_iter_s":
0.004748253288998967, "speedup x": 32.20097495873609, "speedup_pct":
3120.097495873609, "energy_savings_pct": 96.89450396678532, "A_hash":
"0ad5f140b43151d0ccd9cc855da329777891644675a3cd46a54cd681fe67d980", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 99% ====
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Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): cbeff471fcbcffc6ce8644a70cbe57299f495c90496f66d84e47375850c49154
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.561658s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.244130s

rolvSPARSE® per-iter: 0.007552s

Speedup: 32.33x (3133% faster)

Energy savings: 96.91%
rolv FLOPS: 6310000 | GFLOPS: 0.84 | Tokens/s: 66205
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.54 | Tokens/s: 2048
% diff FLOPS vs dense: -98.73% | % diff Tokens vs dense: 3132.54%
Vendor Sparse (CSR) FLOPS: 6310000 | GFLOPS: 1.74 | Tokens/s: 138242
% diff FLOPS vs sparse: -52.11% | % diff Tokens vs sparse: -52.11%
Best baseline: csr with per-iter: 0.003617s
rolv vs best baseline (csr): % diff FLOPS: -52.11% | % diff Tokens: -52.11%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.99, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.5616584820018033, "rolv_iter_s": 0.007552243632002501, "baseline_iter_s":
0.003616849636000552, "speedup_x": 32.325433102092035, "speedup_pct":
3132.5433102092034, "energy_savings_pct": 96.9064606285653, "A_hash™:
"cbeff471fcbcffc6ce8644a70cbe57299f495¢90496f66d84e47375850c49154", "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 40% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 42d9ea6dd55a8cd6dba3526fa786226e2993808ea5962adf490feb288684e307
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 1.939411s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.245196s
rolvSPARSE® per-iter: 0.032703s
Speedup: 7.50x (650% faster)
Energy savings: 86.66%
rolv FLOPS: 240022000 | GFLOPS: 7.34 | Tokens/s: 15289
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.25 | Tokens/s: 2039
% diff FLOPS vs dense: -88.75% | % diff Tokens vs dense: 649.77%
Vendor Sparse (CSR) FLOPS: 240022000 | GFLOPS: 14.56 | Tokens/s: 30339
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% diff FLOPS vs sparse: -49.61% | % diff Tokens vs sparse: -49.61%

Best baseline: csr with per-iter: 0.016480s

rolv vs best baseline (csr): % diff FLOPS: -49.61% | % diff Tokens: -49.61%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.4, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
1.9394109470013063, "rolv_iter_s": 0.032702791699000956, "baseline_iter_s":
0.016480432877997372, "speedup_x": 7.497694623774005, "speedup_pct":
649.7694623774005, "energy_savings_pct": 86.66256695986047, "A_hash":
"42d9eabdd55a8cd6dba3526fa786226e2993808ea5962adf490feb288684e307", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 50% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 75c1e722b4796a6c6935bcc68fc7783438b4fc436cc80d0205172b44ba7fbc3b
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.856404s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.245372s

rolvSPARSE® per-iter: 0.032030s

Speedup: 7.66x (666% faster)

Energy savings: 86.95%
rolv FLOPS: 199771000 | GFLOPS: 6.24 | Tokens/s: 15610
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.21 | Tokens/s: 2038
% diff FLOPS vs dense: -90.44% | % diff Tokens vs dense: 666.07%
Vendor Sparse (CSR) FLOPS: 199771000 | GFLOPS: 14.37 | Tokens/s: 35967
% diff FLOPS vs sparse: -56.60% | % diff Tokens vs sparse: -56.60%
Best baseline: csr with per-iter: 0.013902s
rolv vs best baseline (csr): % diff FLOPS: -56.60% | % diff Tokens: -56.60%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.5, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.8564041549980175, "rolv_iter_s": 0.03203021688400259, "baseline_iter_s":
0.01390173397699982, "speedup_x": 7.660652086984495, "speedup_pct":
666.0652086984495, "energy_savings_pct": 86.94628096087267, "A_hash":
"75¢c1e722b4796a6¢c6935bcc68fc7783438b4fc436cc80d0205172b44ba7fbe3b", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
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"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 60% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 726ee7d81e952d1ab1fef238893¢7c069dfd263d8709ec7bbdad086fc84d4ef6
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.959339s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.243799s

rolvSPARSE® per-iter: 0.033933s

Speedup: 7.18x (618% faster)

Energy savings: 86.08%
rolv FLOPS: 159960000 | GFLOPS: 4.71 | Tokens/s: 14735
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.63 | Tokens/s: 2051
% diff FLOPS vs dense: -92.82% | % diff Tokens vs dense: 618.48%
Vendor Sparse (CSR) FLOPS: 159960000 | GFLOPS: 13.47 | Tokens/s: 42110
% diff FLOPS vs sparse: -65.01% | % diff Tokens vs sparse: -65.01%
Best baseline: csr with per-iter: 0.011874s
rolv vs best baseline (csr): % diff FLOPS: -65.01% | % diff Tokens: -65.01%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.6, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.9593388920002326, "rolv_iter_s": 0.03393277855199994, "baseline_iter_s":
0.011873714921999635, "speedup_x": 7.184759345521676, "speedup_pct":
618.4759345521676, "energy_savings_pct": 86.081649337033, "A_hash":
"726ee7d81e952d1ab1fef238893c7c069dfd263d8709ec7bbdad086fc84d4ef6”, "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 70% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 8213aceb9303ebb6e831242c567151e453d2cac341500cd6804cfe491a4b76e5
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.897337s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.245999s

rolvSPARSE® per-iter: 0.032254s

Speedup: 7.63x (663% faster)

Energy savings: 86.89%
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rolv FLOPS: 120484000 | GFLOPS: 3.74 | Tokens/s: 15502

Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.04 | Tokens/s: 2033

% diff FLOPS vs dense: -94.26% | % diff Tokens vs dense: 662.70%

Vendor Sparse (CSR) FLOPS: 120484000 | GFLOPS: 12.34 | Tokens/s: 51226

% diff FLOPS vs sparse: -69.74% | % diff Tokens vs sparse: -69.74%

Best baseline: csr with per-iter: 0.009761s

rolv vs best baseline (csr): % diff FLOPS: -69.74% | % diff Tokens: -69.74%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.7, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.8973370870007784, "rolv_iter_s": 0.032253660860998935, "baseline_iter_s":
0.009760589901998174, "speedup_x": 7.627018917609401, "speedup_pct":
662.7018917609402, "energy_savings_pct": 86.88871745563418, "A_hash":
"8213aceb9303ebb6e831242c567151e453d2cac341500cd6804cfe491a4b76e5", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 80% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 106291850c837037905b232b0a99e5e8b9e260afe36b2d59b202c642d123d1ea
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.428015s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.246719s

rolvSPARSE® per-iter: 0.006300s

Speedup: 39.16x (3816% faster)

Energy savings: 97.45%
rolv FLOPS: 80189000 | GFLOPS: 12.73 | Tokens/s: 79361
Vendor Dense FLOPS: 16000000000 | GFLOPS: 64.85 | Tokens/s: 2027
% diff FLOPS vs dense: -80.37% | % diff Tokens vs dense: 3815.95%
Vendor Sparse (CSR) FLOPS: 80189000 | GFLOPS: 10.54 | Tokens/s: 65737
% diff FLOPS vs sparse: 20.72% | % diff Tokens vs sparse: 20.72%
Best baseline: csr with per-iter: 0.007606s
rolv vs best baseline (csr): % diff FLOPS: 20.72% | % diff Tokens: 20.72%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.8, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.428014852997876, "rolv_iter_s": 0.0063003498809994195, "baseline_iter_s":
0.007606062460999965, "speedup_x": 39.159524644822376, "speedup_pct":
3815.9524644822377, "energy_savings_pct": 97.44634285254988, "A_hash":
"106291850c837037905b232b0a99e5e8b9e260afe36b2d59b202c642d123d1ea", "V_hash":
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"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 90% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): dae082305d1cd943d019662ad292b3764a7da1736910f4385b96f6617f8b3ede
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.437707s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.246889s

rolvSPARSE® per-iter: 0.006230s

Speedup: 39.63x (3863% faster)

Energy savings: 97.48%
rolv FLOPS: 40159000 | GFLOPS: 6.45 | Tokens/s: 80255
Vendor Dense FLOPS: 16000000000 | GFLOPS: 64.81 | Tokens/s: 2025
% diff FLOPS vs dense: -90.05% | % diff Tokens vs dense: 3862.83%
Vendor Sparse (CSR) FLOPS: 40159000 | GFLOPS: 6.69 | Tokens/s: 83283
% diff FLOPS vs sparse: -3.63% | % diff Tokens vs sparse: -3.63%
Best baseline: csr with per-iter: 0.006004s
rolv vs best baseline (csr): % diff FLOPS: -3.63% | % diff Tokens: -3.63%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.9, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.43770700200184365, "rolv_iter_s": 0.006230119643001672, "baseline_iter_s":
0.006003659416997834, "speedup_x": 39.62834191737132, "speedup_pct":
3862.834191737132, "energy_savings_pct": 97.47655351797184, "A_hash":
"dae082305d1cd943d019662ad292b3764a7da1736910f4385b96f6617f8b3ede", "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 95% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 520d987b07e71f16c3b9e04cad3040d77f91274196dd289be3f8a888e7c1ee92
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.531037s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.245346s
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rolvSPARSE® per-iter: 0.006025s

Speedup: 40.72x (3972% faster)

Energy savings: 97.54%
rolv FLOPS: 19939000 | GFLOPS: 3.31 | Tokens/s: 82993
Vendor Dense FLOPS: 16000000000 | GFLOPS: 65.21 | Tokens/s: 2038
% diff FLOPS vs dense: -94.93% | % diff Tokens vs dense: 3972.41%
Vendor Sparse (CSR) FLOPS: 19939000 | GFLOPS: 4.47 | Tokens/s: 112108
% diff FLOPS vs sparse: -25.97% | % diff Tokens vs sparse: -25.97%
Best baseline: csr with per-iter: 0.004460s
rolv vs best baseline (csr): % diff FLOPS: -25.97% | % diff Tokens: -25.97%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.95, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.5310366029989382, "rolv_iter_s": 0.006024577733001934, "baseline_iter_s":
0.00445997395899758, "speedup_x": 40.72410293687875, "speedup_pct":
3972.4102936878753, "energy_savings_pct": 97.5444517426204, "A_hash™
"520d987b07e71f16c3b9e04cad3040d77f91274196dd289be3f8a888e7c1ee92", "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 99% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 47d94878334efed69663a0082617150bfd9d26¢cfe7ac4eab3debafc7266cedae
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.444976s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.249670s
rolvSPARSE® per-iter: 0.006095s
Speedup: 40.96x (3996% faster)
Energy savings: 97.56%
rolv FLOPS: 4078000 | GFLOPS: 0.67 | Tokens/s: 82031
Vendor Dense FLOPS: 16000000000 | GFLOPS: 64.08 | Tokens/s: 2003
% diff FLOPS vs dense: -98.96% | % diff Tokens vs dense: 3996.12%
Vendor Sparse (CSR) FLOPS: 4078000 | GFLOPS: 1.07 | Tokens/s: 131378
% diff FLOPS vs sparse: -37.56% | % diff Tokens vs sparse: -37.56%
Best baseline: csr with per-iter: 0.003806s
rolv vs best baseline (csr): % diff FLOPS: -37.56% | % diff Tokens: -37.56%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.99, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.4449764609998965, "rolv_iter_s": 0.006095271091999166, "baseline_iter_s":
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0.0038058156410006633, "speedup_x": 40.96121695993498, "speedup_pct":
3996.121695993498, "energy_savings_pct": 97.55866628430957, "A_hash":
"47d94878334efed69663a0082617150bfd9d26cfe7ac4eab3debafc7266cedae”, "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== ROLV Suite Summary ===

- FLOPS: 2 * nnz * batch (for matmul)

- Tokens/s: batch / per_iter_s

- Hashing: SHA-256 on normalized CPU-fp64 outputs + ghash(d=6)
- Tested sparsities: 40-99%

- Correctness: Verified if within tol (atol=2e-1, rtol=1e-3)

Imagination is the Only Limitation to Innovation
Rolv E. Heggenhougen
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APPLE M4

[2025-12-18 23:10:14] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
random | Zeros: 60%

A_hash: 294db306da4ccde7b961e51bda862cc0e1c4de710795bb54c001b9815dch52a5 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.012821s | ELL: nans

Selected baseline: Dense

rolv load time (operator build): 0.064728 s

rolv per-iter: 0.003507s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
9d3fffeefe6ab49b1ebacabdc5b6134c7c6145584607f7b48bb15104e3058baa (Dense)
ELL_norm_hash: 9d3ffféefe6ab49b1ebacabdc5b6134c7c6145584607f7b48bb15104e3058baa
ROLF_norm_hash:
a355d76793a55386b2954682e9d47f1813ff30449bdb2cd45e29abflab3df7ea
DENGS_norm_hash:
9d3fffeefe6ab49b1ebacabdc5b6134c7c6145584607f7b48bb15104e3058baa

Correctness vs Selected Baseline: Verified

Speedup (total): 3.60x (= 260% faster)

Speedup (per-iter): 3.66x (= 266% faster)

Energy Savings (proxy): 72.71%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"294db306da4ccde7b961e51bda862ccOe1c4de710795bb54c001b9815dcb52a5",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"9d3ffféefe6ab49b1ebacabdc5b6134c7c6145584607f7b48bb15104e3058baa",
"ELL_norm_hash":
"9d3ffféefe6ab49b1ebacabdc5b6134c7c6145584607f7b48bb15104e3058baa",
"ROLF_norm_hash":
"a355d76793a55386b2954682e9d47f1813ff30449bdb2cd45e29abf9ab3df7ea",
"DENGS_norm_hash"
"9d3ffféefe6ab49b1ebacabdc5b6134c7c6145584607f7b48bb15104e3058baa",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"92d2f1675d44289a9178ce4917ce16f5042c4592a5867d11b5d0ce637a682713",
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"path_selected": "Dense", "rolv_build_s": 0.064728, "rolv_iter_s": 0.003507, "baseline_iter_s":
0.01285, "rolv_total_s": 3.57212, "baseline_total_s": 12.850123,
"speedup_total vs selected x": 3.597, "speedup iter vs_ selected x": 3.664, "correct_norm":
IIOKII}

[2025-12-18 23:10:48] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
power_law | Zeros: 60%

A_hash: ce92f405aa4c1b52a92efeb0bbe9833353b5ac302b84a5e9f0e7b3dc8fab3396 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.012742s | ELL: nans

Selected baseline: Dense

rolv load time (operator build): 0.037489 s

rolv per-iter: 0.003506s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOcS5dad56dd8dd
BASE_norm_hash:
8309b9720486¢c24e3d90ae1bc2e7ca7c1b0908d7d046f9d27cb201372ac15989 (Dense)
ELL_norm_hash:
8309b9720486¢c24e3d90ae1bc2e7ca7c1b0908d7d046f9d27cb201372ac15989
ROLF_norm_hash:
304fdadc253¢39129ec86d1991b1d4a3c4088b758ca935251dd0b2e711782cb4
DENGS_norm_hash:
8309b9720486c24e3d90ae1bc2e7ca7c1b0908d7d046f9d27cb201372ac15989
Correctness vs Selected Baseline: Verified

Speedup (total): 3.60x (= 260% faster)

Speedup (per-iter): 3.64x (= 264% faster)

Energy Savings (proxy): 72.53%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"ce92f405aa4c1b52a92efeb0bbe9833353b5ac302b84a5e9f0e7b3dc8fab3396",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash":
"8309b9720486c24e3d90ae1bc2e7ca7c1b0908d7d046f9d27¢cb201372ac15989",
"ELL_norm_hash":
"8309b9720486¢c24e3d90ae1bc2e7ca7c1b0908d7d046f9d27ch201372ac15989",
"ROLF_norm_hash":
"304fdadc253¢39129ec86d1991b1d4a3c4088b758ca935251dd0b2e711782cb4",
"DENGS_norm_hash"
"8309b9720486¢c24e3d90ae1bc2e7ca7c1b0908d7d046f9d27cb201372ac15989",
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"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"c0a9d33e4c42cb566f9dd334708a4eb24a0f52b3e901a193bdbefbf54c357902",
"path_selected": "Dense", "rolv_build_s": 0.037489, "rolv_iter_s": 0.003506, "baseline_iter_s":
0.012765, "rolv_total_s": 3.543469, "baseline_total_s": 12.764614,

"speedup_total vs_selected x": 3.602, "speedup_iter_vs_selected x": 3.641, "correct_norm":
"OK"}

[2025-12-18 23:11:20] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
banded | Zeros: 60%

A_hash: cOba540daa4a53686b2de28075c25ac8a649d142696ab2d06a45916bae92bbe0 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.012740s | ELL: 0.134715s

Selected baseline: Dense

rolv load time (operator build): 0.055096 s

rolv per-iter: 0.003512s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
7407d3a57a7b584daea20d96d55faffa837867bdcd286d824107d15a3b6bb18d (Dense)
ELL norm_hash:
d4fb5ff9c328a4eab0f6cac33ab795a23b3b53702724349690811a0c323345c8
ROLF_norm_hash:
a5902cch991e890931¢c12018b05¢c7b87a1f4b7f904421da84f58a1b1f3814f7f
DENGS_norm_hash:
7407d3a57a7b584daea20d96d55faffa837867bdcd286d824107d15a3b6bb18d
Correctness vs Selected Baseline: Verified

Speedup (total): 3.58x (= 258% faster)

Speedup (per-iter): 3.63x (= 263% faster)

Energy Savings (proxy): 72.48%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"c0ba540daa4a53686b2de28075c25ac8a649d142696ab2d06a45916bae92bbel”,
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash":
"7407d3a57a7b584daea20d96d55faffa837867bdcd286d824107d15a3b6bb18d",
"ELL_norm_hash":
"d4fb5ff9c328a4eab0f6cac33ab795a23b3b53702724349690811a0c323345c8",
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"ROLF_norm_hash";
"a5902ccb991e890931¢c12018b05c7b87a1f4b7f904421da84f58a1b1f3814f7f",
"DENGS_norm_hash™
"7407d3a57a7b584daea20d96d55faffa837867bdcd286d824107d15a3b6bb18d",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"ebba7a9b898dd468a9b27b8c1b3e97242fc298cbab5f93ed277d76788bbc494f",
"path_selected": "Dense", "rolv_build_s": 0.055096, "rolv_iter_s": 0.003512, "baseline_iter_s":
0.012761, "rolv_total_s": 3.567392, "baseline_total s": 12.760558,
"speedup _total vs selected x": 3.577, "speedup iter vs selected x": 3.633, "correct_norm":
"OK"}

[2025-12-18 23:11:56] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
block_diagonal | Zeros: 60%

A_hash: 4709a0323cdc8ccbee904ff22606cdafadca73f191c092893df62ac5¢cfb4e081 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070

Baseline pilots per-iter -> Dense: 0.012739s | ELL: 0.164882s

Selected baseline: Dense

rolv load time (operator build): 0.181750 s

rolv per-iter: 0.003498s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
3dc0cf538c35837ad33c5dfc2adadebab63e3e5d94217bdf8bfe63865cae72a1 (Dense)
ELL_norm_hash:
a2542d3f3e8127161414afe16bef31206b1de320ed564d07d002b7d91c26ef34
ROLF_norm_hash:
fec1270a07ea5c0b76629ccc4b01cefed3a5a2a37b86309fb4bf5d470c6934c0
DENGS_norm_hash:
3dc0cf538c35837ad33c5dfc2adadebab63e3e5d94217bdf8bfe63865cae72a1

Correctness vs Selected Baseline: Verified

Speedup (total): 3.47x (= 247% faster)

Speedup (per-iter): 3.65x (= 265% faster)

Energy Savings (proxy): 72.60%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"4709a0323cdc8cc6ee904f22606cdafadca73f191c092893df62ac5cfb4e081", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
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"3dc0cf538c35837ad33chdfc2adadebab63e3e5d94217bdf8bfe63865cae72a1",
"ELL_norm_hash":
"a2542d3f3e8127161414afe16bef31206b1de320ed564d07d002b7d91c26ef34",
"ROLF_norm_hash";
"fec1270a07ea5c0b76629ccc4b01cefed3ab5a2a37b86309fb4bf5d470c6934c0",
"DENGS_norm_hash™
"3dc0cf538c35837ad33chdfc2adadebab63e3e5d94217bdf8bfe63865cae72a1",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"a09ab8abca1e50d1efb588f2e7b3a3847cf02fcce1acd43b8517d9070266dcel”,
"path_selected": "Dense", "rolv_build_s": 0.18175, "rolv_iter_s": 0.003498, "baseline_iter_s":
0.012768, "rolv_total_s": 3.679961, "baseline_total s": 12.767563,

"speedup_total_vs selected x": 3.469, "speedup iter _vs_ selected x": 3.65, "correct_norm":
"OK"}

[2025-12-18 23:12:33] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
random | Zeros: 80%

A_hash: c6f8c80b0a5c5abca78a62cbabfaca4a906535a011bb7731d488488e8902e4cc |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.012746s | ELL: nans

Selected baseline: Dense

rolv load time (operator build): 0.040907 s

rolv per-iter: 0.003494s

rolv._norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash: 3c9211e668f55fb0f6fc428d57c053526b20f3d9f4547fb1b1e1418c0d22caf7
(Dense)

ELL_norm_hash: 3c9211e668f55fb0f6fc428d57c053526b20f3d9f4547fb1b1e1418c0d22caf7
ROLF_norm_hash:
7b1961cf774d97bfda53cd367102b33901b72¢c16370168c7eeeb812d6b739e6a
DENGS_norm_hash:
3c9211e668f55fb0f6fc428d57c053526b20f3d9f4547fb1b1e1418c0d22caf7

Correctness vs Selected Baseline: Verified

Speedup (total): 3.63x (= 263% faster)

Speedup (per-iter): 3.67x (= 267% faster)

Energy Savings (proxy): 72.78%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"c6f8c80b0a5bc5abca78a62cba5faca4a906535a011bb7731d488488e8902e4cc”,
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
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"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"3c9211e668f55fb0f6fc428d57c053526b20f3d9f4547fb1b1e1418c0d22caf7",
"ELL_norm_hash™
"3c9211e668f55fb0f6fc428d57c053526b20f3d9f4547fb1b1e1418c0d22caf7",
"ROLF_norm_hash";
"7b1961cf774d97bfda53cd367102b33901b72¢c16370168c7eeeb812d6b739e6a",
"DENGS_norm_hash™
"3c9211e668f55fb0f6fc428d57c053526b20f3d9f4547fb1b1e1418c0d22caf7",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"23e201186a6101bd8adbb25c62472f37a598e2f9876182982635bd9a12a21d8d",
"path_selected": "Dense", "rolv_build_s": 0.040907, "rolv_iter_s": 0.003494, "baseline_iter_s":
0.012833, "rolv_total_s": 3.534533, "baseline_total s": 12.832659,

"speedup_total_vs selected x": 3.631, "speedup _iter_vs_selected x": 3.673, "correct_norm":
"OK"}

[2025-12-18 23:13:06] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
power_law | Zeros: 80%

A_hash: 382bdbd3960134c9d1e2634f12f56ef16fb806ffeb322763c994961ce8247a26 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

Baseline pilots per-iter -> Dense: 0.012751s | ELL: nans

Selected baseline: Dense

rolv load time (operator build): 0.042264 s

rolv per-iter: 0.003504s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash: 9ad10dbacdb8beebac111ff6f07ca9bf733dacfa3bf18d475fd7931c677b2ff3
(Dense)

ELL norm_hash: 9ad10dbacdb8bee6ac111ff6f07ca9bf733dacfa3bf18d475fd7931c677b2ff3
ROLF_norm_hash:
f7e74629cdde1088cb5468b1fa4288dea3b1a4a02ab6940b87f1e€39341aac349
DENGS_norm_hash: 9ad10dbacdb8bee6ac111ff6f07ca9bf733dacfa3bf18d475fd7931c677b2ff3
Correctness vs Selected Baseline: Verified

Speedup (total): 3.60x (= 260% faster)

Speedup (per-iter): 3.64x (= 264% faster)

Energy Savings (proxy): 72.56%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"382bdbd3960134c9d1e2634f12f56ef16fb806ffeb322763c994961ce8247a26", "input_hash_B":
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"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"9ad10dbacdb8beebac111ff6f07ca9bf733dacfa3bf18d475fd7931c677b2ff3", "ELL_norm_hash":
"9ad10dbacdb8beebac111ff6f07ca9bf733dacfa3bf18d475fd7931c677b2ff3",
"ROLF_norm_hash";
"f7e74629cdde1088cb5468b1fa4288dea3b1a4a02ab6940b87f1€39341aac349",
"DENGS_norm_hash™
"9ad10dbacdb8beebac111ff6f07ca9bf733dacfa3bf18d475fd7931c677b2ff3",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"f0adcac2f78f4c399b96829bf548597a744ee32fd907293f74bad97f27ea5e1d", "path_selected":
"Dense", "rolv_build_s": 0.042264, "rolv_iter_s": 0.003504, "baseline_iter_s": 0.012766,
"rolv_total _s": 3.545933, "baseline_total s": 12.766406, "speedup_total vs selected x": 3.6,
"speedup_iter_vs_selected x": 3.644, "correct_norm": "OK"}

[2025-12-18 23:13:39] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
banded | Zeros: 80%

A_hash: 148aeb5aebbfd6228f81d84f04a1450099c5dbd66aa35fc9dfe728bf9072e602 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070

Baseline pilots per-iter -> Dense: 0.012763s | ELL: 0.077011s

Selected baseline: Dense

rolv load time (operator build): 0.062633 s

rolv per-iter: 0.003493s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
9dcb23c87b61f62d4b74177807c9e040f89d92bf7b8d35c2e18af522bcce4907 (Dense)
ELL_norm_hash:
3da2083feb48c5367c42a8a7814e4a055a864718d24cb6f9a05eb81a7a9873d7
ROLF_norm_hash:
03824049e0ca379a5862bc7bb2910e3bc8cc8a57299192185045370fc728649b
DENGS_norm_hash:
9dcb23c87b61f62d4b74177807c9e040f89d92bf7b8d35c2e18af522bcce4907

Correctness vs Selected Baseline: Verified

Speedup (total): 3.59x (= 259% faster)

Speedup (per-iter): 3.65x (= 265% faster)

Energy Savings (proxy): 72.63%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
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"148aeb5aebbfd6228f81d84f04a1450099c5dbd66aa35fc9dfe728bf9072e602", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"9dcb23c87b61f62d4b74177807c9e040f89d92bf7b8d35c2e18af522bcce4907",
"ELL_norm_hash":
"3da2083feb48c5367c42a8a7814e4a055a864718d24cb6f9a05eb81a7a9873d7",
"ROLF_norm_hash";
"03824049e0ca379a5862bc7bb2910e3bc8cc8a57299192185045370fc728649b",
"DENGS_norm_hash™":
"9dcb23c87b61f62d4b74177807c9e040f89d92bf7b8d35c2e18af522bcce4907",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"8d04f38f8036e3ab0cc025aale9bafd7785a2b6d10584e1382af17ea4c39a96a",
"path_selected": "Dense", "rolv_build_s": 0.062633, "rolv_iter_s": 0.003493, "baseline_iter_s":
0.012763, "rolv_total_s": 3.555681, "baseline_total_s": 12.763312,

"speedup_total_vs selected x": 3.59, "speedup_iter_vs_selected x": 3.654, "correct_norm":
"OK"}

[2025-12-18 23:14:13] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
block_diagonal | Zeros: 80%

A_hash: 540b24f3b4831cc65aeffd4e0ff132c1594d482648cc22007c853329a9bd0a7c | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070

Baseline pilots per-iter -> Dense: 0.012741s | ELL: 0.092897s

Selected baseline: Dense

rolv load time (operator build): 0.054081 s

rolv per-iter: 0.003495s

rolv._norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
58a65d78a0363a8e745e0441dc9b047d2da8e47f24a32a5aebadd33f685fc285 (Dense)
ELL_norm_hash: 4ef741786e45a616fd8110a8408ed1c516d9c41cf0343618da6f835b5a904fec
ROLF_norm_hash:
5236e310b7f92b1f6f688d18a9a405dc08135a31ead1a6455ddbf14eabfccfc3
DENGS_norm_hash:
58a65d78a0363a8e745e0441dc9b047d2da8e47f24a32a5aebadd33f685fc285

Correctness vs Selected Baseline: Verified

Speedup (total): 3.60x (= 260% faster)

Speedup (per-iter): 3.65x (= 265% faster)

Energy Savings (proxy): 72.62%
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{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"540b24f3b4831cc65aeffd4e0ff132c1594d482648cc22007¢853329a9bd0a7c", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"58a65d78a0363a8e745e0441dc9b047d2da8e47f24a32a5aebadd33f685fc285",
"ELL_norm_hash":
"4ef741786e45a616fd8110a8408ed1c516d9c41cf0343618da6f835b5a904fec”,
"ROLF_norm_hash":
"5236e310b7f92b1f6f688d18a9a405dc08135a31ead1a6455ddbf14eabfccfc3”,
"DENGS_norm_hash™
"58a65d78a0363a8e745e0441dc9b047d2da8ed7f24a32a5aebadd33f685fc285",
"ROLV_ghash_d6":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_ghash_d6":
"e7105292e351bb236d6bacfeaaaa83d7c1b30711de05¢c7501229f2aef6f3a540",
"path_selected": "Dense", "rolv_build_s": 0.054081, "rolv_iter_s": 0.003495, "baseline_iter_s":
0.0127686, "rolv_total_s": 3.548687, "baseline_total_s": 12.765546,
"speedup_total vs selected x": 3.597, "speedup iter vs_ selected x": 3.653, "correct_norm":
"OK"}

[2025-12-18 23:14:48] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
random | Zeros: 90%

A_hash: 06a5e784cf7f3271203fcedc782d15c05fdb87aad03ac4b10d66fe0870ba2b21 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

Baseline pilots per-iter -> Dense: 0.012833s | ELL: nans

Selected baseline: Dense

rolv load time (operator build): 0.052771 s

rolv per-iter: 0.003506s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
0698f8b24cc2ac9aebbf91910f4e9d9cb0b67706d9efch860dd33e7defc6c9a8 (Dense)
ELL_norm_hash: 0698f8b24cc2ac9ae6bf91910f4e9d9cb0b67706d9efcb860dd33e7defc6c9a8
ROLF_norm_hash:
36d03a6f69e33e94a0f383b2d49f322e6712c0c1e0630cbc4b9edc1bed3ac74d
DENGS_norm_hash:
0698f8b24cc2ac9ae6bf91910f4e9d9cb0b67706d9efcb860dd33e7defc6¢c9a8

Correctness vs Selected Baseline: Verified

Speedup (total): 3.59x (= 259% faster)
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Speedup (per-iter): 3.64x (= 264% faster)

Energy Savings (proxy): 72.54%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"06a5e784cf7f3271203fcedc782d15c05fdb87aad03ac4b10d66fe0870ba2b21", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_norm_hash™:
"0698f8b24cc2ac9ae6bf91910f4e9d9cb0b67706d9efcb860dd33e7defc6c9a8",
"ELL_norm_hash™":
"0698f8b24cc2ac9ae6bfa1910f4e9d9cb0b67706d9efch860dd33e7defc6c9a8",
"ROLF_norm_hash":
"36d03a6f69e33e94a0f383b2d49f322e6712c0c1e0630cbcd4b9ed4c1bed3ac74d”,
"DENGS_norm_hash™:
"0698f8b24cc2ac9ae6bf91910f4e9d9cb0b67706d9efcb860dd33e7defc6c9a8",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_ghash_d6":
"1fc3486f559624c7ca3cfaeb234e0e4a85ddd87c60d5f606b2bfb95bbacefa7c”, "path_selected":
"Dense", "rolv_build_s": 0.052771, "rolv_iter_s": 0.003506, "baseline_iter s": 0.012769,
"rolv_total_s": 3.558789, "baseline_total_s": 12.768746, "speedup_total vs_selected x": 3.588,
"speedup_iter_vs_selected_x": 3.642, "correct_norm": "OK"}

[2025-12-18 23:15:22] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
power_law | Zeros: 90%

A_hash: 94941ebf38718fd8194a38ddc068a2c142793754a74f85acd388c951f172f69a | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

Baseline pilots per-iter -> Dense: 0.012747s | ELL: nans

Selected baseline: Dense

rolv load time (operator build): 0.095844 s

rolv per-iter: 0.003504s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
4726518281176bb307128c3bbe54c61681141dacb4c2dcd25011092ab8f18985 (Dense)

ELL norm_hash:
4726518281176bb307128c3bbe54c61681141dacb4c2dcd25011092ab8f18985
ROLF_norm_hash:
2fba1223941c14822ae605bfebd2fc757600dbb0102b555¢35516ce7de8abe14
DENGS_norm_hash:
4726518281176bb307128c3bbe54c61681141dacb4c2dcd25011092ab8f18985
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Correctness vs Selected Baseline: Verified

Speedup (total): 3.54x (= 254% faster)

Speedup (per-iter): 3.64x (= 264% faster)

Energy Savings (proxy): 72.53%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"94941ebf38718fd8194a38ddc068a2¢c142793754a74f85acd388c951f172f69a", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"DENSE_norm_hash™
"4726518281176bb307128c3bbe54c61681141dacb4c2dcd25011092ab8f18985",
"ELL_norm_hash™"
"4726518281176bb307128c3bbe54c61681141dacb4c2dcd25011092ab8f18985",
"ROLF_norm_hash":
"2fba1223941c14822ae605bfebd2fc757600dbb0102b555¢35516ce7de8abe 14",
"DENGS_norm_hash™
"4726518281176bb307128c3bbe54c61681141dacb4c2dcd25011092ab8f18985",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"1ff8b430372c7b41e93bc3312df1bd196c409e4e13807e46d25a570275cec2d9",
"path_selected": "Dense", "rolv_build_s": 0.095844, "rolv_iter_s": 0.003504, "baseline_iter_s":
0.012757, "rolv_total_s": 3.600327, "baseline_total_s": 12.756936,

"speedup_total_vs selected x": 3.543, "speedup _iter_vs_selected x": 3.64, "correct_norm":
"OK"}

[2025-12-18 23:15:55] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
banded | Zeros: 90%

A_hash: 13aa6fe35d968b39e43bc505dac83c6bc16bbeca7f4aebea9808650c151905ad |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.012736s | ELL: 0.047066s

Selected baseline: Dense

rolv load time (operator build): 0.045721 s

rolv per-iter: 0.003498s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
d4b492f990be14d68971b0a93b536fe81d99f2703c06e223c9ec059d42000769 (Dense)

ELL norm_hash:
9b473219b3714189875b03d296048b5165a19c0cb646938941b05606851b0531
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ROLF_norm_hash:
07c3b5f8e5bd3077e3dd07f5a728c81eb988df59807e175cac6413fb3292d82b
DENGS_norm_hash:
d4b492f990be14d68971b0a93b536fe81d99f2703c06e223c9ec059d42000769
Correctness vs Selected Baseline: Verified

Speedup (total): 3.60x (= 260% faster)

Speedup (per-iter): 3.65x (= 265% faster)

Energy Savings (proxy): 72.60%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"13aa6fe35d968b39e43bc505dac83cbbc16bbeca’f4aebead9808650c151905ad”,
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"d4b492f990be14d68971b0a93b536fe81d99f2703c06e223c9ec059d42000769",
"ELL_norm_hash™"
"9b473219b3714189875b03d296048b5165a19¢c0cb646938941b05606851b0531",
"ROLF_norm_hash";
"07c3b5f8e5bd3077e3dd07f5a728c81eb988df59807e175cac6413fb3292d82b",
"DENGS_norm_hash™
"d4b492f990be14d68971b0a93b536fe81d99f2703c06e223c9ec059d42000769",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"b5b8235d472339d02118fe49cade73d63c42ef9d5d0e2d472e0b5cd7e8439874",
"path_selected": "Dense", "rolv_build_s": 0.045721, "rolv_iter_s": 0.003498, "baseline_iter_s":
0.012765, "rolv_total_s": 3.543768, "baseline_total s": 12.764786,
"speedup_total_vs selected x": 3.602, "speedup _iter _vs_selected x": 3.649, "correct_norm":
"OK"}

[2025-12-18 23:16:29] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
block_diagonal | Zeros: 90%

A_hash: 4c9a657ceb6fd6b39139a011282391373d798ed7eb1e3998365f93e1b7284e41 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.012745s | ELL: 0.053751s

Selected baseline: Dense

rolv load time (operator build): 0.099818 s

rolv per-iter: 0.003492s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
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BASE_norm_hash:
9934d98dec07186374e71a4065deb2476fa40c02d3f18a0d5d6c5d6ec0f93222 (Dense)
ELL_norm_hash:
92a7c¢b938671112cdbd32640709b10b6bfb1e980da763c45c6382bc0299366f8
ROLF_norm_hash:
c5d727e0d9a4e176ce623fa9ffdd3e0c4255a89c8f990975e4ee7014fda276ad
DENGS_norm_hash:
9934d98dec07186374e71a4065deb2476fa40c02d3f18a0d5d6¢c5d6ec0f93222
Correctness vs Selected Baseline: Verified

Speedup (total): 3.56x (= 256% faster)

Speedup (per-iter): 3.66x (= 266% faster)

Energy Savings (proxy): 72.70%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"4c9a657ceb6fd6b39139a011282391373d798ed7eb1e3998365f93e1b7284e41",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"9934d98dec07186374e71a4065deb2476fa40c02d3f18a0d5d6¢c5d6ec0f93222",
"ELL_norm_hash":
"92a7cb938671112cdbd32640709b10b6bfb1€980da763c45c6382bc0299366f8",
"ROLF_norm_hash";
"c5d727e0d9a4e176ce623fa9ffdd3e0c4255a89c8f990975ed4ee7014fda276ad",
"DENGS_norm_hash":
"9934d98dec07186374e71a4065deb2476fa40c02d3f18a0d5d6¢c5d6ec0f93222",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"dbffc14816304b738a8831e3d21215338a7163f00e8015da1a7349b992701f4d",
"path_selected": "Dense", "rolv_build_s": 0.099818, "rolv_iter_s": 0.003492, "baseline_iter_s":
0.012791, "rolv_total_s": 3.592126, "baseline_total s": 12.791482,
"speedup_total vs selected x": 3.561, "speedup iter vs selected x": 3.663, "correct_norm":
"OK"}

[2025-12-18 23:17:03] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
random | Zeros: 95%

A_hash: 406c6029a0864120b837a8b19c8b7b2f5731fa294aef87125¢c79986b2aed0323 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.012744s | ELL: nans

Selected baseline: Dense
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rolv load time (operator build): 0.054164 s

rolv per-iter: 0.003502s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
b0dfd6d1a2a04e945f7a176728e07d3b7b5015bebec1cc7b0e08149bdad298ec (Dense)

ELL norm_hash:
b0dfd6d1a2a04e945f7a176728e07d3b7b5015bebec1cc7b0e08149bdad298ec
ROLF_norm_hash:
6a98b5fb52eb712a598a7f7053f6b730cd05ec5bcc19a2bb95ab557d9cbbb371
DENGS_norm_hash:
b0dfd6d1a2a04e945f7a176728e07d3b7b5015bebec1cc7b0e08149bdad298ec

Correctness vs Selected Baseline: Verified

Speedup (total): 3.59x (= 259% faster)

Speedup (per-iter): 3.65x (= 265% faster)

Energy Savings (proxy): 72.61%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"406c6029a0864120b837a8b19c8b7b2f5731fa294aef87125¢79986b2aed0323",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"b0dfd6d1a2a04e945f7a176728e07d3b7b5015bebec1cc7b0e08149bdad298ec”,
"ELL_norm_hash":
"b0dfd6d1a2a04e945f7a176728e07d3b7b5015bebec1cc7b0e08149bdad298ec”,
"ROLF_norm_hash":
"6a98b5fb52eb712a598a7f7053f6b730cd05ec5bcc19a2bb95ab557d9cbbb371",
"DENGS_norm_hash™
"b0dfd6d1a2a04e945f7a176728e07d3b7b5015bebec1cc7b0e08149bdad298ec”,
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"ca26200bb66a088ca605830cfa10d679a9c4d382ae84fdf699df73b389d564fc", "path_selected™:
"Dense", "rolv_build_s": 0.054164, "rolv_iter_s": 0.003502, "baseline_iter_s": 0.012783,
"rolv_total_s": 3.555879, "baseline_total_s": 12.783008, "speedup_total_vs_selected_x": 3.595,
"speedup_iter_vs_selected_x": 3.65, "correct_norm": "OK"}

[2025-12-18 23:17:36] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
power_law | Zeros: 95%
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A_hash: d2d33c487cfd817ca4543169¢31150da502f96b30fac9af503a112f8ee4428d7 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070

Baseline pilots per-iter -> Dense: 0.012748s | ELL: nans

Selected baseline: Dense

rolv load time (operator build): 0.065931 s

rolv per-iter: 0.003506s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
444aef9caacd12ca49504c80fab9a1447edc27e04d5a4485fa02d58e56fbe101 (Dense)
ELL_norm_hash:
444aef9caacd12ca49504c80fab9a1447edc27e04d5a4485fa02d58e56fbe101
ROLF_norm_hash: 90f7fd38f81836df5c2edb963f57f95dbe444a0fd6074dch6128a85374e3f38f
DENGS_norm_hash:
444aef9caacd12ca49504c80fab9a1447edc27e04d5a4485fa02d58e56fbe101

Correctness vs Selected Baseline: Verified

Speedup (total): 3.57x (= 257% faster)

Speedup (per-iter): 3.64x (= 264% faster)

Energy Savings (proxy): 72.53%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"d2d33c487cfd817ca4543169c¢31150da502f96b30fac9af503a112f8eed4428d7", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"444aef9caacd12ca49504c80fab9a1447edc27e04d5a4485fa02d58e56fbe101",
"ELL_norm_hash":
"444aef9caacd12ca49504c80fab9a1447edc27e04d5a4485fa02d58e56fbe101",
"ROLF_norm_hash";
"90f7fd38f81836df5¢c2edb963f57f95dbe444a0fd6074dcb6128a85374e3f38f",
"DENGS_norm_hash™
"444aef9caacd12cad49504c80fab9a1447edc27e04d5a4485fa02d58e56fbe101",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"d56a658767c1335d6235112f1€97e8e3390875bc267181f9f541b9d0a9b36585",
"path_selected": "Dense", "rolv_build_s": 0.065931, "rolv_iter_s": 0.003506, "baseline_iter_s":
0.012765, "rolv_total_s": 3.572267, "baseline_total_s": 12.765306,
"speedup_total_vs_selected_x": 3.573, "speedup_iter_vs_selected_x": 3.641, "correct_norm":
"OK"}
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[2025-12-18 23:18:09] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
banded | Zeros: 95%

A_hash: f40232815b603aec85de32c2742ea347afbbcd12¢c7edb8527cf1bfcb2f45¢7e0 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070

Baseline pilots per-iter -> Dense: 0.012852s | ELL: 0.027134s

Selected baseline: Dense

rolv load time (operator build): 0.046495 s

rolv per-iter: 0.003502s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
867cd0cb4d1f5888df007fc36de8d8e3b8513e299b540ff83230a84ba50935ce (Dense)
ELL_norm_hash: 055bcc67fdc84ea369ff19448825ee6487081dfc0fd8d588776fe329261b17ac
ROLF_norm_hash:
7725802d46974d1daad19bca0665278fd918c661663247bb5598e176baaeledc
DENGS_norm_hash:
867cd0cb4d1f5888df007fc36de8d8e3b8513e299b540ff83230a84ba50935ce

Correctness vs Selected Baseline: Verified

Speedup (total): 3.60x (= 260% faster)

Speedup (per-iter): 3.65x (= 265% faster)

Energy Savings (proxy): 72.61%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"f40232815b603aec85de32c2742ea347afbbcd12c7edb8527cf1bfcb2f45¢c7e0", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™:
"867cd0cb4d1f5888df007fc36de8d8e3b8513e299b540ff83230a84ba50935ce",
"ELL_norm_hash":
"055bcc67fdc84ea369ff19448825ee6487081dfc0fd8d588776fe329261b17ac",
"ROLF_norm_hash";
"7725802d46974d1daad19bca0665278fd918c661663247bb5598e176baaele4c”,
"DENGS_norm_hash™
"867cd0cb4d1f5888df007fc36de8d8e3b8513e299b540ff83230a84ba50935ce",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"1f5199ee4407bf8875e7259967122e2a66307c87f527c9cb36f45b9e9bf1303c", "path_selected":
"Dense", "rolv_build_s": 0.046495, "rolv_iter_s": 0.003502, "baseline_iter_s": 0.012784,
"rolv_total_s": 3.548342, "baseline_total_s": 12.783718, "speedup_total_vs_selected x": 3.603,
"speedup_iter_vs_selected_x": 3.651, "correct_norm": "OK"}
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[2025-12-18 23:18:43] Platform: Apple Silicon MPS (GPU accelerated) | Seed: 123456 | Pattern:
block_diagonal | Zeros: 95%

A_hash: 6df8265227dd7e9f793fb1d9b88fd78267d3c97bf1679b02f9818e8eed4a76da2 | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

Baseline pilots per-iter -> Dense: 0.012750s | ELL: 0.031272s

Selected baseline: Dense

rolv load time (operator build): 0.052266 s

rolv per-iter: 0.003494s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash: b3d38e557ce0316f63ace8dce966ebf439318ff0f04f291f55dab03f6326555f
(Dense)

ELL norm_hash:
e74202e745df45e80b87359e554e2e8165b781efb18dd4ee1cc73f6284a3e763
ROLF_norm_hash:
b82172508f0eabb60b549e94b6eeb94fe66969¢c279954b4c6cae01bc6abd5955
DENGS_norm_hash:
b3d38e557ce0316f63ace8dce966ebf439318ff0f04f291f55dab03f6326555f

Correctness vs Selected Baseline: Verified

Speedup (total): 3.60x (= 260% faster)

Speedup (per-iter): 3.66x (= 266% faster)

Energy Savings (proxy): 72.66%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "dense_label": "MPS Dense GEMM", "input_hash_A":
"6df8265227dd7e9f793fb1d9b88fd78267d3c97bf1679b02f9818e8eeda76da2", "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"DENSE_norm_hash™
"b3d38e557ce0316f63ace8dce966ebf439318ff0f04f291f55dab03f6326555f", "ELL_norm_hash":
"e74202e745df45e80b87359e554e2e8165b781efb18dd4ee1cc73f6284a3e763",
"ROLF_norm_hash":
"b82172508f0eabb60b549e94b6eeb94fe66969c279954b4c6cae01bc6abd5955",
"DENGS_norm_hash"
"b3d38e557ce0316f63ace8dce966ebf439318ff0f04f291f55dab03f6326555f",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"ab76eee3ee90789e66¢c123e50967a396fc8996a1d85cf25eb005a6¢c36e6d493a",
"path_selected": "Dense", "rolv_build_s": 0.052266, "rolv_iter_s": 0.003494, "baseline_iter_s":
0.012779, "rolv_total_s": 3.54638, "baseline_total_s": 12.778531,
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"speedup_total vs_selected x": 3.603, "speedup_iter_vs_selected x": 3.657, "correct_norm":
IIOKII}

=== FOOTER REPORT (Apple Silicon MPS (GPU accelerated)) ===

- Aggregate speedup (total vs selected): 3.58x (= 258% faster)

- Aggregate speedup (per-iter vs selected): 3.65x (= 265% faster)

- Aggregate energy savings (proxy vs selected): 72.6%

{"platform": "Apple Silicon MPS (GPU accelerated)", "device": "Apple M4 Pro (MPS) - PyTorch
2.9.1", "aggregate_speedup_total_vs_selected x": 3.583,
"aggregate_speedup_iter_vs_selected_x": 3.65, "aggregate_energy_savings_pct": 72.604}

=== Timing Measurement Explanation ===

- ROLV uses mathematical IP fully accelerated on MPS.

- Baselines: Dense GEMM and ELL.

- Sparse CSR/COO disabled (unsupported on MPS in PyTorch as of Dec 2025).
- All shape issues fixed; correct tiled reduction logic.
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Real LLM Matrix Test

=== ROLV Pruned LLM Test — Real OpenHermes-2.5-Mistral-7B-Pruned50 FFN ===
Batch: 5000 | Iters: 1000 | DTYPE: torch.float32

Loading neuralmagic/OpenHermes-2.5-Mistral-7B-pruned50 from Hugging Face
Loading checkpoint shards: 100% 2/2

[00:02<00:00, 1.35s/it]

FFN Layer O (up_proj): 14336 x 4096 (~58.0M params)

Sparsity: 50.00% (29,360,070 non-zeros)

Building ROLYV surrogate on real pruned FFN layer...
ROLYV build time: 0.002s

Dense cuBLAS: 0.009408s per iter
cuSPARSE CSR: 0.056773s per iter
COO: 0.358681s per iter
ROLV: 0.000229s per iter
Speedup vs Dense:  41.0x
Speedup vs cuSPARSE: 247.5%
Speedup vs COO: 1563.9x
Energy savings vs Dense: 97.6%
Build time: 0.002s
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Recommender System Test (MovieLens-1M, ~6k users x 3.7k items,
95.5% sparse)

December 19, 2025 Nvidia B200:

ROLV Recommender Short Test — Amazon Books (Fast Sample)

Device: cuda | DTYPE: torch.float16

Sampled ratings: 5,131,162

Users: 3,239,321, ltems: 1,146,543

Building ROLV surrogate (fast CPU mode)...

Build time: 0.10s

Note: Full CSR baseline OOM'd — using estimated cuSPARSE time ~0.02s for batch=512

=== ROLV Recommender Short Test Results ===
ROLYV per-iter: 0.003075s

Estimated speedup vs cuSPARSE: 6.5x

Estimated energy savings: 84.6%

Build time: 0.10s

ROLV Recommender Larger Test — Amazon Books (30% Sample)

Device: cuda | DTYPE: torch.float16

Sampled ratings: 15,393,486

Users: 7,234,687, Items: 1,912,044

Building ROLV surrogate (fast CPU mode)...

Build time: 0.29s

Note: Full CSR baseline OOM'd — using estimated cuSPARSE time ~0.055s for 30% sample
Speedup vs cuSPARSE: 1.4 40%

=== ROLV Recommender Larger Test Results ===
ROLYV per-iter: 0.006330s

Estimated speedup vs cuSPARSE: 8.7x

Estimated energy savings: 88.5%

Build time: 0.29s
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Graph Neural Network Test (Reddit or ogbn-arxiv, ~90-99% sparse
adjacency)

Nvidia B200

ROLV GNN Benchmark — Reddit (Full Scale, 1000 Iters)
Device: cuda | DTYPE: torch.float16

Nodes: 232,965, Edges: 114,615,892

Building ROLV surrogate...

ROLYV surrogate built (fast GPU vectorized)

ROLYV build time: 0.012s

=== ROLV GNN Benchmark Results (Reddit Full Scale, 1000 Iters) ===
CSR per-iter: 0.000800s

ROLYV per-iter: 0.000044s

Speedup vs CSR: 18.2x

Energy savings vs CSR: 94.5%

Build time: 0.012s

Scientific Sparse Test (Banded/Power-Law Matrices)

Representative of: Physics simulations, PDE solvers, engineering.
Real-world effect: Accelerates climate modeling, materials science, CFD.
Platform: Nvidia B200 GPU (CUDA/ROCmMm) | Device: cuda

Platform: GPU (CUDA/ROCm) | Device: cuda

--- Case ---

Pattern: random | Zeros: 60%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000749s

ROLYV per-iter: 0.000052s
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Speedup vs Dense: 14.52x
Estimated energy savings: 93.1%

--- Case ---

Pattern: power_law | Zeros: 60%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000699s

ROLYV per-iter: 0.000049s
Speedup vs Dense: 14.37x
Estimated energy savings: 93.0%

--- Case ---

Pattern: banded | Zeros: 60%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000590s

ROLYV per-iter: 0.000043s
Speedup vs Dense: 13.66x
Estimated energy savings: 92.7%

--- Case ---

Pattern: block_diagonal | Zeros: 60%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000583s

ROLYV per-iter: 0.000043s

Speedup vs Dense: 13.50x
Estimated energy savings: 92.6%

--- Case ---

Pattern: random | Zeros: 80%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000691s

ROLYV per-iter: 0.000049s
Speedup vs Dense: 14.10x
Estimated energy savings: 92.9%

--- Case ---
Pattern: power_law | Zeros: 80%
Shape: 32768 x 32768 | Batch: 512
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ROLYV build time: 0.002s

Dense per-iter: 0.000665s

ROLYV per-iter: 0.000046s
Speedup vs Dense: 14.36x
Estimated energy savings: 93.0%

--- Case -

Pattern: banded | Zeros: 80%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000589s

ROLYV per-iter: 0.000043s
Speedup vs Dense: 13.63x
Estimated energy savings: 92.7%

--- Case ---

Pattern: block_diagonal | Zeros: 80%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000583s

ROLYV per-iter: 0.000043s

Speedup vs Dense: 13.51x
Estimated energy savings: 92.6%

--- Case ---

Pattern: random | Zeros: 90%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000655s

ROLYV per-iter: 0.000047s
Speedup vs Dense: 13.90x
Estimated energy savings: 92.8%

--- Case ---

Pattern: power_law | Zeros: 90%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000646s

ROLYV per-iter: 0.000047s
Speedup vs Dense: 13.87x
Estimated energy savings: 92.8%
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--- Case ---

Pattern: banded | Zeros: 90%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000589s

ROLYV per-iter: 0.000043s
Speedup vs Dense: 13.63x
Estimated energy savings: 92.7%

--- Case ---

Pattern: block_diagonal | Zeros: 90%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000583s

ROLYV per-iter: 0.000043s

Speedup vs Dense: 13.49x
Estimated energy savings: 92.6%

--- Case ---

Pattern: random | Zeros: 95%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000636s

ROLYV per-iter: 0.000045s
Speedup vs Dense: 14.02x
Estimated energy savings: 92.9%

--- Case ---

Pattern: power_law | Zeros: 95%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.001s

Dense per-iter: 0.000633s

ROLYV per-iter: 0.000046s
Speedup vs Dense: 13.81x
Estimated energy savings: 92.8%

--- Case ---

Pattern: banded | Zeros: 95%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.003s

Dense per-iter: 0.000586s

ROLYV per-iter: 0.000043s
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Speedup vs Dense: 13.56x
Estimated energy savings: 92.6%

--- Case ---

Pattern: block_diagonal | Zeros: 95%
Shape: 32768 x 32768 | Batch: 512
ROLYV build time: 0.002s

Dense per-iter: 0.000583s

ROLYV per-iter: 0.000043s

Speedup vs Dense: 13.50x
Estimated energy savings: 92.6%

=== FINAL RESULTS (ROLV GPU-Safe, Large-N, High-Iteration) ===
Average speedup vs Dense: 13.84x
Average energy savings: 92.8%
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CUDA available: NVIDIA B200
Matrix: 50000x50000, Batch: 5000, Density: 0.010 (99% sparse)
Iters: 1000, Warmup: 2

=== PATTERN: RANDOM (99% sparsity) ====
NNZ: 24,876,076

Running cuSPARSE...

cuSPARSE GPU time: 0.049292s per iter
cuSPARSE wall-clock: 0.049291s per iter

Building rolv...
rolv build: 0.088247s

rolv GPU time: 0.001932s per iter
rolv wall-clock: 0.001932s per iter

=== COMPARISON ===
Speedup wall-clock: 25.51x
Speedup GPU time: 25.51x

=== PATTERN: POWER_LAW (99% sparsity) ====
NNZ: 9,994,001

Running cuSPARSE...

cuSPARSE GPU time: 0.020129s per iter
cuSPARSE wall-clock: 0.020129s per iter

Building rolv...
rolv build: 0.111304s

rolv GPU time: 0.002177s per iter
rolv wall-clock: 0.002177s per iter

=== COMPARISON ===
Speedup wall-clock: 9.25x
Speedup GPU time: 9.25x

=== PATTERN: BANDED (99% sparsity) ====
NNZ: 989,020

Running cuSPARSE...

cuSPARSE GPU time: 0.002579s per iter
cuSPARSE wall-clock: 0.002579s per iter
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Building rolv...
rolv build: 0.087416s

rolv GPU time: 0.001932s per iter
rolv wall-clock: 0.001932s per iter

=== COMPARISON ===
Speedup wall-clock: 1.34x
Speedup GPU time: 1.34x

=== PATTERN: BLOCK_DIAGONAL (99% sparsity) ====
NNZ: 621,937

Running cuSPARSE...

cuSPARSE GPU time: 0.001928s per iter

cuSPARSE wall-clock: 0.001928s per iter

Building rolv...
rolv build: 0.086123s

rolv GPU time: 0.001932s per iter
rolv wall-clock: 0.001932s per iter

=== COMPARISON ===
Speedup wall-clock: 1.00x
Speedup GPU time: 1.00x

=== Timing & Energy Measurement Explanation ===

1. Per-iteration timing:
- Each library (Dense GEMM, CSR SpMM, rolv) is warmed up for a fixed number of iterations.
- Then 'iters' iterations are executed, with synchronization to ensure all GPU/TPU work is
complete.
- The average time per iteration is reported as <library>_iter_s.

2. Build/setup time:

- For rolv, operator construction (tiling, quantization, surrogate build) is timed separately as
rolv_build_s.

- Vendor baselines (Dense/CSR) have negligible build cost, so only per-iter times are used.

3. Total time:
- For each library, total runtime = build/setup time + (per-iter time x number of iterations).
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- Example: rolv_total_s = rolv_build_s + rolv_iter_s * iters
baseline_total_s = baseline_iter_s * iters
- This ensures all overheads are included, so comparisons are fair.

4. Speedup calculation:
- Speedup (per-iter) = baseline_iter_s / rolv_iter_s
- Speedup (total) = baseline_total_s /rolv_total_s
- Both metrics are reported to show raw kernel efficiency and end-to-end cost.

5. Energy measurement:
- Proxy energy savings are computed from per-iter times:
energy_savings_pct =100 x (1 - rolv_iter_s / baseline_iter_s)
- If telemetry is enabled (NVML/ROCm SMI), instantaneous power samples (W) are integrated
over time to yield Joules (trapz).
- Telemetry totals, when collected, are reported as energy_iter_adaptive_telemetry in the
JSON payload.

6. Fairness guarantee:

- All libraries run the same matrix/vector inputs (identical seeds, identical input hashes).

- All outputs are normalized in CPU-fp64 before hashing to remove backend-specific numeric
artifacts.

- CSR canonicalization (sorted indices) stabilizes sparse ordering and ensures reproducible
hashes.

- All times include warmup, synchronization, and build/setup costs (for rolv) so speedups and
energy savings are directly comparable across Dense, CSR, and rolv.

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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Google TPU v5e-8

=== rolvSPARSE® Test — Pattern: random | Zeros: 0% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
A_hash (data): 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (224999781 > 17000000)
rolvSPARSE® build time: 3.459738s
rolvSPARSE® vs Vendor Dense:

Vendor Dense per-iter: 0.010486s

rolvSPARSE® per-iter: 0.002045s

Speedup: 5.13x (413% faster)

Energy savings: 80.50%
rolv FLOPS: 1799998248000 | GFLOPS: 880195.05 | Tokens/s: 1955991
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 171651.26 | Tokens/s: 381447
% diff FLOPS vs vendor dense: 412.78% | % diff Tokens vs vendor dense: 412.78%
rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010509s

rolvSPARSE® per-iter: 0.002045s

Speedup vs vendor sparse: 5.14x (414% faster)

Energy savings vs vendor sparse: 80.54%
Vendor Sparse FLOPS: 1799998248000 | GFLOPS: 171284.40 | Tokens/s: 380632
% diff FLOPS vs vendor sparse: 413.88% | % diff Tokens vs vendor sparse: 413.88%
Best vendor baseline: dense with per-iter: 0.010486s
rolv vs best vendor baseline (dense): % diff FLOPS: 412.78% | % diff Tokens: 412.78%
ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash:
92e7cde646b08e62e1bed4905213b088729dac8509e498ebc75e4a1227b379ec5
{"zeros_pct": 0.0, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
3.459738413000025, "rolv_iter_s": 0.0020449992929999893, "baseline_iter_s":
0.010486377996999977, "speedup_x": 5.127814974261721, "speedup_pct":
412.7814974261721, "energy_savings_pct": 80.4985163267523, "A_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070",
"rolv_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"92e7cde646b08e62e1be4905213b088729dac8509e498ebc75e4a1227b379ec5"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 10% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
A_hash (data): c78df15cb6b49745d288f7ff86fe47e2ed2fedde04c3bab0f1467c65c6eb1129
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V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (202503283 > 17000000)
rolvSPARSE® build time: 3.309903s
rolvSPARSE® vs Vendor Dense:

Vendor Dense per-iter: 0.010527s

rolvSPARSE® per-iter: 0.002010s

Speedup: 5.24x (424% faster)

Energy savings: 80.91%
rolv FLOPS: 1620026264000 | GFLOPS: 806043.00 | Tokens/s: 1990197
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 170996.06 | Tokens/s: 379991
% diff FLOPS vs vendor dense: 371.38% | % diff Tokens vs vendor dense: 423.75%
rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010464s

rolvSPARSE® per-iter: 0.002010s

Speedup vs vendor sparse: 5.21x (421% faster)

Energy savings vs vendor sparse: 80.79%
Vendor Sparse FLOPS: 1620026264000 | GFLOPS: 154818.64 | Tokens/s: 382262
% diff FLOPS vs vendor sparse: 420.64% | % diff Tokens vs vendor sparse: 420.64%
Best vendor baseline: sparse with per-iter: 0.010464s
rolv vs best vendor baseline (sparse): % diff FLOPS: 420.64% | % diff Tokens: 420.64%
ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash: 51bd5f2d5335332a02c658a540cadeb966b99e99faff06bfcb65f0a349f4468f
{"zeros_pct": 0.1, "pattern": "random"”, "selected_baseline": "sparse", "rolv_build_s":
3.3099033729999974, "rolv_iter_s": 0.002009850911000001, "baseline_iter_s":
0.010464026205999972, "speedup_x": 5.237482324876772, "speedup_pct":
423.74823248767717, "energy_savings_pct": 80.90685680693866, "A_hash":
"c78df15cb6b49745d288f7{f86fe47e2ed2fedde04c3bab0f1467c65c6eb1129", "V _hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"51bd5f2d5335332a02c658a540cadeb966b99e99faff06bfcb65f0a349f4468f"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 20% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
A _hash (data): 001c1ee69cbd74101a8cdd2485b05e9daa117edeb9760a4c21021b094 3fccdd3
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (179986768 > 17000000)
rolvSPARSE® build time: 3.331750s
rolvSPARSE® vs Vendor Dense:
Vendor Dense per-iter: 0.010491s
rolvSPARSE® per-iter: 0.002021s
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Speedup: 5.19x (419% faster)

Energy savings: 80.74%
rolv FLOPS: 1439894144000 | GFLOPS: 712500.36 | Tokens/s: 1979313
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 171580.05 | Tokens/s: 381289
% diff FLOPS vs vendor dense: 315.26% | % diff Tokens vs vendor dense: 419.11%
rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010475s

rolvSPARSE® per-iter: 0.002021s

Speedup vs vendor sparse: 5.18x (418% faster)

Energy savings vs vendor sparse: 80.71%
Vendor Sparse FLOPS: 1439894144000 | GFLOPS: 137458.59 | Tokens/s: 381857
% diff FLOPS vs vendor sparse: 418.34% | % diff Tokens vs vendor sparse: 418.34%
Best vendor baseline: sparse with per-iter: 0.010475s
rolv vs best vendor baseline (sparse): % diff FLOPS: 418.34% | % diff Tokens: 418.34%
ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash:
b40a36b96360f539a90f198860357ae2904823cda7c33dc1593cc071e24e9616
{"zeros_pct": 0.2, "pattern": "random"”, "selected_baseline": "sparse", "rolv_build_s":
3.331750136000039, "rolv_iter_s": 0.002020903037000039, "baseline_iter_s":
0.010475111814999992, "speedup_x": 5.191110207629302, "speedup_pct":
419.11102076293025, "energy_savings_pct": 80.73629801713102, "A_hash":
"001c1ee69cbd74101a8cdd2485b05e9daa117edeb9760a4c21021b0943fccdd3”, "V_hash"
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"b40a36b96360f539a90f198860357ae2904823cda7c33dc1593cc071e24e9616"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 30% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
A_hash (data): c4b86f0f90bde40fcd8d2c12f920a7f0e7a53ce8829cbb9e8cf66a719a13f17f
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (157492667 > 17000000)
rolvSPARSE® build time: 3.366737s
rolvSPARSE® vs Vendor Dense:
Vendor Dense per-iter: 0.010451s
rolvSPARSE® per-iter: 0.002002s
Speedup: 5.22x (422% faster)
Energy savings: 80.84%
rolv FLOPS: 1259941336000 | GFLOPS: 629256.93 | Tokens/s: 1997734
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 172229.62 | Tokens/s: 382732
% diff FLOPS vs vendor dense: 265.36% | % diff Tokens vs vendor dense: 421.97%
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rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010463s

rolvSPARSE® per-iter: 0.002002s

Speedup vs vendor sparse: 5.23x (423% faster)

Energy savings vs vendor sparse: 80.86%
Vendor Sparse FLOPS: 1259941336000 | GFLOPS: 120414.50 | Tokens/s: 382286
% diff FLOPS vs vendor sparse: 422.58% | % diff Tokens vs vendor sparse: 422.58%
Best vendor baseline: dense with per-iter: 0.010451s
rolv vs best vendor baseline (dense): % diff FLOPS: 265.36% | % diff Tokens: 421.97%
ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash: 0a19eff65ed75cf0fd3b7984f168802ebc1b45f727b9ee1f1736b47fae81balc
{"zeros_pct": 0.3, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
3.366737436000051, "rolv_iter_s": 0.0020022684970000455, "baseline_iter_s":
0.010451164175999906, "speedup_x": 5.219661694552281, "speedup_pct":
421.9661694552281, "energy_savings_pct": 80.841670236144, "A_hash":
"c4b86f0f90bde40fcd8d2c12f920a7f0e7a53ce8829cbb9e8cf66a719a13f17f", "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"0a19eff65ed75cf0fd3b7984f168802ebc1b45f727b9ee1f1736b47fae81ba1c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 40% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
A_hash (data): d9e584070e8f0a56e6a936e21d797a58ca8d0343ebd18f0bcda6b35829f81409
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (134997729 > 17000000)
rolvSPARSE® build time: 3.302367s
rolvSPARSE® vs Vendor Dense:

Vendor Dense per-iter: 0.010530s

rolvSPARSE® per-iter: 0.002037s

Speedup: 5.17x (417% faster)

Energy savings: 80.66%
rolv FLOPS: 1079981832000 | GFLOPS: 530282.27 | Tokens/s: 1964041
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 170932.98 | Tokens/s: 379851
% diff FLOPS vs vendor dense: 210.23% | % diff Tokens vs vendor dense: 417.06%
rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010482s

rolvSPARSE® per-iter: 0.002037s

Speedup vs vendor sparse: 5.15x (415% faster)

Energy savings vs vendor sparse: 80.57%
Vendor Sparse FLOPS: 1079981832000 | GFLOPS: 103033.53 | Tokens/s: 381612
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% diff FLOPS vs vendor sparse: 414.67% | % diff Tokens vs vendor sparse: 414.67%

Best vendor baseline: sparse with per-iter: 0.010482s

rolv vs best vendor baseline (sparse): % diff FLOPS: 414.67% | % diff Tokens: 414.67%

ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash: e65a2de7309addd41b56d366ca0728ac9a2fce101727493958964f9e54fe232a
{"zeros_pct": 0.4, "pattern": "random", "selected_baseline": "sparse", "rolv_build_s":
3.302367347000086, "rolv_iter_s": 0.0020366169169999467, "baseline_iter_s":
0.010481848455999965, "speedup_ x": 5.170556592700741, "speedup_pct":
417.0556592700741, "energy_savings_pct": 80.65972237086241, "A_hash":
"d9e584070e8f0a56e6a936e21d797a58ca8d0343ebd18f0bcda6b35829f81409", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"e65a2de7309addd41b56d366ca0728ac9a2fce101727493958964f9e54fe232a"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 50% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
A_hash (data): 7bd54cda3b064d3595874a15925a2bfd35fa04ccc49aal359e25dddcac850de25
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (112494465 > 17000000)
rolvSPARSE® build time: 3.372937s
rolvSPARSE® vs Vendor Dense:

Vendor Dense per-iter: 0.010444s

rolvSPARSE® per-iter: 0.002009s

Speedup: 5.20x (420% faster)

Energy savings: 80.77%
rolv FLOPS: 899955720000 | GFLOPS: 448068.80 | Tokens/s: 1991515
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 172341.70 | Tokens/s: 382982
% diff FLOPS vs vendor dense: 159.99% | % diff Tokens vs vendor dense: 420.00%
rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010532s

rolvSPARSE® per-iter: 0.002009s

Speedup vs vendor sparse: 5.24x (424% faster)

Energy savings vs vendor sparse: 80.93%
Vendor Sparse FLOPS: 899955720000 | GFLOPS: 85450.12 | Tokens/s: 379797
% diff FLOPS vs vendor sparse: 424.36% | % diff Tokens vs vendor sparse: 424.36%
Best vendor baseline: dense with per-iter: 0.010444s
rolv vs best vendor baseline (dense): % diff FLOPS: 159.99% | % diff Tokens: 420.00%
ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash: f84cfaf1e39abedefaf5ceb3fb5b7bdf8e78f38afaf0a176903d7e0cdb630beb

{"zeros_pct": 0.5, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
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3.3729367629999842, "rolv_iter_s": 0.002008521303000066, "baseline_iter_s":
0.010444367382999985, "speedup_x": 5.200028183619241, "speedup_pct":
420.00281836192414, "energy_savings_pct": 80.76933499802695, "A_hash":
"7bd54cda3b064d3595874a15925a2bfd35fa04ccc49aal359e25dddcac850de25", "V _hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"f84cfaf1e39abedefafbceb3fb5b7bdf8e78f38afaf0a176903d7e0cdb630beb"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 60% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
A_hash (data): 4ef249f2b213ae26e337b2e98d21cbc05413bc96425¢7a004d608538¢c46612f7
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (89997712 > 17000000)
rolvSPARSE® build time: 3.322148s
rolvSPARSE® vs Vendor Dense:

Vendor Dense per-iter: 0.010517s

rolvSPARSE® per-iter: 0.002037s

Speedup: 5.16x (416% faster)

Energy savings: 80.63%
rolv FLOPS: 719981696000 | GFLOPS: 353477.74 | Tokens/s: 1963815
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 171144.91 | Tokens/s: 380322
% diff FLOPS vs vendor dense: 106.54% | % diff Tokens vs vendor dense: 416.36%
rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010513s

rolvSPARSE® per-iter: 0.002037s

Speedup vs vendor sparse: 5.16x (416% faster)

Energy savings vs vendor sparse: 80.63%
Vendor Sparse FLOPS: 719981696000 | GFLOPS: 68486.19 | Tokens/s: 380489
% diff FLOPS vs vendor sparse: 416.13% | % diff Tokens vs vendor sparse: 416.13%
Best vendor baseline: sparse with per-iter: 0.010513s
rolv vs best vendor baseline (sparse): % diff FLOPS: 416.13% | % diff Tokens: 416.13%
ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash: f0a512df26ece910c882cc69beccObd2785162484a2ccffOb3e51894ecc25222
{"zeros_pct": 0.6, "pattern": "random", "selected_baseline": "sparse", "rolv_build_s":
3.3221483099999887, "rolv_iter_s": 0.0020368515830000433, "baseline_iter_s":
0.010512800421000066, "speedup_x": 5.1635588364808775, "speedup_pct":
416.35588364808774, "energy_savings_pct": 80.6335120472544, "A_hash":
"4ef249f2b213ae26e337b2e98d21cbc05413bc96425¢7a004d608538¢c46612f7", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
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"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"f0a512df26ece910c882cc69becc0bd2785162484a2ccff0b3e51894ecc25222"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 70% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
A_hash (data): 5¢64feb74c6305450ba655b53d132fd4ea513951706d9684e59b4cebc134595f
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (67498257 > 17000000)
rolvSPARSE® build time: 3.321962s
rolvSPARSE® vs Vendor Dense:

Vendor Dense per-iter: 0.010511s

rolvSPARSE® per-iter: 0.002050s

Speedup: 5.13x (413% faster)

Energy savings: 80.50%
rolv FLOPS: 539986056000 | GFLOPS: 263402.75 | Tokens/s: 1951182
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 171252.54 | Tokens/s: 380561
% diff FLOPS vs vendor dense: 53.81% | % diff Tokens vs vendor dense: 412.71%
rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010519s

rolvSPARSE® per-iter: 0.002050s

Speedup vs vendor sparse: 5.13x (413% faster)

Energy savings vs vendor sparse: 80.51%
Vendor Sparse FLOPS: 539986056000 | GFLOPS: 51336.74 | Tokens/s: 380282
% diff FLOPS vs vendor sparse: 413.09% | % diff Tokens vs vendor sparse: 413.09%
Best vendor baseline: dense with per-iter: 0.010511s
rolv vs best vendor baseline (dense): % diff FLOPS: 53.81% | % diff Tokens: 412.71%
ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash: f6cc11756066db65881f9fd6a713b5c63bca39cf55d55dafo6f91f88281585e1
{"zeros_pct": 0.7, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
3.3219620190000114, "rolv_iter_s": 0.002050039579999975, "baseline_iter_s":
0.010510793162000027, "speedup_x": 5.127117185708266, "speedup_pct":
412.7117185708266, "energy_savings_pct": 80.49586222083084, "A_hash":
"5c64feb74c6305450ba655b53d132fd4ea513951706d9684e59b4cebc134595f", "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash™
"f6cc11756066db65881f9fd6a713b5c63bcal39cf55d55daf96f91f88281585e1"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 80% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
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A_hash (data): 9a42fdacdc71cdaebddad8686¢c38ce5b544d59b9edcee90adfde0a960cfcddcb
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (45003032 > 17000000)
rolvSPARSE® build time: 1.804306s
rolvSPARSE® vs Vendor Dense:

Vendor Dense per-iter: 0.010551s

rolvSPARSE® per-iter: 0.002722s

Speedup: 3.88x (288% faster)

Energy savings: 74.20%
rolv FLOPS: 360024256000 | GFLOPS: 132276.28 | Tokens/s: 1469637
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 170597.24 | Tokens/s: 379105
% diff FLOPS vs vendor dense: -22.46% | % diff Tokens vs vendor dense: 287.66%
rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010529s

rolvSPARSE® per-iter: 0.002722s

Speedup vs vendor sparse: 3.87x (287% faster)

Energy savings vs vendor sparse: 74.15%
Vendor Sparse FLOPS: 360024256000 | GFLOPS: 34192.73 | Tokens/s: 379894
% diff FLOPS vs vendor sparse: 286.85% | % diff Tokens vs vendor sparse: 286.85%
Best vendor baseline: sparse with per-iter: 0.010529s
rolv vs best vendor baseline (sparse): % diff FLOPS: 286.85% | % diff Tokens: 286.85%
ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash: 8ae83574¢1c477b9ffc823d621becchb3485bdad418b235add015e537f9¢348793
{"zeros_pct": 0.8, "pattern": "random", "selected_baseline": "sparse", "rolv_build_s":
1.804305549999981, "rolv_iter_s": 0.002721759818999999, "baseline_iter_s":
0.010529263915999992, "speedup x": 3.876597501493185, "speedup_pct":
287.6597501493185, "energy_savings_pct": 74.20418293065451, "A_hash":
"9a42fdacdc71cdaebddad8686c38ce5b544d59b9edcee90adfde0a960cfcddcb”, "V _hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd",
"base_norm_hash":
"8ae83574c1c477b9ffc823d621beccb3485bdad18b235add015e537f9¢c348793"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 90% ====
Shape: 15000x15000 | Batch: 4000 | Iters: 1000
A_hash (data): 3d61022393d35¢3894867de79d6391e47207a1574f89a91d0a1817e39688ac99
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Using dense for vendor sparse baseline due to high nnz (22505461 > 17000000)
rolvSPARSE® build time: 1.764728s
rolvSPARSE® vs Vendor Dense:
Vendor Dense per-iter: 0.010537s



ROLV
Benchmarks report

rolvSPARSE® per-iter: 0.002695s

Speedup: 3.91x (291% faster)

Energy savings: 74.42%
rolv FLOPS: 180043688000 | GFLOPS: 66801.73 | Tokens/s: 1484123
Vendor Dense FLOPS: 1800000000000 | GFLOPS: 170819.49 | Tokens/s: 379599
% diff FLOPS vs vendor dense: -60.89% | % diff Tokens vs vendor dense: 290.97%
rolvSPARSE® vs Vendor Sparse:

Vendor Sparse per-iter: 0.010551s

rolvSPARSE® per-iter: 0.002695s

Speedup vs vendor sparse: 3.91x (291% faster)

Energy savings vs vendor sparse: 74.46%
Vendor Sparse FLOPS: 180043688000 | GFLOPS: 17064.07 | Tokens/s: 379110
% diff FLOPS vs vendor sparse: 291.48% | % diff Tokens vs vendor sparse: 291.48%
Best vendor baseline: dense with per-iter: 0.010537s
rolv vs best vendor baseline (dense): % diff FLOPS: -60.89% | % diff Tokens: 290.97%
ROLV norm hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
Base norm hash: 98da5c4ec5dba8c644cfObab1ef86073d1892fddca8c4696b4c3043d5b714f74
{"zeros_pct": 0.9, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
1.7647278240000333, "rolv_iter_s": 0.0026951950249999752, "baseline_iter_s":
0.010537439446999997, "speedup_x": 3.9097131559153473, "speedup_pct":
290.97131559153473, "energy_savings_pct": 74.42267603476198, "A_hash™":
"3d61022393d35¢3894867de79d6391e47207a1574f89a91d0a1817e39688ac99", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"98da5c4ec5dba8c644cfObab1ef86073d1892fddca8c4696b4c3043d5b714f74"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 0% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): b636640983ebe8398b45d536e2fc288f41a0ba0002a0dcfOcbf52adb5¢c7df3b9
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.257837s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006910s
rolvSPARSE® per-iter: 0.003822s
Speedup: 1.81x (81% faster)
Energy savings: 44.68%
rolv FLOPS: 15846991000 | GFLOPS: 4145.92 | Tokens/s: 130811
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2315.50 | Tokens/s: 72360
% diff FLOPS vs dense: 79.05% | % diff Tokens vs dense: 80.78%
Vendor Sparse (CSR) FLOPS: 15846991000 | GFLOPS: 498.19 | Tokens/s: 15719
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% diff FLOPS vs sparse: 732.20% | % diff Tokens vs sparse: 732.20%

Best baseline: dense with per-iter: 0.006910s

rolv vs best baseline (dense): % diff FLOPS: 79.05% | % diff Tokens: 80.78%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.0, "pattern": "power_law", "selected_baseline": "dense", "rolv_build_s":
0.25783651500000815, "rolv_iter_s": 0.003822314297000048, "baseline_iter_s":
0.006909941717000151, "speedup_x": 1.807790040296643, "speedup_pct":
80.77900402966429, "energy_savings_pct": 44.683841723350326, "A_hash™
"b636640983ebe8398b45d536e2fc288f41a0ba0002a0dcfOcbf52adb5c7df3b9", "V _hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 10% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): a2019c61391bee1be2af5e8e9e3c3d2477e16b5d084ede148008aa4 1fd67eeb6
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.247644s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006667s

rolvSPARSE® per-iter: 0.003459s

Speedup: 1.93x (93% faster)

Energy savings: 48.11%
rolv FLOPS: 14260518000 | GFLOPS: 4122.23 | Tokens/s: 144533
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2399.76 | Tokens/s: 74993
% diff FLOPS vs dense: 71.78% | % diff Tokens vs dense: 92.73%
Vendor Sparse (CSR) FLOPS: 14260518000 | GFLOPS: 503.23 | Tokens/s: 17644
% diff FLOPS vs sparse: 719.16% | % diff Tokens vs sparse: 719.16%
Best baseline: dense with per-iter: 0.006667s
rolv vs best baseline (dense): % diff FLOPS: 71.78% | % diff Tokens: 92.73%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.1, "pattern": "power_law", "selected_baseline": "dense", "rolv_build_s":
0.24764366799990967, "rolv_iter_s": 0.003459414128999924, "baseline_iter_s":
0.006667330702000072, "speedup_x": 1.9273005351133021, "speedup_pct":
92.73005351133021, "energy_savings_pct": 48.11395618996121, "A_hash":
"a2019c61391bee1be2af5e8e9e3c3d2477e16b5d084ede148008aa41fd67eeb6", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
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"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 20% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 1897b553aed1f062cb9bbb0a676a35b6cd287fdac60af2948024caea7c613514
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.252936s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006883s

rolvSPARSE® per-iter: 0.003852s

Speedup: 1.79x (79% faster)

Energy savings: 44.03%
rolv FLOPS: 12675759000 | GFLOPS: 3290.40 | Tokens/s: 129791
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2324.41 | Tokens/s: 72638
% diff FLOPS vs dense: 41.56% | % diff Tokens vs dense: 78.68%
Vendor Sparse (CSR) FLOPS: 12675759000 | GFLOPS: 404.42 | Tokens/s: 15953
% diff FLOPS vs sparse: 713.60% | % diff Tokens vs sparse: 713.60%
Best baseline: dense with per-iter: 0.006883s
rolv vs best baseline (dense): % diff FLOPS: 41.56% | % diff Tokens: 78.68%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.2, "pattern": "power_law", "selected baseline": "dense", "rolv_build_s":
0.2529363070000272, "rolv_iter_s": 0.0038523434490000453, "baseline_iter_s":
0.006883452520999981, "speedup_x": 1.7868221284337258, "speedup_pct":
78.68221284337258, "energy_savings_pct": 44.03472040742131, "A_hash":
"1897b553aed1f062cb9bbb0a676a35b6cd287fdac60af2948024caea7c613514", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 30% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 8708c77e354548badb302f01c730deb8bcb0e5eal08f52f34a84d804be806500f
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.261408s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006748s

rolvSPARSE® per-iter: 0.003865s

Speedup: 1.75x (75% faster)

Energy savings: 42.73%
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rolv FLOPS: 11096393000 | GFLOPS: 2871.37 | Tokens/s: 129383

Vendor Dense FLOPS: 16000000000 | GFLOPS: 2371.00 | Tokens/s: 74094

% diff FLOPS vs dense: 21.10% | % diff Tokens vs dense: 74.62%

Vendor Sparse (CSR) FLOPS: 11096393000 | GFLOPS: 424.94 | Tokens/s: 19148

% diff FLOPS vs sparse: 575.70% | % diff Tokens vs sparse: 575.70%

Best baseline: dense with per-iter: 0.006748s

rolv vs best baseline (dense): % diff FLOPS: 21.10% | % diff Tokens: 74.62%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.3, "pattern": "power_law", "selected baseline": "dense", "rolv_build_s":
0.2614081310000529, "rolv_iter_s": 0.0038645000709998387, "baseline_iter_s":
0.006748204733999955, "speedup x": 1.7462038064483805, "speedup_pct":
74.62038064483805, "energy_savings_pct": 42.73291603722312, "A_hash":
"8708c77e354548badb302f01c730deb8bcb0e5ea08f52f34a84d804be806500f", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 0% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): dedce40824b71f35dbc8b9848a988aee0b63d3f5d13dccd6754fe600b8b99738
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.298057s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.007092s

rolvSPARSE® per-iter: 0.003767s

Speedup: 1.88x (88% faster)

Energy savings: 46.89%
rolv FLOPS: 637520000 | GFLOPS: 169.23 | Tokens/s: 132729
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2255.96 | Tokens/s: 70499
% diff FLOPS vs dense: -92.50% | % diff Tokens vs dense: 88.27%
Vendor Sparse (CSR) FLOPS: 637520000 | GFLOPS: 589.59 | Tokens/s: 462412
% diff FLOPS vs sparse: -71.30% | % diff Tokens vs sparse: -71.30%
Best baseline: csr with per-iter: 0.001081s
rolv vs best baseline (csr): % diff FLOPS: -71.30% | % diff Tokens: -71.30%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.0, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.2980572599999505, "rolv_iter_s": 0.0037670699239999977, "baseline_iter_s":
0.00108128623399989, "speedup_x": 1.8827142991997665, "speedup_pct":
88.27142991997665, "energy_savings_pct": 46.885196525832804, "A_hash":
"dedce40824b71f35dbc8b9848a988aee0b63d3f5d13dccd6754fe600b8b99738", "V_hash":
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"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 10% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 62d36c018abfbb0fcf2f5613f26a645dade5a460b9176193ec60b584275b468a
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.291007s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006659s

rolvSPARSE® per-iter: 0.003617s

Speedup: 1.84x (84% faster)

Energy savings: 45.69%
rolv FLOPS: 573732000 | GFLOPS: 158.62 | Tokens/s: 138236
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2402.60 | Tokens/s: 75081
% diff FLOPS vs dense: -93.40% | % diff Tokens vs dense: 84.11%
Vendor Sparse (CSR) FLOPS: 573732000 | GFLOPS: 637.98 | Tokens/s: 555994
% diff FLOPS vs sparse: -75.14% | % diff Tokens vs sparse: -75.14%
Best baseline: csr with per-iter: 0.000899s
rolv vs best baseline (csr): % diff FLOPS: -75.14% | % diff Tokens: -75.14%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.1, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.29100653999989845, "rolv_iter_s": 0.0036170134289998258, "baseline_iter_s":
0.0008992898300000434, "speedup_x": 1.841146666364893, "speedup_pct":
84.1146666364893, "energy_savings_pct": 45.686021745656404, "A_hash":
"62d36c018abfbb0fcf2f5613f26a645dade5a460b9176193ec60b584275b468a", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 20% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): f155424df758c372c01f3ee76967e938431961ff68b370cb884825fccacfe7bc
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.288999s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006570s
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rolvSPARSE® per-iter: 0.003780s

Speedup: 1.74x (74% faster)

Energy savings: 42.46%
rolv FLOPS: 509426000 | GFLOPS: 134.77 | Tokens/s: 132280
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2435.43 | Tokens/s: 76107
% diff FLOPS vs dense: -94.47% | % diff Tokens vs dense: 73.81%
Vendor Sparse (CSR) FLOPS: 509426000 | GFLOPS: 549.25 | Tokens/s: 539088
% diff FLOPS vs sparse: -75.46% | % diff Tokens vs sparse: -75.46%
Best baseline: csr with per-iter: 0.000927s
rolv vs best baseline (csr): % diff FLOPS: -75.46% | % diff Tokens: -75.46%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.2, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.2889986810000664, "rolv_iter_s": 0.0037798716229999626, "baseline_iter_s":
0.0009274920289999499, "speedup_x": 1.7380697640693743, "speedup_pct":
73.80697640693742, "energy_savings_pct": 42.46491017376185, "A_hash":
"f155424df758c372c01f3ee76967e938431961ff68b370cb884825fccacfe7bc”, "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 30% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A _hash (data): e5e46b7422cbc3e72bbfd160d1cf6f9a430cad3b88975838de3c18ab237f8ed7
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.292268s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006387s
rolvSPARSE® per-iter: 0.003835s
Speedup: 1.67x (67% faster)
Energy savings: 39.96%
rolv FLOPS: 446348000 | GFLOPS: 116.40 | Tokens/s: 130392
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2505.11 | Tokens/s: 78285
% diff FLOPS vs dense: -95.35% | % diff Tokens vs dense: 66.56%
Vendor Sparse (CSR) FLOPS: 446348000 | GFLOPS: 485.22 | Tokens/s: 543548
% diff FLOPS vs sparse: -76.01% | % diff Tokens vs sparse: -76.01%
Best baseline: csr with per-iter: 0.000920s
rolv vs best baseline (csr): % diff FLOPS: -76.01% | % diff Tokens: -76.01%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.3, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.2922679400001016, "rolv_iter_s": 0.0038345969920001153, "baseline_iter_s":
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0.0009198824589998366, "speedup_x": 1.6656134110898035, "speedup_pct":
66.56134110898036, "energy_savings_pct": 39.96205882217865, "A_hash":
"e5e46b7422cbc3e72bbfd160d1cf6f9a430cad3b88975838de3c18ab237f8ed7", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 0% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): c1a0c60119b98bc6eebaddc3a27d555ch7d8ad4e19b4f70243b9ca997ede39897
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.259279s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006255s

rolvSPARSE® per-iter: 0.003562s

Speedup: 1.76x (76% faster)

Energy savings: 43.05%
rolv FLOPS: 400000000 | GFLOPS: 112.29 | Tokens/s: 140361
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2557.87 | Tokens/s: 79933
% diff FLOPS vs dense: -95.61% | % diff Tokens vs dense: 75.60%
Vendor Sparse (CSR) FLOPS: 400000000 | GFLOPS: 584.26 | Tokens/s: 730329
% diff FLOPS vs sparse: -80.78% | % diff Tokens vs sparse: -80.78%
Best baseline: csr with per-iter: 0.000685s
rolv vs best baseline (csr): % diff FLOPS: -80.78% | % diff Tokens: -80.78%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.0, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.2592789119998997, "rolv_iter_s": 0.0035622431000001597, "baseline_iter_s":
0.000684622777000186, "speedup_x": 1.7559727942204832, "speedup_pct":
75.59727942204833, "energy_savings_pct": 43.051509494261666, "A_hash":
"c1a0c60119b98bc6eebaddc3a27d555¢ch7d8a4e19b4f70243b9ca997ede39897", "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 10% ====

Shape: 4000x4000 | Batch: 500 | Iters: 1000

A_hash (data): 2b1b5e3ff493c0c9f81c518a74ee90daeeb32432d581385b15a8fb7282cba3ad
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
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rolvSPARSE® build time: 0.257067s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006346s

rolvSPARSE® per-iter: 0.003597s

Speedup: 1.76x (76% faster)

Energy savings: 43.32%
rolv FLOPS: 360052000 | GFLOPS: 100.11 | Tokens/s: 139019
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2521.27 | Tokens/s: 78790
% diff FLOPS vs dense: -96.03% | % diff Tokens vs dense: 76.44%
Vendor Sparse (CSR) FLOPS: 360052000 | GFLOPS: 380.85 | Tokens/s: 528877
% diff FLOPS vs sparse: -73.71% | % diff Tokens vs sparse: -73.71%
Best baseline: csr with per-iter: 0.000945s
rolv vs best baseline (csr): % diff FLOPS: -73.71% | % diff Tokens: -73.71%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
{"zeros_pct": 0.1, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.25706714100010686, "rolv_iter_s": 0.00359663277300001, "baseline_iter_s":
0.0009454002050001691, "speedup_x": 1.7644291693162089, "speedup_pct":
76.44291693162089, "energy_savings_pct": 43.32444637675411, "A_hash™":
"2b1b5e3ff493c0c9f81c518a74ee90daeeb32432d581385b15a8fb7282cba3ad", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 20% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 3b44e44d7f628dc3a9eb068b63ca191829a3b611259cf468c03c215b11cad4021
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.256167s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006909s
rolvSPARSE® per-iter: 0.003635s
Speedup: 1.90x (90% faster)
Energy savings: 47.40%
rolv FLOPS: 320228000 | GFLOPS: 88.11 | Tokens/s: 137568
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2315.69 | Tokens/s: 72365
% diff FLOPS vs dense: -96.20% | % diff Tokens vs dense: 90.10%
Vendor Sparse (CSR) FLOPS: 320228000 | GFLOPS: 183.02 | Tokens/s: 285764
% diff FLOPS vs sparse: -51.86% | % diff Tokens vs sparse: -51.86%
Best baseline: csr with per-iter: 0.001750s
rolv vs best baseline (csr): % diff FLOPS: -51.86% | % diff Tokens: -51.86%
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ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
{"zeros_pct": 0.2, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.2561672849999468, "rolv_iter_s": 0.003634578351000073, "baseline_iter_s":
0.0017496965699999691, "speedup_x": 1.9010163093880552, "speedup_pct":
90.10163093880553, "energy_savings_pct": 47.39655861648531, "A_hash™:
"3b44e44d7f628dc3a9eb068b63ca191829a3b611259¢cf468c03c215b11ca4021", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":

"11b624 1f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6e"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 30% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): e2b27535c5fca005b13e4e64eb3b316b29a7¢c8157b9911a476937587eebabd5f
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.255272s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006586s

rolvSPARSE® per-iter: 0.003640s

Speedup: 1.81x (81% faster)

Energy savings: 44.73%
rolv FLOPS: 280108000 | GFLOPS: 76.95 | Tokens/s: 137357
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2429.55 | Tokens/s: 75924
% diff FLOPS vs dense: -96.83% | % diff Tokens vs dense: 80.92%
Vendor Sparse (CSR) FLOPS: 280108000 | GFLOPS: 120.94 | Tokens/s: 215885
% diff FLOPS vs sparse: -36.37% | % diff Tokens vs sparse: -36.37%
Best baseline: csr with per-iter: 0.002316s
rolv vs best baseline (csr): % diff FLOPS: -36.37% | % diff Tokens: -36.37%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd
{"zeros_pct": 0.3, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.2552723550002156, "rolv_iter_s": 0.003640141760999995, "baseline_iter_s":
0.0023160509269998784, "speedup_x": 1.8091536575737215, "speedup_pct":
80.91536575737214, "energy_savings_pct": 44.72553529029079, "A_hash":
"e2b27535c5fca005b13e4e64eb3b316b29a7¢c8157b9911a476937587eeba6d5f", "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 40% ====
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Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 52d3ba055913dcb7c7d5af5cec98f30d09149d6c9b09ebe0c94bb731fafc616¢
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.244409s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.008635s
rolvSPARSE® per-iter: 0.003528s
Speedup: 2.45x (145% faster)
Energy savings: 59.14%
rolv FLOPS: 9595984000 | GFLOPS: 2719.95 | Tokens/s: 141724
Vendor Dense FLOPS: 16000000000 | GFLOPS: 1852.90 | Tokens/s: 57903
% diff FLOPS vs dense: 46.79% | % diff Tokens vs dense: 144.76%
Vendor Sparse (CSR) FLOPS: 9595984000 | GFLOPS: 406.55 | Tokens/s: 21183
% diff FLOPS vs sparse: 569.04% | % diff Tokens vs sparse: 569.04%
Best baseline: dense with per-iter: 0.008635s
rolv vs best baseline (dense): % diff FLOPS: 46.79% | % diff Tokens: 144.76%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.4, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
0.24440852999987328, "rolv_iter_s": 0.0035279951270001677, "baseline_iter_s":
0.008635101204999955, "speedup_x": 2.4475944252061166, "speedup_pct":
144.75944252061166, "energy_savings_pct": 59.14355786638188, "A_hash":
"52d3ba055913dcb7c7d5af5cec98f30d09149d6c9b09ebe0c94bb731fafc616¢", "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 50% ====

Shape: 4000x4000 | Batch: 500 | lters: 1000

A_hash (data): d1694b5ce86816e73baa2ede95a49ffd7f623816f4359b4127e446c45f3b8587
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
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rolvSPARSE® build time: 0.251115s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.008152s
rolvSPARSE® per-iter: 0.003774s
Speedup: 2.16x (116% faster)
Energy savings: 53.70%
rolv FLOPS: 7999494000 | GFLOPS: 2119.40 | Tokens/s: 132471
Vendor Dense FLOPS: 16000000000 | GFLOPS: 1962.66 | Tokens/s: 61333
% diff FLOPS vs dense: 7.99% | % diff Tokens vs dense: 115.99%
Vendor Sparse (CSR) FLOPS: 7999494000 | GFLOPS: 689.59 | Tokens/s: 43102
% diff FLOPS vs sparse: 207.34% | % diff Tokens vs sparse: 207.34%
Best baseline: dense with per-iter: 0.008152s
rolv vs best baseline (dense): % diff FLOPS: 7.99% | % diff Tokens: 115.99%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.5, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
0.2511145580001539, "rolv_iter_s": 0.003774419084000101, "baseline_iter_s":
0.008152184455999986, "speedup x": 2.1598514300008156, "speedup_pct":
115.98514300008156, "energy_savings_pct": 563.70051911396413, "A_hash":
"d1694b5ce86816e73baa2ede95a49ffd7f623816f4359b4127e446c45f3b8587", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 60% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 2c2bdc43aaefa6dfc3f4d621048c428f16a832fa2e603298a808c349cc5851d0
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.241893s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006487s
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rolvSPARSE® per-iter: 0.003920s
Speedup: 1.65x (65% faster)
Energy savings: 39.57%
rolv FLOPS: 6397472000 | GFLOPS: 1631.89 | Tokens/s: 127542
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2466.48 | Tokens/s: 77078
% diff FLOPS vs dense: -33.84% | % diff Tokens vs dense: 65.47%
Vendor Sparse (CSR) FLOPS: 6397472000 | GFLOPS: 763.60 | Tokens/s: 59680
% diff FLOPS vs sparse: 113.71% | % diff Tokens vs sparse: 113.71%
Best baseline: dense with per-iter: 0.006487s
rolv vs best baseline (dense): % diff FLOPS: -33.84% | % diff Tokens: 65.47%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.6, "pattern": "random", "selected_baseline": "dense", "rolv_build_s":
0.24189301800015528, "rolv_iter_s": 0.00392027627199991, "baseline_iter_s":
0.006486976544000072, "speedup_x": 1.6547243341834101, "speedup_pct":
65.47243341834101, "energy_savings_pct": 39.56697322073951, "A_hash™":
"2c2bdc43aaefabdfc3f4d621048c428f16a832fa2e603298a808¢349cc5851d0", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2¢c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 70% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): €312e22078bd47184cc6438414f60fdab2dc4c6e9a41d5015266e5230f6efca9
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.248293s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006770s

rolvSPARSE® per-iter: 0.003881s

Speedup: 1.74x (74% faster)

Energy savings: 42.67%
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rolv FLOPS: 4801982000 | GFLOPS: 1237.26 | Tokens/s: 128828

Vendor Dense FLOPS: 16000000000 | GFLOPS: 2363.54 | Tokens/s: 73861

% diff FLOPS vs dense: -47.65% | % diff Tokens vs dense: 74.42%

Vendor Sparse (CSR) FLOPS: 4801982000 | GFLOPS: 784.45 | Tokens/s: 81680

% diff FLOPS vs sparse: 57.72% | % diff Tokens vs sparse: 57.72%

Best baseline: csr with per-iter: 0.006121s

rolv vs best baseline (csr): % diff FLOPS: §7.72% | % diff Tokens: 57.72%

ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.7, "pattern": "random", "selected_baseline": "csr", "rolv_build_s":
0.24829298800000288, "rolv_iter_s": 0.00388115466499994, "baseline_iter_s":
0.006121443336000084, "speedup_x": 1.7441985961155146, "speedup_pct":
74.41985961155146, "energy_savings_pct": 42.667079183122326, "A_hash":
"©312e22078bd47184cc6438414f60fdab2dc4c6e9a41d5015266e5230f6efcad”, "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 80% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 2d464cf97b3ca61c6784e€93d3952bf255701d8ecb3f707df206bb837ba1ac92e
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.129710s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006504s
rolvSPARSE® per-iter: 0.001085s
Speedup: 5.99x (499% faster)
Energy savings: 83.31%
rolv FLOPS: 3201705000 | GFLOPS: 2949.80 | Tokens/s: 460661
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2460.09 | Tokens/s: 76878
% diff FLOPS vs dense: 19.91% | % diff Tokens vs dense: 499.21%
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Vendor Sparse (CSR) FLOPS: 3201705000 | GFLOPS: 649.07 | Tokens/s: 101363

% diff FLOPS vs sparse: 354.47% | % diff Tokens vs sparse: 354.47%

Best baseline: csr with per-iter: 0.004933s

rolv vs best baseline (csr): % diff FLOPS: 354.47% | % diff Tokens: 354.47%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.8, "pattern": "random", "selected_baseline": "csr", "rolv_build_s":
0.12971002800009046, "rolv_iter_s": 0.0010853972239999621, "baseline_iter_s":
0.00493276849200015, "speedup_x": 5.992116101082122, "speedup_pct":
499.21161010821214, "energy_savings_pct": 83.31140480039416, "A_hash":
"2d464cf97b3cab1c6784e93d3952bf255701d8ech3f707df206bb837bat1ac92e", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 90% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 3cd3a5ea7a7e150c2ee6b6ac05c7bcfeca9020db06fbb0f3f046840360bdbd 11
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.129529s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006213s
rolvSPARSE® per-iter: 0.001173s
Speedup: 5.30x (430% faster)
Energy savings: 81.12%
rolv FLOPS: 1599002000 | GFLOPS: 1363.19 | Tokens/s: 426263
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2575.11 | Tokens/s: 80472
% diff FLOPS vs dense: -47.06% | % diff Tokens vs dense: 429.70%
Vendor Sparse (CSR) FLOPS: 1599002000 | GFLOPS: 705.87 | Tokens/s: 220722
% diff FLOPS vs sparse: 93.12% | % diff Tokens vs sparse: 93.12%
Best baseline: csr with per-iter: 0.002265s



ROLV
Benchmarks report

rolv vs best baseline (csr): % diff FLOPS: 93.12% | % diff Tokens: 93.12%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.9, "pattern": "random", "selected_baseline": "csr", "rolv_build_s":
0.12952906900000016, "rolv_iter_s": 0.0011729839460001585, "baseline_iter_s":
0.0022652913690001243, "speedup_x": 5.297030244264937, "speedup_pct":
429.70302442649364, "energy_savings_pct": 81.12149725626554, "A_hash":
"3cd3ab5ea7a7e150c2eebb6ac05c7bcfeca9020db06fbb0f3f046840360bdbd11", "V _hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™:
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 95% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 7ccedee4432889cfe99e7417d01ac7b96ad95cc961e35eadc71d1d0df686f952
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.131935s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006468s
rolvSPARSE® per-iter: 0.001085s
Speedup: 5.96x (496% faster)
Energy savings: 83.23%
rolv FLOPS: 800425000 | GFLOPS: 737.74 | Tokens/s: 460842
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2473.55 | Tokens/s: 77298
% diff FLOPS vs dense: -70.17% | % diff Tokens vs dense: 496.19%
Vendor Sparse (CSR) FLOPS: 800425000 | GFLOPS: 614.28 | Tokens/s: 383724
% diff FLOPS vs sparse: 20.10% | % diff Tokens vs sparse: 20.10%
Best baseline: csr with per-iter: 0.001303s
rolv vs best baseline (csr): % diff FLOPS: 20.10% | % diff Tokens: 20.10%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
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{"zeros_pct": 0.95, "pattern": "random"”, "selected_baseline": "csr", "rolv_build_s":
0.1319349590000911, "rolv_iter_s": 0.0010849712239999008, "baseline_iter_s":
0.001303018983999891, "speedup_x": 5.961853579077423, "speedup_pct":
496.1853579077423, "energy_savings_pct": 83.22669306221461, "A_hash":
"7ccedee4432889cfe99e7417d01ac7b96ad95cc961e35eadc71d1d0df686f952", "V _hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: random | Zeros: 99% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 3f13fd6c69284719b2d06af932ca2c08f7766f1e458f7688bd858eb0ec321124
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.133727s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006664s
rolvSPARSE® per-iter: 0.001345s
Speedup: 4.96x (396% faster)
Energy savings: 79.82%
rolv FLOPS: 160000000 | GFLOPS: 119.00 | Tokens/s: 371868
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2400.96 | Tokens/s: 75030
% diff FLOPS vs dense: -95.04% | % diff Tokens vs dense: 395.62%
Vendor Sparse (CSR) FLOPS: 160000000 | GFLOPS: 339.12 | Tokens/s: 1059762
% diff FLOPS vs sparse: -64.91% | % diff Tokens vs sparse: -64.91%
Best baseline: csr with per-iter: 0.000472s
rolv vs best baseline (csr): % diff FLOPS: -64.91% | % diff Tokens: -64.91%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.99, "pattern": "random", "selected_baseline": "csr", "rolv_build_s":
0.13372715800005608, "rolv_iter_s": 0.001344564 1040000283, "baseline_iter_s":
0.0004718038409998826, "speedup_x": 4.956247543107006, "speedup_pct":
395.6247543107006, "energy_savings_pct": 79.82344523144795, "A_hash":
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"3f13fd6c69284719b2d06af932ca2c08f7766f1e458f7688bd858eb0ec321124", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 40% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): ac3e2524752c7d17481f0414fdb37e9dedf1764bdc74a7ab06c6f902ee075230
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.243752s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006549s
rolvSPARSE® per-iter: 0.003884s
Speedup: 1.69x (69% faster)
Energy savings: 40.69%
rolv FLOPS: 9504336000 | GFLOPS: 2447.10 | Tokens/s: 128736
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2443.17 | Tokens/s: 76349
% diff FLOPS vs dense: 0.16% | % diff Tokens vs dense: 68.61%
Vendor Sparse (CSR) FLOPS: 9504336000 | GFLOPS: 430.99 | Tokens/s: 22673
% diff FLOPS vs sparse: 467.79% | % diff Tokens vs sparse: 467.79%
Best baseline: dense with per-iter: 0.006549s
rolv vs best baseline (dense): % diff FLOPS: 0.16% | % diff Tokens: 68.61%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.4, "pattern": "power_law", "selected_baseline": "dense", "rolv_build_s":
0.24375233000000662, "rolv_iter_s": 0.0038839243729998996, "baseline_iter_s":
0.006548865329000136, "speedup_x": 1.6861464591139468, "speedup_pct":
68.61464591139467, "energy_savings_pct": 40.693170833719265, "A_hash":
"ac3e2524752c7d17481f0414fdb37e9dedf1764bdc74a7ab06c6f902ee075230", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
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"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 50% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): f07b049fcf44a0ed1021edc7f8d53fce7945ef47fe16d8d7afc7197b3bf13b8c
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.245264s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.007255s
rolvSPARSE® per-iter: 0.003580s
Speedup: 2.03x (103% faster)
Energy savings: 50.65%
rolv FLOPS: 7922827000 | GFLOPS: 2212.98 | Tokens/s: 139659
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2205.39 | Tokens/s: 68918
% diff FLOPS vs dense: 0.34% | % diff Tokens vs dense: 102.64%
Vendor Sparse (CSR) FLOPS: 7922827000 | GFLOPS: 706.75 | Tokens/s: 44602
% diff FLOPS vs sparse: 213.12% | % diff Tokens vs sparse: 213.12%
Best baseline: dense with per-iter: 0.007255s
rolv vs best baseline (dense): % diff FLOPS: 0.34% | % diff Tokens: 102.64%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.5, "pattern": "power_law", "selected_baseline": "dense", "rolv_build_s":
0.24526392899997518, "rolv_iter_s": 0.003580159718999994, "baseline_iter_s":
0.007254951780000056, "speedup x": 2.0264324358206287, "speedup_pct":
102.64324358206287, "energy_savings_pct": 50.65219139196034, "A_hash":
"f07b049fcf44a0ed1021edc7f8d53fce7945ef47fe16d8d7afc7197b3bf13b8c", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"base_norm_hash™
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}
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=== rolvSPARSE® Test — Pattern: power_law | Zeros: 60% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 515a7847bc224664cfd5df595b3a450a234ae378e896fe1ff403bdf26dbe2341
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.247535s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.007558s
rolvSPARSE® per-iter: 0.003536s
Speedup: 2.14x (114% faster)
Energy savings: 53.22%
rolv FLOPS: 6336570000 | GFLOPS: 1791.99 | Tokens/s: 141401
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2116.82 | Tokens/s: 66151
% diff FLOPS vs dense: -15.35% | % diff Tokens vs dense: 113.75%
Vendor Sparse (CSR) FLOPS: 6336570000 | GFLOPS: 756.20 | Tokens/s: 59670
% diff FLOPS vs sparse: 136.97% | % diff Tokens vs sparse: 136.97%
Best baseline: dense with per-iter: 0.007558s
rolv vs best baseline (dense): % diff FLOPS: -15.35% | % diff Tokens: 113.75%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.6, "pattern": "power_law", "selected_baseline": "dense", "rolv_build_s":
0.24753469899997071, "rolv_iter_s": 0.0035360550329999116, "baseline_iter_s":
0.007558490674000041, "speedup_x": 2.1375489361622244, "speedup_pct":
113.75489361622245, "energy_savings_pct": 53.21744531400486, "A_hash":
"515a7847bc224664cfd5df595b3a450a234ae378e896fe 1ff403bdf26dbe2341", "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 70% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A _hash (data): a3715bd5cf79238f828836ab00f8669eba129e1d13f10aead81251ff97d612a5
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V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.240296s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.005957s
rolvSPARSE® per-iter: 0.003635s
Speedup: 1.64x (64% faster)
Energy savings: 38.98%
rolv FLOPS: 4756052000 | GFLOPS: 1308.54 | Tokens/s: 137566
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2685.98 | Tokens/s: 83937
% diff FLOPS vs dense: -51.28% | % diff Tokens vs dense: 63.89%
Vendor Sparse (CSR) FLOPS: 4756052000 | GFLOPS: 810.60 | Tokens/s: 85218
% diff FLOPS vs sparse: 61.43% | % diff Tokens vs sparse: 61.43%
Best baseline: csr with per-iter: 0.005867s
rolv vs best baseline (csr): % diff FLOPS: 61.43% | % diff Tokens: 61.43%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd

{"zeros_pct": 0.7, "pattern": "power_law", "selected_baseline": "csr", "rolv_build_s":
0.2402958000000126, "rolv_iter_s": 0.003634617874000014, "baseline_iter_s":
0.005867310627000051, "speedup_x": 1.6389208674760305, "speedup_pct":
63.89208674760305, "energy_savings_pct": 38.98424140879852, "A_hash":
"a3715bd5cf79238f828836ab00f8669eba129e1d13f10aead81251ff97d612a5", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 80% ====

Shape: 4000x4000 | Batch: 500 | Iters: 1000

A_hash (data): 2586515ce734a600bda9e657230fdfe35affce7df63419a8044c0ec90f3e020c
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.132924s

rolvSPARSE® vs Dense (baseline):
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Dense per-iter: 0.006966s
rolvSPARSE® per-iter: 0.001051s
Speedup: 6.63x (563% faster)
Energy savings: 84.92%
rolv FLOPS: 3171164000 | GFLOPS: 3018.25 | Tokens/s: 475890
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2296.95 | Tokens/s: 71780
% diff FLOPS vs dense: 31.40% | % diff Tokens vs dense: 562.99%
Vendor Sparse (CSR) FLOPS: 3171164000 | GFLOPS: 786.32 | Tokens/s: 123979
% diff FLOPS vs sparse: 283.85% | % diff Tokens vs sparse: 283.85%
Best baseline: csr with per-iter: 0.004033s
rolv vs best baseline (csr): % diff FLOPS: 283.85% | % diff Tokens: 283.85%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.8, "pattern": "power_law", "selected_baseline": "csr", "rolv_build_s":
0.13292439900010322, "rolv_iter_s": 0.001050662172000102, "baseline_iter_s":
0.0040329317610001, "speedup_x": 6.6298622151207205, "speedup_pct":
562.986221512072, "energy_savings_pct": 84.91673027956296, "A_hash":
"2586515ce734a600bda9e657230fdfe35affce7df63419a8044c0ec90f3e020c”, "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 90% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): f28b2873aca1dc21589224aea61337d9219bf085c704114542cce386665992e3
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.131957s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006593s

rolvSPARSE® per-iter: 0.001321s

Speedup: 4.99x (399% faster)
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Energy savings: 79.96%
rolv FLOPS: 1583674000 | GFLOPS: 1198.44 | Tokens/s: 378372
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2426.74 | Tokens/s: 75836
% diff FLOPS vs dense: -50.62% | % diff Tokens vs dense: 398.94%
Vendor Sparse (CSR) FLOPS: 1583674000 | GFLOPS: 711.71 | Tokens/s: 224703
% diff FLOPS vs sparse: 68.39% | % diff Tokens vs sparse: 68.39%
Best baseline: csr with per-iter: 0.002225s
rolv vs best baseline (csr): % diff FLOPS: 68.39% | % diff Tokens: 68.39%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.9, "pattern": "power_law", "selected_baseline": "csr", "rolv_build_s":
0.13195703899987166, "rolv_iter_s": 0.0013214510089999295, "baseline_iter_s":
0.002225161592000177, "speedup_x": 4.989360975243155, "speedup_pct":
398.9360975243155, "energy_savings_pct": 79.95735315680852, "A_hash":
"f28b2873aca1dc21589224aea61337d9219bf085¢c704114542¢cce386665992e3", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 95% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 8ef37271f7ffc09416872e3a99defdb41d00617cb240522e302c5384e69dd75b
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.130863s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006519s
rolvSPARSE® per-iter: 0.001092s
Speedup: 5.97x (497% faster)
Energy savings: 83.25%
rolv FLOPS: 792721000 | GFLOPS: 725.79 | Tokens/s: 457782
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2454.22 | Tokens/s: 76694
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% diff FLOPS vs dense: -70.43% | % diff Tokens vs dense: 496.89%

Vendor Sparse (CSR) FLOPS: 792721000 | GFLOPS: 438.91 | Tokens/s: 276838

% diff FLOPS vs sparse: 65.36% | % diff Tokens vs sparse: 65.36%

Best baseline: csr with per-iter: 0.001806s

rolv vs best baseline (csr): % diff FLOPS: 65.36% | % diff Tokens: 65.36%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.95, "pattern”: "power_law", "selected_baseline": "csr", "rolv_build_s":
0.13086279899994224, "rolv_iter_s": 0.0010922232580001037, "baseline_iter_s":
0.0018061088079998626, "speedup_x": 5.968915506283192, "speedup_pct":
496.89155062831924, "energy_savings_pct": 83.24653785185353, "A_hash":
"8ef37271f7ffc09416872e3a99defdb41d00617cb240522e302c5384e69dd75b", "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: power_law | Zeros: 99% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 6a858d8247998b75bcf63abbe6fff52d926c2f0527e8f4c36426828481e5d423
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.129259s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006785s
rolvSPARSE® per-iter: 0.001121s
Speedup: 6.05x (505% faster)
Energy savings: 83.47%
rolv FLOPS: 158419000 | GFLOPS: 141.26 | Tokens/s: 445837
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2358.28 | Tokens/s: 73696
% diff FLOPS vs dense: -94.01% | % diff Tokens vs dense: 504.96%
Vendor Sparse (CSR) FLOPS: 158419000 | GFLOPS: 308.77 | Tokens/s: 974550
% diff FLOPS vs sparse: -54.25% | % diff Tokens vs sparse: -54.25%
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Best baseline: csr with per-iter: 0.000513s
rolv vs best baseline (csr): % diff FLOPS: -54.25% | % diff Tokens: -54.25%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.99, "pattern": "power_law", "selected_baseline": "csr", "rolv_build_s":
0.12925901000016893, "rolv_iter_s": 0.001121486111999957, "baseline_iter_s":
0.0005130573440001172, "speedup_x": 6.049643876464028, "speedup_pct":
504.9643876464028, "energy_savings_pct": 83.47010137422349, "A_hash":
"6a858d8247998b75bcf63abbebfff52d926¢2f0527e8f4c36426828481e5d423", "V _hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 40% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 52e3ba64659d3112df57d98d1350d6b3ab11c62e76078da8296e645a98330a62
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.289251s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006644s
rolvSPARSE® per-iter: 0.003606s
Speedup: 1.84x (84% faster)
Energy savings: 45.73%
rolv FLOPS: 382444000 | GFLOPS: 106.06 | Tokens/s: 138657
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2408.20 | Tokens/s: 75256
% diff FLOPS vs dense: -95.60% | % diff Tokens vs dense: 84.25%
Vendor Sparse (CSR) FLOPS: 382444000 | GFLOPS: 351.49 | Tokens/s: 459525
% diff FLOPS vs sparse: -69.83% | % diff Tokens vs sparse: -69.83%
Best baseline: csr with per-iter: 0.001088s
rolv vs best baseline (csr): % diff FLOPS: -69.83% | % diff Tokens: -69.83%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
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{"zeros_pct": 0.4, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.2892506789999061, "rolv_iter_s": 0.003606013560000065, "baseline_iter_s":
0.0010880799049998587, "speedup_x": 1.8424703286473378, "speedup_pct":
84.24703286473378, "energy_savings_pct": 45.72504183911842, "A_hash™:
"52e3ba64659d3112df57d98d1350d6b3ab11c62e76078da8296e645a98330a62", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 50% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 016a413da915deb348f008282fb9a9da9bbedec7d8fef3c7017bf508bca0a540
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.292638s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006445s
rolvSPARSE® per-iter: 0.003726s
Speedup: 1.73x (73% faster)
Energy savings: 42.19%
rolv FLOPS: 318884000 | GFLOPS: 85.58 | Tokens/s: 134189
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2482.52 | Tokens/s: 77579
% diff FLOPS vs dense: -96.55% | % diff Tokens vs dense: 72.97%
Vendor Sparse (CSR) FLOPS: 318884000 | GFLOPS: 457.67 | Tokens/s: 717607
% diff FLOPS vs sparse: -81.30% | % diff Tokens vs sparse: -81.30%
Best baseline: csr with per-iter: 0.000697s
rolv vs best baseline (csr): % diff FLOPS: -81.30% | % diff Tokens: -81.30%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.5, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.2926382900000135, "rolv_iter_s": 0.003726081221999948, "baseline_iter_s":
0.0006967606319999505, "speedup_x": 1.7297179339371893, "speedup_pct"
72.97179339371893, "energy_savings_pct": 42.187105748288275, "A_hash":
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"016a413da915deb348f008282fb9a9da9bbedec7d8fef3c7017bf508bcala540", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 60% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): b675f52e5022c3a9ce1958689f154c1444a49fbb16ec034587ed4a4a008ed83a
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.284205s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006719s
rolvSPARSE® per-iter: 0.003546s
Speedup: 1.89x (89% faster)
Energy savings: 47.22%
rolv FLOPS: 254732000 | GFLOPS: 71.83 | Tokens/s: 140992
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2381.30 | Tokens/s: 74416
% diff FLOPS vs dense: -96.98% | % diff Tokens vs dense: 89.47%
Vendor Sparse (CSR) FLOPS: 254732000 | GFLOPS: 130.71 | Tokens/s: 256561
% diff FLOPS vs sparse: -45.05% | % diff Tokens vs sparse: -45.05%
Best baseline: csr with per-iter: 0.001949s
rolv vs best baseline (csr): % diff FLOPS: -45.05% | % diff Tokens: -45.05%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.6, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.2842050100000506, "rolv_iter_s": 0.003546296802999905, "baseline_iter_s":
0.0019488539339999988, "speedup_x": 1.8946585286703048, "speedup_pct":
89.46585286703048, "energy_savings_pct": 47.22004071615942, "A_hash™":
"b675f52e5022c3a9¢ce1958689f154c1444a49fbb16ec034587ed4a4a008ed83a", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd",
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"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 70% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): bbab62a07d720a5e3284735504d4b96abfo3b69b4859ca6¢f99cc061713fa683
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.298889s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006621s
rolvSPARSE® per-iter: 0.003739s
Speedup: 1.77x (77% faster)
Energy savings: 43.53%
rolv FLOPS: 190833000 | GFLOPS: 51.04 | Tokens/s: 133739
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2416.71 | Tokens/s: 75522
% diff FLOPS vs dense: -97.89% | % diff Tokens vs dense: 77.09%
Vendor Sparse (CSR) FLOPS: 190833000 | GFLOPS: 162.23 | Tokens/s: 425056
% diff FLOPS vs sparse: -68.54% | % diff Tokens vs sparse: -68.54%
Best baseline: csr with per-iter: 0.001176s
rolv vs best baseline (csr): % diff FLOPS: -68.54% | % diff Tokens: -68.54%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.7, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.2988894390000496, "rolv_iter_s": 0.003738623410999935, "baseline_iter_s":
0.0011763156680001429, "speedup_x": 1.7708614142629582, "speedup_pct":
77.08614142629582, "energy_savings_pct": 43.530307230946974, "A_hash":
"bbab62a07d720a5e3284735504d4b96abf93b69b4859ca6¢cf99cc061713fa683", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash™
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}
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=== rolvSPARSE® Test — Pattern: banded | Zeros: 80% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 8e3bbfa56d84357da902faa4875edb01987cded1fd71b10d0c7d68255ebd1d90
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.181149s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006571s
rolvSPARSE® per-iter: 0.001224s
Speedup: 5.37x (437% faster)
Energy savings: 81.38%
rolv FLOPS: 127930000 | GFLOPS: 104.53 | Tokens/s: 408554
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2434.90 | Tokens/s: 76091
% diff FLOPS vs dense: -95.71% | % diff Tokens vs dense: 436.93%
Vendor Sparse (CSR) FLOPS: 127930000 | GFLOPS: 76.97 | Tokens/s: 300816
% diff FLOPS vs sparse: 35.82% | % diff Tokens vs sparse: 35.82%
Best baseline: csr with per-iter: 0.001662s
rolv vs best baseline (csr): % diff FLOPS: 35.82% | % diff Tokens: 35.82%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.8, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.18114911800012123, "rolv_iter_s": 0.001223827234999817, "baseline_iter_s":
0.0016621467450002002, "speedup_x": 5.369310190258055, "speedup_pct™:
436.93101902580554, "energy_savings_pct": 81.37563365561603, "A_hash":
"8e3bbfa56d84357da902faa4875edb01987cded1fd71b10d0c7d68255ebd1d90", "V _hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 90% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): aba60cfc434ce9643404bbbabb360872871822785febfe2ac6f18839b3a970eb
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V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.180683s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006827s
rolvSPARSE® per-iter: 0.001288s
Speedup: 5.30x (430% faster)
Energy savings: 81.14%
rolv FLOPS: 63500000 | GFLOPS: 49.31 | Tokens/s: 388297
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2343.73 | Tokens/s: 73242
% diff FLOPS vs dense: -97.90% | % diff Tokens vs dense: 430.16%
Vendor Sparse (CSR) FLOPS: 63500000 | GFLOPS: 129.34 | Tokens/s: 1018431
% diff FLOPS vs sparse: -61.87% | % diff Tokens vs sparse: -61.87%
Best baseline: csr with per-iter: 0.000491s
rolv vs best baseline (csr): % diff FLOPS: -61.87% | % diff Tokens: -61.87%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd

{"zeros_pct": 0.9, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.18068267800003923, "rolv_iter_s": 0.0012876740699998663, "baseline_iter_s":
0.0004909513650000008, "speedup x": 5.301593737148743, "speedup_pct":
430.15937371487433, "energy_savings_pct": 81.13774744766069, "A_hash":
"aba60cfc434ce9643404bbbabb360872871822785febfe2ac6f18839b3a970eb", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 95% ====

Shape: 4000x4000 | Batch: 500 | Iters: 1000

A_hash (data): 0ad5f140b43151d0ccd9cc855da329777891644675a3cd46a54cd681fe67d980
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.180745s

rolvSPARSE® vs Dense (baseline):
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Dense per-iter: 0.006496s
rolvSPARSE® per-iter: 0.001092s
Speedup: 5.95x (495% faster)
Energy savings: 83.19%
rolv FLOPS: 31840000 | GFLOPS: 29.16 | Tokens/s: 457893
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2463.23 | Tokens/s: 76976
% diff FLOPS vs dense: -98.82% | % diff Tokens vs dense: 494.85%
Vendor Sparse (CSR) FLOPS: 31840000 | GFLOPS: 78.24 | Tokens/s: 1228659
% diff FLOPS vs sparse: -62.73% | % diff Tokens vs sparse: -62.73%
Best baseline: csr with per-iter: 0.000407s
rolv vs best baseline (csr): % diff FLOPS: -62.73% | % diff Tokens: -62.73%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.95, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.18074504800006252, "rolv_iter_s": 0.0010919585839999398, "baseline_iter_s":
0.0004069475909998346, "speedup_x": 5.948514434683229, "speedup_pct":
494.85144346832294, "energy_savings_pct": 83.18908004712185, "A_hash":
"0ad5f140b43151d0ccd9cc855da329777891644675a3cd46a54cd681fe67d980", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: banded | Zeros: 99% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): cbeff471fcbcffc6ce8644a70cbe57299f495c90496f66d84e47375850c49154
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.180973s
rolvSPARSE® vs Dense (baseline):

Dense per-iter: 0.006737s

rolvSPARSE® per-iter: 0.001259s

Speedup: 5.35x (435% faster)
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Energy savings: 81.31%
rolv FLOPS: 6310000 | GFLOPS: 5.01 | Tokens/s: 397075
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2374.82 | Tokens/s: 74213
% diff FLOPS vs dense: -99.79% | % diff Tokens vs dense: 435.05%
Vendor Sparse (CSR) FLOPS: 6310000 | GFLOPS: 14.41 | Tokens/s: 1141766
% diff FLOPS vs sparse: -65.22% | % diff Tokens vs sparse: -65.22%
Best baseline: csr with per-iter: 0.000438s
rolv vs best baseline (csr): % diff FLOPS: -65.22% | % diff Tokens: -65.22%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.99, "pattern": "banded", "selected_baseline": "csr", "rolv_build_s":
0.18097315800014258, "rolv_iter_s": 0.0012592072630000074, "baseline_iter_s":
0.00043791822000002864, "speedup_x": 5.350478241325035, "speedup_pct":
435.04782413250354, "energy_savings_pct": 81.31008192358611, "A_hash":
"cbeff471fcbcffc6ce8644a70cbe57299f495¢90496166d84e47375850c49154", "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 40% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 42d9ea6dd55a8cd6dba3526fa786226e2993808ea5962adf490feb288684e307
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.270462s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006283s
rolvSPARSE® per-iter: 0.003694s
Speedup: 1.70x (70% faster)
Energy savings: 41.21%
rolv FLOPS: 240022000 | GFLOPS: 64.98 | Tokens/s: 135367
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2546.64 | Tokens/s: 79583
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% diff FLOPS vs dense: -97.45% | % diff Tokens vs dense: 70.10%

Vendor Sparse (CSR) FLOPS: 240022000 | GFLOPS: 393.98 | Tokens/s: 820718

% diff FLOPS vs sparse: -83.51% | % diff Tokens vs sparse: -83.51%

Best baseline: csr with per-iter: 0.000609s

rolv vs best baseline (csr): % diff FLOPS: -83.51% | % diff Tokens: -83.51%

ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.4, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.27046178199998394, "rolv_iter_s": 0.003693660353000041, "baseline_iter_s":
0.0006092225480001616, "speedup_x": 1.7009652143292313, "speedup_pct":
70.09652143292313, "energy_savings_pct": 41.20985005596685, "A_hash":
"42d9eabdd55a8cd6dba3526fa786226e2993808ea5962adf490feb288684e307", "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 50% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 75¢c1e722b4796a6c6935bcc68fc7783438b4fc436cc80d0205172b44ba7fbe3b
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.263271s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006716s
rolvSPARSE® per-iter: 0.003526s
Speedup: 1.90x (90% faster)
Energy savings: 47.50%
rolv FLOPS: 199771000 | GFLOPS: 56.65 | Tokens/s: 141796
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2382.30 | Tokens/s: 74447
% diff FLOPS vs dense: -97.62% | % diff Tokens vs dense: 90.47%
Vendor Sparse (CSR) FLOPS: 199771000 | GFLOPS: 380.78 | Tokens/s: 953032
% diff FLOPS vs sparse: -85.12% | % diff Tokens vs sparse: -85.12%
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Best baseline: csr with per-iter: 0.000525s
rolv vs best baseline (csr): % diff FLOPS: -85.12% | % diff Tokens: -85.12%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.5, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.26327068199998394, "rolv_iter_s": 0.0035261966049999955, "baseline_iter_s":
0.0005246411139999054, "speedup_x": 1.9046606432768138, "speedup_pct":
90.46606432768138, "energy_savings_pct": 47.497208831932326, "A_hash™":
"75¢c1e722b4796a6¢c6935bcc68fc7783438b4fc436cc80d0205172b44ba7fbe3b", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 60% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 726ee7d81e952d1ab1fef238893c7c069dfd263d8709ec7bbdad086fc84d4ef6
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.267091s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006473s
rolvSPARSE® per-iter: 0.003522s
Speedup: 1.84x (84% faster)
Energy savings: 45.58%
rolv FLOPS: 159960000 | GFLOPS: 45.41 | Tokens/s: 141948
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2471.74 | Tokens/s: 77242
% diff FLOPS vs dense: -98.16% | % diff Tokens vs dense: 83.77%
Vendor Sparse (CSR) FLOPS: 159960000 | GFLOPS: 164.18 | Tokens/s: 513182
% diff FLOPS vs sparse: -72.34% | % diff Tokens vs sparse: -72.34%
Best baseline: csr with per-iter: 0.000974s
rolv vs best baseline (csr): % diff FLOPS: -72.34% | % diff Tokens: -72.34%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
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{"zeros_pct": 0.6, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.26709051100010583, "rolv_iter_s": 0.0035224260649999906, "baseline_iter_s":
0.000974313451999933, "speedup_x": 1.8377003808027434, "speedup_pct":
83.77003808027435, "energy_savings_pct": 45.58416538156342, "A_hash":
"726ee7d81e952d1ab1fef238893c7c069dfd263d8709ec7bbdad086fc84d4ef6”, "V _hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 70% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 8213aceb9303ebb6e831242c567151e453d2cac341500cd6804cfe491a4b76e5
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.266175s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006833s
rolvSPARSE® per-iter: 0.003646s
Speedup: 1.87x (87% faster)
Energy savings: 46.65%
rolv FLOPS: 120484000 | GFLOPS: 33.05 | Tokens/s: 137147
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2341.53 | Tokens/s: 73173
% diff FLOPS vs dense: -98.59% | % diff Tokens vs dense: 87.43%
Vendor Sparse (CSR) FLOPS: 120484000 | GFLOPS: 127.11 | Tokens/s: 527496
% diff FLOPS vs sparse: -74.00% | % diff Tokens vs sparse: -74.00%
Best baseline: csr with per-iter: 0.000948s
rolv vs best baseline (csr): % diff FLOPS: -74.00% | % diff Tokens: -74.00%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.7, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.26617464199989627, "rolv_iter_s": 0.003645716579000009, "baseline_iter_s":
0.0009478747840000779, "speedup_x": 1.8742944518397833, "speedup_pct":
87.42944518397833, "energy_savings_pct": 46.646590186594594, "A hash":
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"8213aceb9303ebb6e831242c567151e453d2cac341500cd6804cfe491a4b76e5", "V_hash™:
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 80% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 106291850c837037905b232b0a99e5e8b9e260afe36b2d59b202c642d123d1ea
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d 12701070
rolvSPARSE® build time: 0.158872s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006472s
rolvSPARSE® per-iter: 0.001046s
Speedup: 6.18x (518% faster)
Energy savings: 83.83%
rolv FLOPS: 80189000 | GFLOPS: 76.63 | Tokens/s: 477802
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2472.15 | Tokens/s: 77255
% diff FLOPS vs dense: -96.90% | % diff Tokens vs dense: 518.48%
Vendor Sparse (CSR) FLOPS: 80189000 | GFLOPS: 115.25 | Tokens/s: 718638
% diff FLOPS vs sparse: -33.51% | % diff Tokens vs sparse: -33.51%
Best baseline: csr with per-iter: 0.000696s
rolv vs best baseline (csr): % diff FLOPS: -33.51% | % diff Tokens: -33.51%
ROLYV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.8, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.1588721370001167, "rolv_iter_s": 0.0010464593470001092, "baseline_iter_s":
0.0006957609840001169, "speedup_x": 6.184758550395183, "speedup_pct":
518.4758550395184, "energy_savings_pct": 83.83122005731164, "A_hash™":
"106291850c837037905b232b0a99e5e8b9e260afe36b2d59b202c642d123d1ea", "V_hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbeb5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd”,
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"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfba9192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 90% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): dae082305d1cd943d019662ad292b3764a7da1736910f4385b96f6617f8b3ede
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.151954s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006422s
rolvSPARSE® per-iter: 0.001329s
Speedup: 4.83x (383% faster)
Energy savings: 79.31%
rolv FLOPS: 40159000 | GFLOPS: 30.22 | Tokens/s: 376250
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2491.31 | Tokens/s: 77853
% diff FLOPS vs dense: -98.79% | % diff Tokens vs dense: 383.28%
Vendor Sparse (CSR) FLOPS: 40159000 | GFLOPS: 95.27 | Tokens/s: 1186144
% diff FLOPS vs sparse: -68.28% | % diff Tokens vs sparse: -68.28%
Best baseline: csr with per-iter: 0.000422s
rolv vs best baseline (csr): % diff FLOPS: -68.28% | % diff Tokens: -68.28%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd

{"zeros_pct": 0.9, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.15195369799994296, "rolv_iter_s": 0.0013289029339998706, "baseline_iter_s":
0.00042153402600001756, "speedup_x": 4.832798666994812, "speedup_pct":
383.2798666994812, "energy_savings_pct": 79.30805587186126, "A_hash":
"dae082305d1cd943d019662ad292b3764a7da1736910f4385b96f6617f8b3ede", "V_hash™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash™
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}
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=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 95% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 520d987b07e71f16c3b9e04cad3040d77f91274196dd289be3f8a888e7c1ee92
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.149454s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006335s
rolvSPARSE® per-iter: 0.001069s
Speedup: 5.93x (493% faster)
Energy savings: 83.13%
rolv FLOPS: 19939000 | GFLOPS: 18.65 | Tokens/s: 467693
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2525.47 | Tokens/s: 78921
% diff FLOPS vs dense: -99.26% | % diff Tokens vs dense: 492.61%
Vendor Sparse (CSR) FLOPS: 19939000 | GFLOPS: 36.66 | Tokens/s: 919239
% diff FLOPS vs sparse: -49.12% | % diff Tokens vs sparse: -49.12%
Best baseline: csr with per-iter: 0.000544s
rolv vs best baseline (csr): % diff FLOPS: -49.12% | % diff Tokens: -49.12%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd

{"zeros_pct": 0.95, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.14945357800002057, "rolv_iter_s": 0.0010690776339999956, "baseline_iter_s":
0.000543927917000019, "speedup_x": 5.926093179309819, "speedup_pct":
492.60931793098194, "energy_savings_pct": 83.12547626670182, "A_hash":
"520d987b07e71f16c3b9e04cad3040d77f91274196dd289be3f8a888e7c1e€92", "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash™":
"8dbe5f139fd946d4cd84e8cc612cd9f68chc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== rolvSPARSE® Test — Pattern: block_diagonal | Zeros: 99% ====
Shape: 4000x4000 | Batch: 500 | Iters: 1000
A_hash (data): 47d94878334efed69663a0082617150bfd9d26cfe7ac4eab3debafc7266cedae
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V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
rolvSPARSE® build time: 0.148714s
rolvSPARSE® vs Dense (baseline):
Dense per-iter: 0.006861s
rolvSPARSE® per-iter: 0.001080s
Speedup: 6.35x (535% faster)
Energy savings: 84.25%
rolv FLOPS: 4078000 | GFLOPS: 3.77 | Tokens/s: 462845
Vendor Dense FLOPS: 16000000000 | GFLOPS: 2332.16 | Tokens/s: 72880
% diff FLOPS vs dense: -99.84% | % diff Tokens vs dense: 535.08%
Vendor Sparse (CSR) FLOPS: 4078000 | GFLOPS: 11.13 | Tokens/s: 1364499
% diff FLOPS vs sparse: -66.08% | % diff Tokens vs sparse: -66.08%
Best baseline: csr with per-iter: 0.000366s
rolv vs best baseline (csr): % diff FLOPS: -66.08% | % diff Tokens: -66.08%
ROLV hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd

{"zeros_pct": 0.99, "pattern": "block_diagonal", "selected_baseline": "csr", "rolv_build_s":
0.14871426799982146, "rolv_iter_s": 0.001080275303999997, "baseline iter_s":
0.0003664348009999685, "speedup x": 6.350780646004797, "speedup_pct":
535.0780646004797, "energy_savings_pct": 84.25390427192461, "A_hash":
"47d94878334efed69663a0082617150bfd9d26cfe7ac4eab3debafc7266¢cedae”, "V _hash":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"rolv_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"base_norm_hash":
"11b6241f09adfebda8a84e36dfbfbad192af8d759dbd0b8612db6923472fac6c"}

=== ROLV Suite Summary ===

- FLOPS: 2 * nnz * batch (for matmul)

- Tokens/s: batch / per_iter_s

- Hashing: SHA-256 on normalized CPU-fp64 outputs + ghash(d=6)
- Tested sparsities: 40-99%

- Correctness: Verified if within tol (atol=2e-1, rtol=1e-3)
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- Note: CPU fallback; no sparse vendor; N=4000 for Intel Xeon.

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen

REAL WORLD BENCHMARKS

Amazon Books

GPUs: 1 Nvidia B200 | Batch: 1024 | Ilters: 1000

Download complete.

Loading CSV...

Total ratings: 51,311,621

Users: 15,362,619 | Items: 2,930,451 | Sparsity: >99.999%
Building MAX OPTIMIZED ROLYV surrogate...

ROLYV build time: 0.402s

cuSPARSE CSR per-iter: 0.054876s
ROLYV per-iter: 0.040621s

Speedup vs cuSPARSE CSR: 1.4x (40%)
Energy savings: 26.0%

Build time: 0.402s



ROLV
Benchmarks report

Llama-2-7b-pruned70-retrained (70% sparse Llama-2-7B base

Loading neuralmagic/Llama-2-7b-pruned70-retrained (70% sparse Llama-2-7B base)...
config.json: 100%

745/745 [00:00<00:00, 17.5kB/s]
model.safetensors.index.json:

23.9k/? [00:00<00:00, 1.46MB/s]

Fetching 3 files: 100%

3/3 [00:34<00:00, 34.90s/it]
model-00002-0f-00003.safetensors: 100%

4.95G/4.95G [00:29<00:00, 168MB/s]
model-00003-0f-00003.safetensors: 100%

3.59G/3.59G [00:28<00:00, 103MB/s]
model-00001-0f-00003.safetensors: 100%

4.94G/4.94G [00:33<00:00, 146MB/s]

Loading checkpoint shards: 100%

3/3 [00:04<00:00, 1.61s/it]

generation_config.json: 100%

111/111 [00:00<00:00, 13.0kB/s]

FFN up_proj (transposed): (4096, 11008) | Sparsity: 70.00%
ROLYV build time: 0.0090s

[Dense] Avg power: 635.1 W | Energy: 1843.7 J | Time: 2.903 s
[ROLV] Avg power: 747.4 W | Energy: 73.4 J | Time: 0.098 s

Energy savings vs Dense: 96.0%
Dense: 1843.7 J
ROLV: 734 J
Speedup vs Dense: 29.6x = 2856% faster
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Pruned BERT-Base Model with 90% Sparsity

Loading Intel/bert-base-uncased-sparse-90-unstructured-pruneofa (90% sparse BERT-Base)...
config.json: 100%
656/656 [00:00<00:00, 43.4kB/s]
pytorch_model.bin: 100%
441M/441M [00:05<00:00, 136MB/s]
FFN intermediate.dense (transposed): (768, 3072) | Sparsity: 90.00%
ROLYV build time: 0.0010s
[Dense] Avg power: 209.4 W | Energy: 44.4 J | Time: 0.212 s
[ROLV] Avg power: 266.1 W | Energy: 9.1 J | Time: 0.034 s

Energy savings vs Dense: 79.5%
Dense: 44.4 J
ROLV: 9.1 J
Speedup vs Dense: 6.2x = 519% faster
model.safetensors: 100%
440M/440M [00:04<00:00, 148MB/s]

}
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Pruned GPT-J-6B ~40% sparsity MLP benchmark

Loading Intel/gpt-j-6b-sparse (~40% sparse GPT-J-6B)...
config.json:

1.01k/? [00:00<00:00, 64.5kB/s]
“torch_dtype’ is deprecated! Use "dtype’ instead!
pytorch_model.bin.index.json:

21.7k/? [00:00<00:00, 1.27MB/s]

Fetching 3 files: 100%

3/3 [00:51<00:00, 22.26s/it]
pytorch_model-00001-0f-00003.bin: 100%
9.95G/9.95G [00:45<00:00, 86.0MB/s]
pytorch_model-00002-0f-00003.bin: 100%
9.93G/9.93G [00:51<00:00, 220MB/s]
pytorch_model-00003-0f-00003.bin: 100%
4.32G/4.32G [00:37<00:00, 53.4MB/s]
model.safetensors.index.json:

22.9k/? [00:00<00:00, 1.50MB/s]

Loading checkpoint shards: 100%

3/3 [00:08<00:00, 2.68sl/it]
generation_config.json: 100%

119/119 [00:00<00:00, 8.22kB/s]

MLP fc_in (transposed): (4096, 16384) | Sparsity: 40.00%

ROLYV build time: 0.1373s
[Dense] Avg power: 728.6 W | Energy: 3132.9 J | Time: 4.300 s
[ROLV] Avg power: 803.5 W | Energy: 96.7 J | Time: 0.120 s

Energy savings vs Dense: 96.9%
Dense: 3132.9 J over 4.300s
ROLV: 96.7 J over 0.120s
Speedup vs Dense: 35.7x = 3473% faster
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Google ViT Attention Pruned Benchmark Script

=== ROLV Google ViT Attention Pruned Results ===
Script starting... (ViT-Large model download may take 2-5 minutes first time)
Loading Google ViT-Large model from Hugging Face...
config.json:
69.7k/? [00:00<00:00, 5.97MB/s]
pytorch_model.bin: 100%
1.22G/1.22G [00:03<00:00, 743MB/s]
model.safetensors: 100%
1.22G/1.22G [00:03<00:00, 511MB/s]
Some weights of ViTModel were not initialized from the model checkpoint at google/vit-large-
patch16-224 and are newly initialized: ['pooler.dense.bias’, 'pooler.dense.weight']
You should probably TRAIN this model on a down-stream task to be able to use it for
predictions and inference.
Loaded pruned Google ViT-Large attention query: shape torch.Size([1024, 1024]), sparsity
79.99%
[2026-01-11 13:12:12] Seed: 123456 | Batch: 8192
Dense baseline per-iter (pilot): 0.000327s
Building ROLYV representation...
ROLYV build time: 0.001661s
ROLYV per-iter: 0.000114s

=== ROLV Google ViT-Large Attention Pruned Results ===
Speedup (per-iter): 2.9x (+187.2% faster)
Speedup (total): 2.9x (+185.1% faster)
Energy Savings: 65.2%
Build time: 0.001661s
{
"platform": "CUDA",
"device": "NVIDIA B200",
"shape": "1024x1024",
"sparsity": 0.799931526184082,
"batch": 8192,
"rolv_build_s": 0.0016612390172667801,
"rolv_iter_s": 0.00011370007799996529,
"dense_iter_s": 0.0003265044011641294,
"speedup_iter_x": 2.871628647116927,
"speedup_iter_pct": 187.1628647116927,
"speedup_total_x": 2.8508025207793417,
"speedup_total_pct": 185.08025207793418,
"energy_savings_pct": 65.17655578467692
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ROLV vs Dense on Pruned Google ViT-Large Attention (80% sparse)

0.11 ms
(+187.2%)

Time per iteration {ms)

Dense ROLV

=== How to Validate This Benchmark Independently ===

1. Install dependencies: !pip install transformers hf_transfer accelerate matplotlib

2. Run on NVIDIA B200 with PyTorch + CUDA.

3. Compare printed hashes and JSON output for reproducibility.

4. Check speedup (total/per-iter) and energy savings for ROLV benefit on Google's ViT-Large.
5. Note: Larger matrix (1024x3072) + higher sparsity (80%) should show strong gains.
Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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COMPLETE GOOGLE ViT-HUGE ATTENTION PRUNED BENCHMARK

Script starting... (ViT-Huge model download may take 3-8 minutes first time)
Loading Google ViT-Huge model from Hugging Face...
config.json: 100%
503/503 [00:00<00:00, 28.3kB/s]
model.safetensors: 100%
2.53G/2.53G [00:11<00:00, 489MB/s]
Loaded pruned Google ViT-Huge attention query: shape torch.Size([1280, 1280]), sparsity
90.02%
[2026-01-11 13:26:57] Seed: 123456 | Batch: 8192
Dense baseline per-iter (pilot): 0.000503s
Building ROLV representation...
/tmplipykernel_367/1714358285.py:193: UserWarning: Sparse CSR tensor support is in beta
state. If you miss a functionality in the sparse tensor support, please submit a feature request to
https://github.com/pytorch/pytorch/issues. (Triggered internally at
/pytorch/aten/src/ATen/SparseCsrTensorimpl.cpp:53.)
self.small = small.to_sparse_csr()
ROLYV build time: 0.135626s
ROLYV per-iter: 0.000125s

=== ROLV Google ViT-Huge Attention Pruned Results (90% sparse) ===
Speedup (per-iter): 4.0x (+300.7% faster)
Speedup (total): 2.6x (+160.1% faster)
Energy Savings: 75.0%
Build time: 0.135626s
{
"platform": "CUDA",
"device": "NVIDIA B200",
"shape™: "1280x1280",
"sparsity": 0.900172732770443,
"batch": 8192,
"rolv_build_s": 0.13562592904781923,
"rolv_iter_s": 0.00012542301398934798,
"dense_iter_s": 0.0005025731981731952,
"speedup_iter_x": 4.007025363111415,
"speedup_iter_pct": 300.7025363111415,
"speedup_total_x": 2.6008262127992614,
"speedup_total_pct": 160.08262127992614,
"energy_savings_pct": 75.04383153633172,
"real_joules_per_iter": null
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ROLV ys Dense on Pruned Google ViT-Huge Attention (90% sparse)
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=== How to Validate This Benchmark Independently ===

1. Install dependencies: !pip install transformers hf_transfer accelerate matplotlib

2. Run on NVIDIA B200 (or any modern NVIDIA GPU like H100/A100/RTX 4090) with PyTorch

+ CUDA.

3. Compare printed hashes and JSON output for reproducibility.

4. Check speedup (total/per-iter) and energy savings for ROLV benefit on Google's ViT-Huge.

5. Note: 90% sparsity + large matrix (1280x1280) should show strong gains (5-30% expected).
- For even stronger results, use pruned Llama FFN (4096x11008, 50—70% sparse).

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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Amazon-Style Large Recommender (Taobao Ads Dataset)

CUDA synchronous debugging enabled.
Starting benchmark...
Loading Taobao Ads dataset subsample...
Loaded Taobao Ads sparse matrix: shape (200000, 30000), sparsity 99.9900%
[ADAPT] Batch size reduced to 8192
[2026-01-12 18:39:41] Seed: 123456 | Batch: 8192
A_hash: 3ef69de59a2b926549bd5a1ac06ef9a1c6869b976bc69896880f1a09783cd49d |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Sparse (Dense fallback): 0.007062s | CSR: 0.007034s | COO:
0.039891s
Selected baseline: CSR
Building ROLYV representation...
ROLYV build time: 0.004754s
ROLYV per-iter: 0.003302s
ROLV_norm_hash:
1775092107287 1a886cfcfba10f0bbb946c091e0e21c8eeB8a4f0755901de05c6 | ghash(d=6):
a3e8a4d8080014c79d75cebaadfbd677d9f005bae56625da1f49b82caa5b4333
BASE_norm_hash: 990fa792db8c8a4ff6c088690900fa2f3f02441d852fc32c9a18b32b55635ca5
(Sparse fallback)
CSR_norm_hash: 990fa792db8c8a4ff6c088690900fa2f3f02441d852fc32c9a18b32b55635ca5
COO_norm_hash: 2789df39c8c698e2f6634545dc3f5bf73b3a7acaf884459b8cfd9bb1fbd9c5d2
Correctness vs Selected Baseline: Verified
Speedup (total) vs CSR: 2.09x
Speedup (per-iter) vs CSR: 2.10x
Speedup (per-iter) vs CSR: 2.10x
Energy Savings vs CSR: 52.3%
{
"platform": "CUDA",
"device": "NVIDIA B200",
"shape™: "200000x30000",
"sparsity": 0.9999,
"batch": 8192,
"rolv_build_s": 0.004754466994199902,
"rolv_iter_s": 0.003301868217997253,
"dense_iter_s": 0.007062012628011871,
"csr_iter_s": 0.006923886914999457,
"coo_iter_s": 0.039764627980999646,
"speedup_total_vs_ selected x": 2.094355548521795,
"speedup_iter_vs_selected_x": 2.0958634137169123,
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"speedup_iter_vs_csr_x": 2.096960404797481,
"energy_savings_pct": 52.28696710600293,
"correct_norm": "OK"

}

=== How to Validate This Benchmark Independently ===
1. Upload 'taobao_ads.csV' to this directory.

2. Run on NVIDIA B200 with PyTorch + CUDA.

3. Compare printed hashes and JSON output.
Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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ROLYV vs CSR on Stanford OGB ogbn-products at 80% Sparsity: Large-Scale (50k Nodes)
Benchmarks

Test 1: 10,000 nodes

Starting benchmark...
Downloading and loading OGB ogbn-products dataset...
Subsampling to 10000 nodes to avoid OOM...
Adding edges to adjust sparsity from 99.91% to 80.00%
Adding 474085 random edges (Capped for Memory Safety)...
Graph Ready: shape (1543, 1543), sparsity 81.8759%
/tmplipykernel_4645/475507801.py:361: UserWarning: Sparse CSR tensor support is in beta
state. If you miss a functionality in the sparse tensor support, please submit a feature request to
https://github.com/pytorch/pytorch/issues. (Triggered internally at
/pytorch/aten/src/ATen/SparseCsrTensorimpl.cpp:53.)

A_sparse = torch.sparse_csr_tensor(indptr, indices, data_t, size=csr_mat.shape,
dtype=DEFAULT_DTYPE, device=DEVICE)
[2026-01-13 14:14:02] Seed: 123456 | Batch: 8192
A_hash: ea98eba4dd81464bbe39c9004fd4122245d72e3e3837bda3da322f2d9a28b5a3 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.001680s | CSR: 0.001416s | COO: 0.016237s
Selected baseline: CSR
Building ROLV representation...
ROLYV build time: 0.152343s
ROLYV per-iter: 0.000213s
ROLV_norm_hash:
354cc0cd25591d86c4e4ea5d39b4973b533394ca094b79f885¢c76b807e075¢eff | ghash(d=6):
943d1beae866c08adfb743f9131829b63ccabb63a10a780d8c5b590987308d5¢
BASE_norm_hash:
bd1a1960b63d26ed9d532f0d0ffb9394d406ffeff7cb27b20035e796e47715b1 (Dense fallback)
CSR_norm_hash: 143b19ccb4172d4a0f931961c49ce641fdac58537a9f7eff5f5ad94d1ecf8533
COO_norm_hash:
b580c4512a7c46b16308749efbb5a471b6591c0fa9ed75fe988c0a84812f2837
Correctness vs Selected Baseline: Verified
Speedup (total) vs CSR: 4.91x
Speedup (per-iter) vs CSR: 6.67x
Speedup (per-iter) vs CSR: 6.66x
Energy Savings vs CSR: 85.0%
{

"platform": "CUDA",

"device": "NVIDIA B200",

"shape": "1543x1543",
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"sparsity": 0.8187591905240525,

"batch": 8192,

"rolv_build_s": 0.15234285918995738,
"rolv_iter_s": 0.0002127417486626655,

"dense _iter s": 0.0016804582555778325,
"csr_iter_s": 0.0014158415645360947,
"coo_iter_s": 0.01620042941789143,
"speedup_total vs selected x": 4.914201583193567,
"speedup_iter vs_selected x": 6.67371405436022,
"speedup iter _vs_csr_x": 6.6552125919634495,
"energy_savings_pct": 85.01583987784646,
"correct_norm": "OK"

=== How to Validate This Benchmark Independently ===

1. Run the script on NVIDIA B200 with PyTorch + CUDA.

2. Compare hashes (ROLV_norm_hash should match baselines within tolerance).

3. Verify JSON speedup/energy numbers.

4. Adjust TARGET_SPARSITY (0.4-0.9) for different levels below 95%.

5. For full graph, increase MAX_NODES (requires >128GB RAM; may need distributed).
Imagination is the Only Limitation to Innovation
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Test 2: 30,000 nodes

Starting benchmark...
Downloading and loading OGB ogbn-products dataset...
Subsampling to 30000 nodes to avoid OOM...
Adding edges to adjust sparsity from 99.98% to 80.00%
Adding 20395082 random edges (Capped for Memory Safety)...
Graph Ready: shape (10103, 10103), sparsity 81.8740%
/tmp/ipykernel_5847/3922352044.py:361: UserWarning: Sparse CSR tensor support is in beta
state. If you miss a functionality in the sparse tensor support, please submit a feature request to
https://qithub.com/pytorch/pytorch/issues. (Triggered internally at
/pytorch/aten/src/ATen/SparseCsrTensorimpl.cpp:53.)

A_sparse = torch.sparse_csr_tensor(indptr, indices, data_t, size=csr_mat.shape,
dtype=DEFAULT_DTYPE, device=DEVICE)
[2026-01-13 14:51:36] Seed: 123456 | Batch: 8192
A _hash: d1a575c523eacdd2cbfd8a02d97e46561cda83d1ded918976ba7e98a7c081584 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.034741s | CSR: 0.057109s | COO: 0.639978s
Selected baseline: Dense
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Building ROLV representation...
ROLYV build time: 1.608014s
ROLYV per-iter: 0.000705s
ROLV_norm_hash:
3fb457ae22f1b0d720a3a28032762eb598c2063a968ae6229dfd9dbecf1a550f | ghash(d=6):
7€6277d87fab58dc00b2d904c991a1d1ea93cf131eb9db49ae613a243b425627
BASE_norm_hash:
bf8bf9e86¢c156aae2bc0c3af1857b40adc4d177883013eb3e38aeb9d4a1858ed (Dense fallback)
CSR_norm_hash: 9f719899f7293069afcbe4d519b61eb0d04b4e4a04f89ce000acf1385550fe2c
COO_norm_hash:
22da4e426f870ac0c9beabccd 35298ef50cab66ea945a068d7e165bd4f8899873
Correctness vs Selected Baseline: Verified
Speedup (total) vs Dense: 22.98x
Speedup (per-iter) vs Dense: 49.19x
Speedup (per-iter) vs CSR: 81.02x
Energy Savings vs Dense: 98.0%
{
"platform": "CUDA",
"device": "NVIDIA B200",
"shape": "10103x10103",
"sparsity": 0.8187401723056242,
"batch": 8192,
"rolv_build_s": 1.6080138608813286,
"rolv_iter_s": 0.0007050942985806615,
"dense_iter_s": 0.034740835370030254,
"csr_iter_s": 0.05712996513256803,
"coo_iter_s": 0.6398933015903459,
"speedup total vs selected x": 22.984278348614943,
"speedup iter vs_selected x": 49.19285657802705,
"speedup_iter_vs_csr_x": 81.02457394361198,
"energy_savings_pct": 97.96718452726189,
"correct_norm": "OK"

}

=== How to Validate This Benchmark Independently ===

1. Run the script on NVIDIA B200 with PyTorch + CUDA.

2. Compare hashes (ROLV_norm_hash should match baselines within tolerance).

3. Verify JSON speedup/energy numbers.

4. Adjust TARGET_SPARSITY (0.4-0.9) for different levels below 95%.

5. For full graph, increase MAX_NODES (requires >128GB RAM; may need distributed).
Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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Sparse Transformers for Pixel/Android Al

Script starting... (ViT-Base model download may take 1-2 minutes first time)
Loading Google ViT-Base model from Hugging Face...
Loading weights: 100%

200/200 [00:00<00:00, 645.92it/s, Materializing param=pooler.dense.weight]
Loaded pruned Google ViT-Base attention query: shape torch.Size([768, 768]), sparsity 95.00%
[ 2026-01-27 13:15:31 ] Seed: 123456 | Batch: 8192
A_hash: 23¢500199c6859f69e980e3611ebdb4f8684809d3baad2c316ed0cfc49619¢c91 |
V_hash: 4bea791339d0547fc675f3879063744309a5bd9db62bd2c7502a2eafc765fab4
Dense baseline per-iter (pilot): 0.000201s
ROLYV build time: 0.004014s
ROLYV per-iter: 0.000086s
Vendor sparse per-iter: 0.000134s
ROLV_norm_hash:
8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
DENSE_norm_hash:
c6e3e6df90319b035b7c55e11cd6¢c22937bd7af0685f6fca0537f13b80d3cbaf
Correctness vs Dense: OK

=== ROLV Google ViT-Base Attention Pruned Results (95% sparse) ===
Speedup (per-iter): 2.20x (+120% faster)
Speedup (total): 2.2x (+119% faster)
Energy Savings: 54.6%
Build time: 0.004014s
{
"platform": "CUDA",
"device": "NVIDIA B200",
"shape": "768x768",
"sparsity": 0.9500003390842013,
"batch": 8192,
"rolv_build_s": 0.004013976082205772,
"rolv_iter_s": 8.277406005859375e-05,
"dense_iter_s": 0.0001822019775390625,
"csr_iter_s": 0.00013427755126953125,
"speedup_iter_x": 2.201196575474081,
"speedup_iter_pct": 120.11965754740812,
"speedup_total x": 2.1905737900346796,
"speedup_total_pct": 119.05737900346796,
"energy_savings_pct": 54.570163739936504,
"real_joules_per_iter": null,
"correct_norm": "OK"
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=== How to Validate This Benchmark Independently ===

1. Install dependencies: !pip install transformers torch-pruning (if structured prune needed)
2. Run on NVIDIA B200 or AMD MI300X with PyTorch + CUDA/ROCm.

3. Compare hashes (ROLV_norm_hash should match DENSE within tolerance).

4. Verify JSON speedup/energy numbers for ROLV benefit on Google's ViT-Base.

5. Note: 95% sparsity + attention matrix (768x768) should show 5-20x gains.

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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Loaded Netflix user-item matrix: shape 49880x10000, sparsity 98.83%
[ 2026-01-28 14:52:06 ] Seed: 123456789 | Batch: 8192 (chunked: False)
A_hash: 5ae2206b5951d0aac5484ea220db3ce7391a9a7721e1ca7b2cb79e46e29ba5cd |
V_hash: aa7a5b5e3e9667833af0061dd9e617c99a777bf829¢c8eddd71017eeb1da7403a
Dense baseline per-iter (pilot): 0.121653s
/tmplipykernel_10499/1946062589.py:251: UserWarning: Sparse CSR tensor support is in beta
state. If you miss a functionality in the sparse tensor support, please submit a feature request to
https://github.com/pytorch/pytorch/issues. (Triggered internally at
/pytorch/aten/src/ATen/SparseCsrTensorimpl.cpp:53.)

self.small = small.to_sparse_csr()
ROLYV build time: 0.325767s
ROLYV per-iter: 0.001965s
Vendor sparse per-iter: 0.018759s
ROLV_norm_hash:
8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
DENSE_norm_hash:
5270fb20a1c082d552be194b630ade247495¢3121e2b9d4bcObcf1f4e8da195d
Correctness vs Dense: OK

=== ROLV Netflix Rec Sparse Results (~95% sparse) ===
Speedup (per-iter): 61.89x (+6089% faster)

Speedup (total): 60.9x (+5988% faster)

Energy Savings: 89.5% (vs cuSPARSE

=== How to Validate This Benchmark Independently ===

1. Download Netflix Prize from Kaggle: https://www.kaggle.com/datasets/netflix-inc/netflix-prize-
data

2. Run on NVIDIA GPU with PyTorch + CUDA.

3. For full scale, set FULL_SCALE=True (may require chunking or >64GB VRAM).

4. Compare hashes and JSON speedup/energy for ROLV benéefits.
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Llama-2-7b-ultrachat200k-pruned_50 (50% sparse Ultrachat Llama-2-7B) on single GPU...
Using single GPU: AMD Radeon Graphics

PyTorch version: 2.4.1+rocm6.0

Backend: AMD ROCm

Using single GPU: AMD Radeon Graphics

Loading neuralmagic/Llama-2-7b-ultrachat200k-pruned_50 (50% sparse Ultrachat Llama-2-7B)
ROLYV build time: 0.0034s

Raw Kernel Timing (torch.utils.benchmark.Timer):
Dense: 0.001715 sl/iter
ROLV: 0.000423 s/iter
Speedup: 4.1x = 305% faster

Energy Savings vs Dense: 75.3%

=== How to Validate This Benchmark Independently ===

1. Install requirements: Ipip install transformers accelerate torch --index-url
https://download.pytorch.org/whl/rocm6.0/ (for AMD) or !pip install transformers accelerate
torch (for NVIDIA)

2. Run on AMD MI300X or NVIDIA B200 with ROCm/CUDA-enabled PyTorch.

3. Download the model from HuggingFace: neuralmagic/Llama-2-7b-ultrachat200k-pruned_50
4. Compare dense vs ROLV times for FFN layer; adjust batch/iters for scale.
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Llama-2-7B FFN test 70% sparsity
=== RUN SUITE (CUDA) on NVIDIA H100 NVL for Llama-2-7B Sparse FFN Test ===

[2026-01-30 01:04:06] Seed: 123456 | Pattern: random | Zeros: 70%
A_hash: 40f787567263352d38cbcea62177f083ae21f9e3e99c1f107c0ebaeb4fbe9ccc | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing
tmplipykernel_709/2707331004.py:559: UserWarning: Sparse CSR tensor support is in beta
state. If you miss a functionality in the sparse tensor support, please submit a feature request to
https://github.com/pytorch/pytorch/issues. (Triggered internally at
/pytorch/aten/src/ATen/SparseCsrTensorimpl.cpp:53.)

A_csr_raw = A_dense.to_sparse_csr()
Baseline pilots per-iter -> Dense: 0.010719s | CSR: 0.047468s | COO: 0.242159s
Selected baseline: Dense
rolv load time (operator build): 0.117366 s
rolv per-iter: 0.000571s
rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
b3467f8a8c3ef2a19a4c40396ebbcabe44e4d0c3199fed2bf3f3afebe3349¢8d (Dense)
CSR_norm_hash:
0a1537a788d17c74d54da45da8e5590ab64c6533f8717db6d4bd17d88d1c42b9
COO_norm_hash:
0d794e0b1daa640d0233be9ce4f0538c476042a7a9218f560abb054f0c005f3d
COQO per-iter: 0.257857s | total: 257.856828s
Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 18.29x (= 1729% faster)
Speedup (per-iter): 22.06x (= 2106% faster)
Energy Savings: 95.47%
rolv vs cuSPARSE -> Speedup (per-iter): 91.32x (= 9032% faster) | total: 75.75x (= 7475%
faster)
rolv vs COO: Speedup (per-iter): 451.63x | total: 374.62x
rolv TFLOPS (sparse): 236.88 (= 562% higher)
Baseline TFLOPS (Dense): 35.81
CSR TFLOPS (sparse): 2.59 (rolv = 9032% higher)
COO TFLOPS (sparse): 0.52
rolv tokens/s: 8757286 (= 2106% higher)
Baseline tokens/s (Dense): 397060
CSR tokens/s: 95894 (rolv = 9032% higher)
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COO tokens/s: 19391

{"platform": "CUDA", "device": "NVIDIA H100 NVL", "adapted_batch": false, "effective_batch":
5000, "dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"40f787567263352d38cbceab62177f083ae21f9e3e99c1f107c0ebaeb4fbe9ccc”, "input_hash_B"™
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™"
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"p3467f8a8c3ef2a19a4c40396ebbcabe44e4d0c3199fed2bf3f3afebe3349c8d",
"CSR_norm_hash":
"0a1537a788d17c74d54da45da8e5590ab64c6533f8717db6d4bd17d88d1c42b9",
"COO_norm_hash":
"0d794e0b1daa640d0233be9ce4f0538c476042a7a9218f560abb054f0c005f3d",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"166a854bf63cffc5c2f40840744e6eba193661f2ab959585¢c5da10e7627d20e9",
"CSR_ghash_d6":
"a54930d5c198a53eb0af25dbc2b8570590927¢7d4165ed25¢cd5d9b4759¢ch346¢",
"COO_ghash_d6":
"1d0d3483d627b569d5d2bfc4388fad4a11f8b5687b2010e7f1196180586bcdc0”,
"path_selected": "Dense", "pilot_dense_per_iter_s": 0.010719, "pilot_csr_per_iter_s": 0.047468,
"pilot_coo_per_iter_s": 0.242159, "rolv_build_s": 0.117366, "rolv_iter_s": 0.000571,
"dense_iter_s": 0.012593, "csr_iter_s": 0.052141, "coo_iter_s": 0.257857, "rolv_total_s":
0.688319, "baseline_total_s": 12.592545, "speedup_total vs_selected x": 18.295,
"speedup _iter vs_selected x": 22.055, "pct_total vs_selected": 1729.0, "pct_iter _vs_selected":
2106.0, "rolv_vs_vendor_sparse_iter_x": 91.323, "rolv_vs_vendor_sparse_total x": 75.751,
"pct_iter_vs vendor_sparse": 9032.0, "pct_total vs vendor sparse": 7475.0,
"rolv_vs_coo iter x": 451.625, "rolv_vs coo total x": 374.618,
"energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops_sparse": 236.881, "baseline_tflops": 35.806,
"csr_tflops_sparse": 2.594, "coo_tflops_sparse": 0.525, "pct_tflops_vs_selected": 562.0,
"pct_tflops_vs vendor sparse": 9032.0, "rolv_tokens per s": 8757286.0,
"baseline_tokens_per_s": 397060.0, "csr_tokens per_s": 95894.0, "coo_tokens per_s":
19391.0, "pct_tokens_vs_selected": 2106.0, "pct_tokens_vs_vendor_sparse": 9032.0}

=== FOOTER REPORT (CUDA) ===

- Aggregate speedup (total vs selected): 18.29x (= 1729% faster)

- Aggregate speedup (per-iter vs selected): 22.06x (= 2106% faster)
- Aggregate energy savings (proxy vs selected): 95.5%

- Aggregate rolv TFLOPS (sparse): 236.88 (= 562% higher)

- Aggregate baseline TFLOPS: 35.81
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- Aggregate rolv tokens/s: 8757286 (= 2106% higher)

- Aggregate baseline tokens/s: 397060

- Verification: TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64 normalization
and SHA-256 hashing.

{"platform": "CUDA", "device": "NVIDIA H100 NVL", "aggregate_speedup_total_vs_selected_x":
18.295, "aggregate _speedup_iter vs_selected x": 22.055, "aggregate_pct total vs selected":
1729.0, "aggregate pct _iter_vs_selected": 2106.0, "aggregate _energy_savings_pct": 95.466,
"aggregate_rolv_tflops_sparse": 236.881, "aggregate_baseline_tflops": 35.806,
"aggregate_pct_tflops_vs selected": 562.0, "aggregate rolv_tokens per_s": 8757286.0,
"aggregate_baseline_tokens_per_s": 397060.0, "aggregate_pct_tokens_vs_selected": 2106.0,
"verification": "TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64
normalization, SHA-256 hashing"}

=== Timing & Energy Measurement Explanation ===

1. Per-iteration timing:
- Each library (Dense GEMM, CSR SpMM, rolv) is warmed up for a fixed number of iterations.
- Then 'iters' iterations are executed, with synchronization to ensure all GPU/TPU work is
complete.
- The average time per iteration is reported as <library>_iter_s.

2. Build/setup time:

- For rolv, operator construction (tiling, quantization, surrogate build) is timed separately as
rolv_build_s.

- Vendor baselines (Dense/CSR) have negligible build cost, so only per-iter times are used.

3. Total time:
- For each library, total runtime = build/setup time + (per-iter time x number of iterations).
- Example: rolv_total s =rolv_build_s + rolv_iter_s * iters
baseline_total_s = baseline_iter_s * iters
- This ensures all overheads are included, so comparisons are fair.

4. Speedup calculation:
- Speedup (per-iter) = baseline_iter_s / rolv_iter_s
- Speedup (total) = baseline_total_s/rolv_total_s
- Both metrics are reported to show raw kernel efficiency and end-to-end cost.
- Percentage faster = (speedup - 1) * 100%

5. Energy measurement:
- Proxy energy savings are computed from per-iter times:
energy_savings_pct = 100 x (1 - rolv_iter_s / baseline_iter_s)
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- If telemetry is enabled (NVML/ROCm SMI), instantaneous power samples (W) are integrated
over time to yield Joules (trapz).

- Telemetry totals, when collected, are reported as energy_iter_adaptive_telemetry in the
JSON payload.

6. Fairness guarantee:

- All libraries run the same matrix/vector inputs (identical seeds, identical input hashes).

- All outputs are normalized in CPU-fp64 before hashing to remove backend-specific numeric
artifacts.

- CSR canonicalization (sorted indices) stabilizes sparse ordering and ensures reproducible
hashes.

- All times include warmup, synchronization, and build/setup costs (for rolv) so speedups and
energy savings are directly comparable across Dense, CSR, and rolv.

7. Performance Metrics:

- TFLOPS/s: Computed as (FLOPs per multiplication / per-iter time) / 1e12, using sparse
FLOPs for sparse methods and dense for dense.

- Tokens/s: Computed as batch_size / per-iter time, representing throughput in terms of
processed vectors (tokens) per second.

- Percentage higher = ((rolv_metric / baseline_metric) - 1) * 100%

8. How to validate against NVIDIA TensorRT-LLM:

- Run the harness with parameters matching the target model (e.g., sparsity level, matrix
dimensions approximating FFN layers).

- Compare the reported tokens/s and TFLOPS/s with published TensorRT-LLM benchmarks
for the same model on identical hardware (e.g., from NVIDIA's documentation or MLPerf
results).

- Note that this harness focuses on sparse matrix multiplication, a key component of LLM
inference; full end-to-end LLM benchmarks may include additional overheads like attention
layers or I/O. For direct comparison, isolate SpMM performance in TensorRT-LLM logs if
available, or use approximate scaling based on model architecture.

- Cross-verify hashes and correctness to ensure numerical stability.

- If discrepancies arise, adjust patterns or sparsity to better match real model weights.

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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Llama-2-7B FFN test vs Nvidia 70% sparsity
=== RUN SUITE (CUDA) on NVIDIA H100 NVL for Llama-2-7B Sparse FFN Test ===

[2026-01-30 01:15:03] Seed: 123456 | Pattern: random | Zeros: 70%

A_hash: 40f787567263352d38cbcea62177f083ae21f9e3e99c1f107c0ebaeb4fbe9ccc | V_hash:
448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070

[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Baseline pilots per-iter -> Dense: 0.011496s | CSR: 0.048126s | COO: 0.248185s

Selected baseline: Dense

rolv load time (operator build): 0.446102 s

rolv per-iter: 0.000576s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
b3467f8a8c3ef2a19a4c40396ebbcabe44e4d0c3199fed2bf3f3afebe3349¢c8d (Dense)
CSR_norm_hash: df100d02025446bfabfc1d628d2aae7f86fc9a89c5ce3bf028a47402da04c3a8
COO_norm_hash:
1c2cc20d4f7d28026b34da7b50dcadf370fe79149dd3b59d206dc3be5c102b83

COQO per-iter: 0.258851s | total: 258.851469s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified

Speedup (total): 12.39x (= 1139% faster)

Speedup (per-iter): 22.00x (= 2100% faster)

Energy Savings: 95.45%

rolv vs cuSPARSE -> Speedup (per-iter): 91.47x (= 9047% faster) | total: 51.54x (= 5054%
faster)

rolv vs COQO: Speedup (per-iter): 449.55x | total: 253.30x

rolv TFLOPS (sparse): 234.89 (= 560% higher)

Baseline TFLOPS (Dense): 35.60

CSR TFLOPS (sparse): 2.57 (rolv = 9047% higher)

COO TFLOPS (sparse): 0.52

rolv tokens/s: 8683586 (= 2100% higher)

Baseline tokens/s (Dense): 394788

CSR tokens/s: 94938 (rolv = 9047% higher)

COO tokens/s: 19316

{"platform": "CUDA", "device": "NVIDIA H100 NVL", "adapted_batch": false, "effective_batch":
5000, "dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"40f787567263352d38cbcea62177f083ae21f9e3e99c1f107c0ebaeb4dfbe9ccc”, "input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
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"DENSE_norm_hash™:
"p3467f8a8c3ef2a19a4c40396ebbcabe44e4d0c3199fed2bf3f3afebe3349c8d",
"CSR_norm_hash":
"df100d02025446bfabfc1d628d2aae7f86fc9a89c5ce3bf028a47402da04c3a8",
"COO_norm_hash":
"1¢c2cc20d4f7d28026b34da7b50dcadf370fe79149dd3b59d206dc3be5c102b83",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884accO0c5dad56dd8dd”,
"DENSE_ghash_d6":
"166a854bf63cffc5c2f40840744e6eba193661f2ab959585c5da10e7627d20e9",
"CSR_ghash_d6":
"9618711e7651414e782985661a7de01811b1fObfbd72748498e91098d97528cc",
"COO_ghash_d6"
"d55a161767c251614e22d8070a984d8e21494efd00284a30ef322e25eb96ad 14",
"path_selected": "Dense", "pilot_dense per _iter _s": 0.011496, "pilot_csr_per _iter _s": 0.048126,
"pilot_coo_per_iter_s": 0.248185, "rolv_build_s": 0.446102, "rolv_iter_s": 0.000576,
"dense_iter_s": 0.012665, "csr_iter_s": 0.052666, "coo_iter_s": 0.258851, "rolv_total_s":
1.021901, "baseline_total s": 12.665021, "speedup_total vs selected x": 12.394,
"speedup_iter_vs_selected x": 21.996, "pct_total vs_selected": 1139.0, "pct_iter_vs_selected":
2100.0, "rolv_vs_vendor_sparse_iter_x": 91.466, "rolv_vs_vendor_sparse_total x": 51.537,
"pct_iter_vs vendor_sparse": 9047.0, "pct_total vs vendor sparse": 5054.0,
"rolv_vs_coo_iter x": 449.552, "rolv_vs coo_total x": 253.304,
"energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops_sparse": 234.888, "baseline_tflops": 35.601,
"csr_tflops_sparse": 2.568, "coo_tflops_sparse": 0.522, "pct_tflops_vs_selected": 560.0,
"pct_tflops_vs vendor sparse": 9047.0, "rolv_tokens per s": 8683586.0,
"baseline_tokens_per_s": 394788.0, "csr_tokens _per_s": 94938.0, "coo_tokens_per_s":
19316.0, "pct_tokens_vs_selected": 2100.0, "pct_tokens_vs_vendor_sparse": 9047.0}

=== FOOTER REPORT (CUDA) ===

- Aggregate speedup (total vs selected): 12.39x (= 1139% faster)

- Aggregate speedup (per-iter vs selected): 22.00x (= 2100% faster)

- Aggregate energy savings (proxy vs selected): 95.5%

- Aggregate rolv TFLOPS (sparse): 234.89 (= 560% higher)

- Aggregate baseline TFLOPS: 35.60

- Aggregate rolv tokens/s: 8683586 (= 2100% higher)

- Aggregate baseline tokens/s: 394788

- Verification: TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64 normalization
and SHA-256 hashing.

{"platform": "CUDA", "device": "NVIDIA H100 NVL", "aggregate_speedup_total_vs_selected_x":
12.394, "aggregate_speedup_iter_vs_selected_x": 21.996, "aggregate_pct total vs_ selected":
1139.0, "aggregate_pct_iter_vs_selected": 2100.0, "aggregate_energy_savings_pct": 95.454,
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"aggregate_rolv_tflops_sparse": 234.888, "aggregate baseline_tflops": 35.601,
"aggregate_pct_tflops_vs selected": 560.0, "aggregate rolv_tokens_per_s": 8683586.0,
"aggregate_baseline_tokens_per_s": 394788.0, "aggregate_pct_tokens_vs_selected": 2100.0,
"verification": "TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64
normalization, SHA-256 hashing"}

=== Timing & Energy Measurement Explanation ===

1. Per-iteration timing:
- Each library (Dense GEMM, CSR SpMM, rolv) is warmed up for a fixed number of iterations.
- Then 'iters' iterations are executed, with synchronization to ensure all GPU/TPU work is
complete.
- The average time per iteration is reported as <library>_iter_s.

2. Build/setup time:

- For rolv, operator construction (tiling, quantization, surrogate build) is timed separately as
rolv_build_s.

- Vendor baselines (Dense/CSR) have negligible build cost, so only per-iter times are used.

3. Total time:
- For each library, total runtime = build/setup time + (per-iter time x number of iterations).
- Example: rolv_total_s = rolv_build_s + rolv_iter_s * iters
baseline_total s = baseline _iter_s * iters
- This ensures all overheads are included, so comparisons are fair.

4. Speedup calculation:
- Speedup (per-iter) = baseline_iter_s / rolv_iter_s
- Speedup (total) = baseline_total_s / rolv_total_s
- Both metrics are reported to show raw kernel efficiency and end-to-end cost.
- Percentage faster = (speedup - 1) * 100%

5. Energy measurement:
- Proxy energy savings are computed from per-iter times:
energy_savings_pct =100 x (1 - rolv_iter_s / baseline_iter_s)
- If telemetry is enabled (NVML/ROCm SMI), instantaneous power samples (W) are integrated
over time to yield Joules (trapz).
- Telemetry totals, when collected, are reported as energy_iter_adaptive_telemetry in the
JSON payload.

6. Fairness guarantee:
- All libraries run the same matrix/vector inputs (identical seeds, identical input hashes).
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- All outputs are normalized in CPU-fp64 before hashing to remove backend-specific numeric
artifacts.

- CSR canonicalization (sorted indices) stabilizes sparse ordering and ensures reproducible
hashes.

- All times include warmup, synchronization, and build/setup costs (for rolv) so speedups and
energy savings are directly comparable across Dense, CSR, and rolv.

7. Performance Metrics:

- TFLOPS/s: Computed as (FLOPs per multiplication / per-iter time) / 1e12, using sparse
FLOPs for sparse methods and dense for dense.

- Tokens/s: Computed as batch_size / per-iter time, representing throughput in terms of
processed vectors (tokens) per second.

- Percentage higher = ((rolv_metric / baseline_metric) - 1) * 100%

8. How to validate against NVIDIA TensorRT-LLM:

- Run the harness with parameters matching the target model (e.g., sparsity level, matrix
dimensions approximating FFN layers).

- Compare the reported tokens/s and TFLOPS/s with published TensorRT-LLM benchmarks
for the same model on identical hardware (e.g., from NVIDIA's documentation or MLPerf
results).

- Note that this harness focuses on sparse matrix multiplication, a key component of LLM
inference; full end-to-end LLM benchmarks may include additional overheads like attention
layers or I/O. For direct comparison, isolate SpMM performance in TensorRT-LLM logs if
available, or use approximate scaling based on model architecture.

- Cross-verify hashes and correctness to ensure numerical stability.

- If discrepancies arise, adjust patterns or sparsity to better match real model weights.

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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Llama 2 7B Sparse FFN Benchmark ROLV vs NVIDIA TensorRT LLM Proxy on H100 70%
sparsity

=== RUN SUITE (CUDA) on NVIDIA H100 NVL for Llama-2-7B Sparse FFN Test ===

[2026-01-30 01:58:02] Seed: 123456 | Pattern: random | Zeros: 70%
A_hash: 40f787567263352d38cbcea62177f083ae21f9e3e99¢c1f107c0ebaeb4fbe9ccc |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing
tmplipykernel_431/3340562033.py:561: UserWarning: Sparse CSR tensor support is in
beta state. If you miss a functionality in the sparse tensor support, please submit a feature
request to https://github.com/pytorch/pytorch/issues. (Triggered internally at
/pytorch/aten/src/ATen/SparseCsrTensorimpl.cpp:53.)

A _csr_raw = A _dense.to_sparse_csr()
Baseline pilots per-iter -> Dense: 0.000278s | CSR: 0.000978s | COO: 0.009213s
Selected baseline: Dense
rolv load time (operator build): 0.110407 s
rolv per-iter: 0.000052s
rolv_norm_hash:
8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd | ghash(d=6):
8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
7702cb44e2d00f29d395e9b2a9f0570c6c6251d468adc3df1fda0d97f05edbe1 (Dense)
CSR_norm_hash:
1892044b77bc5fad5df02bc71a7d204462e6530f1e1806b416432¢c78e10db8c1
COO_norm_hash:
4dca013ec65cd0733d74ea7786¢778392d7f03d5cc1b1df0018a5af432604d48
COO per-iter:  0.009209s | total: 9.209422s
Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 2.02x (= 102% faster)
Speedup (per-iter): 6.32x (= 532% faster)
Energy Savings: 84.19%
rolv vs cuSPARSE -> Speedup (per-iter): 23.80x (= 2280% faster) | total: 7.60x (= 660%
faster)
rolv vs COO: Speedup (per-iter): 177.81x | total: 56.78x
rolv TFLOPS (sparse): 66.85 (= 90% higher)
Baseline TFLOPS (Dense): 35.24
CSR TFLOPS (sparse): 2.81 (rolv = 2280% higher)
COO TFLOPS (sparse): 0.38
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rolv tokens/s: 2471334 (= 532% higher)
Baseline tokens/s (Dense): 390774

CSR tokens/s: 103859 (rolv = 2280% higher)
COO tokens/s: 13899

Comparison to NVIDIA TensorRT-LLM benchmark for Llama-2-7B on H100 (~1200
tokens/s):

ROLYV tokens/s (FFN proxy): 2471334 (= 205845% higher than NV benchmark)

Note: This is a proxy comparison for the sparse FFN component; full model integration could
yield even greater gains.

{"platform": "CUDA", "device": "NVIDIA H100 NVL", "adapted_batch": false,
"effective_batch": 128, "dense_label": "cuBLAS", "sparse_label": "cuSPARSE",
"input_hash_A"
"40f787567263352d38cbcea62177f083ae21f9e3e99c1f107c0ebaeb4fbe9ccc”,
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"7702cb44e2d00f29d395e9b2a9f0570c6c6251d468adc3df1fda0d97f05edbe1",
"CSR_norm_hash":
"1892044b77bc5fad5df02bc71a7d204462e6530f1e1806b416432c78e10db8c1",
"COO_norm_hash":
"4dca013ec65cd0733d74ea7786¢c778392d7f03d5cc1b1df0018a5af432604d48",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"136ab252207f9c2ffda92c13391f0f379a815639efea000c74b80ebab0fceefc”,
"CSR_ghash_d6":
"b93e96ef9e4c92a27a4e3190c69281255ec2254642530c21aec5aad5b9b3e8d8",
"COO_ghash_d6"
"b20ad113a68acbce58a2f80cd4ff2f77d5173567501c67f442f0b0b59b04b46e",
"path_selected": "Dense", "pilot_dense_per _iter _s": 0.000278, "pilot_csr_per _iter_s":
0.000978, "pilot_coo_per_iter_s": 0.009213, "rolv_build_s": 0.110407, "rolv_iter_s": 5.2e-05,
"dense_iter_s": 0.000328, "csr_iter_s": 0.001232, "coo_iter_s": 0.009209, "rolv_total_s™
0.162201, "baseline_total_s": 0.327555, "speedup_total_vs_selected x": 2.019,
"speedup_iter_vs_selected_x": 6.324, "pct_total_vs_selected": 102.0,
"pct_iter_vs_selected": 532.0, "rolv_vs_vendor_sparse_iter_x": 23.795,
"rolv_vs_vendor_sparse_total_x": 7.598, "pct_iter_vs_vendor_sparse": 2280.0,
"pct_total_vs_vendor_sparse": 660.0, "rolv_vs_coo_iter_x": 177.809, "rolv_vs_coo_total_x":
56.778, "energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm™:
"OK", "sparse_conversion_enabled": true, "rolv_tflops_sparse": 66.849, "baseline_tflops":
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35.239, "csr_tflops_sparse": 2.809, "coo_tflops_sparse": 0.376, "pct_tflops_vs_selected™
90.0, "pct_tflops_vs_vendor_sparse": 2280.0, "rolv_tokens_per_s": 2471334.0,
"baseline_tokens_per_s": 390774.0, "csr_tokens _per_s": 103859.0, "coo_tokens_per_s":
13899.0, "pct_tokens_vs_selected": 532.0, "pct_tokens_vs_vendor_sparse": 2280.0,
"nv_benchmark_tokens_s": 1200, "pct_tokens_vs_nv": 205845.0}

=== FOOTER REPORT (CUDA) ===

- Aggregate speedup (total vs selected): 2.02x (= 102% faster)

- Aggregate speedup (per-iter vs selected): 6.32x (= 532% faster)

- Aggregate energy savings (proxy vs selected): 84.2%

- Aggregate rolv TFLOPS (sparse): 66.85 (= 90% higher)

- Aggregate baseline TFLOPS: 35.24

- Aggregate rolv tokens/s: 2471334 (= 532% higher)

- Aggregate baseline tokens/s: 390774

- Verification: TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64
normalization and SHA-256 hashing.

Comparison to NVIDIA TensorRT-LLM benchmark for Llama-2-7B on H100 (~1200
tokens/s):

ROLYV tokens/s (FFN proxy): 2471334 (= 205845% higher than NV benchmark)

Note: This is a proxy comparison for the sparse FFN component; full model integration could
yield even greater gains.

{"platform": "CUDA", "device": "NVIDIA H100 NVL",
"aggregate_speedup_total_vs_selected_x": 2.019,
"aggregate_speedup_iter_vs_selected_x": 6.324, "aggregate_pct_total_vs_selected": 102.0,
"aggregate_pct_iter_vs_selected": 532.0, "aggregate_energy_savings_pct": 84.188,
"aggregate_rolv_tflops_sparse": 66.849, "aggregate_baseline_tflops": 35.239,
"aggregate_pct_tflops_vs_selected": 90.0, "aggregate_rolv_tokens_per_s": 2471334.0,
"aggregate_baseline_tokens_per_s": 390774.0, "aggregate_pct_tokens_vs_selected":
532.0, "nv_benchmark_tokens_s": 1200, "aggregate_pct_tokens_vs_nv": 205845.0,
"verification": "TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64
normalization, SHA-256 hashing"}

=== Timing & Energy Measurement Explanation ===

1. Per-iteration timing:

- Each library (Dense GEMM, CSR SpMM, rolv) is warmed up for a fixed number of
iterations.

- Then 'iters' iterations are executed, with synchronization to ensure all GPU/TPU work is
complete.

- The average time per iteration is reported as <library>_iter_s.
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2. Build/setup time:

- For rolv, operator construction (tiling, quantization, surrogate build) is timed separately as
rolv_build_s.

- Vendor baselines (Dense/CSR) have negligible build cost, so only per-iter times are
used.

3. Total time:
- For each library, total runtime = build/setup time + (per-iter time x number of iterations).
- Example: rolv_total_s = rolv_build_s + rolv_iter_s * iters
baseline_total s = baseline_iter_s * iters
- This ensures all overheads are included, so comparisons are fair.

4. Speedup calculation:
- Speedup (per-iter) = baseline_iter_s / rolv_iter_s
- Speedup (total) = baseline_total_s / rolv_total_s
- Both metrics are reported to show raw kernel efficiency and end-to-end cost.
- Percentage faster = (speedup - 1) * 100%

5. Energy measurement:
- Proxy energy savings are computed from per-iter times:
energy_savings_pct = 100 x (1 - rolv_iter_s / baseline_iter_s)
- If telemetry is enabled (NVML/ROCm SMI), instantaneous power samples (W) are
integrated over time to yield Joules (trapz).
- Telemetry totals, when collected, are reported as energy_iter_adaptive_telemetry in the
JSON payload.

6. Fairness guarantee:

- All libraries run the same matrix/vector inputs (identical seeds, identical input hashes).

- All outputs are normalized in CPU-fp64 before hashing to remove backend-specific
numeric artifacts.

- CSR canonicalization (sorted indices) stabilizes sparse ordering and ensures
reproducible hashes.

- All times include warmup, synchronization, and build/setup costs (for rolv) so speedups
and energy savings are directly comparable across Dense, CSR, and rolv.

7. Performance Metrics:

- TFLOPS/s: Computed as (FLOPs per multiplication / per-iter time) / 1e12, using sparse
FLOPs for sparse methods and dense for dense.

- Tokens/s: Computed as batch_size / per-iter time, representing throughput in terms of
processed vectors (tokens) per second.

- Percentage higher = ((rolv_metric / baseline_metric) - 1) * 100%
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8. How to validate against NVIDIA TensorRT-LLM:

- Run the harness with parameters matching the target model (e.g., sparsity level, matrix
dimensions approximating FFN layers).

- Compare the reported tokens/s and TFLOPS/s with published TensorRT-LLM
benchmarks for the same model on identical hardware (e.g., from NVIDIA's documentation
or MLPerf results).

- Note that this harness focuses on sparse matrix multiplication, a key component of LLM
inference; full end-to-end LLM benchmarks may include additional overheads like attention
layers or I/O. For direct comparison, isolate SpMM performance in TensorRT-LLM logs if
available, or use approximate scaling based on model architecture.

- Cross-verify hashes and correctness to ensure numerical stability.

- If discrepancies arise, adjust patterns or sparsity to better match real model weights.

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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ROLYV Sparse FFN Benchmark: BERT-Large Proxy vs. NVIDIA MLPerf Inference on H100
(70% Sparsity)

=== RUN SUITE (CUDA) on NVIDIA H100 NVL for BERT-Large Sparse FFN Test ===

[2026-01-31 13:31:13] Seed: 123456 | Pattern: random | Zeros: 70%

A_hash: ce91f41728f6dbd8e248bfcb812cbe8446023082e9aae2f767683a2ce70502dc |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing

Baseline pilots per-iter -> Dense: 0.000209s | CSR: 0.000718s | COO: 0.006851s
Selected baseline: Dense

rolv load time (operator build): 0.001814 s

rolv per-iter: 0.000065s

rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
BASE_norm_hash:
b6049b405ad0163e7463cbd09e735994fa3d3c37d0b294b657130bd2d2ac767c (Dense)
CSR_norm_hash:
022303cea4228fa535c2db4fbda51cdchb28f1db26495chbe53bf40ac75661da58
COO_norm_hash:
80b2ac1ee4f0bad354f555be1a77721b23a7c7e1825ceaf5e2748795047bf801

COO per-iter:  0.006855s | total: 34.275684s

Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 3.53x (= 253% faster)

Speedup (per-iter): 3.55x (= 255% faster)

Energy Savings: 71.82%

rolv vs cuSPARSE -> Speedup (per-iter): 13.67x (= 1267% faster) | total: 13.60x (= 1260%
faster)

rolv vs COO: Speedup (per-iter): 105.07x | total: 104.48x

rolv TFLOPS (sparse): 39.52 (= 7% higher)

Baseline TFLOPS (Dense): 37.10

CSR TFLOPS (sparse): 2.89 (rolv = 1267% higher)

COO TFLOPS (sparse): 0.38

rolv tokens/s: 15694435 (= 255% higher)

Baseline tokens/s (Dense): 4422957

CSR tokens/s: 1147865 (rolv = 1267% higher)

COO tokens/s: 149377

Comparison to NVIDIA MLPerf Inference benchmark for BERT-Large on H100 (~22000000
tokens/s):
ROLYV tokens/s (FFN proxy): 15694435 (= -29% higher than NV benchmark)
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Note: This is a proxy comparison for the sparse FFN component; full model integration could
yield even greater gains.

{"platform": "CUDA", "device": "NVIDIA H100 NVL", "adapted_batch": false, "effective_batch":
1024, "dense_label": "cuBLAS", "sparse_label": "cuSPARSE", "input_hash_A":
"ce91f41728f6dbd8e248bfcb812che8446023082e9aae2f767683a2ce70502dc",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"b6049b405ad0163e7463cbd09e735994fa3d3¢c37d0b294b657130bd2d2ac767¢",
"CSR_norm_hash":
"022303cea4228fa535c2db4fbdas51cdcb28f1db26495cbe53bf40ac75661da58",
"COO_norm_hash":
"80b2ac1ee4fObad354f555be1a77721b23a7c7e1825ceaf5e2748795047bf801",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"cb8c5d12c85badcb7bd6570dd9f71262c7f4a59a71f1293da9f8542092a18f38",
"CSR_ghash_d6":
"be1ec54e077df7c4c9f93b31d3ab6a230229178fb00200cd2f86b10f0eb227bb",
"COO_ghash_d6":
"85a609e25a6809486942a784c5433a66a28b3c71c73c984fe52e0eaab66ac58b",
"path_selected": "Dense", "pilot_dense_per_iter_s": 0.000209, "pilot_csr_per_iter_s": 0.000718,
"pilot_coo_per_iter_s": 0.006851, "rolv_build_s": 0.001814, "rolv_iter_s": 6.5e-05,

"dense _iter_s": 0.000232, "csr_iter_s": 0.000892, "coo _iter_s": 0.006855, "rolv_total s":
0.328045, "baseline_total_s": 1.157597, "speedup_total vs_selected x": 3.529,
"speedup_iter vs_selected x": 3.548, "pct_total vs_selected": 253.0, "pct_iter vs_selected":
255.0, "rolv_vs_vendor_sparse_iter x": 13.673, "rolv_vs_vendor_sparse_total x": 13.597,
"pct_iter_vs_vendor_sparse": 1267.0, "pct_total vs vendor_sparse": 1260.0,
"rolv_vs_coo _iter x": 105.066, "rolv_vs coo total x": 104.485,
"energy_iter_adaptive_telemetry": null, "telemetry_samples": 0, "correct_norm": "OK",
"sparse_conversion_enabled": true, "rolv_tflops_sparse": 39.525, "baseline tflops": 37.102,
"csr_tflops_sparse": 2.891, "coo_tflops_sparse": 0.376, "pct_tflops_vs_selected": 7.0,
"pct_tflops_vs_vendor_sparse": 1267.0, "rolv_tokens_per_s": 15694435.0,
"baseline_tokens_per_s": 4422957.0, "csr_tokens_per_s": 1147865.0, "coo_tokens per_s":
149377.0, "pct_tokens_vs_selected": 255.0, "pct_tokens_vs_vendor_sparse": 1267.0,
"nv_benchmark_tokens_s": 22000000, "pct_tokens_vs_nv": -29.0}

=== FOOTER REPORT (CUDA) ===
- Aggregate speedup (total vs selected): 3.53x (= 253% faster)
- Aggregate speedup (per-iter vs selected): 3.55x (= 255% faster)



ROLV
Benchmarks report

- Aggregate energy savings (proxy vs selected): 71.8%

- Aggregate rolv TFLOPS (sparse): 39.52 (= 7% higher)

- Aggregate baseline TFLOPS: 37.10

- Aggregate rolv tokens/s: 15694435 (= 255% higher)

- Aggregate baseline tokens/s: 4422957

- Verification: TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64 normalization
and SHA-256 hashing.

Comparison to NVIDIA MLPerf Inference benchmark for BERT-Large on H100 (~22000000
tokens/s):

ROLYV tokens/s (FFN proxy): 15694435 (= -29% higher than NV benchmark)

Note: This is a proxy comparison for the sparse FFN component; full model integration could
yield even greater gains.

{"platform"; "CUDA", "device": "NVIDIA H100 NVL", "aggregate speedup_total_vs_selected x":
3.529, "aggregate_speedup_iter_vs_selected_x": 3.548, "aggregate_pct_total_vs_selected":
253.0, "aggregate_pct_iter_vs_selected": 255.0, "aggregate_energy_savings_pct": 71.818,
"aggregate_rolv_tflops_sparse": 39.525, "aggregate baseline_tflops": 37.102,
"aggregate_pct_tflops_vs_selected": 7.0, "aggregate_rolv_tokens_per_s": 15694435.0,
"aggregate baseline_tokens_per_s": 4422957.0, "aggregate pct_tokens_vs_selected": 255.0,
"nv_benchmark_tokens_s": 22000000, "aggregate pct _tokens vs nv": -29.0, "verification":
"TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64 normalization, SHA-256
hashing"}

=== Timing & Energy Measurement Explanation ===

1. Per-iteration timing:
- Each library (Dense GEMM, CSR SpMM, rolv) is warmed up for a fixed number of iterations.
- Then 'iters' iterations are executed, with synchronization to ensure all GPU/TPU work is
complete.
- The average time per iteration is reported as <library>_iter_s.

2. Build/setup time:

- For rolv, operator construction (tiling, quantization, surrogate build) is timed separately as
rolv_build_s.

- Vendor baselines (Dense/CSR) have negligible build cost, so only per-iter times are used.

3. Total time:
- For each library, total runtime = build/setup time + (per-iter time x number of iterations).
- Example: rolv_total_s = rolv_build_s + rolv_iter_s * iters
baseline_total_s = baseline_iter_s * iters
- This ensures all overheads are included, so comparisons are fair.
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4. Speedup calculation:
- Speedup (per-iter) = baseline_iter_s / rolv_iter_s
- Speedup (total) = baseline_total_s / rolv_total_s
- Both metrics are reported to show raw kernel efficiency and end-to-end cost.
- Percentage faster = (speedup - 1) * 100%

5. Energy measurement:
- Proxy energy savings are computed from per-iter times:
energy_savings_pct =100 x (1 - rolv_iter_s / baseline_iter_s)
- If telemetry is enabled (NVML/ROCm SMI), instantaneous power samples (W) are integrated
over time to yield Joules (trapz).
- Telemetry totals, when collected, are reported as energy_iter_adaptive_telemetry in the
JSON payload.

6. Fairness guarantee:

- All libraries run the same matrix/vector inputs (identical seeds, identical input hashes).

- All outputs are normalized in CPU-fp64 before hashing to remove backend-specific numeric
artifacts.

- CSR canonicalization (sorted indices) stabilizes sparse ordering and ensures reproducible
hashes.

- All times include warmup, synchronization, and build/setup costs (for rolv) so speedups and
energy savings are directly comparable across Dense, CSR, and rolv.

7. Performance Metrics:

- TFLOPS/s: Computed as (FLOPs per multiplication / per-iter time) / 1e12, using sparse
FLOPs for sparse methods and dense for dense.

- Tokens/s: Computed as batch_size / per-iter time, representing throughput in terms of
processed vectors (tokens) per second.

- Percentage higher = ((rolv_metric / baseline_metric) - 1) * 100%

8. How to validate against NVIDIA TensorRT-LLM:

- Run the harness with parameters matching the target model (e.g., sparsity level, matrix
dimensions approximating FFN layers).

- Compare the reported tokens/s and TFLOPS/s with published TensorRT-LLM benchmarks
for the same model on identical hardware (e.g., from NVIDIA's documentation or MLPerf
results).

- Note that this harness focuses on sparse matrix multiplication, a key component of LLM
inference; full end-to-end LLM benchmarks may include additional overheads like attention
layers or I/O. For direct comparison, isolate SpMM performance in TensorRT-LLM logs if
available, or use approximate scaling based on model architecture.

- Cross-verify hashes and correctness to ensure numerical stability.

- If discrepancies arise, adjust patterns or sparsity to better match real model weights.
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Meta-Style Social Graph GNN (Pokec Graph)

Script starting... (Pokec graph download may take 1-3 minutes first time)

Loading real Pokec social graph...

Loaded subsampled Pokec graph: shape (50000, 50000), sparsity 99.9646%
[2026-01-31 22:14:13] Seed: 123456 | Batch: 8192

A_hash: d16c1fe2cc2eaf212fcc4a75d53384dbd6d81¢c7e654b0e12952b11f4a197e086 |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
Baseline pilots per-iter -> Dense: 0.613031s | CSR: 0.004216s | COO: 0.036197s
Selected baseline: CSR

Building ROLYV representation...

ROLYV build time: 0.475931s

ROLYV per-iter: 0.002088s

FLOPs per iteration:

Dense: 40,960,000,000,000

CSR/COO0: 14,486,749,184

ROLV: 222,101,504

FLOPSs reduction vs CSR: 65.23x (98.5% fewer FLOPs)
FLOPs reduction vs CSR: 65.23x (98.5% fewer FLOPs)

Tokens (parameters):
ROLV RL Model: 12
NV cuSPARSE: 0
ROLV_norm_hash:
0b03f395f2b668c69df335a1423a8a2448121596e0400066ed937bf48bf25b87 | ghash(d=6):
f609d7e44d2c0ff9e3929b3d13ffba7a1944923144414a230ab85b208a6ac064
BASE_norm_hash: f319d2d89ba4f49ad7affce6e1a96f1cc65b220bd1980e9c697b7dd6bc4cfcaf
(Dense)
CSR_norm_hash:
dba8438282afb39c1d099a8cac89bfdalabc2b6300f293b5eb98e0332d9d4fc9
COO_norm_hash:
a2f28046a698cce3ece17d93c66019af40fd801e8e7298b3c0c03c9122dfdd2d
Correctness vs Selected Baseline: Verified
Speedup (total) vs CSR: 1.81x
Speedup (per-iter) vs CSR: 2.02x
Energy Savings vs CSR: 50.4%
{

"platform": "CUDA",

"device": "NVIDIA B200",

"shape™: "50000x50000",

"sparsity": 0.9996463196,
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"batch": 8192,

"rolv_build_s": 0.4759308260399848,

"rolv_iter_s": 0.0020875659075099977,
"dense_iter_s": 0.6130312170134857,

"csr_iter_s": 0.004213199525023811,

"coo_iter_s": 0.0361779321054928,
"speedup_total_vs selected x": 1.8110600787438,
"speedup _iter_vs_selected x": 2.0175060923004877,
"speedup_iter_vs_csr_x": 2.018235453006234,
"energy_savings_pct": 50.433854756803385,
"correct_norm": "OK",

"flops_dense": 40960000000000,

"flops_csr": 14486749184,

"flops_rolv": 222101504,
"flops_reduction_vs_selected x": 65.22580407199764,
"flops_reduction_vs_csr_x": 65.22580407199764,
"rolv_tokens": 12,

"nv_tokens": 0

}

=== How to Validate This Benchmark Independently ===

1. Install dependencies: !pip install transformers hf_transfer accelerate matplotlib pandas
requests scipy

2. Run on NVIDIA B200 (or any modern NVIDIA GPU like H100/A100/RTX 4090) with PyTorch
+ CUDA.

3. Compare printed hashes and JSON output for reproducibility.

4. Check speedup and energy savings for ROLV on Meta-style social graph (Pokec).
Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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=== RUN SUITE (ROCm) on AMD Instinct MI300X for BERT-Large Sparse FFN Test ===

[2026-02-12 09:49:01] Seed: 123456 | Pattern: random | Zeros: 70%
A_hash: ce91f41728f6dbd8e248bfcb812cbe8446023082e9aae2f767683a2ce70502dc |
V_hash: 448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070
tmplipykernel_245/2238205836.py:106: UserWarning: Sparse CSR tensor support is in beta
state. If you miss a functionality in the sparse tensor support, please submit a feature request to
https://github.com/pytorch/pytorch/issues. (Triggered internally at
..Jaten/src/ATen/SparseCsrTensorlmpl.cpp:53.)

a = torch.sparse_csr_tensor(crow, col, val, size=(2,2))
[SPARSE CONVERT] Zeros 70% (>= 70%) — enabling CSR/COOQO conversion for
hashing/timing
Sparse memory threshold density: 0.333 | Current density: 0.300 | Sparse better for memory:
True
Baseline pilots per-iter -> Dense: 0.000121s | CSR: 0.001736s | COO: 0.000463s
Selected baseline: COO (memory-based override: True)
rolv load time (operator build): 0.186203 s
rolv per-iter: 0.000097s
rolv_norm_hash: 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accOc5dad56dd8dd
| ghash(d=6): 8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884accO0c5dad56dd8dd
BASE_norm_hash:
33eaal3dddf183f8c1b8130156b26e4f914f6a568c5d06bc0df2c086036a56aa3 (COO)
CSR_norm_hash:
33eaal3dddf183f8c1b8130156b26e4f914f6a568c5d06bc0df2c086036a56aa3
COO_norm_hash:
33eaa3dddf183f8c1b8130156b26e4f914f6a568c5d06bc0df2c086036a56aa3
COO per-iter:  0.000454s | total: 2.267987s
Correctness vs Selected Baseline: Verified | vs CSR: Verified | vs COO: Verified
Speedup (total): 3.50x (= 250% faster)
Speedup (per-iter): 4.84x (= 384% faster)
Energy Savings: 79.34%
rolv vs rocSPARSE -> Speedup (per-iter): 15.93x (= 1493% faster) | total: 11.50x (= 1050%
faster)
rolv vs COQO: Speedup (per-iter): 4.69x | total: 3.38x
rolv TFLOPS (sparse): 26.64 (= 384% higher)
Baseline TFLOPS (COO): 5.50
CSR TFLOPS (sparse): 1.67 (rolv = 1493% higher)
COO TFLOPS (sparse): 5.69
rolv tokens/s: 10578270 (= 384% higher)
Baseline tokens/s (COO): 2185198
CSR tokens/s: 664111 (rolv = 1493% higher)
COO tokens/s: 2257509
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Comparison to NVIDIA MLPerf Inference benchmark for BERT-Large on H100 (~22000000
tokens/s):

ROLYV tokens/s (FFN proxy): 10578270 (= -52% higher than NV benchmark)

Note: This is a proxy comparison for the sparse FFN component; full model integration could
yield even greater gains.

{"platform": "ROCm", "device": "AMD Instinct MI300X", "adapted_batch": false,
"effective_batch": 1024, "dense_label": "rocBLAS", "sparse_label": "rocSPARSE",
"input_hash_A"
"ce91f41728f6dbd8e248bfcb812cbe8446023082e9aae2f767683a2ce70502dc",
"input_hash_B":
"448b453ff50675840e0e32980b9e77974b1188713089eb2c28e45b6d12701070",
"ROLV_norm_hash™
"8dbe5f139fd946d4cd84e8cc612cd9f68cbc87e394457884acc0c5dad56dd8dd”,
"DENSE_norm_hash™
"92e53431a977dd6629b549c9361dd7a0a0e7c92b9037d90eff2552450f1f242¢e",
"CSR_norm_hash":
"33eaa3dddf183f8c1b8130156b26e4f914f6a568c5d06bc0df2c086036a56aa3",
"COO_norm_hash":
"33eaa3dddf183f8c1b8130156b26e4f914f6a568c5d06bc0df2c086036a56aa3",
"ROLV_ghash_d6":
"8dbe5f139fd946d4cd84e8cc612cd9f68chbc87e394457884acc0c5dad56dd8dd”,
"DENSE_ghash_d6":
"efaa40f195ba27ea84e55f5f9421a210d6a2c36f8e295d623ce7d7e1f82e5e4a",
"CSR_ghash_d6": "fecc5734b88a9b0ce6d0ddfd6f75695df875ff2f86e8d141b31569c2801f6e3d",
"COO_ghash_d6":
"fecc5734b88a9b0ce6d0ddfd6f75695df875ff2f86e8d141b31569¢c2801f6e3d", "path_selected":
"COQ", "pilot_dense per iter_s": 0.000121, "pilot_csr_per _iter_s": 0.001736,
"pilot_coo_per_iter_s": 0.000463, "rolv_build_s": 0.186203, "rolv_iter_s": 9.7e-05,
"dense_iter_s": 0.000469, "csr_iter_s": 0.001542, "coo_iter_s": 0.000454, "rolv_total_s":
0.670214, "baseline_total _s": 2.343037, "speedup_total vs selected x": 3.496,
"speedup_iter_vs_selected x": 4.841, "pct_total vs_selected": 250.0, "pct_iter vs_selected":
384.0, "rolv_vs_vendor_sparse_iter x": 15.928, "rolv_vs_vendor_sparse_total x": 11.503,
"pct_iter_vs vendor_sparse": 1493.0, "pct_total vs vendor sparse": 1050.0,
"rolv_vs_coo_iter_x": 4.686, "rolv_vs_coo_total x": 3.384, "energy_iter_adaptive_telemetry":
null, "telemetry_samples": 0, "correct_norm": "OK", "sparse_conversion_enabled": true,
"rolv_tflops_sparse": 26.64, "baseline_tflops": 5.503, "csr_tflops_sparse": 1.672,
"coo_tflops_sparse": 5.685, "pct_tflops_vs_selected": 384.0, "pct_tflops_vs_vendor_sparse™:
1493.0, "rolv_tokens_per_s": 10578270.0, "baseline_tokens_per_s": 2185198.0,
"csr_tokens_per_s": 664111.0, "coo_tokens_per_s": 2257509.0, "pct_tokens_vs_selected":
384.0, "pct_tokens_vs_vendor_sparse": 1493.0, "nv_benchmark_tokens_s": 22000000,
"pct_tokens_vs_nv": -52.0}
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=== FOOTER REPORT (ROCm) ===

- Aggregate speedup (total vs selected): 3.50x (= 250% faster)

- Aggregate speedup (per-iter vs selected): 4.84x (= 384% faster)

- Aggregate energy savings (proxy vs selected): 79.3%

- Aggregate rolv TFLOPS (sparse): 26.64 (= 384% higher)

- Aggregate baseline TFLOPS: 5.50

- Aggregate rolv tokens/s: 10578270 (= 384% higher)

- Aggregate baseline tokens/s: 2185198

- Verification: TF32 off, deterministic algorithms, CSR canonicalization, CPU-fp64 normalization
and SHA-256 hashing.

Comparison to NVIDIA MLPerf Inference benchmark for BERT-Large on H100 (~22000000
tokens/s):

ROLYV tokens/s (FFN proxy): 10578270 (= -52% higher than NV benchmark)

Note: This is a proxy comparison for the sparse FFN component; full model integration could
yield even greater gains.

{"platform": "ROCm", "device": "AMD Instinct MI300X",

"aggregate_speedup_total vs_selected x": 3.496, "aggregate_speedup_iter_vs_selected x"
4.841, "aggregate_pct_total vs selected": 250.0, "aggregate_pct _iter_vs_selected": 384.0,
"aggregate_energy_savings_pct": 79.343, "aggregate_rolv_tflops_sparse": 26.64,
"aggregate_baseline_tflops": 5.503, "aggregate_pct _tflops_vs_selected": 384.0,
"aggregate_rolv_tokens_per_s": 10578270.0, "aggregate_baseline_tokens_per_s": 2185198.0,
"aggregate_pct_tokens_vs_selected": 384.0, "nv_benchmark_tokens_s": 22000000,
"aggregate_pct_tokens_vs_nv": -52.0, "verification": "TF32 off, deterministic algorithms, CSR
canonicalization, CPU-fp64 normalization, SHA-256 hashing"}

=== Timing & Energy Measurement Explanation ===

1. Per-iteration timing:
- Each library (Dense GEMM, CSR SpMM, rolv) is warmed up for a fixed number of iterations.
- Then 'iters' iterations are executed, with synchronization to ensure all GPU/TPU work is
complete.
- The average time per iteration is reported as <library>_iter_s.

2. Build/setup time:

- For rolv, operator construction (tiling, quantization, surrogate build) is timed separately as
rolv_build_s.

- Vendor baselines (Dense/CSR) have negligible build cost, so only per-iter times are used.

3. Total time:
- For each library, total runtime = build/setup time + (per-iter time x number of iterations).
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- Example: rolv_total_s = rolv_build_s + rolv_iter_s * iters
baseline_total_s = baseline_iter_s * iters
- This ensures all overheads are included, so comparisons are fair.

4. Speedup calculation:
- Speedup (per-iter) = baseline_iter_s / rolv_iter_s
- Speedup (total) = baseline_total_s /rolv_total_s
- Both metrics are reported to show raw kernel efficiency and end-to-end cost.
- Percentage faster = (speedup - 1) * 100%

5. Energy measurement:
- Proxy energy savings are computed from per-iter times:
energy_savings_pct = 100 x (1 - rolv_iter_s / baseline_iter_s)
- If telemetry is enabled (NVML/ROCm SMI), instantaneous power samples (W) are integrated
over time to yield Joules (trapz).
- Telemetry totals, when collected, are reported as energy_iter_adaptive_telemetry in the
JSON payload.

6. Fairness guarantee:

- All libraries run the same matrix/vector inputs (identical seeds, identical input hashes).

- All outputs are normalized in CPU-fp64 before hashing to remove backend-specific numeric
artifacts.

- CSR canonicalization (sorted indices) stabilizes sparse ordering and ensures reproducible
hashes.

- All times include warmup, synchronization, and build/setup costs (for rolv) so speedups and
energy savings are directly comparable across Dense, CSR, and rolv.

7. Performance Metrics:

- TFLOPS/s: Computed as (FLOPs per multiplication / per-iter time) / 1e12, using sparse
FLOPs for sparse methods and dense for dense.

- Tokens/s: Computed as batch_size / per-iter time, representing throughput in terms of
processed vectors (tokens) per second.

- Percentage higher = ((rolv_metric / baseline_metric) - 1) * 100%

8. How to validate against NVIDIA TensorRT-LLM:

- Run the harness with parameters matching the target model (e.g., sparsity level, matrix
dimensions approximating FFN layers).

- Compare the reported tokens/s and TFLOPS/s with published TensorRT-LLM benchmarks
for the same model on identical hardware (e.g., from NVIDIA's documentation or MLPerf
results).

- Note that this harness focuses on sparse matrix multiplication, a key component of LLM
inference; full end-to-end LLM benchmarks may include additional overheads like attention
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layers or I/O. For direct comparison, isolate SpMM performance in TensorRT-LLM logs if
available, or use approximate scaling based on model architecture.

- Cross-verify hashes and correctness to ensure numerical stability.

- If discrepancies arise, adjust patterns or sparsity to better match real model weights.

Imagination is the Only Limitation to Innovation

Rolv E. Heggenhougen
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The rolv Unit

The rolv Unit Calculator is a specialized tool designed to quantify the efficiency and economic
impact of sparse computing. While most Al calculators focus on VRAM or model size, this tool
uses a proprietary formula to combine speed, density, and energy into a single "investor-grade"
metric: the rolv Unit.

The Formula

The calculator operates on the following mathematical relationship:

S-logy(§)  E-S
log;o(1— D +¢€)| 100

ROLV Unit = -

Where:
e $S$ (Speedup): The factor by which ROLV outperforms the baseline (e.g., 30x or 700x).
e $D$ (Density): The percentage of non-zero elements ($1 - \text{Sparsity}$).
o $ES$ (Energy Savings): The percentage reduction in energy waste (typically 90-99%).
o $\epsilon$: A small constant to prevent division by zero.
Why it Matters

The "rolv Unit" is intended to replace fragmented metrics with a unified score that communicates
three critical values simultaneously:

1. Computational Leap: By incorporating $S \cdot \log_{10}(S)$, it rewards exponential
performance gains rather than linear ones.

2. Sparsity Efficiency: It places higher value on speedups achieved at higher sparsity
levels (lower $D$), where irregular memory access usually degrades performance.

3. Sustainability: The $(E \cdot S) / 100$ component directly ties the score to the
reduction in carbon footprint and operational cost.

Strategic Use
The calculator allows developers and investors to:

o Rank Kernels: Determine which sparse optimization is most effective across different
hardware (NVIDIA vs. AMD).

e Choose Deployment Paths: Identify the "sweet spot" of sparsity where a model
achieves the highest efficiency without losing accuracy.

e Communicate ROI: Translate technical benchmarks into a single number that reflects a
"step-function change in compute economics."
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You can access the calculator directly here: rolv-unit-calculator



https://huggingface.co/spaces/rolvai/rolv-unit-calculator

