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cQuién es Certiprof®?

Certiprof® es una entidad certificadora fundada en los Estados Unidos en 2015, ubicada actualmente en
Sunrise, Florida.

Nuestra filosofia se basa en la creacion de conocimiento en comunidad y para ello su red colaborativa esta
conformada por:

* Nuestros Lifelong Learners (LLL) se identifican como Aprendices Continuos, lo que demuestra su
compromiso inquebrantable con el aprendizaje permanente, que es de vital importancia en el mundo
digital en constante cambio y expansidn de hoy. Independientemente de si ganan o no el examen.

* Las universidades, centros de formacion, y facilitadores en todo el mundo forman parte de nuestra red de
aliados CPLS (Certified Partner For Learning Solutions).

* Los autores (co-creadores) son expertos de la industria o practicantes que, con su conocimiento,
desarrollan contenidos para la creacidon de nuevas certificaciones que respondan a las necesidades de la
industria.

* Personal Interno: Nuestro equipo distribuido con operaciones en Indig, Brasil, Colombia y Estados Unidos
estd a cargo de superar obstaculos, encontrar soluciones y entregar resultados excepcionales.
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Nuestras Afiliaciones

Memberships
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IT Certification Council - ITCC

Certiprof® es un miembro activode ITCC.

Una de las ventajas de hacer parte del ITCC es como lideres del sector colaboran entre si en un
formato abierto para explorar maneras nuevas o diferentes formas de hacer negocios que
inspiran y fomentan la innovacion, estableciendo y compartiendo buenas prdacticas que nos
permiten extender ese conocimiento a nuestra comunidad.

Certiprof ha contribuido a la elaboracion de documentos blancos en el Career Path Ways
Taskforce, un grupo de trabajo que se implementd internamente para ofrecer a los estudiantes
la oportunidad de saber qué camino tomar después de una certificaciéon.
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Agile Alliance

Certiprof® es un miembro corporativo de Agile Alliance.

©
Al unirnos al programa corporativo Agile Alliance,
continuamos empoderando a las personas ayuddndolas a
alcanzar su potencial a través de la educacién. Cada dig, l ®

brindomos mds herramientas y recursos que permiten a l
nuestros socios formar profesionales que buscan mejorar su
desarrollo profesional y sus habilidades.

https://www.agilealliance.org/organizations/certiprof/

\

CORPORATE
MEMBER
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Credly

Esta alianza permite que las personas y empresas certificadas con
Certiprof® cuenten con una distincién a nivel mundial a través de un
distintivo digital.

Credly es el emisor de insignias mds importante del mundo vy
empresas lideres en tecnologia como IBM, Microsoft, PMI,Nokia, la
Universidad de Stanford, entre otras, emiten sus insignias con
Credly.

Empresas que emiten insignias de validacién de conocimiento con
Credly:

by Pearson
° IBM
* Microsoft
° PMI

®* Universidad de Stanford
* Certiprof
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Insignias Digitales

= certiprof’ “

”‘  Segun el estudio del IT Certification Council (ITCC),
DESIGN THINKING | anos atrds, la gente sabia muy poco sobre las
| insignias digitales. Hoy, grandes empresas e
instituciones educativas de todo el mundo expiden
insignias.
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 Las insignias digitales contienen metadatos
detallodos sobre quién las ha obtenido, las
competencias requeridas y la organizacién que las
ha expedido. Algunas insignias incluso estan
vinculadas a las actividoades necesarias para
obtenerlas.

. . « o . « Para las empresas e instituciones educativas, las
|n3|gn|03 Dlgltqles' insignias y la informacién que proporcionan son tan
¢Que son? importantes que muchas decisiones, como las de
contratacidn o admisiéon, se basan en los datos
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éPor qué son importantes?

* Facilidad de Compartiry Verificar Logros:

« Las insignias digitales permiten a los profesionales
mostrar y verificar sus logros de manera
instantdnea y global. Segun un informe de Credly,
los perfiles de Linkedin con insignias digitales
reciben un 40% mdas de atencion por parte de
reclutadores y empleadores.

* Visibilidad en Plataformas Digitales:

En una encuesta realizada por Pearson y Credly, el
85% de los usuarios que obtuvieron insignias
digitales las compartieron en Linkedin, y el 75%
reportd que esto mejord su credibilidad profesional
en sus redes. Ademds, el 76% de los empleadores
encuestados afirmd que las insignias digitales les
ayudan a identificar rdpidamente habilidades
especificas.
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éPor qué son importantes?

* Impacto en la Contratacion:

Un estudio de la Asociacion Internacional de
Gestion de Proyectos (PMI) encontré que los
candidatos que muestran insignias digitales de
gestidon de proyectos tienen un 60% mdas de
probabilidades de ser contratados en comparaciéon
con aquellos que solo mencionan sus habilidades
sin verificacion digital.
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éPor qué son importantes?

°* Empoderamiento de la Marca Personal:

La visibilidad y verificacion instantdnea proporcionada
por las insignias digitales permiten a los profesionales no
solo demostrar sus habilidades, sino también construir
una marca personal fuerte. Segln un estudio de LinkedIn,
los profesionales que utilizan insignias digitales tienen un
24% mas de probabilidades de avanzar en sus carreras.
La certificacion y las insignias digitales no son solo una
validacidbn del conocimiento, sino también una
herramienta poderosa para la mejora continua y la
empleabilidad. En un mundo donde el aprendizaje
permanente se ha convertido en la norma, estas
credenciales son clave para el desarrollo profesional y la
competitividad en el mercado laboral global.
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« No todas las insignias son iguales, y en Certiprof, estamos

/ comprometidos con ofrecerte mdas que un simple

reconocimiento digital. Al obtener una insignia emitida por

certiprof, estards recibiendo una validacién de tu
( j conocimiento respaldada por una de las entidades lideres

en certificacion profesional a nivel mundial.

- Da el siguiente paso y obtén la insignia que te abrira

puertas y te posicionard como un experto en tu campo.
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cPor qué es importante obtener su certificado?

Prueba de experiencia: Su certificado es un reconocimiento
formal de las habilidades y conocimientos que ha adquirido.
Sirve como prueba verificable de sus cuadlificaciones vy
demuestra su compromiso con la excelencia en su campo.

Credibilidad y reconocimiento: En el competitivo mercado
laboral actual, las empresas y los companeros valoran las
credenciales que le distinguen de los demds. Un certificado de
una institucion reconocida, como Certiprof, proporciona
credibilidad instantdnea e impulsa su reputacién profesional.

Avance profesional: Tener tu certificado puede abrirte las
puertas a nuevas oportunidades. Ya se trate de un ascenso, un
aumento de sueldo o un nuevo puesto de trabajo, las
certificaciones son un factor diferenciador clave que los
empleadores tienen en cuenta a la hora de evaluar a los

(& certiprof”
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cPor qué es importante obtener su certificado?

* Oportunidades de establecer contactos: Poseer un certificado
le conecta con una red de profesionales certificados. Muchas
organizaciones cuentan con grupos de antiguos alumnos o de
trabajo en red en los que puede compartir experiencias,
intercambiar ideas y ampliar su circulo profesional.

* Logro personal: Obtener una certificacion es un logro
importante, y su certificado es un recordatorio tangible del
trabajo duro, la dedicacion y el progreso que ha realizado. Es TU NOMBRE AQUI

certiprof

TUNOMBREAQUI -

algo de lo que puede sentirse orgulloso y mostrar a los demds.
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Insignia

ARTIFICIAL
INTELLIGENCE

~_

Earn this Badge

Artificial Intelligence Expert Certificate - CAIEC®

Issued by Certiprof

Artificial Intelligence Expert certification holders understand the fundamental keys of the deep
learning approach, practical bases of architecture, and convergence of neural networks. They
have demonstrated how to master the methodologies for setting up neural networks, the

strengths, and limitations of existing tools and libraries.

Learn more
(= Certification S Paid
Skills
‘ Al ’ ‘ Data Analysts ‘ Data Scientists ‘ Data Stewards ‘ Deep Learning ’ ‘ Expert

‘ Machine Learning ’

https://www.credly.com/org/certiprof/badge/artificial-intelligence-expert-certificate-caiec.]
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Aprendizaje Permanente

* Certiprof ha creado una insignia especial para reconocer a
los aprendices constantes.

°* Para el 2024, se han emitido mds de 1,000,000 de estas
insignias en mas de 11 idiomas.

Proposito y Filosofia

° Esta insignia estd destinada a personas que creen
firmemente en que la educacién puede cambiar vidas y
transformar el mundo.

* La filosofia detrds de la insignia es promover el compromiso
con el aprendizaje continuo a lo largo de la vida.

Acceso y Obtencion de la Insignia

° La insignia de Lifelong Learning se entrega sin costo a
aquellos que se identifican con este enfoque de aprendizaje.

* Cualquier persona que se considere un aprendiz constante
puede reclamar su insignia visitando:

certiprof

LIFELONG LEARNING

~

https://certiprof.com/pages/certiprof-lifelong-learning
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COMPARTE Y VERIFICA
TUS LOGROS DE
APRENDIZAJE
FACILMENTE
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l. Fundamentos del Aprendize



1.1 Representacion de Redes Neuronales

1.1.1 Modelos nho lineadles

La inspiraciéon de las redes neuronales artificiales (o "redes neuronales” para abreviar) proviene en parte
de las redes neuronales biolégicas. Las células de la mayoria de los cerebros (incluido el nuestro) se
conectan y trabajan juntas. Liamamos neurona a cada una de estas células de una red neuronal. Las
neuronas del cerebro humano se comunican mediante el intercambio de sefiales eléctricas.

Los modelos de redes neuronales se inspiran en la estructura de las neuronas de nuestro cerebro y en la
forma en que se transmiten los mensajes. Sin_embargo, las similitudes entre las redes neuronales
bioldgicas y las redes neuronales artificiales terminan aqui.

Una red neuronal profunda es un tipo especifico de red neuronal que destaca por captar relaciones no
lineales en los datos. Las redes neuronales profundas han superado muchos puntos de referencia en la
clasificacion de audio e imdagenes. Anteriormente, se solian utilizar modelos lineales con
transformaciones no lineales descubiertas meticulosamente a mano.

En esta leccion, exploraremos las redes neuronales profundas. Estos son algunos de los aspectos que
puedes esperar al final de esta leccion:
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1.1 Representacion de Redes Neuronales

« COmo representar visualmente las redes neuronales
« CbOmo implementar la regresion lineal y logistica como redes neuronales
- Las diferencias entre las funciones de activacion no lineales

Para aprovechar al maximo esta leccidon, necesitards conocer las bibliotecas NumPy, sklearn y
pandas. También necesitards sentirte coOmodo programando en Python. Nos basaremos en la
estadistica, el cdlculo y el dlgebra lineal. Se debe entender el flujo de trabajo del aprendizaje
automatico tradicional, asi como los modelos de regresion lineal y logistica.
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1.1 Representacion de Redes Neuronales

1.1.2 Grafos

Solemos representar las redes neuronales como grafos. Un grafo es una estructura de datos formada
por nodos (representados como circulos)y conectados por aristas (representadas como lineas).

Grafo Grafo Grafo

3 Nodos 3 Nodos 4 Nodos
O Aristas 3 Aristas 4 Aristas
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1.1 Representacion de Redes Neuronales

Solemos utilizar los grafos para representar las relaciones o vinculos entre los componentes de un
sistema. Por ejemplo, el Grafo Social de Facebook describe la interconexidn de todos los usuarios de

Facebook (y este grafo cambia constantemente a medida que los usuarios anaden y eliminan amigos).
Google Maps utiliza grafos para representar ubicaciones en el mundo fisico como nodos y carreteras
como aristas.

Grafo Social de Facebook Google Maps
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https://en.wikipedia.org/wiki/Social_graph

1.1 Representacion de Redes Neuronales

Los grafos son una estructura de datos muy flexible; incluso se puede representar una lista de
valores como un grafo. A menudo clasificamos los grafos por sus propiedades, que actian como
restricciones. Puedes leer sobre las diferentes formas de clasificar los grafos en Wikipedia.

Grafo no dirigido Grafo dirigido

Los vértices no Los vértices
tienen direccion tienen direccion
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https://en.wikipedia.org/wiki/Graph_%28discrete_mathematics%29#Types_of_graphs

1.1 Representacion de Redes Neuronales

Una forma de clasificar los grafos es la presencia de la direccidon de las aristas. Dentro de los
grafos dirigidos, los grafos son ciclicos o aciclicos.

Grafos ciclicos Grafos aciclicos
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1.1 Representacion de Redes Neuronales

1.1.3 Grafos Computacionales

Los grafos proporcionan un modelo mental para pensar en una clase especifica de modelos: los que
consisten en una serie de funciones ejecutadas en un orden especifico. En el contexto de las redes
neuronales, los grafos nos ayudan a expresar la ejecucion de una serie de funciones en sucesion.

stage 1 0( 100 x 3 [3)(6}): 100x 6

stage 2 o( 100x 6 [GHP = 100x 1

L, a; Lo
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1.1 Representacion de Redes Neuronales

Esta linea de produccion tiene 2 etapas de funciones que se suceden en secuencia:
« Enla primera etapaq, se calcula LI

Ll = XﬂlT
« Enla primera etapaq, se calcula L2:

Ly = LyasT

La segunda etapa no puede ocurrir sin la primera porque L1 es una entrada para la segunda etapa. El computo
sucesivo de funciones esta en el corazon de los modelos de redes neuronales. Se trata de un grafo
computacional. Un grafo computacional utiliza nodos para describir variables y aristas para describir la
combinacion de variables. He aqui un ejemplo sencillo:

y=a.X + axXx,
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1.1 Representacion de Redes Neuronales

El grafo computacional es una representacidon poderosa porque nos permite representar modelos
con muchas capas de anidamiento. De hecho, un darbol de decisidon es realmente un tipo
especifico de grafos computacionales. No hay una forma compacta de expresar un modelo de
arbol de decision utilizando sblo ecuaciones y notacion algebraica estdndar.

Arbol representando

Arbol de Decisiones F
algunos tipos de grafos

. . Aciclico

Para entender mejor esta representacion, representaremos un modelo de regresion lineal
utilizando la notacién de red neuronal. Esto le ayudard a aprender esta representaciéon Unica, y nos

permitird explorar parte de la terminologia de las redes neuronales.
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1.1 Representacion de Redes Neuronales

1.1.4 Red neuronal frente a regresion lineal

y he aqui una representaciéon de un modelo de regression lineal:

1y = ag + a1z, + asxor+. .. +a,x,

¥ a, representa el intercepto (también conocido como el sesgo)
y g, hasta a, representan los pesos del modelo entrenado

y X hasta x,, representan las caracteristicas

y representan el valor previsto

El primer paso es reescribir este modelo utilizando la notacidén del dlgebra lineal, como un producto de
dos vectores.

Xal =4
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1.1 Representacion de Redes Neuronales

He aqui un ejemplo de este modelo:

1 2302|009 2.61

13109]07]=|352

11105]||05 1.92
X a' y

Representacion de Redes Neuronales

En la representacion de la red neuronal de este modelo, vemos lo siguiente:
- Una neurona de entrada representa cada columna de caracteristicas en un conjunto de datos
« Cada valor de peso se representa como una flecha desde la columna de caracteristicas que

multiplica hasta la neurona de salida

Las neuronas y las flechas representan la suma ponderada, que es la combinacién de las
columnas de caracteristicas y los pesos.
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1.1 Representacion de Redes Neuronales

(®
o o
- _
=

Inspirada en las redes neuronales bioldgicas,
una funciébn de activacion determina si la
neurona se dispara o no. En un modelo de red
neuronal, la funcién de activacién transforma la
suma ponderada de los valores de entrada.
Para esta red, la funcidn de activacion es la
funcion de identidad. La funcion identidad
devuelve el mismo valor que se pasd en lo
siguiente: f(x)=x

S e

Funcion de
Activacion

Aunque la funcidn de activacibn no es
interesante para una red que readliza una
regresion lineal, es util para la regresion
logistica y las redes mdas complejas. He aqui
una comparaciéon de ambas representaciones
del mismo modelo de regresion lineal:

Algebra Red
lineal TN Neuronal
| 1
1 23 02| |09 2.61 '\%:;::/ 9
1(|1 3109 |07]|)=]|352 PN 03 | 261
1 1.1 05| |05 1.92 e I() y | 3.52
L 1.92
T A f_/’[;zﬂ' 0.5
X a ¥ [ los| |
\_\U—_s’-/
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1.1 Representacion de Redes Neuronales

1.1.5 Manipulacion de datos de regresion

Empezaremos a trabajar con datos que generaremos nosotros mismos en lugar de un conjunto de datos
externo. Generar los datos nosotros mismos nos da mas control sobre las propiedades del conjunto de datos
(por ejemplo, como el nUmero de caracteristicas, las observaciones y el ruido en las caracteristicas). Los
conjuntos de datos que creamos en los que las redes neuronales destacan contienen la misma no linealidad
que los conjuntos de datos del mundo real, por lo que podemos aplicar lo que aprendemos aqui.

Scikit-learn contiene las siguientes funciones convenientes para generar datos:
- sklearn.datasets.make _regression()

- sklearn.datasets.make _ classification()

- sklearn.datasets.make_moons()

El siguiente cddigo genera un conjunto de datos de regresidon con 3 caracteristicas, 1000 observaciones y una
semilla aleatoria de 1

from sklearn.datasets import make_regression
data = make_regression(n_samples=1000, n_features=3,
random_state=1)
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http://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_regression.html
http://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_classification.html
http://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_moons.html#sklearn.datasets.make_moons

1.1 Representacion de Redes Neuronales

La funciéon make_regression() devuelve una tupla de dos objetos NumPy

>> print(type(data))
tuple

Las caracteristicas estdn en la primera matriz NumPy, y las etiquetas estdn en la segunda matriz

NumPy:

# Features
print(datal[©])
>> array([|

0.93514778,
-3.06414136, ©
[-0.42914228, 1
..y
[-0.42109689, 1.0105
[ 2.18697965, 0.441
[ 0.440956 , 0.3294¢

# First row
data[@][@]
>>array([ ©.93514778, 1.81

1.81252782,
.11537031,
. 20845633,

0

=

[

B.

w o @

| I

-

Pl

14010988],
.31742716] ,
1.1157818

o=

=] LA M
o tn oW

W KW

e

W un

a

[

—_—
M

©.14010988])

# Labels
datal1l]
>> array([ 2.55521349e+02,
-1.7828847T0e+B2, -6
33255554e+01, -8.
l.EEG+&JlTD+El, T
b |
-7.38320267e+01,
36130733e+01, -
.62440408e+02,
T5T02376e+B1, -
.5287876T7etB2,
.40 lcjquo+Jz,
.92751308e+01])

= kORI

L I

# First label
datal[l][©]
»>>» 255.52134901495128
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—-2.3843T7890e+
.6T7823475e+02
.32486453e+0
BOETEETTe+d1
.1836123%e+01,
.33158364e+01

,,,,

02,

£y
£y

b

3

1.77695808e+02,

—5,523692460+3_,

-1.75571964e+02,
2.86371625e+02,
-1.23449719e+02,

1.21279169%e+008,
-1.93414037e+02,

2.051658507e+02,
—Z,ET:quU:L+u2,

2.13888903e+02,



1.1 Representacion de Redes Neuronales

Podemos entonces utilizar el constructor pandas.DataFrame() para crear DataFrames :

features = pd.DataFrame(datal[®])
Vamos a generar algunos datos para la red que estamos construyendo.

Instrucciones

—
0

Gener un grupo de datos para regresion que incluya lo siguiente:

Exactamente 100 observaciones

Exactamente 3 caracteristicas

* La muestra aleatoria 1

2. Convertir la matriz NumPy de caracteristicas generadas en un DataFrame de pandas, y asignar
a las caracteristicas (features)

3. Convertir el array NumPy de etiquetas generadas en una serie de pandas y asignar a las

etiquetas (labels)
CAIEC® Versién 062021 @'




1.1 Representacion de Redes Neuronales

Soluciones

1 from sklearn.datasets import make_regression
2 |import pandas as pd
3 data = make_regression(n_samples=100, n_features=3, random_state=1)

5 features = pd.DataFrame(datalo])
6| labels = pd.Series(datall])

1.1.6 Ajuste de una Red Neuronal de Regresion Lineal

Dado que las entradas de una capa de neuronas alimentan la siguiente capa de la Gnica neurona
de salidg, llamamos a esta red una red feedforward. En el lenguaje de los grafos, una red de
alimentacién es un grafo dirigido y aciclico.
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https://en.wikipedia.org/wiki/Feedforward_neural_network

1.1 Representacion de Redes Neuronales

feedforward . feedforward .
> o 5
( 1 230209 ). 2.61 L\EER/’\'\K/j e
e C</® i 3]
X a y (™
\losl /

Como montar una red

A continuacién se presentan dos enfoques diferentes para entrenar un modelo de regresion lineal:

- Descenso gradual
CAIEC® Versién 062021 @'
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1.1 Representacion de Redes Neuronales

El descenso de gradiente es la técnica mds comudn para ajustar modelos de redes neuronales. En
esta leccidén nos basaremos en la implementacion de scikit-learn del descenso de gradiente.

Esta implementacion estd en la clase SGDRegressor. La utilizaremos de la misma manera que lo
hacemos con la clase LinearRegression:

from sklearn.linear_model import SGDRegressor
Lr = SGDRegressor()
Lr.fit(X,y)

Ahora tenemos todo lo que necesitamos para implementar esta red. Como nos estamos
centrando en la construccion de la intuicién, entrenaremos y probaremos con el mismo conjunto
de datos. En los escenarios de la vida real, siempre se quiere utilizar una técnica de validacion
cruzada de algun tipo.
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http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.SGDRegressor.html

1.1 Representacion de Redes Neuronales

Instrucciones

1.  AAade una columna llamada bias que contenga el valor 1 para cada fila del DataFrame de caracteristicas
2. Importe SGDRegressor de sklearn.linear_model
3. Defina dos funciones:
- train(features, labels): toma las features (caracteristicas) DataFrame y los labels (etiquetas) de las series
y redliza el ajuste del modelo
+ Utilice la clase SGDRegressor de scikit-learn para manejar el ajuste del modelo
« Esta funcidén deberia devolver sélo una matriz NumPy 1D de pesos para el modelo de regresion lineal.
« feedforward(features, Weights): toma el DataFrame de features (caracteristicas) y el array NumPy de
weights (pesos)
- Realiza la multiplicacién matricial entre los features (100 filas por 4 columnas) y los weights (4 filas por 1
columna) y asigna el resultado a las predicciones
- Predicciones de retorno (Return predictions). Omitiremos la implementacién de la funcién de identidad
ya que simplemente devuelve el mismo valor que se pasd
4. Descomente el cdédigo que hemos aradido para usted y ejecute las funciones train() y feedforward(). Las
predicciones finales estardn en linear _predictions

37 CAIEC® Version 062021 ‘ 4



http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.SGDRegressor.html

1.1 Representacion de Redes Neuronales

L]
Soluciones
1|/ from sklearn.datasets import make_regression
2|import numpy as np
3/data = make_regression(n_samples=100, n_features=3, random_state=1)
4| features = pd.DataFrame(datalo])
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labels = pd.Series(datall])

# Uncomment after you've implemented train() and feedforward()
# train_weights = train(features, labels)

# linear_predictions = feedforward(features, train_weights)
from sklearn.linear_model import SGDRegressor

features|"bias"] = 1

def train(features, labels):
1r = SGDRegressor ()
lr.fit(features, labels)
weights = lr.coef_
return weights

def feedforward(features, weights):
predictions = np.dot(features, weights.T)
return predictions

train_weights = train(features, labels)
linear_predictions = feedforward(features, train_weights)
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1.1 Representacion de Redes Neuronales

1.2.7 Generacion de Datos de Clasificacion

Para generar un conjunto de datos apto para la clasificacion, podemos utilizar la funcidn
make classification() de scikit-learn.

El siguiente cédigo genera un conjunto de datos de clasificaciobn con 4 caracteristicas, 1000
observaciones y una semilla aleatoria de I:

from sklearn.datasets import make_classification
class_data = make_classification(n_samples=10068, n_features=4, random_state=1)

La funciéon make_classification() devuelve una tupla de dos objetos NumPy.

»>>» print(type(class_data))
tuple
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1.1 Representacion de Redes Neuronales

Al igual que con los datos generados por make_regression(), las caracteristicas estdn en la
primera matriz NumpPy, y las etiquetas estdn en la segunda matriz NumPy:

# Features
class_features = class_datal[o]
# Labels

class _labels = class _datall]

Podemos entonces utilizar el constructor pandas.DataFrame() para crear DataFrames:

class_features = pd.DatafFrame(class_features)
class_labels = pd.DataFrame(class_labels)

Vamos a generar algunos datos de clasificacion para la red que estamos construyendo.
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1.1 Representacion de Redes Neuronales

Instrucciones

. Genere un conjunto de datos para la clasificacion que incluya lo siguiente:
« Exactamente 100 observaciones
- Exactamente 4 caracteristicas
* La semilla aleatoria 1

2. Convertir el array NumPy de caracteristicas generadas en un DataFrame de pandas y asignarlo
a class_features

3. Convertir el array NumPy de etiquetas generadas en una serie de pandas, y asignar a
class_labels

Soluciones

1 fram sklearn.datasets import make_classification

2/ class_data = make_classification(n_samples=108, n_features=4, random_state=1)
3 class_features = pd.DataFrame(class_datal[o])

4/class_labels = pd.Series(class_datall])

CAIEC® Version 062021




1.1 Representacion de Redes Neuronales

1.2.8 Implementar Redes Neuronales para Clasificacion

En las pantallas anteriores, hemos reproducido la regresion lineal como un modelo de red neuronal

feedforward y hemos aprendido sobre las funciones de activacién no lineales. Ahora tenemos una

mejor idea de lo que define a una red neuronal. Hasta ahora, sabemos que las redes neuronales

necesitan |lo siguiente:

« Una estructura de red (¢Cémo se conectan los nodos? ¢En qué direccidn fluyen los datos y los
cdlculos?)

« Una funcién feedforward (¢Cémo se combinan los pesos de los nodos y los valores de
observacién?)

 Una funciéon de activacion (¢Qué transformaciones se realizan en los datos?)

« Una funcion de ajuste del modelo (¢Cémo se ajusta el modelo?)

Ahora exploraremos como construir una red neuronal que replique un modelo de regresion
logistica. Empezaremos con una rdpida recapitulacion.

CAIEC® Version 062021 :’




1.1 Representacion de Redes Neuronales

Clasificacion Binaria y Regresion Logistica

En la clasificacion binaria, queremos encontrar un modelo que pueda diferenciar entre dos valores
categoéricos (normalmente 0 y 1). Los valores 0 y 1 no tienen ningdn peso numérico y actan como
marcadores de posicibn numéricos para las dos categorias. Podemos intentar aprender la
probabilidad de que una determinada observacion pertenezca a una u otra categoria.

En el lenguaje de la probabilidad condicional, nos interesa la probabilidad de que una
determinada observacién x pertenezca a cada categoria: P(y=01x)=0.3P(y=1|x)=0.7

Como el universo de posibilidades sdlo estd formado por estas dos categorias, las probabilidades
de ambas deben sumar 1. Esto nos permite simplificar lo que queremos que aprenda un modelo de
clasificacién binaria:

« P(y=lIx)=?

- Si P(y=1x)>0,5, queremos que el modelo lo asigne a la categoria 1

- Si P(y=1x)<0,5, queremos que el modelo lo asigne a la categoria 0
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1.1 Representacion de Redes Neuronales

Implementacion de un Modelo de Regresion Logistica

Un modelo de regresién logistica consta de dos componentes principales:
« Calcular la combinacién lineal ponderada de pesos y caracteristicas (como en un modelo de
regresion lineal): 7 o (XaT)

« Aplicar una funcién de transformacion para aplastar el resultado de manera que varie entre 0 y
I § = o(XaT)

Combinando estos dos pasos se obtiene la siguiente definicion de un modelo de regresion
logistica:
S(x) = 17

1+e =

La literatura sobre redes neuronales suele referirse a esta funciéon como la funcién sigmoidea
(sigmoid function). Este es un grdfico de la funcion sigmoidea:
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1.1 Representacion de Redes Neuronales

150

Verd@s que la funcidn sigmoidea tiene asintotas Ly |

horizontales en 0 y 1, lo que significa que
cualquier valor de entrada siempre dard un Hoo]
valorentre Oy 1. 0751
0.50 -
Para implementar una red que readlice la 0.25 -

clasificacién, lo Unico que tenemos que cambiar
de Ila red de regresidbn lineal que
implementamos es la funcidon de activacion. En

0.00 -

-0.25 1

lugar de utilizar la funcién de identidad, tenemos 030 /7 5 : 3
que utilizar la funcidn sigmoidea.
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1.1 Representacion de Redes Neuronales

Este es un diagrama de esta red:

Clasificacién Binaria Capade Capade
’ Entrada Salida

/o

(o) Py=11x | |
@ as 100 x 4
)
Capa de Capa de X
Entrada Salida

CAIEC® Version 062021 @'




1.1 Representacion de Redes Neuronales

Instrucciones

1.

Anade una columna llamada bias que contenga el valor 1 para cada fila del DataFrame class_features.

2. Defina tres funciones:

log_train(class_features, class_labels): toma las series class_features DataFrame y class_labels y realiza el ajuste del
modelo

Utiliza la clase SGDClassifier de scikit-learn para manejar el ajuste del modelo.

Esta funcién deberia devolver una matriz NumPy 2D de pesos para el modelo de regresion logistica.
sigmoid(linear_combination): toma una matriz NumPy 2D y aplica la funcién sigmoid para cada valor: 11+e-x
log_feedforward(class_features, Iog_troin_weightss/: toma el DataFrame class_features y la matriz  NumPy
log_train_weights

Realiza la multiplicacién matricial entre class_features (100 filas por 5 columnas) y log_train_weights (1 fila por 5
columnas) transpuesta, y la asigna a linear_combination

Utilizar la funcién sigmoide() para transformar linear_combinations y asignar el resultado a log _predictions

Convierta cada valor de log_predictions en una etiqueta de clase:

Si el valor es mayor o igual a 0,5, sobrescribir el valor al

Si el valor es inferior a 0,5, sobrescribir el valor en 0

Devuelve log_predictions

3. Quite los comentarios del codigo que hemos afadido y ejecute las funciones log_train() y log_feedforward(). Las

predicciones finales estardn en log_predictions
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1.1 Representacion de Redes Neuronales

Soluciones

L N

ca gy

w

11
12
13
14
15
16

from sklearn.linear_model import SGDClassifier
from sklearn.datasets import make_classification

class_data = make_classification(n_samples=108, n_features=4,

random_state=1)

class_features = pd.DataFrame(class_datal@])

class_labels = pd.Series(class_data|[l])

# Uncomment this code when you're ready to test your
functions.

# log_train_weights = log_train(class_features, class_labels)
# log_predictions = log_feedforward(class_features,
log_train_weights)

class_features|["bias"] = 1

def log_train(class_features, class_labels):
sg = SGDClassifier()
sg.fit(class_features, class_labels)
return sg.coef_

12|/def sigmoid(linear_combination):

19 return 1/(1l+np.exp(-Llinear_combination))

20

21/def log_feedforward(class_features, log_train_weights):
22 linear_combination = np.dot{class_features,

log_train_weights.T)

23 log_predictions = sigmoid(linear_combination)
24 log_predictions[log_predictions >= 0.5] = 1
25 log_predictions[log_predictions < 0.5] = 0

26 return log_predictions

2

22 log_train_weights = log_train(class_features, class_labels)
29| log_predictions = log_feedforward(class_features,
Log_train_weights)
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1.2 Funciones de Activacion no Lineal

En la dltima misidon, nos familiarizamos con los grafos computacionales y con la forma de
representar los modelos de redes neuronales. También nos familiarizamos con la terminologia de
las redes neuronales como:

« Paso adelante

« Neuronas de entrada

- Neuronas de salida

En esta misidn, profundizaremos en el papel que desempenan las funciones de activacion no
lineales. Para motivar nuestra exploraciéon, empecemos por reflexionar sobre el propdsito de un
modelo de aprendizaje automatico.

El propdsito de un modelo de aprendizaje automatico es transformar las entradas de datos de
entrenamiento al modelo (que son caracteristicas) para aproximar los valores de salida de
entrenamiento. Esto se logra mediante:

« Seleccionando un modelo especifico para utilizar

- Encontrar los par@metros adecuados para este modelo que mejor funcionen

« Probar el modelo para saber si se generaliza a los nuevos datos
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1.2 Funciones de Activacion no Lineal

Regresion Lineal

Utilizamos la regresion lineal cuando pensamos que los valores de salida pueden aproximarse
mejor mediante una combinacion lineal de las caracteristicas y los pesos aprendidos. Este modelo
es un sistema lineal, porque cualquier cambio en el valor de salida es proporcional a los cambios
en los valores de entrada.

J = ap + a1z + asxo+. .. +a,x,

Cuando los valores objetivo y pueden ser aproximados por una combinacidon lineal de las
caracteristicas x1 a xn, la regresion lineal es la opcién ideal. Aqui hay un GIF que visualiza la
expresabilidad potencial de un modelo de regresion lineal (imitando conceptualmente lo que hace
el descenso de gradiente).
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1.2 Funciones de Activacion no Lineal
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Veamos ahora una situacidon en la que los valores de salida no pueden aproximarse eficazmente
utilizando una combinacion lineal de los valores de entrada.
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1.2 Funciones de Activacion no Lineal

Regresion Logistica

En un problema de clasificacién binarig, los valores objetivo son 0 y 1y la relacidn entre las
caracteristicas y los valores objetivo no es lineal. Esto significa que necesitamos una funcidon que
pueda realizar una transformacién no lineal de las caracteristicas de entrada.

La funcidn sigmoidea es una buena eleccidn, ya que todos sus valores de entrada se aplastan
para que oscilenentre Oy 1.

§ =ol(ap + ayz1 + asxa+. .. +a,z,)

La adicidon de la transformacion sigmoidea ayuda al modelo a aproximarse a esta relacion no
lineal que subyace en las tareas comunes de clasificacion binaria. El siguiente GIF muestra cdmo
cambia la forma del modelo de regresidon logistica a medida que aumentamos el peso unico
(imitando conceptualmente lo que hace el descenso de gradiente%:
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1.2 Funciones de Activacion no Lineal

20 /
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y = sigmoid(3x)
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1.2 Funciones de Activacion no Lineal

Red Neuronal

Los modelos de regresion logistica aprenden un conjunto de pesos que inciden en la fase de
combinacién lineal y luego se alimentan a través de una Unica funcién no lineal (la funcién
sigmoide). En esta misidn, nos sumergiremos en las funciones de activacion mds utilizadas. Las
tres funciones de activacion mas utilizadas en las redes neuronales son:

 La funcidén sigmoidea

« La funcién RelU

« La funcidén tanh

Como ya hemos cubierto la funcidn sigmoideq, nos centraremos en las dos ultimas funciones.
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1.2 Funciones de Activacion no Lineal

1.2.1 Funcion de Activacion RelLU

Empezaremos introduciendo la funcidn de activacidon RelU, que es una funcidn de activacion
comUnmente utilizada en las redes neuronales para resolver problemas de regresion. RelU
significa unidad lineal rectificada y se define como sigue: ReLU(x)=max(0,x).

La llamada a la funcién max(0,x) devuelve el valor méximo entre 0 y x. Esto significa que:

« Cuando x es menor que 0, se devuelve el valor 0
« Cuando x es mayor que 0, se devuelve el valor x

CAIEC® Version 062021 @'




1.2 Funciones de Activacion no Lineal

La funcidon RelU devuelve el componente
positivo del valor de entrada. Visualicemos la
expresividad de un modelo que realiza una
combinacion lineal de las caracteristicas y
pesos seguida de la transformacion RelU:

Aqui hay un grafico de la funcion:

20 -5 -10 05 00 05 10 15 20
y = relu(-4x)
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1.2 Funciones de Activacion no Lineal

Hay varias formas de implementar la funcién RelLU en el cddigo. Lo dejaremos como un ejercicio
para que lo implementes.

Instrucciones

Definir la funcion relu()

Esta funcidon debe poder trabajar con un solo valor o con una lista de valores
Liama a la funcién relu(), pasa x y asigna el valor devuelto a relu_y

Imprime tanto x como relu_y

Generar un grafico de lineasconxenelejexyrelu_yenelejey
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1.2 Funciones de Activacion no Lineal

Soluciones

import matplotlib.pyplot as plt

1

2

3/import numpy as np

4% = np.linspace(-2, 2, 20)
5/ def relu(values):

6 return np.maximum(values, )
glrelu_y = relu(x)

9

10| print(x)

11| print(relu_y)

12

12 plt.plot(x, relu_y)
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1.2 Funciones de Activacion no Lineal

1.2.2 Activacion Trigonométrica

La dltima funcidon de activacidon cominmente utilizada en las redes neuronales que discutiremos
es la funcién tanh (también conocida como la funcién tangente hiperbdlica). Empezaremos por
repasar algo de trigonometria discutiendo la funcién tan (abreviatura de tangente) y luego
trabajaremos hasta la funcién tanh (en la siguiente pantalla). Aungque no proporcionaremos aqui
la profundidad necesaria para aprender trigonometria desde cero, recomendamos la Serie de
Trigonometria en Khan Academy (Trigonometry Series on Khan Academy) si eres nuevo en Ia
trigonometria.

éQué es la Trigonometria?

La trigonometria es la abreviatura de la geometria de los tringulos y proporciona féormulas,
marcos y modelos mentales para razonar sobre los triGngulos. Los tridngulos se utilizan
ampliamente en las matematicas tedricas y aplicadas, y se basan en el trabajo matematico
realizado durante muchos siglos. Empecemos por definir claramente qué es un triGngulo.
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1.2 Funciones de Activacion no Lineal

Un triGngulo es un poligono que tiene las siguientes propiedades:
- 3 aristas

- 3vértices

« Los dngulos entre aristas suman 180 grados

Los triGngulos se pueden clasificar de dos formas principales: por los dngulos internos o por la
longitud de las aristas. El siguiente diagrama describe los tres tipos de triGngulos segdn las
propiedades de la longitud de sus aristas:

Clasificacion de triangulos
por longitud de las aristas

62° ) 40° 70° 7 60° ) 60°
oz
Escqleno . Isé I Equilatero
Las tres aristas tienen longitudes sosceles _
: A 3 . : : Todas las aristas
diferentes. Angulos tienen diferentes Dos aristas iguales

iguales
medidas.

CAIEC® Version 062021 v



https://en.wikipedia.org/wiki/Polygon

1.2 Funciones de Activacion no Lineal

Un triGngulo importante que se clasifica por los
angulos internos es el tringulo rectdngulo. En un
tridngulo rectdngulo, uno de los dngulos es de 90
grados (también conocido como angulo recto). La
arista opuesta al dangulo recto se llama
hipotenusa.

Triangulo de angulo
recto

90°

45° 45°

Hipotenusa

Una funcién trigonométrica es una funcidn que
introduce un valor angular (normalmente
representado como 8) y da como resultado algin
valor. Estas funciones calculan relaciones entre las
longitudes de los bordes. Aqui estdn las 3 primeras
funciones trigonomeétricas:

. __ opposite
¢ Slﬂ(g) " hypotenuse
dj t
* CDB(Q) - hx:::se
. ta:u(fi‘} _ apposite

adjacent

Definamos mejor estos términos:

« Hipotenusa describe la linea que no toca el
angulo recto

« Opuesta se refiere a la linea opuesta al dngulo

« Adyacente se refiere a la linea que toca el
dngulo y que no es la hipotenusa
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1.2 Funciones de Activacion no Lineal

Este es un ejemplo de la funcidon tangente. Instrucciones
Aplicacién de la funcién - Utiliza la funcién numpy.tan() para calcular
angente

la tangente de los valores de x y asigna el
tan (A) = tan 45) = 5 volor. devuelto a tan_y
5 < Imprime tanto x como tan_y
Opuesto tan@s) =1 ° Genera un grgflco de lineas conxenelejexy
tan_yenelejey

Adyacent

Soluciones
~7.07 11X = ﬂp-l‘iﬂSpaCE{—:#ﬂp_p'{, zﬁnp_p'i! _]_.:.;.j:jj
Hi oienus 2 tan_y = np.tan(x)
P a 3 plt.plot(x, tan_y)
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1.2 Funciones de Activacion no Lineal

1.2.3 Reflexion sobre la Funcion Tangente

La funcidn tangente de la dltima pantalla generd el siguiente grafico:

b0 -

- |

=20 A

|

_Eu -
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1.2 Funciones de Activacion no Lineal

Los picos agudos periddicos que se ven en el grdfico se conocen como asintotas verticales
(vertical asymptotes). En esos puntos, el valor no estd definido, pero el limite se aproxima al
infinito negativo o positivo (dependiendo de la direccién desde la que te aproximes al valor de ).

La clave de la grafica es que la funcion tangente es una funcion periédica que se repite. Una
funcién periddica es aquella que devuelve el mismo valor a intervalos regulares. Veamos una tabla
con algunos valores de la funcidon tangente:

X | tan(x)

-pi | O

0 0

pi |0

La funcidn tangente se repite cada 11, lo que se conoce como periodo. La funcidn tangente no es
conocida por ser utilizada como funcién de activacién en redes neuronales (o cualquier modelo de
aprendizaje automatico en realidad) porque la naturaleza periédica no es un patrdn que se

encuentre en conjuntos de datos reales.
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1.2 Funciones de Activacion no Lineal

Aungue se han realizado algunos experimentos con funciones periédicas (experiments with
periodic functions) como funcién de activacién para redes neuronales, la conclusiéon general ha
sido que las funciones periddicas como la tangente no ofrecen ninguna ventaja Unica para el
modelado.

En general, las funciones de activacion que se utilizan en las redes neuronales son funciones
crecientes (increasing functions). Una funcién creciente f es una funcién en la que f(x) siempre
permanece igual o aumenta a medida que x aumenta.

Todas las funciones de activacion que hemos visto (y veremos) en esta misién cumplen este
criterio.
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1.3 Capas Ocultas

En las dos Udltimas misiones, hemos trabajado
con redes neuronadles de una sola capa. Estas
redes tenian una sola capa de neuronas. Para
hacer una prediccién, una sola capa de
neuronas en estas redes alimentaba
directamente sus resultados a la(s) neurona(s)
de salida.

En esta misidn, exploraremos como las redes
multicapa (también conocidas como redes
neuronales profundas) son capaces de captar
mejor la no linealidad de los datos. En una red
neuronal profunda, la primera capa de
neuronas de entrada alimenta una segunda
capa intermedia de neuronas. Este es un
diagrama que representa esta arquitectura:

Capa de
neuronas
de
entrada

18
Pesos

Capa
Oculta
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1.3 Capas Ocultas

Incluimos las dos funciones que se utilizan para
calcular cada neurona oculta y la neurona de
salida para ayudar a aclarar cualquier
confusidon. Notards que el nUmero de neuronas
de la segunda capa es mayor que el de la capa
de entrada. La eleccidon del nUmero de neuronas
en esta capa es un poco un arte y todavia no
una ciencia en la literatura de redes neuronales.
De hecho, podemos afadir mAas capas
intermedias, y esto suele conducir a una mayor
precision del modelo (debido a una mayor
capacidad de aprendizaje de la no linealidad).

Capa de
neuronas
de
entrada

18
Pesos

Capa
Ocultal

24
Pesos

Capa
Oculta 2

Pesos
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1.3 Capas Ocultas

Las capas intermedias se conocen como capas ocultas, porque no estdn representadas
directamente en los datos de entrada ni en las predicciones de salida. En cambio, podemos
pensar en cada capa oculta como caracteristicas intermedias que se aprenden durante el
proceso de entrenamiento. Comparacioén con los modelos de arbol de decision.

En realidad, esto es muy similar a cdmo se estructuran los darboles de decision. Las ramas y
divisiones representan algunas caracteristicas intermedias que son Utiles para hacer predicciones
y son andlogas a las capas ocultas en una red neuronail:

Caracteristicas
Intermedias

Caracteristicas

Intermedias Resultad

oS
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1.3 Capas Ocultas

Cada una de estas capas ocultas tiene su propio conjunto de pesos y sesgos, que se descubren
durante el proceso de entrenamiento. En los modelos de arbol de decisidon, las caracteristicas
intermedias del modelo representan algo mds concreto que podemos entender (rangos de
caracteristicas).

Los modelos de arboles de decision se denominan modelos de caja blanca (white box models)
porque pueden observarse y entenderse, pero no se pueden modificar facilmente. Después de
entrenar un modelo de arbol de decisidon, podemos visualizar el arbol, interpretarlo y tener nuevas
ideas para ajustar el modelo. Las redes neuronales, en cambio, estGn mucho mads cerca de ser una
caja negra. En un modelo de caja negra (black box), podemos entender las entradas y las salidas,
pero las caracteristicas intermedias son realmente dificiles de interpretar y comprender. Mdas dificil
aun, y quizds mas importante, es entender coOmo ajustar una red neuronal basdndose en estas
caracteristicas intermedias.

En esta misidn, aprenderemos como afadir mas capas a una red y anadir mas neuronas en las
capas ocultas puede mejorar la capacidad del modelo para aprender relaciones mas complejas.
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https://en.wikipedia.org/wiki/White_box_(software_engineering)
https://en.wikipedia.org/wiki/Black_box#Testing_the_black_box_model

1.3 Capas Ocultas

1.3.1 Generacion de datos con funcion de no
linealidad

Para generar datos con no linealidad en las
caracteristicas (tanto entre las caracteristicas
como entre las caracteristicas y la columna
objetivo), podemos utilizar la  funcion
make_moons() de scikit-learn:

from sklearn.datasets import make_moons
data = make_moons()

Por defecto, make_moons() generard 100 filas
de datos con 2 caracteristicas. Aqui hay un

grafico que visualiza una caracteristica contra la
otra:

w2

1.0 4

0.8 -

0.6 1

0.4 -

» .. .
é : % :
$ : 2 :
o L
: : : $
e L] L] L
: '. : ¢
I- [ ]
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0

®x1

CAIEC® Version 062021



http://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_moons.html#sklearn.datasets.make_moons

1.3 Capas Ocultas

Para hacer las cosas mads interesantes, vamos a Al igual que en una misidn anterior, podemos
anadir un poco de Ruido Gaussiano (Gaussian separar el objeto NumPy resultante en 2
noise )a los datos. El ruido gaussiano es un tipo dataframes de pandas:

de ruido estadistico que sigue la distribucion

gaussiang, y es una forma comdn de intentdr  ¢..cures = pd.patarrame(data[o])

recrear el ruido que d menudo se encuentra en  labels = pd.Series(data[1])

los datos del mundo real. Aplitineidine?

>
Podemos utilizar el pardmetro noise para ° 0 Pt
especificar la desviacién estdndar del ruido - o.cssoes oosseos
gaussiano que queremos aiadir a los datos. -
También establezcamos random_state a 3 para  , ine(labels)

que los datos generados puedan ser recreados: o
1 1

data = make_moons(random_state = 3, noise=0.04)
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https://en.wikipedia.org/wiki/Gaussian_noise
https://en.wikipedia.org/wiki/Gaussian_noise

1.3 Capas Ocultas

Instrucciones

« Utilice la funcién make_moons() para generar datos con no linealidad:
* Generar 100 valores

« Establezca la semilla aleatoria en 3
« Establezca el pardmetro de ruido en 0,04

« Convertir el array de NumPy de caracteristicas generadas en un dataframe de pandas y asignarlo a las
features (caracteristicas)

« Convertir la matriz NumPy de etiquetas generadas en una serie de pandas y asignarla a las etiquetas
« Generar un grdfico de dispersién en 3D de los datos:
- Crear un objeto matplotlib figure y establecer figsize en (8,8)
- Cree y adjunte un objeto de eje Unico a esta figura utilizando la proyecciéon 3d: ax = fig.add_subplot(111,
projection="'3d’)
- Generar un grdfico de dispersion 3d (3d scatter plot) con la primera columna de features
(caracteristicas) en el eje x, la segunda columna de features (caracteristicas) en el eje y y los labels

(etiqueta) en el eje z
CAIEC® Version 062021 < y
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https://matplotlib.org/mpl_toolkits/mplot3d/api.html#mpl_toolkits.mplot3d.axes3d.Axes3D.scatter

1.3 Capas Ocultas

Soluciones

from mpl_toolkits.mplot3d import Axes3D

from sklearn.datasets import make_moons

import pandas as pd

import matplotlib.pyplot as plt

data = make_moons (106, random_state=2, noise=6.04)
features = pd.DataFrame(datalo])

labels = pd.Series(data|l])

= O N B W R

g fig = plt.figure(figsize=(8,8))

10 ax = fig.add_subplot(111l, projection='3d')
11

17 ax.scatter(features|[o], features|[1l], labels)
12 ax.set_xlabel('x1")

14 ax.set_ylabel('x2")

15|ax.set_zlabel('y")
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1.3 Capas Ocultas

1.3.2 Capa oculta con una sola nheurona

En la Gltima mision, aprendimos como la adicion de una funcidon de activacién no lineal ampliaba
la gama de patrones que un modelo podia intentar aprender. El siguiente GIF muestra como la

adicion de la funcidn sigmoide permite a un modelo de regresion logistica capturar la no
linealidad de manera mas eficaz:

) /
1.0 C . [ _J

(1] /

' A —— i~

[=]
=1
i
L1}
!!
|
H

-2.0 -1.5 -1.0 -0.5 00 05 1.0 1.5 20
y = sigmoid(2x)
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1.3 Capas Ocultas

Podemos pensar en un modelo de regresion logistica como una red neuronal con una funcidn de
activacion pero sin capas ocultas. Para hacer predicciones, se realiza una combinacién lineal de
las caracteristicas y los pesos, seguida de una Unica transformacién sigmoidea.

Clasificacion
Binaria

e -
(%) oty =1 1%) 100 x 4
© ]

X

Capa de Entrada c: aﬁ;:e

] -

a Ply=1]|x)
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1.3 Capas Ocultas

Para mejorar la capacidad expresiva, podemos afadir una capa oculta de neuronas entre la capa
de entrada y la de salida. Este es un ejemplo en el que hemos arnadido una sola capa oculta con
una sola neurona entre la capa de entrada y la de salida:

Etapa

Etapa i 5

™
b

Ftapa 1 o(]| 100x4 {4“}):

@X
o

4 1
Pesos Peso
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1.3 Capas Ocultas

Esta red contiene dos conjuntos de pesos que se aprenden durante la fase de entrenamiento:
« 4 pesos entre la capa de entrada y la capa oculta
« 1peso entre la capa oculta y la capa de salida

En la siguiente pantallao, aprenderemos a entrenar una red neuronal con una capa oculta
utilizando scikit-learn. Compararemos este modelo con un modelo de regresion logistica.
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1.3 Capas Ocultas

1.3.3 Entrenamiento de una red neuronal con Scikit-learn

Scikit-learn contiene dos clases para trabajar con redes neuronales:
- MLPClassifier

 MLPRegressor

Vamos a centrarnos en la clase MLPClassifier. Como todas las clases de modelos en scikit-learn,
MLPClassifier sigue el patron estdndar model.fit() y model.predict():

from sklearn.neural_network import MLPClassifier
mlp = MLPClassifier()

mlp.fit(X_train, y_train)

predictions = mlp.predict(X_test)
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http://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPClassifier.html
http://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPRegressor.html

1.3 Capas Ocultas

Podemos especificar el nUmero de neuronas ocultas que queremos utilizar en cada capa
utilizando el parGmetro hidden_layer_sizes. Este pardmetro acepta una tupla en la que el valor del
indice corresponde al nUmero de neuronas de esa capa oculta. El parGmetro se establece a la
tupla (100) por defecto, que corresponde a cien neuronas en una sola capa oculta. El siguiente
codigo especifica una capa oculta de seis neuronas:

mlp = MLPClassifier(hidden_layer_sizes=(6,))

Podemos especificar la funcién de activacion (activation) que queremos que se utilice en todas las
capas utilizando el parGmetro de activacion. Este pardmetro sbélo acepta los siguientes valores de
cadena:

« ‘identity" la funcién de identidad

« logistic la funcidn sigmoidea

- ‘'tanh’ la funcién tangente hiperbdlica (tanh)

 ‘relu” la funcidn RelU
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1.3 Capas Ocultas

Este es un modelo instanciado con la funcidon de activacidon sigmoidea:

mlp = MLPClassifier(hidden_layer_sizes=(5,),
activation='logistic')

Aunque scikit-learn es facil de usar cuando se aprenden nuevos conceptos, tiene algunas
limitaciones cuando se trata de trabajar con redes neuronales en produccion.
« En el momento de escribir esto, scikit-learn sélo admite el uso de la misma funcién de activacion
para todas las capas
« Scikit-learn también tiene dificultades para escalar a conjuntos de datos mdas grandes
 Bibliotecas como Theano y TensorFlow permiten descargar algunos cdlculos a la GPU para
superar los cuellos de botella
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http://deeplearning.net/software/theano/
https://www.tensorflow.org/

1.3 Capas Ocultas

Instrucciones

Entrene dos modelos diferentes utilizando scikit-learn en el conjunto de entrenamiento:
« Un modelo de regresion logistica estandar
« Una red neuronal con:
+ Una sola capa oculta
+ Una sola neurona en la capa oculta
« La funcién de activacion sigmoidea
- Realice y asigne predicciones (a efectos de comprobacién de respuestas, debe respetarse el orden):
« Realice predicciones sobre el conjunto de pruebas utilizando el modelo de red neuronal y asignelas a
nn_predicciones
« Readlice predicciones sobre el conjunto de pruebas utilizando el modelo de regresidon logistica y
asignelas a log_predictions
- Calcule la puntuacién de precision (accuracy score) de log_predictions y asignela a log_accuracy
- Calcule la puntuacién de precision (accuracy score) de nn_predicciones y asignela a nn_precision
« Imprima tanto log_accuracy como nn_accuracy
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https://scikit-learn.org/stable/modules/generated/sklearn.metrics.accuracy_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.accuracy_score.html

1.3 Capas Ocultas

Soluciones
15 train_features = shuffled_data.iloc[0O:mid_length]

16 test_features =

shuffled_data.iloc[mid_length:len(shuffled_data) |
17 train_labels = shuffled_labels.iloc[O:mid_length]
18 test_labels = shuffled_labels.iloc[mid_length:

1| from sklearn.neural_network import MLPClassifier len(Llabels)]
2 from sklearn.linear_model import LogisticRegression - . . ) 3
3| from sklearn.metrics import accuracy_score 19 mlp'— HFPC1?551fwer[?deen_layer_s1zes—[l,},
4 np.random. seed(3) act1v§t1on:'log1st1c ) _
N 2olmlp.fit(train_features, train_labels)
5 N )
5/ data = make_moons (100, random_state=2, noise=0H.04) El hn_predictions = mlp.predict(test_features)
7 features = pd.DataFrame(datalo]) 22 B L. .
o labels = pd.Series(data|l]) 23| 1r —‘L0g15F1cRegress10n{} .
o features["bias"] = 1 24 lr.f1t{tfa1ﬁ_features, trﬁwn_labelsj
10 25 log_predictions = lr.predict(test_features)
11| shuffled_index = np.random.permutation(features.index 27 nn_accuracy = accuracy_score(test_labels,
12 shuffled data = features.loc|[shuffled_index] nn_predictions)
13 shuffled _labels = labels.loc[shuffled_index] 28 log_accuracy = accuracy_score(test_labels,
14 mid_length = +int(len(shuffled_data)/2) log_predictions)
29
30|print("Logistic Regression Model Accuracy: ",

log_accuracy)
31/ print("Single Neuron Single Layer NN Model Accuracy:
nn_accuracy)
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1.3 Capas Ocultas

1.3.4 Capa oculta con miltiples neuronas

En la dltima pantalla, hemos entrenado un modelo de regresion logistica y un modelo de red
neuronal con una capa oculta que contiene una sola neurona. Aungque no recomendamos utilizar
las puntuaciones de precisidon para evaluar los modelos de clasificacidbn en un entorno de
produccion, pueden ser Utiles cuando estamos aprendiendo y experimentando porque son fdciles
de entender.

El modelo de regresion logistica se comportd mucho mejor (precision del 88%) en comparacion
con el modelo de red neuronal con una capa oculta y una neurona (48%). Desgraciadamente, esta
arquitectura de red no da al modelo mucha capacidad para captar la no linealidad de los datos,
por lo que la regresion logistica funciond mucho mejor.

Veamos una red con una sola capa oculta de mdltiples neuronas:
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1.3 Capas Ocultas

Capa de

neuronas Capa
de Oculta

entrada

Resultado
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1.3 Capas Ocultas

Esta red tiene 3 neuronas de entrada, 6 neuronas en la Unica capa oculta y 1 neurona de salida.
Verds que hay una flecha entre cada neurona de entrada y cada neurona oculta (3 x 6 = 18
conexiones), lo que representa un peso que hay que aprender durante el proceso de
entrenamiento. Verds que también hay un peso que hay que aprender entre cada neurona oculta
y la neurona de salida final (6 x 1 = 6 conexiones).

Dado que cada neurona tiene una conexidén entre si y todas las neuronas de la capa siguiente,
esto se conoce como una red totalmente conectada. Por Ultimo, dado que el cdlculo fluye de la
izquierda (capa de entrada) a la derecha (capa oculta y luego a la capa de salida), podemos
llamar a esta red una red totalmente conectada, de tipo feedforward.

Hay dos matrices de pesos (al y a2) que deben aprenderse durante el proceso de entrenamiento,
una para cada etapa del cdlculo. Veamos la representacion en algebra lineal de esta red.
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1.3 Capas Ocultas

Etapa 1 Etapa

Etapa | 0({ 100x 3 ][3}:5}) {muxa]

x al'| L']
Ply =y | x) J
Et
c;pq G({Iﬂﬂxﬁl[ﬁm]) = { 100 x 1 ]
L a; P(y =yi | x)

Pesos Pesos
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1.3 Capas Ocultas

Aunque hemos hablado de diferentes arquitecturas en este curso, una red neuronal profunda se
reduce a una serie de multiplicaciones de matrices emparejadas con transformaciones no
lineales. Estas son las ideas clave que subyacen en todas las arquitecturas de redes neuronales.

Echa un vistazo a este diagrama conceptual del Instituto Asimov (the Asimov Institute) que
muestra una variedad de arquitecturas de redes neuronales:
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http://www.asimovinstitute.org/neural-network-zoo/

1.3 Capas Ocultas

A mostly complete chart of

Neural Networks
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1.3 Capas Ocultas

Instrucciones

Cree la siguiente lista de recuentos de neuronas y asignelos a neurons: [1, 5,10, 15, 20, 25]
Crear una lista vacia llamada accuracies (precisiones)
Para cada valor de neurons:
« Entrena una red neuronal:
« Con el numero de neuronas en la capa oculta fijado en el valor actual
- Utilizando la funcidon de activacion sigmoidea en el conjunto de entrenamiento
« Realiza predicciones en el conjunto de prueba y calcula el valor de precision
- Anade el valor de precisiéon a las accuracies (precisiones)
Imprima las accuracies (precisiones)

CAIEC® Version 062021



1.3 Capas Ocultas

Soluciones
1 np.random.seed(2)
2 shuffled_index = np.random.permutation{features.index)
3|/ shuffled _data = features.loc|shuffled_index|
Alshuffled _labels = labels.loc|shuffled _index]|
5/mid_length = int(len(shuffled_data)/2)
6/ train_features = shuffled_data.iloc[0:mid_length]

(]

10
11

13
14

test features =
shuffled_data.iloc[mid_length:len(shuffled_data) |
train_labels = shuffled_labels.iloc[@:mid_length]
test_labels = shuffled_labels.iloc[mid_length: len(labels) ]

neurons = [1, 5, 18, 15, 260, 25]
accuracies = ||
for n in neurons:

mlp = MLPClassifier(hidden_layer_sizes=(n,),
activation="logistic')

mlp.fit(train_features, train_labels)

nn_predictions = mlp.predict(test_features)

accuracy = accuracy_score(test_labels, nn_predictions)

accuracies.append(accuracy)

print(accuracies)
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1.3 Capas Ocultas

1.3.5 Capa Oculta Mdltiple

Parece que la precisidon de la prediccion del conjunto de pruebas mejord hasta el 0,86 cuando se
utilizaron diez o quince neuronas en la capa oculta. A medida que aumentamos el nUmero de
neuronas en la capa ocultq, la precision mejoréd enormemente entre los modelos:

print({accuracies)
> [0.48, 0.78, 0.8

y J.78, B0.86, B.82, 0.84, 0.3C

Parece que la precision de la predicciéon del conjunto de pruebas mejord hasta el 0,86 cuando se
utilizaron diez o quince neuronas en la capa oculta. A medida que aumentamos el nUmero de
neuronas en la capa ocultq, la precision mejoréd enormemente entre los modelos:
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1.3 Hidden Layers

Capade Capa Capa

neuronas Oculta 1 Oculta 2
de

entrada

Resultado

CAIEC® Version 062021 @'




1.3 Capas Ocultas

Para determinar el nUmero de pesos entre las capas, multiplique el nUmero de neuronas entre
esas dos capas. Recuerda que estos pesos se representardn como matrices de pesos.

Para especificar el nUmero de capas ocultas y el nUmero de neurondas en cada capa ocultq,
cambiamos la tupla que pasamos al pardmetro hidden_layer_sizes:

# Network with 2 hidden layers, 1 neuron 1n each hidden Llayer
mlp = MLPClassifier(hidden_layer_sizes=(1,1),
activation='logistic')

# Network with 3 hidden layers of varying neuron counts 1n
each hidden Llayer

mlp = MLPClassifier(hidden_layer_sizes=(2,6,10),
activation='logistic')
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1.3 Capas Ocultas

El nUmero de capas ocultas y el nUmero de neuronas en cada capa oculta son hiperpardmetros
que actian como mandos para el comportamiento del modelo. La optimizacion de los
hiperpardmetros de las redes neuronales estq, por desgraciaq, fuera del alcance de este curso, ya
que requiere una base matematica mas sdlida que planeamos proporcionar en futuros cursos.

Vamos a entrenar los siguientes modelos de redes neuronales:

Modelo con dos capas ocultas, cada una con una neurond

Modelo con dos capas ocultas, cada una con cinco neuronas
Modelo con dos capas ocultas, cada una con diez neuronds
Modelo con dos capas ocultas, cada una con quince neuronas
Modelo con dos capas ocultas, cada una con veinte neuronas
Modelo con dos capas ocultas, cada una con veinticinco neuronas

Cambiemos también la funcidn de activacion utilizada en las capas ocultas por la funcidn RelLU.
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1.3 Capas Ocultas

Las redes neuronales suelen tardar mucho en converger durante el proceso de entrenamiento y
muchas bibliotecas tienen valores por defecto para el nUmero de iteraciones de descenso de
gradiente a ejecutar. Podemos aumentar el nUmero de iteraciones del descenso de gradiente que
se realiza durante el proceso de entrenamiento modificando el pardmetro max_iter, que estd

fijado en 200 por defecto.

mlp = MLPClassifier(hidden_layer_sizes=(1,1),
activation='relu', max_iter=1008)
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1.3 Capas Ocultas

Instrucciones

. Cree la siguiente lista de recuentos de neuronas y asignelos a las neuronas - neurons: [1, 5, 10, 15,
20, 25]
« Cree una lista vacia llamada nn_accuracies
« Para cada valor de las neurons:
« Entrene una red neuronal:
« Con dos capas ocultas, cada una con el mismo nimero de neuronas (el valor actual en
neuronas)
« Usando la funcién de activaciéon relu
« Usando 1000 iteraciones de descenso de gradiente
« En el conjunto de entrenamiento
- Realiza predicciones en el conjunto de pruebas y calcula el valor de precision
« AAada el valor de precisidn a nn_accuracies
« Imprimir nn_accuracies
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1.3 Capas Ocultas

Soluciones

1|neurons = |1, 5, 18, 15, 20, 25]

2 nn_accuracies = ||

3

4 for n in neurons:

5 mlp = MLPClassifier(hidden_layer_sizes=(n,n),
activation="relu', max_iter=1000)

B

7 mlp.fit(train_features, train_labels)

8 nn_predictions = mlp.predict(test_features)

9

10 accuracy = accuracy_score(test_labels, nn_predictions)

11 nn_accuracies.append(accuracy)

12

13| print(nn_accuracies)
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1.4 Proyecto Guiado: Construccion de un Clasificador de Digitos Escritos

a Mano

En la dltima mision, aprendimos cémo la adicidn de capas ocultas de neuronas a una red neuronal
puede mejorar su capacidad para capturar la no linealidad en los datos. Probamos diferentes modelos
de redes neuronales en un conjunto de datos que generamos con no linealidad deliberada.

En este proyecto guiado, vamos a:

« Explorar por qué la clasificacion de imdgenes es una tarea dificil

« Observar las limitaciones de los modelos tradicionales de aprendizaje automdatico para la
clasificacion de imdagenes

« Entrenar, probar y mejorar algunas redes neuronales profundas diferentes para la clasificacion de
imdagenes

Como mencionamos en la primera misidn de este curso, las redes neuronales profundas se han
utilizado para alcanzar un rendimiento de vanguardia en tareas de clasificacion de imagenes en la
Ultima década. Para algunas tareas de clasificacion de imdagenes, las redes neuronales profundas
realmente se desempeian tan bien o ligeramente mejor que el punto de referencia humano. Puede leer
sobre la historia de las redes neuronales profundas aqui.
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1.4 Proyecto Guiado: Construccion de un Clasificador de Digitos Escritos
a Mano

Para terminar este curso, construiremos modelos que puedan clasificar los digitos escritos a mano.
Antes del ano 2000, instituciones como la Oficina de Correos de los Estados Unidos utilizaban
programas de reconocimiento de escritura a mano para leer direcciones, codigos postales, etc. En
este articulo se detalla uno de sus enfoques, que consiste en preprocesar las imdgenes
manuscritas y luego alimentar un modelo de red neuronal:

éPor qué la clasificacion de imagenes es una tarea dificil?
En el campo del aprendizaje automatico y el reconocimiento de patrones, la clasificacion de
imagenes (especialmente de texto manuscrito) se encuentra en el extremo mas dificil del

espectro. Esto se debe a varias razones.

En primer lugar, cada imagen de un conjunto de entrenamiento es altamente dimensional. Cada
pixel de una imagen es una caracteristica y una columna independiente. Esto significa que una

imagen de 128 x 128 tiene 16384 caracteristicas.
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1.4 Proyecto Guiado: Construccion de un Clasificador de Digitos Escritos
a Mano

En segundo lugar, las imdgenes suelen reducirse a resoluciones inferiores y transformarse en
escala de grises (sin color). Por desgracia, esto es una limitaciéon de la potencia de cdlculo. La
resolucién de una foto de 8 megapixeles es de 3.264 por 2.448 pixeles, lo que supone un total de
7.990.272 rasgos (unos 8 millones). Las imagenes de esta resolucion suelen reducirse a una escala
de entre 128 y 512 pixeles en cualquier direccidn para que el procesamiento sea mucho mdas
rdpido. Esto suele suponer una pérdida de detalles disponibles para el entrenamiento y la
comparacion de patrones.

En tercer lugar, las caracteristicas de una imagen no tienen una relacion lineal o no lineal obvia
que pueda aprenderse con un modelo como la regresiéon lineal o logistica. En escala de grises,
cada pixel se representa simplemente como un valor de brillo que va de 0 a 256.

Este es un ejemplo de cOmo se representa una imagen en las diferentes abstracciones que nos
interesan:
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1.4 Proyecto Guiado: Construccion de un Clasificador de Digitos Escritos
a Mano
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1.4 Proyecto Guiado: Construccion de un Clasificador de Digitos Escritos

a Mano

éPor qué el aprendizaje profundo es eficaz en la
clasificacion de imagenes?

El aprendizaje profundo es eficaz en Ila
clasificacion de imdgenes debido a la
capacidad de los modelos para aprender
representaciones jerdrquicas. A alto nivel, un
modelo de aprendizaje profundo eficaz aprende
representaciones intermedias en cada capa del
modelo y las utiliza en el proceso de prediccién.
Aqui hay un diagrama que visualiza lo que
representan los pesos en cada capa de una red
neuronal convolucional, un tipo de red que se
utiliza a menudo en la clasificacion de imagenes
y que, lamentablemente, estd fuera del alcance
de este curso, que fue entrenado para identificar
rostros.
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1.4 Proyecto Guiado: Construccion de un Clasificador de Digitos Escritos
a Mano

Observards que en la primera capa oculta la red aprendid a representar bordes y rasgos
especificos de las caras. En la segunda capa ocultg, los pesos parecian representar rasgos
faciales de mayor nivel, como ojos y narices. Por Ultimo, los pesos de la dltima capa oculta
representan rostros que podrian compararse. Cada capa sucesiva utiliza los pesos de las capas
anteriores para intentar aprender representaciones mas complejas.

En este proyecto guiado, exploraremos la eficacia de las redes neuronales profundas vy
feedforward para clasificar imagenes.

Scikit-learn contiene una serie de conjuntos de datos (datasets) precargados con la bibliotecq,

dentro del espacio de nombres sklearn.datasets. La funcién load_digits()
(load digits() function) devuelve una copia del hand-written digits dataset (conjunto de datos

de digitos escritos a mano) de la UCI.
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1.4 Proyecto Guiado: Construccion de un Clasificador de Digitos Escritos
a Mano

Como los marcos de datos son una representacion tabular de los datos, cada imagen se representa como
una fila de valores de pixeles. Para visualizar una imagen a partir del marco de datos, tenemos que remodelar
la imagen a sus dimensiones originales (28 x 28 pixeles). Para visualizar la imagen, tenemos que volver a dar
forma a estos valores de pixeles en 28 por 28 y trazarlos en una cuadricula de coordenadas.

Para remodelar la imagen, necesitamos convertir un ejemplo de entrenamiento en un array de numpy
(excluyendo la columna de etiquetas (label)) y pasar el resultado a la funcién numpy.reshape()

first_image = train.iloc[@]

first_image = first_image.drop('label', axis=1)
np_image = first_image.values

np_image = np_image.reshape(28,28)

Ahora que los datos tienen la forma adecuada, podemos visualizarlos utilizando la funciéon pyplot.imshow():

plt.imshow(np_image, cmap='gray_r')
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1.4 Proyecto Guiado: Construccion de un Clasificador de Digitos Escritos
a Mano

Para mostrar mdltiples imdgenes en una figura de matplotlib, podemos utilizar la funcion
equivalente_axes.imshow(). Usemos lo que hemos aprendido para mostrar imagenes de ambas

clases.

Instrucciones

- Importar load_digits() del paquete sklearn.datasets
- Transformar el array 2D de NumPy en un dataframe de pandas
- Utilizar matplotlib para visualizar algunas de las imagenes del conjunto de datos

« Generar una cuadricula de dispersion, con 2 filas y 4 columnas

« Enla primera fila:
- Mostrar las imdagenes correspondientes a las filas 0, 100, 200 y 300

- Enla segunda fila:
- Mostrar las imdagenes correspondientes a las filas 1000, 1100, 1200, y 1300
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Il. Proyecto de Aprendizaje



Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

En este curso, recorreremos el ciclo de vida completo de la ciencia de datos, desde la limpieza de datos y la
seleccion de caracteristicas hasta el aprendizaje automatico. Nos centraremos en la modelizacion del crédito,
un conocido problema de la ciencia de datos que se centra en la modelizacion del riesgo crediticio de un
prestatario. El crédito ha desempenado un papel clave en la economia durante siglos y alguna forma de
crédito ha existido desde el inicio del comercio. Trabajaremos con datos de préstamos financieros de Lending
Club. Lending Club es un mercado de préstamos personales que pone en contacto a prestatarios que buscan
un préstamo con inversores que quieren prestar dinero y obtener una rentabilidad. Puedes leer mds sobre su
mercado aqui.

Cada prestatario completa una solicitud exhaustiva, proporcionando su historial financiero anterior, el motivo
del préstamo, y mds. Lending Club evalia la puntuacidn de crédito de cada prestatario utilizando datos
histéricos anteriores y su propio proceso de ciencia de datos para asignar un tipo de interés al prestatario. El
tipo de interés es el porcentaje adicional al importe del préstamo solicitado que el prestatario tiene que
devolver. Puedes leer mds sobre el tipo de interés que asigna Lending Club aqui. Lending Club también intenta
verificar toda la informacién que el prestatario proporciona, pero no puede verificar toda la informacién

(normalmente por razones de regulacion).
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

Un tipo de interés mas alto significa que el prestatario es un riesgo y que es mas improbable que
devuelva el préstamo. Mientras que un tipo de interés mas bajo significa que el prestatario tiene un
buen historial crediticio y es mds probable que devuelva el préstamo. Los tipos de interés van
desde el 5,32% hasta el 30,99% y cada prestatario recibe una calificacién (grade) segin el tipo de
interés que se le haya asignado. Si el prestatario acepta el tipo de interés, el préstamo aparece en
el mercado de Lending Club.

A los inversores les interesa sobre todo recibir un rendimiento de sus inversiones. Los préstamos
aprobados aparecen en el sitio web de Lending Club, donde los inversores cualificados pueden
consultar los préstamos aprobados recientemente, la puntuaciéon crediticia del prestatario, la
finalidad del préstamo y otros datos de la solicitud. Una vez que estdn preparados para respaldar
un préstamo, seleccionan la cantidad de dinero que quieren financiar. Una vez que la cantidad
solicitada de un préstamo estd totalmente financiadaq, el prestatario recibe el dinero que solicitd
menos la comisién de apertura (origination fee) que cobra Lending Club.
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

El prestatario realizard pagos mensuales a
Lending Club en 36 o 60 meses. Lending Club
redistribuye estos pagos a los inversores. Esto
significa que los inversores no tienen que
esperar a que se pague la totalidad del importe
para ver un retorno en dinero. Si un préstamo se
liquida completamente a tiempo, los inversores
obtienen una rentabilidad que corresponde al
tipo de interés que el prestatario tuvo que pagar
ademds de la cantidad solicitada. Muchos
préstamos no se pagan completamente a
tiempo y algunos prestatarios no pagan el
préstamo (default).

e

Los prestamistas eligen qué
prestatarios financiar e invierten
en pagarés con tasas establecidas

de 6.69% a 19.37%.

Mejores tarifas. Juntos:

Los prestatarios, cada uno con buen
crédito, pagan tasas justas. Los pagos
mensuales se canalizan a los
prestamistas automaticamente

T —

Este es un diagrama de Bible Money Matters
que resume el proceso:
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

Mientras que Lending Club tiene que ser extremmadamente inteligente y riguroso con su modelado
crediticio, los inversores en Lending Club tienen que ser igualmente inteligentes a la hora de
determinar qué préstamos tienen mas probabilidades de ser pagados. Al principio, uno puede
preguntarse por qué los inversores invierten dinero en cualquier cosa que no sea un préstamo de
bajo interés. El incentivo que tienen los inversores para respaldar los préstamos con mayor interés
es, bueno, el mayor interés. Si los inversores creen que el prestatario puede devolver el préstamo,
incluso si tiene un historial financiero débil, entonces los inversores pueden ganar mas dinero a
través de la mayor cantidad adicional que el prestatario tiene que pagar.

La mayoria de los inversores utilizan una estrategia de cartera para invertir pequefas cantidades
en muchos préstamos, con mezclas saludables de préstamos de bajo, medio y alto interés. En este
curso, nos centraremos en la mentalidad de un inversor conservador que solo quiere invertir en los
préstamos que tienen una buena oportunidad de ser pagados a tiempo. Para ello, primero
tendremos que entender las caracteristicas del conjunto de datos y luego experimentar con la
construccion de modelos de aprendizaje automatico que predigan de forma fiable si un préstamo
se pagard o no.
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

11.2.1 Descripcion de Datos

Lending Club publica periédicamente los datos de todas las solicitudes de préstamo aprobadas y
rechazadas en su sitio web. Puede seleccionar diferentes rangos de afios para descargar los
conjuntos de datos (en formato CSV) para los préstamos aprobados y rechazados.

También encontrard un diccionario de datos (en formato XLS) que contiene informacidn sobre los
diferentes nombres de las columnas al final de la pagina. Le recomendamos que descargue el
diccionario de datos para poder consultarlo siempre que quiera saber mdas sobre lo que
representa una columna en los conjuntos de datos. Aqui tienes un enlace al archivo del diccionario
de datos alojado en Google Drive.

Antes de entrar en los conjuntos de datos, vamos a familiarizarnos con el diccionario de datos. La
hoja LoanStats describe los conjuntos de datos de préstamos aprobados y RejectStats describe
los conjuntos de datos de préstamos rechazados. Dado que las solicitudes rechazadas no
aparecen en el mercado de Lending Club y no estdn disponibles para la inversidon, nos

centraremos en los préstamos aprobados.
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

Los conjuntos de datos de préstamos aprobados contienen informacion sobre los préstamos

actuales, los préstamos completados y los préstamos impagados. Definamos ahora el

planteamiento del problema para este proyecto de aprendizaje automatico:

« ¢Podemos construir un modelo de aprendizaje automatico que pueda predecir con precision si
un prestatario pagard su préstamo a tiempo o no?

Antes de empezar a realizar el aprendizaje automatico, tenemos que definir qué caracteristicas
queremos utilizar y qué columna representa el objetivo que queremos predecir. Empecemos por
leer y explorar el conjunto de datos.
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

11.2.2 Lectura en Pandas

En esta leccidn, nos centraremos en los datos de préstamos aprobados de 2007 a 2011, ya que un
buen ndmero de los préstamos ya han finalizado. En los conjuntos de datos de los anos
posteriores, muchos de los préstamos estdn vigentes y todavia se estdn pagando.

Si completamos lo siguiente, podremos reducir el tamano del conjunto de datos para facilitar su
uso
 Eliminar la columna desc:
« Que contiene una larga explicacion de texto para cada préstamo
 Eliminar la columna url:
« Que contiene un enlace a cada préstamo en Lending Club al que sblo se puede acceder con
una cuenta de inversor
 Eliminar todas las columnas que contienen mds del 50% de valores perdidos:
« Lo que nos permite movernos mas rapido ya que podemos pasar menos tiempo tratando

de llenar estos valores
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

En primer lugar, vamos d leer el conjunto de datos en un Dataframe para que podamos empezar a
explorar los datos y las caracteristicas restantes.

Instrucciones

« Leer loans_2007.csv en un DataFrame llamado loans_2007 y utilizar la funcidn de impresion
para mostrar la primera fila del Dataframe
- Utilice la funcidn print para:
« Mostrar la primera fila de loans_2007
« El nUmero de columnas de loans_2007
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

11.2.3 Primer Grupo de Columnas

El Dataframe contiene muchas columnas y puede ser engorroso tratar de explorarlas todas a la

vez. Separemos las columnas en 3 grupos de 18 columnas y utilicemos el data dictionary

(diccionario de datos) para familiarizarnos con lo que representa cada columna. A medida que

entienda cada caracteristica, busque cualquier caracteristica que:

« Revelar informacién del futuro (después de que el préstamo ya haya sido financiado)

. No afectan a la capacidad del prestatario para devolver el préstamo (por ejemplo, un valor de
identificacién generado aleatoriamente por Lending Club)

« Necesitan ser limpiados y estdn mal formateados

« Requieren mds datos o mucho procesamiento para convertirse en una funcion util

« Contienen informacion redundante
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1.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

Debemos prestar especial atencidon a la fuga de datos, ya que puede hacer que nuestro modelo se
sobreajuste. Esto se debe a que el modelo utiliza datos sobre la columna objetivo que no estarian
disponibles cuando utilizamos el modelo en futuros préstamos. Le animamos a que se tome su
tiempo para entender cada columnag, porque una mala comprension podria hacerle cometer
errores en el proceso de andlisis de datos y de modelizacién. A medida que avanza por el
diccionario, tenga en cuenta que debemos seleccionar una de las columnas como la columna
objetivo que queremos utilizar para la fase de aprendizaje automatico.

En esta pantalla y en las siguientes, vamos a centrarnos sélo en las columnas que tenemos que
eliminar de la consideracion. Luego, podemos volver atrds y diseccionar mds las columnas que
decidimos mantener.

Para facilitar este proceso, creamos una tabla que contiene el nombre, el tipo de datos, el valor de
la primera fila y la descripcidon del diccionario de datos para las primeras 18 filas.
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de

Datos

member_id

funded_amnt

funded_amnt_in

sub_grade

emp_length

home_ownershi

verification_stat

[«
(7]

pymnt_plan

Object
Float64
float64

float64
float64

object
object
float64

object
object

object

object

object

float64

object
object
object
object
object

1077501
1.2966e+06
5000
5000

49750

36 months
10.65%
162.87

B
B2

NaN

10+ years

RENT

24000

Verified
Dec-2011
Charged Off
n

car

Una identificacién Unica asignada a LC para la lista de préstamos.
Un LC Unico asignado Id para el miembro prestatario.
El monto indicado del préstamo solicitado por el prestatario

El monto total comprometido con ese préstamo en ese momento
El importe total comprometido por los inversores para ese préstamo en ese momento

El nimero de pagos del préstamo. Los valores estdn en meses y pueden ser 36 o 60
Tasa de interés del préstamo
El pago mensual adeudado por el prestatario si el préstamo se origina.

LC assigned loan grade
LC assigned loan subgrade

El titulo de trabajo proporcionado por el Prestatario al solicitar el préstamo

Duracién del empleo en afios. Los valores posibles estén entre 0 y 10 donde 0 significa menos de un
ano y 10 significa diez o mds afos

El estado de propiedad de la vivienda proporcionado por el prestatario durante el registro. Nuestros
valores son: ALQUILER, PROPIEDAD, HIPOTECA, OTROS

Los ingresos anuales auto informaron proporcionados por el prestatario durante el registro

Indica si los ingresos fueron verificados por LC, no verificados, o si la fuente de ingresos fue verificada

El mes en que se financié el préstamo
Estado actual del préstamo

Indica si se ha establecido un plan de pago para el préstamo
Una categoria proporcionada por el prestatario para la solicitud de préstamo
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Tras analizar cada columna, podemos concluir que es necesario eliminar las siguientes caracteristicas:

id: campo generado aleatoriamente por Lending Club sélo con fines de identificacion dnica

member_id: también es un campo generado aleatoriomente por Lending Club con fines de identificacion
Unica

funded_amnt: filtra datos del futuro (después de que el préstamo haya empezado a financiarse)
funded_amnt_inv: también filtra datos del futuro (después de que el préstamo haya empezado a
financiarse)

grade: contiene informacion redundante como la columna del tipo de interés (int_rate)

sub_grade: también contiene informacién redundante como la columna del tipo de interés (int_rate)
emp_title: requiere otros datos y mucho procesamiento para ser potencialmente util

issue_d: filtra datos del futuro (después de que el préstamo ya esté completamente financiado)

Recordemos que Lending Club asigna un grado y un subgrado en funcidon del tipo de interés del prestatario.
Mientras que los valores de grade y sub_grade son categoéricos, la columna int_rate contiene valores
continuos, que son mas adecuados para el aprendizaje automatico.
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Ahora vamos a eliminar estas columnas del Dataframe antes de pasar al siguiente grupo de
columnas.

Utilice el método Dataframe drop para eliminar las siguientes columnas del Dataframe
loans_2007:

(e

member_id

funded_amnt

funded_amnt_inv

grade

sub_grade

emp_title

issue_d
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de

Datos

11.2.4 Segundo grupo de columnas

Veamos ahora las siguientes 18 columnas:
| Name | dype | Fistvale | Descrpton |

zip_code

addr_state

delinq_2yrs
earliest_cr_line
inq_last_6mths

open_acc

revol_bal

out_prncp_inv

total_pymnt

total_pymnt_inv

total_rec_prncp

object
object

object

float64

float64
object

float64

float64
float64
float64

object

float64

object
float64

float64
float64
float64

float64

Computer
860xx

AZ

27.65

13648

83.7%

0
5863.16
5833.84

5000

El titulo del préstamo proporcionado por el prestatario
Los primeros 3 nUmeros del cédigo postal proporcionados por el prestatario en la solicitud de préstamo

El estado proporcionado por el prestatario en la solicitud de préstamo

Una relacion calculada utilizando los pagos mensuales totales de la deuda del prestatario sobre las
obligaciones totales de la deuda, excluyendo la hipoteca y el préstamo LC solicitado, dividido por los
ingresos mensuales autoinformados del prestatario

El nimero de incidencias vencidas de morosidad de mds de 30 dias en el archivo de crédito del
prestatario durante los Ultimos 2 afos

El mes en que se abri6 la primera linea de crédito reportada del prestatario
El numero de consultas en los Gltimos 6 meses (excluyendo consultas de automoviles e hipotecas)

El nUmero de lineas de crédito abiertas en el archivo de crédito del prestatario
Numero de registros publicos despectivos
Saldo rotatorio total del crédito

Tasa de utilizacion de la linea rotatoria, o la cantidad de crédito que el prestatario estd utilizando en
relacién con todo el crédito renovable disponible

El nUmero total de lineas de crédito actualmente en el archivo de crédito del prestatario

El estado inicial de listado del préstamo. Los valores posibles son — W, F
Capital pendiente restante por el monto total financiado

Capital pendiente restante por una parte del monto total financiado por los inversores
Pagos recibidos hasta la fecha por el importe total financiado
Pagos recibidos hasta la fecha por una parte del importe total financiado por los inversores ‘ | 4

Principal recibido hasta la fecha



Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

Dentro de este grupo de columnas, tenemos que eliminar las siguientes columnas:

« zip_code: redundante con la columna addr_state, ya que sdlo son visibles los 3 primeros digitos del cédigo
postal de 5 cifras (que sélo puede utilizarse para identificar el estado en el que vive el prestatario)

- out_prncp: filtra datos del futuro, (después de que el préstamo ya haya empezado a pagarse)

« out_prncp_inv: también filtra datos del futuro, ?después de que el préstamo haya empezado a pagarse)

- total_pymnt: también filtra datos del futuro, (después de que el préstamo haya empezado a pagarse)

- total_pymnt_inv: también filtra datos del futuro, (después de que el préstamo haya empezado a pagarse)

- total_rec_prncp: también filtra datos del futuro, (después de que el préstamo haya empezado a pagarse)

Las columnas out_prncp y out_prncp_inv describen el importe principal pendiente de un préstamo, que es el
importe restante que el prestatario adn debe. Estas dos columnas, asi como la columna total_pymnt,
describen las propiedades del préstamo una vez que se ha financiado completamente y se ha empezado a
pagar. Esta informacién no estd disponible para un inversor antes de que el préstamo esté totalmente
financiado y no queremos incluirla en nuestro modelo.

Sigamos adelante y eliminemos estas columnas del Dataframe.
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

Utilice el método Dataframe drop para eliminar las siguientes columnas del Dataframe loans_2007

Zip_code
out_prncp
out_prncp_inv
total_pymnt
total_pymnt_inv
total_rec_prncp
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

11.2.5 Tercer grupo de columnas
Pasemos ahora al dltimo grupo de caracteristicas:

total_rec_int float64 863.16 Intereses recibidos hasta la fecha

total_rec_late_fee float64 0 Cargos por mora recibidos hasta la fecha
recoveries float64 0 Cargo posterior a la recuperacion bruta
collection_recovery_fee float64 0 Cargo posterior a la tarifa de cobro
object janv-15 El mes pasado se recibid el pago
last_pymnt_amnt float64 171.62 Ultimo monto total de pago recibido
last_credit_pull_d object juin-16 El mes mds reciente LC retird crédito por este préstamo
collections_12_mths_ex_med [RiISe el 0 :wuérgiirgsde colecciones en 12 meses, excluidas las colecciones

disponibles publicamente policy _code=1 nuevos productos no

policy_code floate4 ] disponibles publicamente policy _code=2

Indica si el préstamo es una solicitud individual o una solicitud
conjunta con dos coprestatarios

El nUmero de cuentas en las que el prestatario estd ahora en
mora.

NUmero de cargos en un plazo de 12 meses

El monto vencido adeudado por las cuentas en las que el
prestatario estd ahora en mora.

Numero de quiebras de registro publico

NUmero de gravmenes fiscales
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acc_now_delinqg float64
chargeoff_within_12_mths float64

delinq_amnt float64

pub_rec bankruptcies float64
float64
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1.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

En el dltimo grupo de columnas, tenemos que eliminar las siguientes columnas:

- total_rec_int: filtra datos del futuro, (después de que el préstamo haya empezado a pagarse)

- total_rec_late_fee: filtra datos del futuro, (después de que el préstamo haya empezado a
pagarse)

- recoveries: filtra datos del futuro, (después de que el préstamo haya empezado a pagarse)

- collection_recovery_fee: filtra datos del futuro, (después de que el préstamo haya empezado a
pagarse)

. last_pymnt_d: filtra datos del futuro, (después de que el préstamo haya empezado a pagarse)

. Iost_pyrr)mt_qmnt: filtra datos del futuro, (después de que el préstamo haya empezado a
pagarse

Todas estas columnas filtran datos del futuro, lo que significa que describen aspectos del
préstamo después de que éste haya sido financiado en su totalidad y haya comenzado a ser

pagado por el prestatario.
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

Instrucciones

Utilice el método Dataframe drop para eliminar las siguientes columnas del Dataframe
loans_2007:

+ total_rec_int

« total_rec_late_fee

« Recoveries

- collection_recovery_fee

« last_pymnt_d

« last_pymnt_amnt

Utilice la funcidn print para mostrar la primera fila de loans_2007 y el nUmero de columnas de
loans_2007.

Al familiarizarnos con las columnas del conjunto de datos, hemos podido reducir el nUmero de
columnas de 52 a 32 columnas. Ahora tenemos que decidir la columna objetivo que queremos

utilizar para la modelizacién.
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

We should use the loan_status column, since it's the only column that directly describes if a loan
was paid off on time, had delayed payments, or was defaulted on the borrower. Currently, this
column contains text values and we need to convert it to a numerical value for training a model.
Let's explore the different values in this column and come up with a strategy for converting the
values in this column.

Instrucciones
« Utilice el método de la serie value_counts para devolver la frecuencia de los valores Unicos en

la columna loan_status
- Mostrar la frecuencia de cada valor Unico utilizando la funcién de print
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

11.2.6 Clasificacion Binaria

Hay 8 valores posibles para la columna loan_status. Puedes leer sobre la mayoria de los diferentes
estados de los préstamos en el sitio web de Lending Clube. Los dos valores que comienzan con "No
cumple con la politica de crédito” no se explican por desgracia. Una rdpida bdsqueda en Google
nos lleva a explicaciones de la comunidad de prestamistas aqui.

Hemos recopilado la explicaciéon de cada columna, asi como los recuentos en el marco de datos,
en la siguiente tabla:
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de

Datos
Fully Paid 33136  El préstamo ha sido totalmente pagado

Charged Off 5634 Pre.st.amo para el cual ya no hay una expectativa razonable de pagos
adicionales

Does not

meet the
credit policy. [RELY]
Status: Fully

Paid

Does not

meet the Si bien el préstamo fue cobrado, la solicitud de préstamo de hoy ya
credit policy. 761 no cumpliria con la politica de crédito y no seria aprobada en el

Status: mercado.

Charged Off

"I":rrizzle 20 El préstamo estd vencido pero adn en el periodo de gracia de 15 dias
Late (16-30 3 El préstamo no se ha pagado en 16 a 30 dias (retraso en el pago
days) actual)

Late (31-120 04 El préstamo no se ha pagado en 31 a 120 dias (retraso en el pago
days) actual)

961 El préstamo estd al dia en los pagos actuales

3 El préstamo estd incumplido y no se ha realizado ningdn pago
durante mas de 121 dias
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

Desde la perspectiva del inversor, lo que nos interesa es tratar de predecir si los préstamos se
pagardn a tiempo. Sélo los valores Fully Paid (Préstamo Pagado) y Charged Off (Préstamo
Castigado/No Pagado) describen el resultado final del préstamo. Los demds valores describen los
préstamos que audn estdn en curso y en los que todavia no se sabe si el prestatario pagard el
préstamo a tiempo o no. Mientras que el Default (estado de impago) se asemeja al estado de
"Charged Off’, a los ojos de Lending Club, los préstamos ‘charged off" no tienen prdacticamente
ninguna posibilidad de ser devueltos, mientras que los "default’ tienen una pequena posibilidad.

Como nos interesa poder predecir en cudl de estos dos valores caerd un préstamo, podemos
tratar el problema como una clasificacién binaria. Eliminemos todos los préstamos que no
contengan el estado de Fully Paid (Préstamo Pagado) or Charged Off («Totalmente Pagado” o "
Préstamo Castigado/No Pagado”). Una vez eliminados los estados del préstamo, transformemos
los valores de Fully Paid en 1 para el caso positivo y los valores de Charged Off en 0 para el caso
negativo. Aunque hay varias formas de transformar todos los valores de una columna, utilizaremos
el método Dataframe replace (Dataframe method replace). Segin la documentacién, podemos
pasar al método replace un diccionario de mapeo anidado con el siguiente formato:
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

mapping_dict = {
"date": {
"jJanuary": 1,
"february": 2,
"march": 3

I

}
df = df.replace(mapping_dict)

Por ultimo, hay que tener en cuenta el desequilibrio de clases entre los casos positivos y los
negativos. Mientras que hay 33.136 préstamos que han sido totalmente pagados, sélo hay 5.634
que fueron imputados. Este desequilibrio de clases es un problema comudn en la clasificacion
binaria y, durante el entrenamiento, el modelo acaba teniendo un fuerte sesgo hacia la prediccion
de la clase con mds observaciones en el conjunto de entrenamiento y rara vez predice la clase
con menos observaciones. Cuanto mas fuerte sea el desequilibrio, mds sesgado estard el modelo.
Hay varias formas de abordar este desequilibrio de clases, que exploraremos mdas adelante.
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

Instrucciones
 Eliminar todas las filas de loans_2007 que contengan valores distintos de Fully Paid o Charged
Off para la columna loan_status
- Utilice el método Dataframe replace para sustituir
« Fully Paid (Préstamo Pagado) por 1
« Charged off (Préstamo Castigado/No Pagado) con 0
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Il.1 Recorrido por el Proyecto de Aprendizaje Automatico: Depuracion de
Datos

11.2.7 Remover columnas de valor Gnico

Para terminar esta leccidon, busquemos cualquier columna que contenga un solo valor Unico y
eliminémosla. Estas columnas no serdn (tiles para el modelo ya que no afnaden ninguna
informacidén a cada solicitud de préstamo. Ademas, la eliminacidon de estas columnas reducird el
namero de columnas que tendremos que explorar en el futuro.

Tendremos que calcular el nUmero de valores Unicos de cada columna y eliminar las columnas
que sblo contienen un valor dnico. Mientras que el método Series unique devuelve los valores
Unicos en una columna, también cuenta el objeto Pandas missing value nan como un valor:

unique_wvalues = loans|['tax_liens'].unique()

Como estamos tratando de encontrar columnas que contengan un valor dnico verdadero, primero
debemos eliminar los valores nulos y luego calcular el nUmero de valores Unicos:

non_null = loans_2007['tax_Lliens'].dropna()
unique_non_null non_null.unique()
num_true_unique len{unique_non_null)
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Instrucciones

« Elimine cualquier columna de loans_2007 que contenga un Unico valor:
« Cree una lista vacia, drop_columns para llevar la cuenta de las columnas que desea
eliminar
« Para cada columnai:
- Utilice el método dropna de la serie para eliminar cualquier valor nulo y luego utilice el
método unique de la serie para devolver el conjunto de valores Unicos no nulos
. Utilice la funcién len() para devolver el nimero de valores en ese conjunto
« Anada la columna a drop _columns si s6lo contiene un valor Unico
« Utilice el método Dataframe drop para eliminar las columnas de drop_columns de
loans_2007
- Utilizar la funcidn print para mostrar drop_columns y saber cudles se han eliminado
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1.2 Recorrido por el Proyecto de Aprendizaje Automatico: Preparacion de las
Caracteristicas

11.2.1 Recapitulacion

Puede haber aprendido a eliminar todas las columnas que contenian informacidn redundante, que
no eran (tiles para el modelado, que requerian demasiado procesamiento para ser Utiles o que
filtraban informacion del futuro. Después de exportar el Dataframe a un archivo CSV llamado
filtered_loans_2007.csv para diferenciar el archivo con el loans_2007.csv. En esta leccion,
prepararemos los datos para el aprendizaje automatico centrGndonos en el manejo de los valores
perdidos, la conversidon de las columnas categdricas en columnas numéricas y la eliminacion de
cualquier otra columna extrana que encontremos a lo largo de este proceso.

Las matemadticas subyacentes a la mayoria de los modelos de aprendizaje automatico asumen
que los datos son numéricos y no contienen valores perdidos. Para reforzar este requisito, scikit-
learn devolverd un error si se intenta entrenar un modelo utilizando datos que contienen valores
perdidos o valores no numéricos cuando se trabaja con modelos como la regresion lineal y la
regresion logistica.
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1.2 Recorrido por el Proyecto de Aprendizaje Automatico: Preparacion de las
Caracteristicas

Empecemos por calcular el numero de valores que faltan e ideemos una estrategia para
manejarlos. Luego, nos centraremos en las columnas categoricas.

Podemos devolver el nUmero de valores perdidos en el Dataframe de la siguiente manera:
« Primero utilizando el método de Pandas Dataframe isnull para devolver un Dataframe que
contenga valores booleanos:
« True si el valor original es nulo
 Falso si el valor original no es nulo
« A continuacion, utilizando el método Pandas Dataframe sum para calcular el nUmero de valores
nulos en cada columna

null_counts = df.isnull().sum()

CAIEC® Version 062021 @'



http://pandas.pydata.org/pandas-docs/stable/generated/pandas.DataFrame.isnull.html
http://pandas.pydata.org/pandas-docs/stable/generated/pandas.DataFrame.sum.html

1.2 Recorrido por el Proyecto de Aprendizaje Automatico: Preparacion de las
Caracteristicas

Instrucciones

- Leer en filtered_loans_2007.csv como un Dataframe y asignarlo a los loans (préstamos)

 Utilice los métodos isnull y sum para devolver el nUmero de valores nulos en cada columna.
Asigne el objeto Series resultante a null_counts

« Utilice la funcidn de print para mostrar las filas de null_counts que son mayores que cero

Soluciones

import pandas as pd

loans = pd.read_csv('filtered_loans_2007.csv"')
null_counts = loans.isnull{).sum()
print(null_counts|[null_counts>a])

B L B
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11.2.2 Tratamiento de los valores perdidos

En la pantalla anterior obtuvimos una serie que muestra cudntos valores perdidos tiene cada
columna con valores perdidos:

emp_Llength 1836
title 11
revol util 50
last_credit_pull_d 2
pub_rec_bankruptcies 697

Aunque la mayoria de las columnas no tienen valores perdidos, dos columnas tienen cincuenta o
menos filas con valores perdidos, y dos columnas, emp_length y pub_rec_bankruptcies,
contienen un numero relativamente alto de valores perdidos.

El conocimiento del dominio nos dice que la duracidon del empleo se utiliza con frecuencia para

evaluar el riesgo de un posible prestatario, por lo que mantendremos esta columna a pesar de su
namero relativamente elevado de valores perdidos.
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Caracteristicas

Inspeccionemos los valores de la columna pub_rec_bankruptcies.

print(loans.pub_rec_bankruptcies.value_counts(normalize=Tr
ue, dropna=False))

0.0 0.939438
1.8 0.042456
NaN 0.017978
- e

£ ow W e LS il

Name: pub_rec_bankruptcies, dtype: floate4

Vemos que esta columna ofrece muy poca variabilidad, casi el 94% de los valores estdn en la
misma categoria. Probablemente no tenga mucho valor predictivo. Vamos a eliminarla. Ademas,
eliminaremos las filas restantes que contienen valores nulos.
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1.2 Recorrido por el Proyecto de Aprendizaje Automatico: Preparacion de las
Caracteristicas

Esto significa que mantendremos las siguientes columnas y sbélo eliminaremos las filas que
contengan valores perdidos para ellas:

« emp_length

 Title

« revol_util

 last_credit_pull_d

Después de eliminar las filas que contienen valores perdidos, elimine la columna
pub_rec_bankruptcies por completo.

Utilicemos la estrategia de eliminar primero la columna pub_rec_bankruptcies y luego eliminar

todas las filas que contengan valores perdidos para cubrir estos dos casos. De este modo, sélo
eliminamos las filas que contienen valores perdidos para las columnas emp_length, title y

revol_util, pero no la columna pub_rec_bankruptcies.
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Instrucciones

- Utilice el método drop (drop method) para eliminar la columna pub_rec_bankruptcies de los
préstamos

- Utilice el método dropna (dropna method) para eliminar todas las filas de los préstamos que
contengan algun valor perdido

- Utilice el atributo dtypes seguido del método value_counts() para devolver los recuentos de
cada tipo de dato de columna.

- Utilice la funcion print para mostrar estos recuentos

Soluciones

1| loans = loans.drop("pub_rec_bankruptcies", axis=1)
2 loans loans.dropna(axis=0)
3print(loans.dtypes.value_counts())
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1.2 Recorrido por el Proyecto de Aprendizaje Automatico: Preparacion de las
Caracteristicas

11.2.3 Columnas de texto

Mientras que las columnas numéricas se pueden utilizar de forma nativa con scikit-learn, las
columnas de objetos que contienen texto necesitan ser convertidas a tipos de datos numeéricos.
Devolvamos un nuevo dataframe que contenga sélo las columnas de objetos para poder
explorarlas en mayor profundidad. Se puede utilizar el método de dataframe select_dtypes para
seleccionar sblo las columnas de un determinado tipo de datos:

float_df = df.select_dtypes(include=["'float'])

Seleccionemos sblo las columnas de los objetos y luego mostremos una fila de muestra para tener
una mejor idea de coémo estan formateados los valores de cada columna.
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Instrucciones

« Utilizar el método dataframe select_dtypes para seleccionar sblo las columnas de tipo object
(objeto) de los loans (préstamos) y asignar al Dataframe resultante object_columns_df

« Mostrar la primera fila de object_columns_df utilizando la funcidn print

Soluciones

1 object_columns_df = loans.select_dtypes(include=
["object"])
2 print(object_columns_df.iloc[@])
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11.2.4 Conversion de columnas de texto

Algunas de las columnas parecen representar valores categoricos, pero deberiamos confirmarlo
comprobando el nUmero de valores Unicos en esas columnas:

- home_ownership: estado de propiedad de la viviendq, sélo puede ser 1 de 4 valores categbricos
segun el diccionario de datos
verification_status: indica si los ingresos fueron verificados por Lending Club

emp_length: nimero de afos que el prestatario estaba empleado en el momento de la
solicitud

term: nUmero de pagos del préstamo, ya sea 36 o 60
addr_state: estado de residencia del prestatario
purpose: categoria proporcionada por el prestatario para la solicitud de préstamo

title: titulo del préstamo facilitado por el prestatario
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También hay dos columnas que representan valores numéricos y que hay que convertir:

 int_rate: tipo de interés del préstamo en %

 revol_util: tasa de utilizacion de la linea rotatoria o la cantidad de crédito que el prestatario estd
utilizando en relacidn con todo el crédito disponible, lea mdas aqui

Basdndonos en los valores de la primera fila para el purpose(proposito) y el title(titulo), parece que
estas columnas podrian reflejar la misma informacion. Exploremos los recuentos de valores Unicos
por separado padra confirmar si esto es cierto.

Por dltimo, algunas de las columnas contienen valores de fecha que requeririon una buena
cantidad de ingenieria de caracteristicas para que fueran potencialmente atiles:

« earliest_cr_line: El mes en que se abrid la primera linea de crédito del prestatario

« last_credit_pull_d: El mes mads reciente en que Lending Club retird el crédito para este préstamo

Dado que estas caracteristicas de fecha requieren algo de ingenieria de caracteristicas para fines
de modelado, eliminemos estas columnas de fecha del marco de datos.
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1.2 Recorrido por el Proyecto de Aprendizaje Automatico: Preparacion de las
Caracteristicas

11.2.5 Primeras 5 columnas categoéricas
Exploremos los recuentos de valores Unicos de las columnas que pdrecen contener valores categoricos.

Instrucciones
« Mostrar los recuentos de valores Unicos para las siguientes columnas: home_ownership, verification _status,
emp_lenght, term, addr state columns:
« Guarda estos nombres de columnas en una lista llamada cols
« Utiliza un bucle “for” para iterar sobre las cols:
« Utilice la funcidn de print combinada con el método Series value_counts para mostrar los recuentos
de valores Unicos de cada columna

Soluciones
1/cols = ["home_ownership', 'verification_status',
'emp_length', 'term', 'addr_state']

2|for ¢ in cols:
print({leoans|c].value_counts())
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11.2.6 El motivo del préstamo

Las columnas home_ownership, verification_status, emp_length, term y addr_state contienen
multiples valores discretos. Deberiamos limpiar la columna emp_length y tratarla como numeérica,
ya gue los valores tienen ordenacion (2 afos de empleo son menos de 8 afos).

En primer lugar, veamos los recuentos de valores Gnicos de las columnas purpose (propésito) y
title (titulo) para saber qué columna queremos conservar.

Instrucciones
Utilice el método value_counts y la funcidn print para mostrar los valores Unicos en las siguientes

columnas:
 Title

 purpose
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Soluciones

print{loans|["title"].value_counts())
print(loans|["purpose" |.value_counts())

11.2.7 Columnas categéricas

Las columnas home_ownership, verification_status, emp_length y term contienen cada una unos valores
categoéricos discretos. Deberiamos codificar estas columnas como variables ficticias y mantenerlas.

Parece que las columnas purpose (propésito) y title (titulo) contienen informacién que se solapa, pero
mantendremos la columna purpose (propédsito) ya que contiene algunos valores discretos. Ademds, la
columna de title (titulo) tiene problemas de calidad de datos, ya que muchos de los valores se repiten con
ligeras modificaciones (por ejemplo, Debt Consolidation and Debt Consolidation Loan and debt consolidation -
Consolidacién de deuda y Préstamo de consolidaciéon de deuda y consolidacién de deuda).
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Podemos utilizar el siguiente mapeo para limpiar la columna emp _length:
« "0+ yedrs 10

« "Qyears”
« "8years”
« "7years”
« "6 years”
« 'Syears”
« "4years”
« "3years”
« "2 years'“
« "lyear: I
« <lyear:

. "'nfa" 0

MQ).bO‘IG)\IOO(O

O
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1.2 Recorrido por el Proyecto de Aprendizaje Automatico: Preparacion de las
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Hemos sido precavidos con los mapeos de mds de 10 afos, < 1 afo y n/a. Suponemos que las
personas que pueden haber trabajado mdas de 10 afos sbélo han trabajado realmente durante 10
anos. También asumimos que las personas que han trabajado menos de un ano o si la
informacion no estd disponible que han trabajado durante 0. Esta es una heuristica general pero
no es perfecta.

Por ultimo, la columna addr_state contiene muchos valores discretos, y tendriamos que afadir 49
columnas de variables ficticias para utilizarla en la clasificacion. Esto haria nuestro marco de datos
mucho mads grande y podria ralentizar la velocidad de ejecucién del cédigo. Vamos a eliminar esta

columna de la consideracion.
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Instrucciones

« Eliminar las columnas last_credit_pull_d, addr_state, title y earliest_cr_line de los loans
(préstamos)

« Convertir las columnas int_rate y revol _util en columnas float mediante:

- Utilizando el accesorio str seguido del método de cadena rstrip para eliminar el signo de

porcentaje (%) de la derecha:
. loans['int_rate'].str.rstrip('%') devuelve una nueva Serie con % eliminado del lado derecho
de cada valor
- En el objeto Series resultante, utilice el método astype para convertirlo al tipo float
- Asigne la nueva serie de valores flotantes a las respectivas columnas del marco de datos

- Utilice el método replace para limpiar la columna emp_length
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Soluciones
1/ mapping_dict = {
2 "emp_length": {
3 "10+ years": 10,
4 "9 years": 9,
5 "8 years": 8,
& "7 years": 7,
7 "6 years": 6,
8 "5 years": 5,
=] "4 years": 4,
16 "3 years": 3,
11 "2 years": 2,
12 "1 year": 1,
13 "< 1 year": @,

17 Lloans = Tﬁéﬁﬁ:dFop{["last_credit_pull_d”,
"earliest_cr_line", "addr_state", "title"], axis=1)
12| Loans["1int_rate"] =
loans["int_rate"].str.rstrip("%").astype("float")
19| loans["revol_util"] =
loans|["revol_util"].str.rstrip("%").astype("float")
20 loans = loans.replace(mapping_dict)
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1.2.8 Variables ficticias (Dummy)

Ahora vamos a codificar las columnas home_ownership, verification_status, purpose y term como variables
dummy para poder utilizarlas en nuestro modelo. Primero tenemos que utilizar el método Pandas
get_dummies para devolver un nuevo Dataframe que contenga una nueva columna para cada variable
ficticia:

dummy_df = pd.get_dummies(loans[["term",
"verification_status"]])

A continuacion, podemos utilizar el método_conecat para ainadir estas columnas ficticias al Dataframe original:

loans = pd.concat([loans, dummy_df], axis=1)

Y a continuacién, suelte las columnas originales por completo utilizando el método de la caida (Drop Method):

loans = loans.drop(["verification_status", "term"],
axis=1)
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1.2 Recorrido por el Proyecto de Aprendizaje Automatico: Preparacion de las
Caracteristicas

Instrucciones

- Codifique las columnas home_ownership, verification_status, purpose y term como valores
enteros:

« Utilice la funcion get_dummies para devolver un Dataframe que contenga las columnas
ficticias
- Utilice el método concat para afadir estas columnas ficticias a los loans (préstamos)

- Elimine las columnas originales no ficticias (home_ownership, verification_status, purpose y
term) de los loans (préstamos)

Soluciones

1|cat_columns = ["home_ownership", "verification_status",
"purpose", "term"|]

2 dummy_df = pd.get_dummies(loans|[cat_columns])

3 loans = pd.concat([loans, dummy_df], axis=1)

4 loans = loans.drop(cat_columns, axis=1)
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

11.3.1 Recapitular

Nuestro objetivo es generar caracteristicas a partir de los datos, que podemos introducir en un
algoritmo de aprendizaje automatico. El algoritmo hard predicciones sobre si un préstamo se
pagard o no a tiempo, lo cual estd contenido en la columna loan_status del conjunto de datos
limpio.

Cuando preparamos los datos, eliminamos las columnas que tenian problemas de fuga de datos,
que contenian informacidn redundante o que requerian un procesamiento adicional para
convertirse en caracteristicas atiles. Limpiamos las caracteristicas que tenian problemas de
formato y convertimos las columnas categéricas en variables ficticias.
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En la dltima leccidn, nos dimos cuenta de que hay un desequilibrio de clases en nuestra columna
objetivo, loan_status. Hay aproximadamente 6 veces mds préstamos que fueron pagados a
tiempo (caso positivo, etiqueta de 1) que los que no lo fueron (caso negativo, etiqueta de 0). Los
desequilibrios pueden causar problemas con muchos algoritmos de aprendizaje automatico,
donde parecen tener una alta precision, pero en realidad no estdn aprendiendo de los datos de
entrenamiento. Debido a su potencial para causar problemas, debemos tener en cuenta el
desequilibrio de clases cuando construyamos modelos de aprendizaje automatico.

Después de toda nuestra limpieza de datos, terminamos con el archivo csv llamado
clean_loans_2007.csv. Vamos a leer este archivo en un marco de datos y ver un resumen del

trabajo que hicimos.
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Instrucciones

« Leer clean_loans_2007.csv en un Dataframe llamado loans
. Utilice el método info() y la funcién print para mostrar un resumen del conjunto de datos

Soluciones

1|/import pandas as pd
2 loans = pd.read_csv("clean_loans_2007.csv")
3 print(loans.info())
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11.3.2 CoOmo hacer una meétrica del error

Antes de sumergirnos en la prediccion de loan_status con aprendizaje automatico, volvamos a

nuestros primeros pasos cuando empezamos d limpiar el conjunto de datos de Lending Club.

Quiza recuerdes la pregunta original que queriamos responder:

« ¢Podemos construir un modelo de aprendizaje automdatico que pueda predecir con precision si
un prestatario pagard su préstamo a tiempo o no?

Establecimos que este es un problema de clasificacidn binaria y convertimos la columna
loan_status en Os y 1s como resultado. Antes de entrar en materia y seleccionar un algoritmo para
aplicarlo a los datos, debemos seleccionar una métrica de error.
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Una métrica de error nos ayudard a averiguar cudndo nuestro modelo estd funcionando bien y
cudndo estd funcionando mal. Para relacionar las métricas de error con la pregunta original que
queriomos responder, digamos que estamos utilizando un modelo de aprendizaje automatico
para predecir si debemos o no financiar un préstamo en la plataforma de Lending Club. Nuestro
objetivo es ganar dinero: queremos financiar suficientes préstamos que se paguen a tiempo para
compensar nuestras pérdidas por los préstamos que no se pagan. Una métrica de errores nos
ayudard a determinar si nuestro algoritmo nos hard ganar o perder dinero.

En este caso, nos preocupan principalmente los falsos positivos y los falsos negativos. Ambos son
diferentes tipos de errores de clasificacidon. Con un falso positivo, predecimos que un préstamo se
pagard a tiempo, pero en realidad no es asi. Esto nos cuesta dinero, ya que financiamos
préstamos que nos hacen perder dinero. Con un falso negativo, predecimos que un préstamo no
se pagard a tiempo, pero en readlidad se pagaria a tiempo. Esto nos hace perder dinero potencial,
ya que no financiamos un préstamo que realmente se habria pagado.
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
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He aqui un diagrama para simplificar los En las columnas loan_status y prediction, un O
conceptos:

loan_status | prediction | error type
actual
0] 1 False Positive
1 1 True positive
® ® True negative
1 ® False Negative

significa que el préstamo no se pagaria a
tiempo, y un 1 significa que si.

Como estamos viendo este problema desde el
punto de vista de un inversor conservador,
tenemos que tratar los falsos positivos de forma
diferente a los falsos negativos. Un inversor
conservador querria minimizar el riesgo y evitar
los falsos positivos en la medida de lo posible.
Estariac mds seguro de perder oportunidades
(falsos negativos) que de financiar un préstamo
arriesgado (falsos positivos).
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Calculemos los falsos positivos y los verdaderos positivos en Python. Podemos usar multiples condicionales,
separados por un & pdra seleccionar elementos en un array de NumPy que cumplan ciertas condiciones. Por
ejemplo, si tuviéramos una matriz llamada predictions (predicciones), podriamos seleccionar los elementos de
las predictions (predicciones) que sean iguales a 1y donde los elementos de préstamos ['loan_status’] (estado
del prestamo) en la misma posiciéon también sean iguales a 1 utilizando esto:

tp_filter = (predictions == 1) & (loans["loan_status"] == 1)
predictions|[tp_filter]

El codigo anterior nos dard todos los elementos de las predictions que son verdaderos positivos, es decir, los
casos en los que predijimos que el préstamo se pagaria a tiempo y realmente se pagd a tiempo. Utilizando la
funcidn len para encontrar el nUmero de elementos, podemos encontrar el nUmero de verdaderos positivos.

Utilizando el diagrama anterior como referencia, es posible calcular las otras 3 cantidades que hemos
mencionado: falsos positivos, verdaderos negativos y falsos negativos.

Hemos generado algunas predicciones automaticamente y se almacenan en un array de NumPy llamado
predictions.
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Instrucciones

- Encontrar el nUmero de verdaderos negativos

« Encuentre el nUmero de elementos en los que predictions son 0, y la entrada correspondiente
en loans|'loan_status’| también es 0

« Asignar el resultado a tn

« Encontrar el nUmero de verdaderos positivos

« Encuentre el numero de elementos en los que predictions son 1, y la entrada correspondiente
en loans|'loan_status’| también es 1

« Asignar el resultado a tp

- Encontrar el nUmero de falsos negativos

« Encuentre el nUmero de elementos en los que predictions son O, y la entrada correspondiente
en loans["loan_status"] también es 1

- Asignar el resultado a fn

« Encontrar el nUmero de falsos positivos

- Encuentre el nUmero de elementos en los que predictions son 1, y la entrada correspondiente

en loans["loan_status'] también es 0
« Asignar el resultado a fp
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Soluciones
1|import pandas as pd
2|# False positives.
3| fp_filter = (predictions == 1) & (loans["loan_status"] == 0)
4 fp = len(predictions|fp_filter])

LR

# True positives.
7 tp_filter = (predictions == 1) & (loans["loan_status"] == 1)
2 tp = len(predictions|tp_filter])

u)

=]
10|# False negatives.

11 fn_filter = (predictions == 8) & (loans|["loan_status"] == 1)
12 fn = len(predictions|[fn_filter])

13

14|# True negatives

15 tn_filter = (predictions == 0) & (loans["loan_status"] == )

16 thn = len(predictions|[tn_filter])
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ioﬁﬁﬁtauls prediction
11.3.3 Desequilibrio de clases ? !
Ya hemos mencionado que existe un importante ' '
desequilibrio de clases en Ila columna . .
loan_status. Hay 6 veces mdas préstamos que
fueron pagados a tiempo (1), que préstamos . .
que no fueron pagados a tiempo (0). Esto
provoca un problema importante cuando 1 1
utilizamos la precision como meétrica. Debido al
desequilibrio de clases, un clasificador puede 1 1
predecir 1 para cada filg, y adn asi tener una alta
precision. Este es un diagrama que ilustra el ! .
concepto: ) 1
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer

Predicciones

En el diagrama anterior, nuestras predicciones
tienen una precision del 857%: hemos
identificado correctamente loan_status en el
85,7% de los casos. Sin embargo, hemos hecho
esto prediciendo 1 para cada fila. Lo que esto
significa es que realmente perderemos dinero.
Digamos que prestamos 1000 ddlares de media
a cada prestatario. Cada prestatario nos
devuelve el 10% de interés. Obtendremos un
beneficio previsto de 100 ddlares por cada
préstamo. En el diagrama anterior, en realidad
perderiamos dinero:

loan_status
actual

prechction

profit/loss

160

160

160

160

160
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Como puedes ver, ganamos 600 dolares en intereses de los prestatarios que nos devolvieron el
dinero, pero perdimos 1.000 ddlares con el Unico prestatario que nunca nos devolvid el dinero, asi
que en redlidad acabamos perdiendo 400 dolares en total, aunque nuestro modelo es
técnicamente preciso.

Por eso es importante tener siempre en cuenta las clases desequilibradas en los modelos de
aprendizaje automatico y ajustar la métrica de error en consecuencia. En este caso, no queremos
usar la precisidn y deberiamos usar en su lugar métricas que nos digan el numero de falsos
positivos y falsos negativos.

Esto significa que deberiamos optimizar para:
« Una alta recuperacion (recall) (tasa de verdaderos positivos)
- Baja caida (tasa de falsos positivos) (fall-out)

Podemos calcular la tasa de falsos positivos y la tasa de verdaderos positivos, utilizando los
numeros de verdaderos positivos, verdaderos negativos, falsos negativos y falsos positivos.
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
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La tasa de falsos positivos es el nUmero de falsos positivos dividido por el nUmero de falsos
positivos mds el numero de verdaderos negativos. Esto divide todos los casos en los que
pensamos que un préstamo se pagaria por todos los préstamos que no se pagaron:

fpr = fp / (fp + tn)
La tasa de verdaderos positivos es el nUmero de verdaderos positivos dividido por el nUmero de

verdaderos positivos mdas el numero de falsos negativos. Esto divide todos los casos en los que
pensamos que un préstamo se pagaria por todos los préstamos que se pagaron:

tpr = tp / (tp + fn)

False Positives

FPR= False Positives + True Negatives

True Positives

TPR =

True Positives + False Negatives

CAIEC® Version 062021 v




11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

Las formas sencillas de pensar en cada término son:

- False Positive Rate (Tasa de falsos positivos): "el porcentaje de los préstamos que no deberian
financiarse y que yo financiaria’

. True Positive Rate (Tasa de verdaderos positivos): "el porcentaje de préstamos que deberian
financiarse y que yo financiaria’

Por lo general, si reducimos la tasa de falsos positivos, la tasa de verdaderos positivos también

bajard. Esto se debe a que si queremos reducir el riesgo de falsos positivos, no pensariamos en
financiar préstamos mas arriesgados en primer lugar.
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Instruccion

- Calcular la tasa de falsos positivos de las predictions (predicciones)

Calcule el nUmero de falsos positivos y dividalo por el nUmero de falsos positivos mds el numero
de verdaderos negativos

Asignar a fpr

Calcular la tasa de verdaderos positivos de las predictions (predicciones)

Calcular el numero de verdaderos positivos y dividirlo por el niUmero de verdaderos positivos
mas el nUmero de falsos negativos

Asignar a tpr

Imprimir fpr y tpr para verificar
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import pandas as pd
import numpy

Ja W MY

# Predict that all loans will be paid off on time.
predictions = pd.Series(numpy.ones(loans.shapel@]))

# False positives.

fp_filter = (predictions == 1) & (loans["loan_status"] == @)
2/ fp = len(predictions|[fp_filter])

9

10|# True positives.

Ln

[y}

-

11| tp_filter = (predictions == 1) & (loans["loan_status"] == 1)
12 tp = len(predictions|[tp_filter])

13

14|# False negatives.

15| fn_filter = (predictions == 8) & (loans["loan_status"] == 1)
16/ fn = len(predictions|[fn_filter])

18|# True negatives

19/ tn_filter = (predictions == 8) & (loans["loan_status"] == 0)
20/tn = len(predictions[tn_filter])

21

22| # Rates

23 tpr = tp / (tp + fn)

24 fpr = fp / (fp + tn)

25

26/print(tpr)
27|print(fpr)
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11.3.4 Regresion Logistica

En la dltima pantalla, puede haber notado que tanto fpr como tpr eran 1. Esto se debe a que hemos predicho 1
para cada fila. Esto significa que hemos identificado correctamente todos los préstamos buenos (tasa de
verdaderos positivos), pero también hemos identificado incorrectamente todos los préstamos malos (tasa de
falsos positivos). Ahora que hemos configurado las métricas de error, podemos pasar a hacer predicciones
utilizando un algoritmo de aprendizaje automatico.

Como vimos en la primera pantalla de la misién, nuestro conjunto de datos depurado contiene 41 columnas,
todas ellas de tipo int64 o float64. No hay valores nulos en ninguna de las columnas. Esto significa que ahora
podemos aplicar cualquier algoritmo de aprendizaje automatico a nuestro conjunto de datos. La mayoria de
los algoritmos no pueden tratar con valores no numéricos o faltantes, por lo que tuvimos que hacer mucha
limpieza de datos.

Para ajustar los modelos de aprendizaje automadatico, utilizaremos la biblioteca Scikit-learn. Aunque hemos
construido nuestras propidas implementaciones de algoritmos en misiones anteriores, es mas facil y rapido
utilizar algoritmos que alguien ya ha escrito y ajustado para obtener un alto rendimiento.
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
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Un buen primer algoritmo para aplicar a los problemas de clasificacion binaria es la regresion

logistica (logistic regression), por las siguientes razones:

- Esrdpido de entrenar y podemos iterar mas rdpidamente

- Es menos propenso al sobreadjuste que otros modelos mdas complejos como los arboles de
decision

 Es facil de interpretar

Instrucciones

« Cree un marco de datos llamado features que contenga sdlo las columnas de caracteristicas

 Elimine la columna loan_status

- Cree una serie denominada target que contenga sélo la columna target (loan_status)

- Utilice el método fit de Ir para ajustar una regresion logistica a las features (caracteristicas) y al
target (objetivo)

« Utilice el método predict de Ir para hacer predicciones sobre las features (caracteristicas).
Asigne las predicciones a predictions
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Soluciones

from sklearn.linear_model import LogisticRegression
Lr = LogisticRegression()

cols = loans.columns

train_cols = cols.drop("loan_status")

features = loans|train_cols]

target = loans["loan_status"]

lr.fit(features, target)

predictions = lr.predict(features)

M =

(oD I W I -

-

q
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11.3.6 Validacion cruzada

Aunque generamos predicciones en la Ultima pantalla, esas predicciones estaban sobreajustadas. Estaban
sobreajustadas porque generamos predicciones utilizando los mismos datos con los que entrenamos nuestro
modelo. Cuando usamos esto para evaluar un error, obtenemos una representacion irreal de la precision del
algoritmo, porque ya ‘conoce’ las respuestas correctas. Es como pedirle a alguien que memorice un monton
de ecuaciones fisicas y luego pedirle que introduzca nimeros en las ecuaciones. Puede decir la respuesta
correctq, pero no puede explicar un concepto para el gue no ha memorizado una ecuacion.

Para obtener una representacion realista de la exactitud del modelo, vamos a realizar una validacidon cruzada
k-fold (k-fold cross validation). Podemos utilizar la funcién cross_val_predict() function del paquete
sklearn.model _selection. Este es el aspecto del flujo de trabajo:

from sklearn.linear_model import LogisticRegression
from sklearn.model_selection import cross_val_predict

Lr = LogisticRegression()

cross_val_predict(lr, features, target, cv=32)
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

Una vez que hemos validado las predicciones de forma cruzada, podemos calcular la tasa de
verdaderos positivos y la tasa de falsos positivos.

Instrucciones

« Generar predicciones de validacion cruzada para las (caracteristicas)

Llame a cross_val_predict utilizando Ir, features (caracteristicas) y target (objetivo)
Establezca el parGmetro cv en 3, para que se realice una validacion cruzada triple
Asigne las predicciones a predictions

Utilice la clase Series para convertir predictions en un objeto pandas Series

Calcule la tasa de verdaderos positivos y la tasa de falsos positivos

Asigne la tasa de verdaderos positivos a tpr

Asignar la tasa de falsos positivos a fpr

Mostrar fpr vy tpr para evaluarlos
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

Soluciones

from sklearn.linear_model 1import LogisticRegression

from sklearn.model_selection import cross_wval_predict

1lr = LogisticRegression()

predictions = cross_val_predict(lr, features, target, cv=3)
predictions = pd.Series(predictions)

# False positives.

fp_filter = (predictions == 1) & (loans["loan_status"] == @)
2/ fp = len(predictions|fp_filter])

L R

Ln

o)}

|

9

10|# True positives.

11 tp_filter = (predictions == 1) & (loans["loan_status"] == 1)
12/ tp = len(predictions|[tp_filter])

14|# False negatives.

15 fn_filter = (predictions == 8) & (loans["loan_status"] == 1)
16 fn = len(predictions|[fn_filter])

17

18|# True negatives

19/ tn_filter = (predictions == 8) & (loans["loan_status"] == 8)
20/tn = len{predictions[tn_filter])

21|# Rates

22 tpr = tp / (tp + fn)
2z fpr = fp / (fp + tn)
24|print{tpr)
25| print{fpr)
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

11.3.7 Penalizacion del clasificador

Como se puede ver en la ultima pantalla, nuestros fpr y tpr estdn alrededor de lo que
esperariamos si el modelo estuviera prediciendo todos los unos. Podemos mirar las primeras filas
de predicciones para confirmar:

Por desgracia, aunque no estemos utilizando la precisidbn como métrica de error, el clasificador si lo
hace, y no tiene en cuenta el desequiilibrio de las clases. Hay algunas formas de conseguir que un
clasificador corrija el desequilibrio de las clases. Las dos formas principales son:
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

« Utilizar el sobremuestreo y el submuestreo para garantizar que el clasificador reciba una entrada con un
ndmero equilibrado de cada clase

- Decirle al clasificador que penalice las clasificaciones errébneas de la clase menos prevalente mds que la
otra clase

Primero veremos el sobremuestreo y el submuestreo. Se trata de tomar una muestra que contenga el mismo
nimero de filas en las que loan_status (estado de préstamo) es 0 y en las que loan_status es 1. De este modo,
el clasificador se ve obligado a realizar predicciones reales, ya que predecir todos los 1 o todos los 0 sélo dard
lugar a una precision del 50% como maximo.

El inconveniente de esta técnica es que, al tener que preservar una proporcién igual, tiene que:

« Desechar muchas filas de datos. Si quisiéramos un niumero igual de filas en las que el estado del préstamo
es 0 y en las que el estado del préstamo es 1, una forma de hacerlo es eliminar las filas en las que el estado
del préstamo es 1

« Copiar las filas varias veces. Una forma de igualar los Os y Is es copiar las filas donde loan_status es 0

« Generar datos falsos. Una forma de igualar los Os y Is es generar nuevas filas donde loan_status es 0
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

Por desgracia, ninguna de estas técnicas es fdcil. El segundo método que mencionamos antes, decirle al
clasificador que penalice mas ciertas filas, es mucho mas facil de implementar usando scikit-learn.

Podemos hacerlo estableciendo el pardmetro class_weight como balanced al crear la instancia
LogisticRegression. Esto le dice a scikit-learn que penalice la clasificacion errébnea de la clase minoritaria
durante el proceso de entrenamiento. La penalizacion significa que el clasificador de regresion logistica presta
mas atencidon a la clasificaciéon correcta de las filas donde loan_status es 0. Esto disminuye la precision
cuando loan_status es 1, pero aumenta la precisidn cuando loan_status es 0.

Al establecer el pardmetro class_weight como equilibrado, la penalizacidon se establece como inversamente
proporcional a las frecuencias de las clases. Puede leer mds sobre el pardmetro aqui.

Esto significaria que para el clasificador, clasificar correctamente una fila donde loan_status es 0 es 6 veces
mas importante que clasificar correctamente una fila donde loan_status es 1.

Podemos repetir el procedimiento de validacidon cruzada que realizamos en la Ultima pantalla, pero con el
pardmetro class_weight ajustado a equilibrado.
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

Instrucciones

« Crear una instancia de LogisticRegression

» Recuerde establecer class_weight a balanced

- Asigne la instanciaalr

Genere predicciones de validaciéon cruzada para las features

Llame cross _val_predict() usando Ir, features, y target

« Asigne las predicciones a predictions

Utilizar la clase de Series para convertir las predictions en Series de Pandas, as we did in the last
screen

La conversidbn a objetos Series permite aprovechar el filtrado booleano y las operaciones
aritméticas de pandas

Calcular la tasa de verdaderos positivos y la tasa de falsos positivos

« Asignar la tasa de verdaderos positivos a tpr
CAIEC® Version 062021 ‘ y
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

Soluciones

from sklearn.linear_model import LogisticRegression

from sklearn.model_selection import cross_val_predict

lr = LogisticRegression(class_weight="balanced")
predictions = cross_val_predict(lr, features, target, cv=3)
predictions = pd.Series(predictions)

L8 B S R A

7|# False positives.

gl fp_filter = (predictions == 1) & (loans["loan_status"] == 0)
o fp = len(predictions|fp_filter])

10

11|# True positives.

12| tp_filter = (predictions == 1) & (loans["loan_status"] == 1)
12/tp = len(predictions[tp_filter])

15|# False negatives.
16| fn_filter = (predictions == 0) & (loans["loan_status"] == 1)
17/ fn = len(predictions[fn_filter])

19|# True negatives
20/tn_filter = (predictions == 0) & (loans["loan_status"] == @)
21/tn = len(predictions|[tn_filter])

23|# Rates
24|tpr = tp / (tp + fn)
25 fpr = fp / (fp + tn)

27 print{tpr)
28|print(fpr)
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

11.3.8 Penalidades manuadles

Hemos mejorado significativamente la tasa de falsos positivos en la dltima pantalla al equilibrar
las clases, lo que ha reducido la tasa de verdaderos positivos. Nuestra tasa de verdaderos
positivos se sitia ahora en torno al 66%, y nuestra tasa de falsos positivos en torno al 39% . Desde el
punto de vista de un inversor conservador, es tranquilizador que la tasa de falsos positivos sea
mas baja, porque significa que podremos hacer un mejor trabajo para evitar los malos préstamos
que si financiamos todo. Sin embargo, sdlo decidiriamos financiar el 66% del total de los préstamos
(tasa de verdaderos positivos), por lo que rechazariamos inmediatamente una buena cantidad de
préstamos.

Podemos intentar reducir adn mas la tasa de falsos positivos asignando una penalizacidon mas
dura por clasificar mal la clase negativa. Mientras que al establecer class_weight en balanced se
establecerd automaticamente una penalizacion basada en el nimero de 1s y 0s en la columna,
también podemos establecer una penalizacidn manual. En la dltima pantallg, la penalizacién que
scikit-learn impuso por clasificar mal un 0 habria sido de alrededor de 5,89 (ya que hay 5,89 veces

mas 1s que 0s).
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

También podemos especificar una penalizacion manualmente si queremos ajustar mas los
indices. Para ello, tenemos que pasar un diccionario de valores de penalizacion al pardmetro
class_weight:

Llr = LogisticRegression(class_weight=penalty)

El diccionario anterior impondrd una penalizacién de 10 por clasificar mal un 0 y una penalizacion
de 1 por clasificar malun 1.
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

Instrucciones

Modifica el coédigo de la Ultima pantalla para cambiar el pardmetro class_weight de la cadena
"balanced” al diccionario:

penalty = {

0: 10,

iRecuerda imprimir los valores fpr y tpr al final!
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

Il. Bosque Aleatorio

Parece que la asignacion de penalizaciones manuales redujo la tasa de falsos positivos al 9% vy, por tanto,
disminuy6 nuestro riesgo. Hay que tener en cuenta que esto se produce a expensas de la tasa de verdaderos
positivos. Aunque tenemos menos falsos positivos, también estamos perdiendo oportunidades de financiar
mas préstamos y potencialmente ganar mads dinero. Dado que estamos enfocando esto como un inversor
conservador, esta estrategia tiene sentido, pero vale la pena tener en cuenta las compensaciones.

Aunque podriamos ajustar mas las penalizaciones, es mejor pasar a probar un modelo diferente ahora mismo,
para obtener mayores ganancias potenciales en la tasa de falsos positivos. Siempre podemos volver atrds e
iterar sobre las penalizaciones mds adelante.

Probemos un algoritmo mdas complejo, el bosque aleatorio. Aprendimos sobre los bosques aleatorios en una
misidn anterior y construimos nuestro propio modelo. Los bosques aleatorios son capaces de trabajar con
datos no lineales y aprender condicionales complejos. Las regresiones logisticas sdlo pueden trabajar con
datos lineales. El entrenamiento de un algoritmo de bosque aleatorio puede permitir una mayor precision
debido a las columnas que se correlacionan de forma no lineal con loan_status.
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

Para ello podemos utilizar la clase RandomForestClassifer de scikit-learn.

Instrucciones

- Modifique el cdédigo de la Ultima pantalla y cambie la LogisticRegression por un modelo
RandomForestClassifer

« Establezca el valor del argumento de la palabra clave random_state en 1, para que las
predicciones no varien debido al azar

- Establezca el valor del argumento de la palabra clave class_weight en balanced, para evitar
problemas con las clases desequilibradas

« Recuerde imprimir los valores fpr y tpr al final
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11.3 Recorrido por el Proyecto de Aprendizaje Automatico: Hacer
Predicciones

[ ]
Soluciones

1| from sklearn.ensemble import RandomForestClassifier 22|# Rates

2 from sklearn.cross_validation import cross_val_predict 24/tpr = tp / (tp + fn)

3/rf = RandomForestClassifier(class_weight="balanced", 25/ fpr = fp / (fp + tn)
random_state=1) 26

4 predictions = cross_val_predict(rf, features, target, 27 print(tpr)
CV:3} 28 D""lnt{fpr}

5 predictions = pd.Series(predictions)

7|# False positives.

gl fp_filter = (predictions == 1) & (loans["lean_status"]
== U}

o/ fp = len(predictions|fp_filter])

16

11|# True positives.

12 tp_filter = (predictions == 1) & (loans["loan_status"]
== _]_:)

12 tp = len(predictions|[tp_filter])

14

15|# False negatives.

16 fn_filter = (predictions == 0) & (leans["loan_status"]
== _]_}

17 fn = len(predictions|[fn_filter])

18

19|# True negatives

20/tn_filter = (predictions == 8) & (loans["loan_status"]
- U)

21/tn = len(predictions|tn_filter])
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Puntos Clave

Por desgracia, el uso de un clasificador de bosque aleatorio no mejord nuestra tasa de falsos
positivos. Es probable que el modelo esté demasiado centrado en la clase 1, y que siga prediciendo
mayoritariamente 1s. Podriamos arreglar esto aplicando una penalizacidbn mas dura para las
clasificaciones errbneas de 0s.

Por dltimo, nuestro mejor modelo tenia una tasa de falsos positivos de casi el 9% y una tasa de
verdaderos positivos de casi el 24%. Para un inversor conservador, esto significa que gana dinero
siempre que el tipo de interés sea lo suficientemente alto como para compensar las pérdidas
derivadas del incumplimiento del 9% de los prestatarios. Ademas, el grupo del 24% de los
prestatarios debe ser lo suficientemente grande como para ganar suficiente dinero en intereses
para compensar las pérdidas.

Si hubiéramos elegido aleatoriamente los préstamos a financiar, los prestatarios habrian
incumplido el 14,5% de ellos, y nuestro modelo es mejor que eso, aunque estamos excluyendo mas
préstamos de lo que haria una estrategia aleatoria. Teniendo en cuenta esto, todavia hay
bastante margen de mejora:
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« Podemos ajustar mas las penalizaciones

« Podemos probar otros modelos ademds del bosque aleatorio y la regresion logistica

 Podemos utilizar algunas de las columnas que descartamos para generar mejores
caracteristicas

« Podemos ensamblar varios modelos para obtener predicciones mdas precisas

- Podemos ajustar los pardmetros del algoritmo para conseguir un mayor rendimiento
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Fundamentos de Kaggle

Aprende cOmo empezar y participar en las competiciones de Kaggle con nuestro curso de
Fundamentos de Kaggle. Kaggle es un sitio de competiciones de ciencia de datos donde puedes
inscribirte para competir con otros cientificos de datos y equipos de ciencia de datos para
producir el andlisis mdas preciso de un conjunto de datos en particular. La competencia en Kaggle
es fuerte, y quedar entre los primeros clasificados en una competicion le dard derecho a presumir.

En este curso, competirds en la competicion "Titanic" de Kaggle para construir un modelo simple de
aprendizaje automdatico y hacer tu primera presentacidon en Kaggle. También aprenderds a
seleccionar el mejor algoritmo y a ajustar tu modelo para obtener el mejor rendimiento. Trabajards
con multiples algoritmos como la regresion logistica, los vecinos mds cercanos y los bosques
aleatorios para intentar encontrar el modelo que obtenga la mejor puntuacion y te otorgue el
mejor rango.
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Fundamentos de Kaggle

A lo largo de este curso, aprenderds varios consejos y trucos para competir en las competiciones de Kaggle
que te ayudardn a obtener un buen puesto. También aprenderd mds sobre los flujos de trabajo de aprendizaje
automatico eficaces, y sobre como utilizar un cuaderno Jupyter para las competiciones de Kaggle.

Al final del curso, tendrds un proyecto de aprendizaje automatico completado y el conocimiento que necesitas
para sumergirte en otras competiciones de Kaggle y demostrar tus habilidades al mundo.

Al final de este curso, usted serd capaz de:

« Construir un modelo simple de aprendizaje automatico y hacer su primera presentacion en Kaggle

« Crear nuevas caracteristicas y seleccionar las de mejor rendimiento para mejorar su puntuacion

« Trabajar con multiples algoritmos, incluyendo regresion logistica, k vecinos mds cercanos y bosque
aleatorio

« CbOmo seleccionar el mejor algoritmo y ajustar su modelo para obtener el mejor rendimiento
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I11.1 Como Empezar a Usar Kaggle

lIl.1.1 Introduccion a Kaggle

Kaggle es un sitio en el que la gente crea algoritmos y compite contra profesionales del
aprendizaje automatico de todo el mundo. Tu algoritmo gana la competiciéon si es el mds preciso
en un conjunto de datos concreto. Kaggle es una forma divertida de practicar tus habilidades de
aprendizaje automatico.

En esta misidn y en las siguientes, vamos a aprender a competir en las competiciones de Kaggle.
En esta misién introductoria aprenderemos a:

« Acercarse a una competiciéon de Kaggle

 Explorar los datos de la competicion y aprender sobre el tema de la competicion

- Preparar los datos para el aprendizaje automatico

« Entrenar un modelo

« Medir la precisidon de tu modelo

« Preparary hacer su primera presentacion en Kaggle
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https://www.kaggle.com/?utm_medium=partner&utm_source=dataquest.io&utm_campaign=dataquest+kagglefun

I11.1 Como Empezar a Usar Kaggle

Este curso presupone que tienes conocimientos de Python y de la biblioteca pandas. Si necesita
aprender sobre estos, le recomendamos nuestros cursos sobre Python y pandas.

Kaggle ha creado una serie de concursos disefiados para los principiantes. El mas popular de
estos concursos, y el que vamos a ver, trata de predecir qué pasajeros sobrevivieron al
hundimiento del Titanic.

En este concurso, tenemos un conjunto de datos con diferente informacidn sobre los pasajeros a
bordo del Titanic, y queremos ver si podemos utilizar esa informaciodn para predecir si esas
personas sobrevivieron o no. Antes de empezar a ver esta competicion especifica, tomemos un
momento para entender como funcionan las competiciones de Kaggle.
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https://www.dataquest.io/course/python-programming-beginner
https://www.dataquest.io/course/data-analysis-intermediate

I11.1 Como Empezar a Usar Kaggle

Cada competicion de Kaggle tiene dos archivos de
datos clave con los que trabajards: un conjunto de
entrenamiento (Training Set) y un conjunto de
pruebas (Testing Set).

Conjunto de
entrenamiento

El conjunto de entrenamiento contiene datos que
podemos utilizar para entrenar nuestro modelo. Tiene

una serie de columnas de caracteristicas que Datos de
contienen varios datos descriptivos, asi como una = e e
columna de los valores objetivo que estamos tratando pasajero

de predecir: en este caso, la supervivencia (Survival).

El conjunto de pruebas contiene todas las mismas | Conjunto de
columnas de caracteristicas, pero falta la columna de ~ entrenamiento
valores objetivo. Ademads, el conjunto de prueba suele |
tener menos observaciones (filas) que el conjunto de — No datos de
entrenamiento. T | supervivencia
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I11.1 Como Empezar a Usar Kaggle

Esto es Util porque queremos la mayor cantidad de datos posible para entrenar nuestro modelo.
Una vez que hayamos entrenado nuestro modelo en el conjunto de entrenamiento, utilizaremos
ese modelo para hacer predicciones sobre los datos del conjunto de pruebaq, y enviaremos esds
predicciones a Kaggle.

En esta competicion, los dos archivos se llaman test.csv y train.csv. Comenzaremos utilizando la
biblioteca pandas para leer ambos archivos e inspeccionar su tamano.

Instrucciones

+ Usar pandas.read _csv() para importar train.csv y asignarlo a la variable train

 Utilice DataFrame.shape para calcular el ndmero de filas y columnas en train, y asigne el
resultado a train_shape

- Haz clic en Run para ejecutar tu codigo, y utiliza el inspector de variables para ver las cuatro
variables que acabas de crear
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I1l.1 Como Empezar a Usar Kaggle

Soluciones

import pandas as pd

test_shape = test.shape
train = pd.read_csv("train.csv")

1
2
3 test = pd.read_csv("test.csv")
4
5
sltrain_shape = train.shape
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I11.1 Como Empezar a Usar Kaggle

111.1.2 Exploracion de Datos

Los archivos que hemos leido en la pantalla anterior estén disponibles en la pagina de datos del
concurso Titanic en Kaggle. Esa pdgina también tiene un diccionario de datos, que explica las distintas
columnas que componen el conjunto de datos. A continuacidn se muestran las descripciones
contenidas en ese diccionadrio de datos:

« PassengerID - Una columna afadida por Kaggle para identificar cada fila y facilitar los envios
« Survived - Si el pasajero sobrevivié o no y el valor que estamos prediciendo (0=No, 1=51)

- Pclass - La clase del billete que compré el pasajero (1=19, 2=29, 3=39)

« Sex - El sexo del pasajero

« Edad - La edad del pasajero en anos

« SibSp - El nUmero de hermanos o conyuges que el pasajero tenia a bordo del Titanic

« Parch - El nUmero de padres o hijos que el pasajero tenia a bordo del Titanic

- Ticket - El nUmero de billete del pasajero

« Fare - La tarifa que pagod el pasajero

« Cabin - El nUmero de cabina del pasajero

« Embarked - El puerto donde embarcé el pasajero (C=Cherbourg, Q=Queenstown, S=Southampton)
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I11.1 Como Empezar a Usar Kaggle

La pdgina de datos en Kaggle tiene algunas notas adicionales sobre algunas de las columnas.
Siempre vale la pena explorar esto en detalle para obtener una comprension completa de los
datos.

Las primeras 2 filas de los datos estan abajo:

Passengerld | Survived | Pclass | Name Sex Age | SibSp | Parch | Ticket Fare Cabin

1 0 3 Braund, male 2201 0 A/521171 | 7.2500 Mah
0 Mr. Owen
Harris

2 1 1 Cumings, female | 380 | 1 0 PC17599 | 71.2833 | C85
Mrs. John
Bradley
(Florence
Briggs
Th...
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I1l.1 Como Empezar a Usar Kaggle

El tipo de aprendizaje automdatico que vamos a realizar se llama clasificacion, porque cuando
hacemos predicciones estamos clasificando a cada pasajero como superviviente o no. MAas
concretamente, estamos realizando una clasificacion binaria, lo que significa que sbélo hay dos
estados diferentes que estamos clasificando.

En cualquier ejercicio de aprendizaje automdatico, es muy importante pensar en el tema que
estamos prediciendo. A este paso lo lamamos adquirir conocimiento del dominio, y es uno de los
determinantes mds importantes para el éxito en el aprendizaje automatico.

En este caso, es importante comprender la catdstrofe del Titanic y, concretamente, qué variables
podrian afectar al resultado de la supervivencia. Cualquiera que haya visto la pelicula Titanic
recordaria que las mujeres y los nifios tenian preferencia en los botes salvavidas (al igual que en la
vida real). También recordaria la gran disparidad de clases de los pasajeros.
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I11.1 Como Empezar a Usar Kaggle

El grafico resultante tendra el siguiente

Esto indica que la Age (edad), el Sex (sexo) y la  Aspecto:
PClass pueden ser buenos predictores de la
supervivencia. Empezaremos por explorar el Sex
y la PClass visualizando los datos. 0.7 1

0.6 -

0.8 , ,

Como la columna Survived (Sobrevivientes)
contiene O si el pasajero no sobrevivid y 1 si lo
hizo, podemos segmentar nuestros datos por 0.4
sexo Yy calcular la media de esta columna. 0.3
Podemos utilizar DataFrame.pivot_table() para
hacerlo facilmente:

0.5

0.2 |

0.1}

0.0

sex_pivot = train.pivot_table(index="Sex",values="5urvived")
sex_pivot.plot.bar()
plt.show()

male

)
@
£
oL
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Podemos ver inmediatamente que las mujeres sobrevivieron en una proporcidon mucho mayor que
los hombres. Hagamos lo mismo con la columna Pclass.

Instrucciones

- Utilice DataFrame.pivot_table() para pivotar el marco de datos de train:
« Utilice "Pclass” para el pardmetro de indice
« Utilice "Survived” para el parGmetro de valores
- Utilice DataFrame.plot.bar() para trazar la tabla pivotante

1| import matplotlib.pyplot as plt

sex_pivot = train.pivot_table(index="Sex",values="Survived")
4|sex_pivot.plot.bar()

5 plt.show()

glclass_pivot = train.pivot_table(index="Pclass" ,values="5urvived")
7lclass_pivot.plot.bar()

3 plt.show()

CAIEC® Version 062021




I11.1 Como Empezar a Usar Kaggle

111.1.3 Exploracion y conversion de la columna de edad

Las columnas Sex y PClass son lo que llamamos caracteristicas categoricas. Esto significa que los
valores representan algunas opciones distintas (por ejemplo, si el pasajero es hombre o muijer).

Echemos un vistazo a la columna Age utilizando Series.describe().

print(train["Age"].describe())

count T14.000000

mean 29.6598118
std 14.526497
min B.420000
25% 20.125000
50% 28.000000
T5% 38.000000
max 80 . 000000

Name: Age, dtype: float64

CAIEC® Version 062021 v



http://pandas.pydata.org/pandas-docs/stable/generated/pandas.Series.describe.html

I11.1 Como Empezar a Usar Kaggle

La columna Age contiene niameros que van de 0,42 a 80,0 (si miras la pdgina de datos de Kaggle,
nos informa de que Age es fraccionaria si el pasajero es menor de uno). La otra cosa a tener en
cuenta aqui es que hay 714 valores en esta columna, menos que las 891 filas que descubrimos que
tenia el conjunto de datos de train anteriormente en esta misidn, lo que indica que tenemos
algunos valores perdidos.

Todo esto significa que la columna Age debe ser tratada de forma ligeramente diferente, ya que se
trata de una columna numérica continua. Una forma de ver la distribucion de los valores en un
conjunto numeérico continuo es utilizar histogramas. Podemos crear dos histogramas para
comparar visualmente los que sobrevivieron frente a los que murieron en diferentes rangos de
edad:

survived = train[train["Survived"] == 1]
died = train[train["Survived"] == 8]

survived["Age"].plot.hist(alpha=0.5,color="red"',bins=50)
died["Age"]|.plot.hist(alpha=0.5,color="blue',bins=50)
plt.legend(['Survived','Died'])

plt.show()
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El grafico resultante tendrd el siguiente aspecto:

35 T T T T T T T
Sobrevivient

ol e | La relacidn aqui no es sencilla, pero podemos

— ver que en algunos rangos de edad
sobrevivieron mds pasajeros, donde las barras
rojas son mds altas que las azules.

Para que esto sea atil para nuestro modelo de
aprendizaje automatico, podemos separar esta
caracteristica continua en una caracteristica
categodrica dividiéndola en rangos. Podemos
utilizar la pandas.cut() function para ayudarnos.

Frecuencia
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I11.1 Como Empezar a Usar Kaggle

La funcién pandas.cut() tiene dos parédmetros requeridos - la columna que deseamos cortar, y
una lista de nimeros que definen los limites de nuestros cortes. También vamos a utilizar el
pardmetro opcional labels, que toma una lista de etiquetas para los recipientes resultantes. Esto
nos facilitard la comprension de nuestros resultados.

Antes de modificar esta columna, debemos tener en cuenta dos cosas. En primer lugar, cualquier
cambio que hagamos en los datos de train, debemos aplicarlo también a los datos de pruebaq, de
lo contrario no podremos utilizar nuestro modelo para hacer predicciones para nuestros envios. En
segundo lugar, tenemos que acordarnos de gestionar los valores perdidos que hemos observado
anteriormente.

En el ejemplo siguiente, creamos una funcidn que:
- Utiliza el pandas.fillna() method para rellenar todos los valores perdidos con -0.5
- Corta la columna Age en tres segmentos: Missing, Child y Adult usando pandas.cut()
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I1l.1 Cémo Empezar a Usar Kaggle

A continuacién, utilizamos esa funcién en
los train and test dataframes.

def process_age(df,cut_points,label_names):

de"Age”I = dfl"Age”I.fillna(—B.S)
df["Age_categories"] = pd.cut(df["Age"],cut_points,labels=1label_names)
return df

cut_points = [-1,0,18,100]

label_names = ["Missing","Child","Adult"]

train = process_age(train,cut_points,label_names)
test = process_age(test,cut_points,label_names)

El siguiente diagrama muestra cémo la funcidn
convierte los datos:

9

Convertir
Rellenar los
los valores
valores en
que faltan categori
as

Tenga en cuenta que la lista "cut_points” tiene
un elemento mds que la lista ‘labels_names’,
ya que necesita definir el limite superior del
dltimo segmento.
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Instrucciones

Cree las listas cut_points y label_names para dividir la columna Age en seis categorias:

Missing,de -1a 0

Infant, de 0 a 5

Child, de 5 a 12

Teenager,de 12 a 18

Young Adult, de 18 a 35

Adult, de 35 a 60

Senior, de 60 a 100

Aplicar la funcién process_age() en el marco de datos(dataframe) train asignando el resultado a train
Aplicar la funcién process_age() en el marco de datos(dataframe) test, asignando el resultado a test
Utilize DataFrame.pivot_table() para hacer pivotar el marco de datos de train por la columna

Age_categories
CAIEC® Version 062021 @'
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Soluciones
1 def process_age(df,cut_points,label_names):
2 df["Age"] = df["Age"].fillna(-0.5)
3 df["Age_categories"] = pd.cut(df["Age"],cut_points,labels=1label_names)
4 return df
5|cut_points = [-1,0,5,12,18,35,60,100 ]
6| label_names = ["Missing","Infant","Child","Teenager","Young Adult","Adult","Senior"]
3 train = process_age(train,cut_points,label_names)

test = process_age(test,cut_points,label_names)

o

10

11/ pivot = train.pivot_table(index="Age_categories",values='Survived')
12 pivot.plot.bar()

13/ plt.show()
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l1l.1.4 Preparacion de los datos para el aprendizaje automatico

Hasta ahora hemos identificado tres columnas que pueden ser Gtiles para predecir la
supervivencia :

« Sex

* Pclass

- Age, 0 mdas concretamente nuestro recién creado Age_categories

Antes de construir nuestro modelo, tenemos que preparar estas columnas para el aprendizaje
automatico. La mayoria de los algoritmos de aprendizaje automatico no pueden entender las
etiquetas de texto, asi que tenemos que convertir nuestros valores en nimeros.

Ademds, tenemos que tener cuidado de no implicar ninguna relacion numérica donde no la hay. Si

pensamos en los valores de la columna Pclass, sabemos que son 1, 2 y 3. Puede confirmarlo
ejecutando el siguiente codigo:

train["Pclass"].value _counts()
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Aunque la clase de cada pasajero tiene ciertamente algun tipo de relacion ordenada, la relacion
entre cada clase no es la misma que la relacién entre los nUmeros 1, 2 y 3. Por ejemplo, la clase 2
no "vale’ el doble que la clase 1, y la clase 3 no "vale® el triple que la clase 1.

Para eliminar esta relacion, podemos crear columnas ficticias para cada valor Gnico en Pclass.

Pclass Pclass_1 Pclass_2 Pclass_3
3 0 0 1
1 1 0 0
3 0 0 1
1 1 0 0
3 0 0 1
3 0 0 1
1 1 0 0
3 0 0 1
3 0 0 1
2 0 1 0

CAIEC® Version 062021 v




l11.1 Como Empezar a Usar Kaggle

En lugar de hacerlo manualmente, podemos utilizar la pandas.get dummies() function que
generard las columnas que se muestran en el diagrama anterior.

El siguiente cddigo crea una funcién para crear las columnas ficticias para la columna Pclass y las
anade al marco de datos original. A continuacidn, aplica esa funcidon a los marcos de datos de

train y de test.

def create_dummies(df,column_name) :
dummies = pd.get_dummies(df[column_name],prefix=column_name)

df = pd.concat([df,dummies],axis=1)
return df

train = create_dummies(train,"Pclass")
test = create_dummies(test,"Pclass")

Utilicemos esa funcidbn para crear columnas ficticias tanto para el Sex como para
el Age_categories columns.
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l11.1 Como Empezar a Usar Kaggle

Instrucciones

- Utilice la funcién create_dummies() para crear variables ficticias para la columna Sex:
« En el marco de datos de train
* En el marco de datos de test
. Utilice la funcién create_dummies() para crear variables ficticias para la columna
Age_categories:
« En el marco de datos de train
* En el marco de datos de test

soluciones 1 def create_dummies(df,column_name):

2 dummies = pd.get_dummies(df[column_name],prefix=column_name)
3 df = pd.concat([df,dummies],axis=1)
4 return df

6 train = create_dummies(train,"Pclass")

7/test = create_dummies(test,"Pclass")

g train = create_dummies(train,"Sex")

g test = create_dummies(test,"Sex")

11|train = create_dummies(train,"Age_categories")
12| test = create_dummies(test,"Age_categories")
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l11.1.5 Su primer aprendizaje automatico

Ahora que nuestros datos han sido preparados, estamos listos para entrenar nuestro primer
modelo. El primer modelo que utilizaremos se llama Regresion Logistica, que suele ser el primer
modelo que se entrena al realizar la clasificacion.

Utilizaremos la biblioteca scikit-learn, ya que tiene muchas herramientas que facilitan el
aprendizaje automatico. El flujo de trabajo de scikit-learn consiste en cuatro pasos principales:

- Instanciar (o crear) el modelo de aprendizaje automatico especifico que desea utilizar

« Ajustar el modelo a los datos de entrenamiento

« Utilizar el modelo para hacer predicciones

« Evaluar la precision de las predicciones
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l11.1 Como Empezar a Usar Kaggle

Cada modelo en scikit-learn se implementa como una clase separada y el primer paso es

identificar la clase de la que queremos crear una instancia. En nuestro caso, queremos utilizar la
LogisticRegression class.

Empezaremos por ver los dos primeros pasos. En primer lugar, tenemos que importar la clase:

from sklearn.linear_model import LogisticRegression

A continuacion, creamos un objeto LogisticRegression :

Lr = LogisticRegression()
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l11.1 Como Empezar a Usar Kaggle

Por Gltimo, utilizamos el LogisticRegression.fit() method para entrenar nuestro modelo. El método
fit() acepta dos argumentos: X e Y. X debe ser una matriz bidimensional (como un marco de
datos) de las caracteristicas con las que deseamos entrenar nuestro modelo, e Y debe ser una
matriz unidimensional (como una serie) de nuestro obijetivo, o la columna que deseamos predecir.

columns = ['Pclass_2', 'Pclass_3', 'Sex_male']
lr.fit(train[columns], train['Survived'])

El codigo anterior ajusta (o entrena) nuestro modelo LogisticRegression utilizando tres
columnas: Pclass_2, Pclass_3 y Sex_male.

Vamos a entrenar nuestro modelo utilizando todas las columnas que hemos creado en la pantalla
anterior.
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l11.1 Como Empezar a Usar Kaggle

Instrucciones

 Instanciar un objeto LogisticRegression llamado Ir

- Utilice LogisticRegression.fit() para ajustar el modelo en el conjunto de datos de train utilizando:
- Las columnas contenidas en columns como primer pardmetro (X)
+ La columna Survived como el segundo pardmetro ()

Soluciones

1/columns = ['Pclass_1', 'Pclass_2', 'Pclass_3', 'Sex_female', 'Sex_male',
2 'Age_categories_Missing','Age_categories_Infant',

2 'Age_categories_Child', 'Age_categories_Teenager',

4 'Age_categories_Young Adult', 'Age_categories_Adult',

5 'Age_categories_Senior']

7| from sklearn.linear_model import LogisticRegression

2/ lr = LogisticRegression()
ol lr.fit{train[columns], train["Survived"])
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111.1.6 Datos divididos

Felicitaciones, jhas entrenado tu primer modelo de aprendizaje automdatico! Nuestro siguiente
paso es averiguar la precisidn de nuestro modelo, y para ello tendremos que hacer algunas
predicciones.

Si lo recuerdas, tenemos un marco de datos de prueba (test) que podriamos utilizar para hacer
predicciones. Podriamos hacer predicciones en ese conjunto de datos, pero como no tiene la
columna Survived tendriamos que enviarlo a Kaggle para averiguar nuestra precision. Esto se
convertiria rdpidamente en una molestia si tuvieramos que enviarlo para averiguar la precision
cada vez que optimizaramos nuestro modelo.

También podriamos ajustar y predecir en nuestro marco de datos de entrenamiento (train), sin
embargo, si hacemos esto hay una alta probabilidad de que nuestro modelo se sobreajuste, lo que
significa que se desempenard bien porque estamos probando en los mismos datos que hemos
entrenado, pero luego se desempefian mucho peor en los nuevos datos no vistos.
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l11.1 Como Empezar a Usar Kaggle

En cambio, podemos dividir nuestro marco de datos de entrenamiento (train) en dos:

- Una parte para entrenar nuestro modelo (a menudo el 80% de las observaciones)

+ Una parte para hacer predicciones y probar nuestro modelo (a menudo el 20% de las
observaciones)

La convencién en el aprendizaje automatico es llamar a estas dos partes entrenamiento (train) y
prueba (test). Esto puede llegar a ser confuso, ya que ya tenemos nuestro marco de datos de
prueba (test) que eventualmente vamos a utilizar para hacer predicciones para presentar a
Kaggle. Para evitar confusiones, a partir de ahora, vamos a llamar a estos datos de "prueba” de
Kaggle datos retenidos, que es el nombre técnico dado a este tipo de datos utilizados para las

predicciones finales.
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La biblioteca scikit-learn tiene una practica funcion
model_selection.train_test split() function que podemos utilizar para dividir nuestros datos.
train_test_split() acepta dos pardmetros, X e Y, que contienen todos los datos que gqueremos

entrenar y probar, v devuelve cuatro obietos: train X, train Y. test X. test Y:
train_X train_y

Original Dataframe

test_X testy
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l11.1 Como Empezar a Usar Kaggle

Esta es la sintaxis para crear estos cuatro objetos:

from sklearn.model_selection import train_test_split
columns = ['Pclass_2', 'Pclass_3', 'Sex_male']

all_X
all_y

train|[columns |
train|['Survived']

train_X, test_X, train_y, test_y = train_test_split(
all_X, all_y, test_size=0.2,random_state=0)

Verds que hay otros dos pardmetros que utilizamos: test_size, que nos permite controlar en qué
proporciones se dividen nuestros datos, y random_state. La funcion train_test_split() aleatoriza las
observaciones antes de dividirlas, y establecer una semilla aleatoria (random seed ) significa que
nuestros resultados serdn reproducibles, lo cual es importante si estds colaborando, o necesitas
producir resultados consistentes cada vez (lo cual requiere nuestro verificador de respuestas).
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l11.1 Como Empezar a Usar Kaggle

Instrucciones

. Utilice la funcidn model_selection.train_test_split() para dividir el marco de datos de
entrenamiento (train) utilizando los siguientes pardmetros:
» test_sizede 0.2
« random_state de O
- Asigne los cuatro objetos devueltos a train_X, test_X, train_y y test_y
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(]
Soluciones
1| holdout = test # from now on we will refer to this
2 # dataframe as the holdout data
3
4| from sklearn.model_selection import train_test_split
b |
6| columns = ['Pclass_1', 'Peclass_2', 'Pclass_3', 'Sex_female', 'Sex_male',
7 'Age_categories_Missing','Age_categories_Infant’',
2] 'Age_categories_Child', 'Age_categories_Teenager',
9 'Age_categories_Young Adult', 'Age_categories_Adult',
Lo 'Age_categories_Senior']
L1/all_X = train[columns]
1zlall_y = train['Survived']
L3
14 train_X, test_X, train_y, test_y = train_test_split(
L5 all_X, all_y, test_size=0.20,random_state=@)
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lIl.1.7 Hacer predicciones y medir su exactitud

Ahora que tenemos los datos divididos en conjuntos de entrenamiento y de prueba, podemos
ajustar nuestro modelo de nuevo en nuestro conjunto de entrenamiento y, a continuacién, utilizar
ese modelo para hacer predicciones en nuestro conjunto de prueba.

Una vez que hemos aqjustado nuestro modelo, podemos utilizar el método
LogisticRegression.predict() method para hacer predicciones.

El método predict() toma un Unico parédmetro X, una matriz bidimensional de caracteristicas para
las observaciones que deseamos predecir. X debe tener exactamente las mismas caracteristicas
que la matriz que hemos utilizado para ajustar nuestro modelo. El método devuelve una matriz
unidimensional de predicciones.

Lr = LogisticRegression()
Llr.fit(train_X, train_y)
predictions = lr.predict(test_X)

CAIEC® Version 062021 C'



http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html#sklearn.linear_model.LogisticRegression.predict

l11.1 Como Empezar a Usar Kaggle

Hay varias formas de medir la precision de los
modelos de aprendizaje automatico, pero cuando se
compite en las competiciones de Kaggle, hay que

ogggurqrse de utilizar el mlsmo método que Ko.g.g’Ie Our model's prediction | The actual value | Correct
utiliza para calcular la precision para esa competicion
especifica. 0 0 Ves
En este caso, la secciéon de evaluacion para la 1 0 No
competicion Titanic en Kaggle nos dice que nuestra
puntuacion calculada como ‘el porcentaje de 0 1 No
pasajeros predichos correctamente’. Esta es, con
mucho, la forma mds comin de precisién para la 1 1 Yes
clasificacion binaria.

1 1 Yes

Como ejemplo, imaginemos que estamos prediciendo
un pequeno conjunto de datos de cinco
observaciones.
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l11.1 Como Empezar a Usar Kaggle

En este caso, nuestro modelo predijo correctamente tres de los cinco valores, por lo que la
precision basada en este conjunto de predicciones seria del 60%.

De nuevo, scikit-learn tiene una funcién muy Gtil que podemos utilizar para calcular la precision:
metrics.accuracy score(). La funcién acepta dos pardmetros, y_true e y_pred, que son los valores
reales y nuestros valores predichos respectivamente, y devuelve nuestra puntuacion de precision.

Instrucciones

- Instanciar un nuevo objeto LogisticRegression(), Ir

« Ajuste el modelo utilizando train_Xy train_y

- Realice predicciones con test_X y asigne los resultados a las predicciones (predictions)

. Utilice accuracy_score() para comparar test_y y predicciones, asignando el resultado a
accuracy

« Imprimir la variable de accuracy
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l1l.1 Como Empezar a Usar Kaggle

Soluciones

from sklearn.metrics import accuracy_score

lr = LogisticRegression()

lr.fit(train_X, train_y)

predictions = lr.predict(test_X)

accuracy = accuracy_score(test_y, predictions)
print(accuracy)

1
2
3
4
5
B
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I1.1.8 Uso de la validaciéon cruzada para una
medicion mas precisa de los errores

Nuestro modelo tiene una puntuacion de
precision del 81,0% cuando se prueba con
nuestro conjunto de pruebas del 20%. Dado que
este conjunto de datos es bastante pequefio,
hay muchas posibilidoades de que nuestro
modelo esté sobreajustado y no funcione tan
bien con datos totalmente desconocidos.

Para comprender mejor el rendimiento real de
nuestro modelo, podemos utilizar una técnica
llomada validacion cruzada para entrenar y
probar nuestro modelo en diferentes partes de
nuestros datos, Yy Iluego promediar las
puntuaciones de precision.

227

L | Accuracy Score 1
ﬁ Accuracy Score 2
ﬁ Accuracy Score 3 Averagsec g.'c::uracy
ﬁ Accuracy Score 4
‘ | Accuracy Score 5

I:l Train . Test

CAIEC® Version 062021

Cv
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La forma mdas comun de validacion cruzada, y la que utilizaremos, se llama validacion cruzada de
k Fold (k-pliegues). El término "pliegue” se refiere a cada iteraciéon diferente en la que entrenamos
nuestro modelo, y k" sélo se refiere al nUmero de pliegues. En el diagrama anterior, hemos
ilustrado la validacion de k pliegues donde k es 5.

Utilizaremos la model selection.cross val score() function de scikit-learn para automatizar el
proceso. La sintaxis basica de cross_val_score() es:

cross_val_score(estimator, X, y, cv=None)

- estimator es un objeto estimador de scikit-learn, como los objetos LogisticRegression() que
hemos estado creando

« X son todas las caracteristicas de nuestro conjunto de datos

- Yy eslavariable objetivo

« cv especifica el nUmero de pliegues
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l1l.1 Como Empezar a Usar Kaggle

La funcidn devuelve un ndarray numpy de las puntuaciones de precisidon de cada pliegue.

Cabe destacar que la funcién cross_val_score() puede utilizar una variedad de técnicas de validacién
cruzada y tipos de puntuacion, pero por defecto utiliza la validacién k-fold y las puntuaciones de
precision para nuestros tipos de entrada.

Instrucciones

- Instanciar un nuevo objeto LogisticRegression(), Ir
- Utilice model_selection.cross_val_score() para realizar la validaciéon cruzada de nuestros datos y
asignar los resultados a las puntuaciones (scores):
« Utilizar el Ir recién creado como estimador
« Utilizar all_X y all_y como datos de entrada
- Especificar 10 pliegues (folds) a utilizar
- Utilizar la funcién numpy.mean() function para calcular la media de las puntuaciones (scores) y
asignar el resultado a la precisidn (accuracysj
« Imprime las variables puntuaciones(scores) y precision (accuracy)
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l1l.1 Como Empezar a Usar Kaggle

Soluciones

1
2
3
4
5
B

from sklearn.model_selection import cross_val_score
import numpy as np

lr = LogisticRegression()

scores = cross_val_score(lr, all_X, all_y, cv=10)
accuracy = np.mean(scores)

print{scores)

print(accuracy)
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l1l.1 Como Empezar a Usar Kaggle

l1.1.9 Hacer predicciones con datos no vistos

A partir de los resultados de nuestra validacidon de k pliegues, se puede ver que el nUmero de
precision varia con cada pliegue, oscilando entre el 76,4% y el 87,6%. Esto demuestra la importancia
de la validacion cruzada.

En realidad, nuestra puntuacion media de precision fue del 80,2%, lo que no estd lejos del 81,0% que
obtuvimos de nuestra simple divisién de entrenamiento/prueba, sin embargo, este no siempre
serd el caso, y siempre debe utilizar la validacion cruzada para asegurarse de que las métricas de
error que estd obteniendo de su modelo son precisas.

Ahora estamos listos para utilizar el modelo que hemos construido para entrenar nuestro modelo

final y luego hacer predicciones en nuestros datos no vistos, o lo que Kaggle llama el conjunto de
datos de “prueba”.
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l1l.1 Como Empezar a Usar Kaggle

Instrucciones
- Instanciar un nuevo objeto LogisticRegression(), Ir
- Utilice el método fit() para entrenar el modelo Ir utilizando todos los datos de entrenamiento de

Kaggle:all_Xy all_y
« Haga predicciones utilizando los datos retenidos (holdout) y asigne el resultado a

holdout_predictions

Soluciones

1 columns = ['Pclass_1', 'Pclass_2', 'Pclass_3', 'Sex_female', 'Sex_male',
'Age_categories_Missing','Age_categories_Infant',
'Age_categories_Child', 'Age_categories_Teenager',
'Age_categories_Young Adult', 'Age_categories_Adult',
'Age_categories_Senior']

Lr = LogisticRegression()

lr.fit(all_x,all_y)

holdout_predictions = Llr.predict(holdout|columns])

[sd

oy n B L

]

CAIEC® Version 062021




l1l.1 Como Empezar a Usar Kaggle

111.1.10 Fichero de presentacion de la creacion

Lo ultimo que tenemos que hacer es crear un archivo de presentaciéon. Cada competicion de
Kaggle puede tener requisitos ligeramente diferentes para el archivo de presentacion. Esto es lo
que se especifica en la pagina de evaluacion del concurso Titanic.

Debes enviar un archivo csv con exactamente 418 entradas mdads una fila de cabecera. Su
presentacién mostrard un error si tiene columnas adicionales (mas alld de Passengerld y
Survived) o filas.

El archivo debe tener exactamente 2 columnas:

. Passengerld (clasificado en cualquier orden)
. Survived (contiene sus predicciones binarias: 1 para sobrevivido, 0 para fallecido)
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l1l.1 Como Empezar a Usar Kaggle

La siguiente tabla muestra esto en un formato Tendremos que crear un nuevo marco de datos
un poco mas facil de entender, para que que contenga el holdout_predictions que
podamos visualizar lo que pretendemos. creamos en la pantalla anterior y la columna
Passengerld del marco de datos holdout. No
tenemos que preocuparnos de hacer coincidir
los datos, ya que ambos permanecen en su
orden original.

Passengerld | Survived

892 0 Para ello, podemos pasar un diccionario a la
pandas.DataFrame() function:

893 1
holdout_ids = holdout|["PassengerId"|]
submission_df = {"PassengerId": holdout_ids,

394 |:| "Survived": holdout_predictions}
submission = pd.DataFrame(submission_df)
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l1l.1 Como Empezar a Usar Kaggle

Finalmente, utilizaremos el pandas.DataFrame() function para guardar el dataframe en un archivo
CSV. Tenemos que asegurarnos de que el pardmetro de index(indice) se establece en False, de lo
contrario vamos a anadir una columna extra a nuestro CSV.

Instrucciones

« Cree una submission (presentacién) de marco de datos que coincida con la especificacion de
Kaggle

- Utilice el método to_csv() para guardar el marco de datos de submission (presentacion)
utilizando el nombre de archivo submission.csv, utilizando la documentacién para buscar la
sintaxis correcta

Soluciones

holdout_ids = holdout|["PassengerId"]

submission_df = {"PassengerId": holdout_ids,
"Survived": holdout_predictions}

submission = pd.DataFrame(submission_df)

6|submission.to_csv("submission.csv",index=False)
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l1l.1 Como Empezar a Usar Kaggle

l11.1.11 Como hacer nuestro primer envio a Kaggle

Puedes descargar el archivo de envio que acabas de crear (si trabajas localmente, estard en el
mismo directorio que tu cuaderno).

Ahora que tenemos nuestro archivo de envio, podemos empezar nuestro envio a Kaggle haciendo
clic en el botdn azul "Submit Predictions” en la pagina del concurso .

?whglrli"r‘ tion Competition

Titanic: Machine Learning from Disaster

Start here! Predict survival on the Titanic and get familiar with ML basics

Kaggle - 7950 teams - 3 years to go

Data Kernels Discussion Leaderboard Rules Team = My Submissions [
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l1l.1 Como Empezar a Usar Kaggle

A continuacion, se le pedird que cargue su archivo CSV y que anada una breve descripcion de su
presentacion. Cuando hagas tu envio, Kaggle procesard tus predicciones y te dard tu precision
para los datos retenidos y tu clasificacion.

Cuando termine de procesar, verds que nuestro primer envio obtiene una puntuacion de precision
de 0,75598, es decir, un 75,6%.

6650 v waterstrider 4 0.75508 1
G661 - 11 Vincent Liso h | 0. 75558 5
G562 e mbkdw - 0.75598 2
BE63 CertiProf 1 0.75598 1

Your Best Entry 4

Your submission scored 0.75508

B84 -85  karankrishna B 0.75119 3
Bt B Kibzota | 0.75119 1
G866 =85 lslam Jamiseev 0 0.75118 1
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l1l.1 Como Empezar a Usar Kaggle

El hecho de que nuestra precision en los datos retenidos sea del 75,6%, en comparacion con la
precision del 80,2% que obtuvimos con la validacidon cruzadag, indica que nuestro modelo se estd
sobreajustando ligeramente a nuestros datos de entrenamiento.

En el momento de escribir este articulo, la precision del 75,6% da un rango de 6.663 de 7.954. Es
facil mirar las tablas de clasificacion de Kaggle después de su primera presentacion vy
desanimarse, pero tenga en cuenta que esto es sélo un punto de partida.

También es muy comun ver un pequeno niumero de puntuaciones del 100% en la parte superior de
la tabla de clasificacion del Titanic y pensar que tienes un largo camino por recorrer. En realidad,
cualquiera que obtenga una puntuacidn de alrededor del 90% en esta competicion
probablemente esté haciendo trampas (es facil buscar los nombres de los pasajeros en el

conjunto de espera en Internet y ver si sobrevivieron).
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l1l.1 Como Empezar a Usar Kaggle

Hay un gran andlisis en Kaggle, How am | doing with my score, que utiliza algunas estrategias
diferentes y sugiere que la puntuacién minima para esta competicion es del 62,7% (que se
consigue suponiendo que todos los pasajeros murieron) y una maxima de alrededor del 82%.
Estamos a poco mads de la mitad del camino entre el minimo y el maximo, lo cual es un gran punto
de partida.

Hay muchas cosas que podemos hacer para mejorar la precisién de nuestro modelo. Estas son
algunas de las que cubriremos en las dos proximas misiones de este curso:

- Mejorar las caracteristicas:
+ Ingenieria de rasgos: Crear nuevas caracteristicas a partir de los datos existentes
« Seleccidén de caracteristicas: Seleccionar las caracteristicas mds relevantes para reducir el
ruido y el sobreaqjuste
« Mejora del modelo:
« Seleccidn de modelos: Probar una variedad de modelos para mejorar el rendimiento
« Optimizacidn de hiperpardmetros: Optimizar los ajustes dentro de cada modelo de
aprendizaje automatico en particular
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

En la dltima misidon, hicimos nuestro primer envio a Kaggle, obteniendo una puntuacion de
precision del 75,6%. Aunque este es un buen comienzo, sin duda hay margen de mejora. Hay dos
dreas principales en las que podemos centrarnos para aumentar la precision de nuestras
predicciones:

- Mejorar las caracteristicas con las que entrenamos nuestro modelo

« Mejorar el propio modelo

En esta misidbn, vamos a centrarnos en trabajar con las caracteristicas utilizadas en nuestro
modelo.

Empezaremos por analizar la seleccidon de caracteristicas. La seleccion de caracteristicas es
importante porque ayuda a excluir caracteristicas que no son buenos predictores, o
caracteristicas que estdn estrechamente relacionadas entre si. Ambas cosas hardn que nuestro
modelo sea menos preciso, sobre todo en datos no vistos anteriormente.

El siguiente diagrama lo ilustra. Los puntos rojos representan los datos que intentamos predecir, y
cada una de las lineas azules representa un modelo diferente.
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Un modelo Un modelo bien
sobreajustado ajustado
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

El modelo de la izquierda esta sobreajustado, lo que significa que el modelo representa los datos
de entrenamiento con demasiada exactitud, y es poco probable que prediga bien en datos no
vistos, como los datos retenidos para nuestra competicion Kaggle.

El modelo de la derecha esta bien ajustado. Captura el patrén subyacente en los datos sin el ruido
detallado que se encuentra solo en el conjunto de entrenamiento. Un modelo bien ajustado es
probable que haga predicciones precisas sobre datos no vistos anteriormente. La clave para crear
un modelo bien ajustado es seleccionar el equilibrio adecuado de caracteristicas y crear nuevas
caracteristicas para entrenar el modelo.

En la misidn anterior, entrenamos nuestro modelo utilizando datos sobre la edad, el sexo y la clase
de los pasajeros del Titanic. Empecemos por utilizar las funciones que creamos en esa misién para
anadir las columnas que teniomos al final de la primera mision.

Recuerda que cualquier modificacion que hagamos en nuestros datos de entrenamiento
(train.csv) también tenemos que hacerla en nuestros datos de retencién (test.csv).
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Instrucciones

- Utilice la funcién process_age():
« Para convertir la columna Age en train, asignando el resultado a train
« Para convertir la columna Age en holdout, asignando el resultado a holdout
« Crear un bucle for que itere sobre los nombres de columna "Age_categories’, "'Pclass’ y "Sex” en
cada iteraciéon
« Utiliza la funcién create_dummies() para procesar el marco de datos de train para la
columna dada, asignando el resultado a train
. Utilice la funcién create_dummies() para procesar el marco de datos holdout para la
columna dada, asignando el resultado a holdout
. Utilice la funcién print() para mostrar las columnas de train utilizando train.columns
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Soluciones
1|import pandas as pd
2
3/ train = pd.read_csv('train.csv')
4/holdout = pd.read_csv('test.csv')
5
6|def process_age(df):
7 df ["Age"] = df["Age"].fillna(-0.5)
8 cut_points = [-1,0,5,12,18,35,60,100]
g label_names =

["Missing","Infant","Child","Teenager","Young
Adult","Adult","Senior"]

18 df ["Age_categories"] =
pd.cut(df["Age"],cut_points,labels=1label_names)

11 return df

12
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

111.2.1 Preparar mdas caracteristicas

Nuestro modelo en la misidon anterior se basaba en tres columnas de los datos originales: Age, Sex
y PClass. Como ha visto al imprimir los nombres de las columnas en la pantalla anterior, hay otras
columnas que aun no hemos utilizado. Para facilitar la referenciq, la salida de la pantalla anterior
se copia a continuacion:

Index ([ 'PassengerId', 'Survived', 'Pclass', 'Name',
'Sex', 'Age', 'SibSp', 'Parch', 'Ticket',
'Fare', 'Cabin', 'Embarked', 'Age_categories',

'Age_categories_Missing',
'Age_categories_Infant',
'Age_categories_Child',
'Age_categories_Teenager',
'Age_categories_Young Adult',
'Age_categories_Adult’',
'Age_categories_Senior', 'Pclass_1',
'Pclass_2', 'Pclass_3','Sex_female',
'Sex_male'], dtype='object"')
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Las Gltimas nueve filas de la salida son columnas ficticias que hemos creado, pero en las tres
primeras filas podemos ver que hay una serie de caracteristicas que adn no hemos utilizado.
Podemos ignorar Passengerld, ya que esto es sblo una columna que Kaggle ha anadido para
identificar a cada pasajero y calcular las puntuaciones. También podemos ignorar Survived, ya
que esto es lo que estamos prediciendo, asi como las tres columnas que ya hemos utilizado.

A continuacién se muestra una lista de las columnas restantes (con una breve descripcion),

seguida de 10 pasajeros seleccionados al azar y sus datos de esas columnas, para que podamos

volver a familiarizarnos con los datos.

« SibSp - El nUmero de hermanos o conyuges que el pasajero tenia a bordo del Titanic

« Parch - El nUmero de padres o hijos que el pasajero tenia a bordo del Titanic

 Ticket - NUmero de billete del pasajero

« Fare - La tarifa que el pasajero ha pagado

« Cabin - El nUmero de cabina del pasajero

- Embarked - El puerto en el que embarcé el pasajero (C=Cherbourg, Q=Queenstown,
S=Southampton)
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

K(Jtle
Vander Planke,
Mr. Leo 2 0 345764 18.0000 NaN S
Edmondus
Heininen, Miss. STON/O2.
- Wendla Maria 0 0 3101290 7:9250 NaN S
Hays, Miss.
Margaret 0 0 11767 83.1583 C54 C
Bechstein
Bishop, Mrs.
Dickinson H 1 0 11967 91.0792 B49 C
(Helen Walton)
Wheadon, Mr. 0 0 C.A. 24579 10.5000 NaN S
Edward H
Nirva, Mr.
. S SOTON/0O2
Ilsqkk|.Ant|no 0 0 3101272 7.1250 NaN S
Aijo
Allison, Master. ] 2 113781 1515500 C22C26 s
Hudson Trevor
; SOTON/0.Q.
“ Ali, Mr. Ahmed 0 0 3101311 7.0500 NaN S
Mellinger, Mrs.
(Elizabeth 0 ] 250644 19.5000 NaN S
Anne
Maidment)
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

A primera vistqg, las columnas Name y Ticket parecen ser Unicas para cada pasajero. Volveremos a
hablar de estas columnas mds adelante, pero por ahora nos centraremos en las demas columnas.

Podemos utilizar el Dataframe.describe() method para obtener mas informacioén sobre los valores
de las demds columnas.

columns = ['SibSp','Parch','Fare','Cabin','Embarked’]
print{train[columns].describe(include="all',percentiles=[]))

SibSp Farch Fare Cabin Embarked

count 891.000000 B891.000000 891.000000 204 889
unique NaM NaM MaM 147 3
top NaM Mal MaN G6 5
freq NaN NaN NaN 4 644
mean 0.523008 ©.381594 32.204208 NaN Mah
std 1.182743 B.806057 49.6593429 NaM MaM
min 0.000000 0.000000 ©.000000 NaN Mah
50% 0.000000 0.000R00 14.454200 NaM MaM
max 8.000000 6.000000 512.329200 NaN Mah
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

De ellas, SibSp, Parch y Fare parecen ser columnas numéricas estdndar sin valores perdidos. Cabin
tiene valores para sdlo 204 de las 891 filas, e incluso entonces la mayoria de los valores son Unicos,
asi que por ahora dejaremos esta columna también. Embarked (Embarcado) parece ser una
columna categérica estdndar con 3 valores Unicos, al igual que PClass, excepto que hay dos
valores que faltan. Podemos rellenar facilmente estos dos valores que faltan con el valor mas
comuan, 'S, que aparece 644 veces.

Mirando nuestras columnas numéricas, podemos ver una gran diferencia entre el rango de cada
una. SibSp tiene valores entre 0-8, Parch entre 0-6, y Fare estd en una escala dramaticamente
diferente, con valores que van de 0-512. Para asegurarnos de que estos valores tienen la misma
ponderacidon en nuestro modelo, tendremos que reescalar los datos.

El reescalado simplemente estira o encoge los datos segln sea necesario para que estén en la
misma escala, en nuestro caso entre 0 y 1.
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

En el diagrama anterior, las tres columnas tienen
valores minimos y maximos diferentes antes del
reescalado.

Después de reescalar, los valores de cada

A B C A B C caracteristica se han comprimido o estirado para que
] 9 o | o todos estén en la misma escala - tienen el mismo
minimo y maximo, y la relacidn entre cada punto
2[4 0.25]0.25 sigue siendo la misma en relacién con otros puntos de
3| 6 05]0.5 esa caracteristica. Ahora puede ver facilmente que los

4 | 8 0.75(0.75 datos representados en cada columna son idénticos.

5 | 10 1 1 L . )
- Dentro de scikit-learn, la funcién (function)
Datos antes de Datos después de . . .

reescalar reescalar preprocessing.minmax_scale() nos permite reescalar

radpida y facilmente nuestros datos:

from sklearn.preprocessing import minmax_scale
columns = ["column one", "column two"]
datalcolumns] = minmax_scale(datalcolumns])
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Procesemos las columnas Embarked, SibSp, Parch y Fare en nuestros marcos de datos de train y
holdouts.

Instrucciones

« Para los marcos de datos de train y de holdout (retencion):
. Utilice Series/filina() method para sustituir cualquier valor que falte en la columna Embarked
por 'S"
- Utilice nuestra funcién create_dummies() para crear columnas ficticias para la columna
Embarked
. Utilice minmax_scale() para reescalar las columnas SibSp, Parch y Fare, asignando los
resultados a las nuevas columnas SibSp_scaled, Parch_scaled y Fare_scaled

respectivamente
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Soluciones

1| from sklearn.preprocessing import minmax_scale

2|# The holdout set has a missing value in the Fare column which
2|# we'll fill with the mean.

4l holdout|["Fare"] = holdout["Fare"].fillna(train["Fare"].mean())
s columns = ["SibSp","Parch","Fare"]

6

7l train["Embarked"] = train["Embarked"].fillna("s")

g/ holdout["Embarked"] = holdout["Embarked"].fillna("s")

9
10/ train = create_dummies(train,"Embarked")
11 holdout = create_dummies(holdout,"Embarked")

12

12| fer col in columns:

14 train[col + "_scaled"] = minmax_scale(train[col])

15 holdout[col + "_scaled"] = minmax_scale(holdout|[col])
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

111.2.2 Determinacion de las caracteristicas mas relevantes

Para seleccionar las caracteristicas con mejor rendimiento, necesitamos una forma de medir
cudles de nuestras caracteristicas son relevantes para nuestro resultado, en este caso, la
supervivencia de cada pasajero. Una forma eficaz es entrenar un modelo de regresion logistica
utilizando todas nuestras caracteristicas y, a continuacion, observar los coeficientes de cada
caracteristica.

LogisticRegression class de scikit-learn tiene un atributo en el que se almacenan los coeficientes
después de ajustar el modelo, LogisticRegression.coef_. Primero tenemos que entrenar nuestro
modelo, después podemos acceder a este atributo.

Lr = LogisticRegression()
lr.fit(train_X,train_y)
coefficients = lr.coef_
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

El método coef() devuelve una matriz NumPy de coeficientes, en el mismo orden que las
caracteristicas que se utilizaron para ajustar el modelo. Para facilitar su interpretaciéon, podemos
convertir los coeficientes en una serie de pandas, afladiendo los nombres de las columnas como

indice:

feature_importance = pd.Series(coefficients[0],
index=train_X.columns)

Ahora ajustaremos un modelo y trazaremos los coeficientes de cada caracteristica.
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Instrucciones

- Instanciar un objeto LogisticRegression()

« Ajuste el objeto LogisticRegression utilizando las columnas de la lista de columnas del marco de
datos de entrenamiento (train) y la columna objetivo Survived

 Utilice el atributo coef_ para recuperar los coeficientes de las caracteristicas y asigne los
resultados a los coefficients (coeficientes)

« Cree un objeto de serie utilizando los (coefficients)coeficientes, con los nombres de las
columnas de las caracteristicas como indice y asignelo a feature_importance

- Utilice el método Series.plot.barh() method para trazar la serie feature_importance
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Soluciones
1|import matplotlib.pyplot as plt
2 from sklearn.linear_model import LogisticRegression
2
4/columns = ['Age_categories_Missing', 'Age_categories_Infant',
5 'Age_categories_Child', 'Age_categories_Teenager',
G 'Age_categories_Young Adult', 'Age_categories_Adult',
7 'Age_categories_Senior', 'Pclass_1', 'Pclass_2', 'Pclass_3',
g 'Sex_female', 'Sex_male', 'Embarked_C', 'Embarked_Q', 'Embarked_S',
g 'SibSp_scaled', 'Parch_scaled', 'Fare_scaled')]

10/ lr = LogisticRegression()
11 lr.fit(train[columns],train|'Survived'])

12

13 coefficients = lr.coef_

14

15 feature_importance = pd.Series{coefficients|[0],

16 index=train[columns].columns)

17 feature_importance.plot.barh()
12/olt.show()
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

111.2.3 Entrenamiento de un modelo con caracteristicas relevantes

El grafico que generamos en la dltima pantalla mostraba un rango de valores positivos y
negativos. Que el valor sea positivo o negativo no es tan importante en este caso, en relacidon con
la magnitud del valor. Si lo piensas, esto tiene sentido. Una caracteristica que indica con fuerza si
un pasajero murid es tan util como una caracteristica que indica con fuerza que un pasajero
sobrevivid, dado que son resultados mutuamente excluyentes.

Para facilitar la interpretacion, modificaremos el grafico para que muestre todos los valores
positivos, y hemos ordenado las barras por orden de tamano:

ordered_feature_importance = feature_importance.abs().sort_values()
ordered_feature_importance.plot.barh()
plt.show()
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Age categories_Infant s
SibSp_scaled 1

Sex_female .

Sex_male .

Pclass 1 s

Pclass 3 1

Age categories Senior s
Parch_scaled E

Fare scaled .

Age categories Adult s

Age categories_Missing 1
Age categories Child .
Embarked S E

Embarked C 1

Embarked Q R
Age_categories_Teenager .
Pclass 2 E

Age categories Young Adult | .

0.0 0.5 1.0 1.5 2.0

Entrenaremos un nuevo modelo con las 8 mejores puntuaciones y comprobaremos nuestra
precision utilizando la validacién cruzada.
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Instruciones

- Instanciar un objeto LogisticRegression()

. Utilice la funcién model selection.cross val score() function y asigne el objeto devuelto a las
puntuaciones, utilizando

« Las columnas especificadas en columns y todas las filas del marco de datos de train

« Un pardmetro cv de 10

« Calcule la media de las puntuaciones de validacion cruzada y asigne los resultados a accuracy
(precision)

- Utilice la funcién print() para mostrar la variable accuracy

[ ]
SO'UCIOI‘IeS 1 from sklearn.model_selection import cross_val_score
; columns = ['Age_categories_Infant', 'SibSp_scaled', 'Sex_female', 'Sex_male',
4 'Pclass_1', 'Pclass_3', 'Age_categories_Senior', 'Parch_scaled']
slall_X train|[columns |

g all_y = train['Survived']

2 Llr = LogisticRegression()

9/scores = cross_val_score(lr, all_X, all_y, cv=10)
10|accuracy = scores.mean()

print(accuracy)
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

111.2.4 Envio de nuestro modelo mejorado a Kaggle

La puntuacién de validacion cruzada del 81,48% es ligeramente superior a la del modelo que
creamos en la mision anterior, que tenia una puntuacion del 80,2%.

Es de esperar que esta mejora se traduzca en datos no vistos anteriormente. Entrenemos un
modelo utilizando las columnas del paso anterior, hagamos algunas predicciones sobre los datos
retenidos y enviémoslo a Kaggle para su puntuacion.
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Instrucciones

- Instanciar un objeto LogisticRegression() y ajustarlo utilizando all_X y all_y
. Utilice el método predict() para realizar predicciones utilizando las mismas columnas del marco
de datos holdout, y asigne el resultado a holdout_predictions
« Cree un submission (envio) de marco de datos con dos columnas:
« Passengerld, con los valores de la columna Passengerld del marco de datos holdout
« Survived, con los valores de holdout_predictions
« Utilice el método DataFrame.to_csv para guardar el marco de datos de presentacion en el
archivo submission_l.csv
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[ ]
Soluciones
1/columns = ['Age_categories_Infant', 'SibSp_scaled', 'Sex_female', 'Sex_male',
2 'Pclass_1', 'Pclass_3', 'Age_categories_Senior', 'Parch_scaled')]
2
alall_X = train|[columns]
slall_y = train['Surwvived')]
5 Lr = LogisticRegression()

|

Tr.fit(all_X,all_y)
g holdout_predictions = Llr.predict(holdout|[columns])

160/ holdout_dds = holdout["PassengerId"]
11 submission_df = {"PassengerId": holdout_ids,

12 "Survived": holdout_predictions}
13 submission = pd.DataFrame(submission_df)
14

15|submission.to_csv("submission_1l.csv",index=False)
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111.2.5 Ingenieria de una nueva caracteristica utilizando Binning

Puedes descargar el CSV del paso anterior aqui. Cuando lo envies a Kaggle, veras que la
puntuacion es del 77,0%, lo que en el momento de escribir este articulo equivale a subir unos 1.500
puestos en la tabla de clasificacién (esto variard, ya que la tabla de clasificacién siempre cambia).
Es sblo una pequena mejora, pero vamos en la direccidn correcta.

Gran parte de las ganancias de precision en el aprendizaje automatico provienen de la Ingenieria
de Caracteristicas. La ingenieria de caracteristicas es la préctica de crear nuevas caracteristicas
a partir de los datos existentes.

Una forma comun de disenar una caracteristica es utilizar una técnica llamada binning. El binning

consiste en tomar una caracteristica continua, como la tarifa que un pasajero ha pagado por su
billete, y separarla en varios rangos (o "bins"), convirtiéndola en una variable categérica.
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Esto puede ser (til cuando hay patrones en los
datos que no son lineales y usted estd utilizando un
modelo lineal (como la regresion logistica). En
realidad utilizamos el binning en la misidn anterior 300 s MUETTO .
cuando tratamos la columna Age, aungque no :
utilizamos el término.

35‘{) T T T T T I

Sobrevivient

250

200
Veamos los histogramas de la columna Fare para

los pasajeros que murieron Yy sobrevivieron, vy
veamos si hay patrones que podamos utilizar al
credr nuestros bins.

150

Frecuencia

100

a0

Si observamos los valores, parece que podemos

separar la caracteristica en cuatro franjas para T T T T T YT
capturar algunos patrones de los datos:

+ 0-12 Al igual que en la misién anterior, podemos utilizar
* 12-50 la funcién pandas.cut() para crear nuestros bins.
« 50-100

100+
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Instrucciones

- Utilizar la funcién process_age() como modelo, crear una funcién process_fare() que utilice el
método pandas cut() para crear bins para la columna Fare y asignar los resultados a una
nueva columna llamada Fare_categories

« Ya hemos tratado los valores que faltan en la columna Fare, asi que no necesitard la linea
que utiliza fillna()

. Utilice la funcién process_fare() en los marcos de datos del train y de la holdout, creando las
cuatro "bins” o "franjas™

« 0-12, para valores entre 0 y 12

« 12-50, para valores entre 12 y 50

« 50-100, para valores entre 50 y 100
« 100+, para valores entre 100 y 1000

. Utilice la funcién create_dummies() que creamos anteriormente en la misién, tanto en los
marcos de datos de train como en los de holdout, para crear columnas ficticias basadas en

nuestros nuevos intervalos de tarifas
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[ ]
Soluciones
1|def process_age(df,cut_points,label_names):
2 df ["Age"] = df["Age"].fillna(-0.5)
3 df ["Age categories"] = pd.cut(df["Age"],cut_points,labels=1label_names)
4 return df
5|def process_fare(df,cut_points,label_names):
G df ["Fare_categories"] = pd.cut(df["Fare"],cut_points,labels=label_names)

=]

return df

g|cut_points = [0,12,50,100,1000]
10| label_names = ["@-12","12-56@","50-106@","100+"]
11

12 train = process_fare(train,cut_points,label_names)
12/holdout = process_fare(holdout,cut_points,label_names)

15/train = create_dummies(train,"Fare_categories")
16 holdout = create_dummies(holdout,"Fare_categories")
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Name Cabin
.. . . ‘ 772 | Mack, Mrs. (Mary) ETT
1.2.6 Caracteristicas de Iingenieria de las
columnqs de teXtO 148 | Navratil, Mr. Michel ("Louis M Hoffman") F2
707 | Calderhead, Mr. Edward Pennington E24
Otra forma de disenar caracteristicas es
879 | Potter, Mrs. Thomas Jr (Lily Alexenia Wilson) C50

extrayendo datos de las columnas de texto.
Anteriormente, decidimos que las columnas 21 | Beesley, Mr. Lawrence D56
Name y Cabin no eran (tiles por si mismas, pero

. _ 456 | Millet, Mr. Francis Davis E38
¢y si hay algun dato que podamos extraer?
Veamos una muestra aleatoria de filas de esas 97 | Greenfield, Mr. William Bertram D10 D12
dOS COIUmnGS: 263 | Harrison, Mr. William Bo4
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Aunque aisladamente el nuUmero de cabina de cada pasajero serd razonablemente Unico para
cada uno, podemos ver que el formato de los nUmeros de cabina es una letra seguida de dos
nameros. Parece que la letra es representativa del tipo de cabing, lo que podria ser un dato Util
para nosotros. Podemos usar el accesorio Series.str accessor de pandas y luego subsumir el

primﬁl‘ ~rArArtar 1ieAnAN NnAaradntacic:

print(train.head()["Cabin"]) 0] NaM
1 C
2 NaN
3 C
MNaN a
Cas N
MNaN

& NaN
1

2

3 ciz23

4

N

ame: Cabin, dtype: object
NaN

ame: Cabin, dtype: object

print(train.head() ["Cabin"].str[0])
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Si nos fijamos en la columna de Name, en cada
uno de ellos hay un titulo como ‘sefor’ o
‘sefora’, asi como algunos titulos menos
comunes, como el de ‘condesa” de la Ultima fila
de nuestra tabla anterior. Si dedicamos algdn
tiempo a investigar los diferentes titulos,

podemos clasificarlos en seis tipos:
e Mr

 Mrs

* Master

« Miss

- Officer

« Royalty

Podemos utilizar el Series.str.extract method y
una regular expression para extraer el titulo de
cada nombre y luego utilizar el Series.map()
method y un diccionario predefinido para
simplificar los titulos.

titles = {
I|MmeH: IerS!I
I‘MS": HMrS!I,
I‘MrS” : IIMrS!I,
"Countess":
"Lady" :

"Royalty",
"Royalty"
S

extracted_titles = train["Name"].str.extract('
train["Title"] = extracted_titles.map(titles)

([A-Za-z]+)\.', expand=False)
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Instrucciones

. Utilice extract(), map() y el diccionario de titles (titulos) para categorizar los titulos del marco de
datos holdout y asigne los resultados a una nueva columna Title (Titulo)
« Paralos marcos de datos de train y de holdout:
- Utilice el accesorio str() para extraer la primera letra de la columna Cabin y asigne el
resultado a una nueva columna Cabin_type
. Utilice el método fillna() para rellenar cualquier valor que falte en Cabin_type con "Unknown'
 Para las columnas recién creadas Title y Cabin_type, utilice create_dummies() para crear
columnas ficticias para los marcos de datos del train y de holdout
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Soluciones
1 titles = { 17 "Countess": "Royalty",
5 M "Mr 18 "Dona": "Royalty",
3 "Mme" * "Mpg" , 19 "Lady" : "Royalty"
4 "Ms": "Mrs", 20|}
5 "Mrs" "Mrs", 21
6 "Master" : "Master", 27 extracted_titles = train["Name"].str.extract(' ([A-Za-z]+)\.',expand=False)
7 "M1lle": "Miss", 23 train["Title"] = extracted_titles.map(titles)
8 "Miss" : "Miss", 24 extracted_titles = holdout["Name"].str.extract(' ([A-Za-z]+)\.',expand=False)
9 "Capt": "Officer", 25 holdout["Title"] = extracted_titles.map(titles)
10 "Col": "Officer", 26
11 "Major": "Officer", 27 train["Cabin_type"] = train["Cabin"].str[0]
12 "Dr": "Officer", 28 train["Cabin_type"] = train["Cabin_type"].fillna("Unknown")
13 "Rew": "Officer",
14 "Jonkheer": "Royalty",
15 "Don": "Royalty",
16 "SAr" "Royalty",
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111.2.7 Basqueda de caracteristicas correlacionadas

Ahora tenemos 34 posibles columnas de caracteristicas que podemos utilizar para entrenar
nuestro modelo. Una cosa que hay que tener en cuenta al empezar a afadir mdas caracteristicas
es un concepto llamado colinealidad. La colinealidad ocurre cuando mds de una caracteristica
contiene datos que son similares.

El efecto de la colinealidad es que su modelo se sobreajustard: puede obtener grandes resultados
en su conjunto de datos de pruebaq, pero luego el modelo se desempena peor en los datos no
vistos (como el conjunto de retencioén).

Una forma facil de entender la colinealidad es con una simple variable binaria como la columna

Sex en nuestro conjunto de datos. Cada pasajero de nuestros datos esta clasificado como male o
female, por lo que "no male” es exactamente lo mismo que “female”.
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Como resultado, cuando creamos nuestras dos
columnas ficticias a partir de la columna

categoérica Sex, en realidad hemos creado dos @
columnas con datos idénticos en ellas. Esto 5 . 03
ocurrird siempre que creemos columnas I -
ficticias, y se llama la trampa de la variable e . |
ficticia (dummy variable trap). La solucién fécil . .
es elegir una columna para eliminarla cada vez 0.0
que cree columnas ficticias. " 0.1
© . -0.2
La colinealidad también puede ocurrir en otros I
lugares. Una forma comin de detectar Ia 8 . o
colinealidad es trazar correlaciones entre cada - .

par de variables en un mapa de calor. Un
ejemplo de este estilo de grafico es el siguiente:
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Los cuadrados mds oscuros, ya sea el rojo mds oscuro o el azul mds oscuro, indican pares de
columnas que tienen una mayor correlacién y que pueden dar lugar a colinealidad. La forma mas
facil de producir este grdfico es utilizar el DataFrame.corr() method para producir una matriz de
correlacion, y luego utilizar la seaborn.nheatmap() function de la biblioteca Seaborn para trazar los

valores:

import seaborn as sns
correlations = train.corr()
sns.heatmap(correlations)
plt.show()

El ejemplo de grafico de arriba fue producido usando un ejemplo de cédigo de la documentacion
de seaborn_que produce un mapa de calor de correlacion que es mas facil de interpretar que la
salida por defecto de heatmap(). Hemos creado una funcidén que contiene ese cédigo para
facilitarle el trazado de las correlaciones entre las caracteristicas de nuestros datos.
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Instrucciones

Utilice la funcién plot_correlation_heatmap() para producir un heatmap (mapa de calor) para el
marco de datos de train, utilizando sélo las caracteristicas de las columnas de la lista.

(]
Soluciones

1| import numpy as np 19|columns = ['Age_categories_Missing', 'Age_categories_Infant',
2|import seaborn as sns 20 'Age_categories_Child', 'Age_categories_Teenager',
3 21 'Age_categories_Young Adult', 'Age_categories_Adult',
4/ def plot_correlation_heatmap(df): 22 'Age_categories_Senior', 'Pclass_1', 'Pclass_2', 'Pclass_3',
5 corr = df.corr() 23 'Sex_female', 'Sex_male', 'Embarked_C', 'Embarked_Q', 'Embarked_S',
6 24 'SibSp_scaled', 'Parch_scaled', 'Fare_categories_g8-12',
7 sns.set(style="white") 25 'Fare_categories_12-5@', 'Fare_categories_50-100', 'Fare_categories_l00+',
8 mask = np.zeros_like(corr, dtype=np.bool) 26 'Title_Master', 'Title_Miss', 'Title_Mr','Title_Mrs', 'Title_Officer',
9 mask[np.triu_indices_from(mask)] = True 27 'Title_Royalty', 'Cabin_type A','Cabin_type B', 'Cabin_type C',

10 'Cabin_type_D',

11 f, ax = plt.subplots(figsize=(11, 9)) 28 'Cabin_type_E', 'Cabin_type_F', 'Cabin_type_G', 'Cabin_type_T',

12 cmap = sns.diverging_palette(220, 10, as_cmap=True) 'Cabin_type_Unknown'

13 29|/plot_correlation_heatmap(train|[columns])

15 sns.heatmap(corr, mask=mask, cmap=cmap, vmax=.3, center=0,

16 square=True, Llinewidths=.5, cbar_kws={"shrink": .5})

17 plt.show()
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Caracteristicas

Age_categories_Teenager
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Podemos ver que hay una alta correlaciéon entre Sex_female/Sex_male y Title_Mr/Title_Mrs.
Eliminaremos las columnas Sex_female y Sex_male ya que los datos de los titulos pueden ser mas
matizados.

Aparte de eso, deberiamos eliminar una de cada una de nuestras variables ficticias para reducir la
colinealidad en cada una. Eliminaremos:

« Pclass_2

- Age_categories_Teenager

- Fare_categories_12-50

 Title_Master

« Cabin_type_A
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En un paso anterior, utilizamos manualmente los coeficientes logit para seleccionar las caracteristicas mds
relevantes. Un método alternativo es utilizar una de las clases de seleccidn de caracteristicas incorporadas en
scikit-learn. Utilizaremos la feature selection.RFECV class que realiza la eliminacion recursiva de
caracteristicas con validacion cruzada.

La clase RFECV comienza entrenando un modelo utilizando todas sus caracteristicas y lo puntda utilizando la
validacién cruzada. A continuacion, utiliza los coeficientes logit para eliminar la caracteristica menos
importante, y entrena y puntda un nuevo modelo. Al final, la clase mira todas las puntuaciones y selecciona el
conjunto de caracteristicas que han obtenido la mayor puntuacion.

Al igual que la clase LogisticRegression, la RFECV debe instanciarse primero y luego ajustarse. El primer
par@dmetro al crear el objeto RFECV debe ser un estimador, y necesitamos utilizar el pardmetro cv para
especificar el nUmero de pliegues para la validacidon cruzada.

from sklearn.feature_selection import RFECV
Lr = LogisticRegression()
selector = RFECV(lr,cv=10)
selector.fit(all_X,all_y)

CAIEC® Version 062021 C'



http://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.RFECV.html

I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Una vez ajustado el objeto RFECV, podemos utilizar el atributo RFECV.support para acceder a una
mascara booleana de valores True y False que podemos utilizar para generar una lista de
columnas optimizadas:

optimized_columns = all_X.columns|[selector.support_]

Instrucciones

- Instanciar un objeto LogisticRegression(), Ir

- Instanciar un objeto selector RFECV() utilizando el objeto Ir recién creado y cv=10 como
pardmetros

. Utilice el método fit() para ajustar el selector utilizando all_X y all_y

- Utilice el selector de atributos de support (soporte) para subconjuntar all_X.columns, y asigne el
resultado a optimized_columns

Debido al calculo que implica este ejercicio, la ejecucidon del cddigo puede llevar mds tiempo que
otras pantallas.
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Soluciones

12/all_x = Train|columns |

14|all_y train["Survived"]

15 Lr = LogisticRegression()

16|selector = RFECV(lr,cv=10)

17 selector.fit(all_X,all_y)

18

12/ optimized_columns = all_X.columns|selector.support_|]
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111.2.9 Entrenamiento de un modelo con huestras columnas optimizadas

El selector RFECV() sélo devuelve cuatro columnas:
['SibSp_scaled', 'Title_Mr', 'Title_Officer', 'Cabin_type_Unknown']

Vamos a entrenar un modelo mediante validacién cruzada utilizando estas columnas y comprobar la
puntuacion.

Instrucciones

- Instanciar el objeto LogisticRegression()
- Utilice la funcion model_selection.cross val score() function y asigne los resultados a las
puntuaciones, utilizando
« all_Xyall_y
« Un pardmetro cv de 10
- Calcule la media de las puntuaciones de validacién cruzada y asigne los resultados a accuracy (precisién)
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Soluciones
1/all_X = trainloptimized_columns |
zlall_y = train["Survived"]

Llr = LogisticRegression()
scores = cross_val_score(lr, all_X, all_y, cv=10)
accuracy = scores.mean()

3
4
5
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

111.2.10 Envio de nuestro modelo a Kaggle

Este modelo de cuatro caracteristicas obtiene una puntuacién del 82,3%, una modesta mejora en
comparacion con el 81,5% de nuestro modelo anterior. Vamos a entrenar estas columnas en el
conjunto de retencion, guardar un archivo de presentacion y ver qué puntuacion obtenemos de
Kaggle.

Instrucciones

Instanciar un objeto LogisticRegression() y ajustarlo usando all_X y all_y

Utiliza el método predict() para hacer predicciones utilizando las mismas columnas en el marco
de datos holdout, y asigna el resultado a holdout_predictions

Cree un submission (envio)de marco de datos con dos columnas:

Passengerld, con los valores de la columna Passengerld del marco de datos holdout

Survived, con los valores de holdout_predictions

Utilice el método DataFrame.to_csv para guardar el marco de datos de submission en el

archivo submission_2.csv
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Soluciones

Lr = LogisticRegression()
lr.fit(all_x,all_y)
holdout_predictions = Llr.predict(holdout|[optimized_columns])

holdout_ids = holdout["PassengerId"]
submission_df = {"PassengerId": holdout_ids,

"Survived": holdout_predictions}
g/ submission = pd.DataFrame(submission_df)

| & A £ W M=

15| submission.to_csv("submission_2.csv",index=False)

Puedes descargar el archivo de presentacion que acabamos de crear y enviarlo a Kaggle. La
puntuacidon que obtiene este envio es del 78,0%, lo que equivale a un salto de aproximadamente
1.000 puestos (de nuevo, esto variard, ya que los envios se realizan constantemente a la tabla de

clasificacion).
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I1l.2 Preparacion, Seleccion e Ingenieria de las Caracteristicas

Mediante la preparacion, ingenieria y seleccion de

caracteristicas, hemos aumentado nuestra precisidon en

un-2,4%. Cuando se trabaja en las competiciones de

Kaggle, hay que dedicar mucho tiempo a experimentar

con las caracteristicas, sobre todo con la ingenieria de

caracteristicas. Aqui hay algunas ideas que puedes usar

para trabajar con caracteristicas para esta competicion:

« Utilizar SibSp y Parch para explorar el total de parientes
a bordo

« Crear combinaciones de varias columnas, por ejemplo
Pclass + Sex

« Vea si puede extraer datos Gtiles de la columna Ticket

« Prueba diferentes combinaciones de caracteristicas
para ver si puedes identificar las caracteristicas que se
ajustan menos que otras

En la proxima misidbn de este curso, veremos cbémo
seleccionar y optimizar diferentes modelos para mejorar
nuestra puntuacion.

4177 new  mmmm3 5 0.77990 10 2h

4178 new AnexcedTuToB . 0.77980 2 3h

4179 22420  CertiProf b 0.77990 3 now

Your Best Entry &

You advanced 984 places on the leaderboard!

Your submission scored 0.77990, which is an improvement of your previous score of 0.77033. Great job!

Vy First Kandom Fore

4180 ~70 Pierre Cornier 0.77511 1 2mo
4181 ~70 Ran Wei b | 0.77511 13 2mo
4182 ~70 sangameshks “ 0.77511 1 2mo
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I11.3 Seleccion y Ajuste del Modelo

111.3.1 Seleccion del modelo

En la misidn anterior, trabajamos para optimizar nuestras predicciones creando y seleccionando
las caracteristicas utilizadas para entrenar nuestro modelo. La otra mitad del rompecabezas de la
optimizacidon consiste en optimizar el modelo en si, o mds concretamente, el algoritmo utilizado
para entrenar nuestro modelo.

Hasta ahora, hemos utilizado el algoritmo de regresion logistica para entrenar nuestros modelos,
pero hay cientos de algoritmos de aprendizaje automdatico diferentes entre los que podemos
elegir. Cada algoritmo tiene diferentes puntos fuertes y débiles, por lo que tenemos que
seleccionar el algoritmo que mejor funcione con nuestros datos especificos, en este caso nuestra

competicion de Kaggle.
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I11.3 Seleccion y Ajuste del Modelo

El proceso de seleccion del algoritmo que ofrece las mejores predicciones para sus datos se
denomina seleccion del modelo.

En esta misidon, vamos a trabajar con dos nuevos algoritmos: k- vecinos mds cercanos y bosques
aleatorios.

Antes de empezar, tendremos que importar los datos. Para ahorrar tiempo, hemos guardado las
caracteristicas que creamos en la misidn anterior como archivos CSV, train_modified.csv y
holdout_modified.csv

Instrucciones

« Importe train_modified.csv en un grupo de datos pandads y asigne el resultado a train
» Importe holdout_modified.csv en un grupo de datos pandas y asigne el resultado a holdout
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I11.3 Seleccion y Ajuste del Modelo

Soluciones

1|import pandas as pd
2/train = pd.read_csv('train_modified.csv')
3/ holdout = pd.read_csv('holdout_modified.csv')
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I11.3 Seleccion y Ajuste del Modelo

111.3.2 Entrenamiento de un modelo de referencia

Vamos d entrenar nuestros modelos utilizando todas las columnas del marco de datos de
entrenamiento. Esto causard una pequena cantidad de sobreajuste debido a la colinealidad
(como discutimos en la misién anterior), pero tener mds caracteristicas nos permitird comparar
mas a fondo los algoritmos.

Para tener algo con lo que comparar, vamos d entrenar un modelo de regresion logistica como en
las dos misiones anteriores. Utilizaremos la validacion cruzada para obtener una puntuacion de
referencia.
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I11.3 Seleccion y Ajuste del Modelo

Instrucciones

« Instanciar un linear_model.LogisticRegression class
- Utilice el model _selection.cross val score() function para entrenar y probar un modelo
asignando los resultados a score, usando:
- El objeto LogisticRegression que acabas de crear
« all_Xyall_y como parGmetros X ey
- 10 folds (pliegues)
- Calcule la media de los scores (puntuaciones) y asigne el resultado a accuracy _Ir

Soluciones

from sklearn.linear_model import LogisticRegression
from sklearn.model_selection import cross_val_score

all_X = train.drop(['Survived', 'PassengerId'],axis=1)
slall_y = train['Survived')

6 Lr = LogisticRegression()

7|scores = cross_val_score(lr, all_X, all_y, cv=10)

5 accuracy_Llr = scores.mean()
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http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
http://scikit-learn.org/stable/modules/generated/sklearn.model_selection.cross_val_score.html

I11.3 Seleccion y Ajuste del Modelo

I11.3.3 Entrenamiento de un modelo mediante K- El algoritmo de regresidon logistica funciona

Nearest Neighbors calculando las relaciones lineales entre las
caracteristicas y la variable objetivo vy

El modelo de referencia de regresion logistica de utilizdndolas para hacer predicciones. Veamos

la pantalla anterior obtuvo el 82,5%. un algoritmo que hace predicciones utilizando
un método diferente.

Model Cross-validation score | Kaggle score

El algoritmo de k-préximos encuentra las
observaciones de nuestro conjunto de
Logistic regression baseline | 82.5% entrenamiento mas similares a la observacién
de nuestro conjunto de pruebaq, y utiliza el
resultado medio de esas observaciones
"vecinas” para hacer una prediccion. La k" es el
namero de observaciones vecinas utilizadas
para hacer la prediccion.

Previous best Kaggle score | 82.3% 78.0%
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I11.3 Seleccion y Ajuste del Modelo

Los graficos siguientes muestran tres modelos simples de vecinos mds cercanos donde hay dos
caracteristicas en cada eje y dos resultados, rojo y verde:

Caracteristi
ca uno

k=1

Caracteristica dos

Caracteristi
ca uno

k=3

Caracteristi
ca uno

Caracteristica dos

gris, lo que hace que la prediccion sea verde

Caracteristica dos

gris (2 rojos frente a 1 verde), lo que hace que la prediccion sea roja

(3 rojos frente a 2 verdes), lo que hace que la prediccién sea roja

292
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En el primer grdafico, el valor de k es 1. El punto verde es, por tanto, el vecino mas cercano al punto
En el segundo grdfico, el valor de k es 3. Se utilizan los 3 vecinos mds cercanos a nuestro punto

En el tercer grafico, el valor de k es 5. Se utilizan los 5 vecinos mdas cercanos a nuestro punto gris



I11.3 Seleccion y Ajuste del Modelo

Si quieres aprender mdas sobre el algoritmo k-nearest neighbors, puede que te guste nuestra
mision gratuita Introduction to K-Nearest Neighbors.

Al igual que para la regresion logistica, scikit-learn tiene una clase que facilita el uso de los vecinos
mMas cercanos para hacer predicciones, neighbors.KNeighborsClassifier.

El uso de Scikit-learn del disefo orientado a objetos hace que sea facil sustituir un modelo por otro.
La sintaxis para instanciar un KNeighborsClassifier es muy similar a la que utilizamos para la
regresion logistica.

from sklearn.neighbors import KNeighborsClassifier
knn = KNeighborsClassifier(n_neighbors=1)

El argumento opcional n_vecinos establece el valor de k cuando se hacen las predicciones. El valor
por defecto de n_vecinos es 5, pero vamos a empezadr construyendo un modelo simple que utiliza
el vecino mas cercano para hacer nuestras predicciones.
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https://www.dataquest.io/m/139/introduction-to-k-nearest-neighbors/
http://scikit-learn.org/stable/modules/generated/sklearn.neighbors.KNeighborsClassifier.html

I11.3 Seleccion y Ajuste del Modelo

Instrucciones

+ Instanciar un objeto neighbors.KNeighborsClassifier, estableciendo el argumento n_neighbors
en ]
- Utilice la funcibn model_selection.cross_val_score() para entrenar y probar un modelo
asignando el resultado a las scores (puntuociones), utilizando:
+ El objeto KNeighborsClassifier que acaba de crear
« all_Xyall_y como los parGmetros X ey
- 10 folds(pliegues)
- Calcula la media de las scores(puntuaciones) y asigna el resultado a accuracy_knn

Soluciones

1 from sklearn.neighbors import KNeighborsClassifier
2 knn = KNeighborsClassifier(n_neighbors=1)

4|scores = cross_val_score(knn, all_X, all_y, cv=10)
5laccuracy_knn = scores.mean()
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I11.3 Seleccion y Ajuste del Modelo

111.3.4 Exploracion de diferentes valores K Ademds de la seleccion pura del modelo,
podemos variar los ajustes de cada modelo,

The k-nearest neighbors model we trained in the POr ejemplo, el valor de k en nuestro modelo de
previous screen had an accuracy score of 78.3%, kK Vvecinos mas cercanos. Esto se llama
worse than our baseline score of 82.5%. optimizacion de hiperparametros.

Podemos utilizar un bucle y la clase range() de
Python (range() class) para iterar a través de
Previous best Kaggle score 82.3% 78.0% diferentes valores de k Yy calcular la puntuacién
de precision para cada valor diferente. Sélo
querremos probar los valores impares de k
K-nearest neighbors, k == 1 | 78.3% para evitar los empates, en los que los
resultados de “sobrevivido” y "muerto” tendrian
el mismo ndmero de vecinos.

Model Cross-validation score | Kaggle score

Logistic regression baseline 82.5%
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https://docs.python.org/3/library/stdtypes.html#range

I11.3 Seleccion y Ajuste del Modelo

Esta es la sintaxis que utilizariamos para obtener los valores impares entre 1-7 de range():

for k in range(1,8,2):
print(k)

=] b W

Obsérvese que utilizamos los argumentos (1,8,2) para obtener valores entre 1y 7, ya que el objeto
range() creado contiene nimeros hasta el 8, pero sin incluirlo.

Utilicemos esta técnica para calcular la precision de nuestro modelo para valores de k entre 1y 49,
almacenando los resultados en un diccionario.

Para facilitar la comprension de los resultados, terminaremos trazando las puntuaciones. Hemos
proporcionado una funciéon de ayuda, plot_dict() que puede utilizar para trazar facilmente el
diccionario.
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I11.3 Seleccion y Ajuste del Modelo

Instrucciones

- Utiliza un bucle for y la clase range para iterar sobre los valores impares de k desde 1-49, y en
cada iteracion:
 Instanciar un objeto KNeighborsClassifier con el valor de k para el argumento n_neighbors
 Utilizar cross_val_score para crear una lista de puntuaciones utilizando el objeto
KNeighborsClassifier recién creado, utilizando all_X, all_y, y cv=10 como argumentos
» Calcular la media de la lista de puntuaciones
- Anada la media de las puntuaciones al diccionario knn_scores, utilizando k como clave
- Utilice la funcién de ayuda plot_dict() para trazar el diccionario knn_scores
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I11.3 Seleccion y Ajuste del Modelo

1|/import matplotlib.pyplot as plt

2

3/def plot_dict(dictionary):

4 pd.Series(dictionary).plot.bar(figsize=(9,6),

5 yLlim=
(0.78,0.83),rot=0)

5 plt.show()

g/ knn_scores = dict()

g/ for k in range(1,50,2):

16 knn = KNeighborsClassifier(n_neighbors=k)

11

12 scores = cross_val_score(knn, all_X, all_y, cv=10)

132 accuracy_knn = scores.mean()

14 knn_scores|[k] = accuracy_knn

15

16 plot_dict(knn_scores)
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I11.3 Seleccion y Ajuste del Modelo

111.3.5 Automatizacion de la optimizacion de hiperparametros con la bisqueda en
cuadricula

La técnica que acabamos de utilizar se llama
busqueda en cuadricula: entrenamos una serie de
modelos a través de una ‘cuadricula” de valores y
luego buscamos el modelo que nos dio la mayor
precision.

Mirando nuestro grdfico de la pantalla anterior
podemos ver que un valor k de 19 nos dio nuestra
mejor puntuacidén, y comprobando el diccionario
knn_scores podemos ver que la puntuacién fue del
82,4%, idéntica a nuestra linea de base (si no
redondedramos los nUumeros veriamos que en

realidad es un 0,01% menos precisa). Scikit-learn tiene una clase para realizar la basqueda

en cuadricula, model_selection.GridSearchCV(). El
"CV" en el nombre indica que estamos realizando
tanto la blsqueda en la cuadricula como la
Previous best Kaggle score 82.3% T78.0% VCI”dCICién cruzada al mismo tiempo_

Model Cross-validation score | Kaggle score

Logistic regression baseline 82.5%

K-nearest neighbors, k == 1 T8.3%

K-nearest neighbors, k == 19 82.4%
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http://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html

I11.3 Seleccion y Ajuste del Modelo

Creando un diccionario de pardmetros y posibles valores y pasdndolo al objeto GridSearchCV se
puede automatizar el proceso. Este es el aspecto del cédigo de la pantalla anterior, cuando se
implementa utilizando la clase GridSearchCV.

from sklearn.model_selection import GridSearchCV
knn = KNeighborsClassifier()

hyperparameters = {
"n_neighbors": range(1,50,2)
}
grid = GridSearchCV(knn, param_grid=hyperparameters,
cv=10)
grid.fit(all_X, all_y)

print(grid.best_params_)
print(grid.best_score_)

La ejecucidn de este cddigo producird el siguiente resultado:

i'n_neighbors': 19}

0.82379349046
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I11.3 Seleccion y Ajuste del Modelo

Nuestro Udltimo paso es imprimir los atributos
GridSearchCV.best_params_ y
GridSearchCV.best_score_ para recuperar los
pardmetros del modelo de mejor rendimiento y la
puntuacion que ha obtenido.

También podemos utilizar GridSearchCV para
probar combinaciones de diferentes
hiperpardmetros. Digamos que queremos probar
valores de "ball_tree’, 'kd_tree" y "brute’ para el
pardmetro del algoritmo y valores de 1, 3 y 5 para
el pardmetro del algoritmo
n_neighbors. GridSearchCV entrenaria y probaria
9 modelos (3 para el primer hiperpardmetro y 3
para el segundo), como se muestra en el siguiente
diagrama.

301

number of
neighbors

algorithm

ball tree kd tree brute
ball tree, kd tree, brute,

1 neighbor 1 neighbor 1 neighbor
ball tree, kd tree, brute,

3 neighbors 3 neighbors = 3 neighbors
ball tree, kd tree, brute,

5 neighbors 5 neighbors 5 neighbors

3 x 3 = 9 models trained
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I11.3 Seleccion y Ajuste del Modelo

Utilicemos GridSearchCV para acelerar la basqueda de los pardmetros mas eficaces para nuestro
modelo, probando 40 combinaciones de tres hiperpardmetros diferentes.

Hemos elegido los hiperpardmetros especificos consultando la documentacion de la clase
KNeighborsClassifier.

Instrucciones

 Instanciar un objeto KNeighborsClassifier

Instanciar un objeto GridSearchCV, utilizando:
- El objeto KNeighborsClassifier que acaba de crear como primer argumento (sin nombre)
 El diccionario de hiperpardmetros para el param_grid
« UncvdelO

Ajuste el objeto GridSearchCV utilizando all_X y all_y

Asignar los pardmetros del modelo con mejor rendimiento a best_params

Asignar la puntuacién del modelo mas eficaz a best_score
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I11.3 Seleccion y Ajuste del Modelo

Soluciones
1| from sklearn.model_selection import GridSearchCV
2
3lhyperparameters = {
4 "n_neighbors": range(1,20,2),
5 "weights": ["distance", "uniform"],
& "algorithm": ['brute'],
7 "p": [1,2]
8|}
5 knn = KNeighborsClassifier()
160/ grid =
GridSearchCV (knn,param_grid=hyperparameters,cv=10)
11
12 grid.fit(all_x, all_y)
13

14 best_params = grid.best_params_
15 best_score = grid.best_score_
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I11.3 Seleccion y Ajuste del Modelo

111.3.6 Envio de predicciones de K-Nearest Neighbors a Kaggle

La puntuacion de la validacién cruzada para el modelo de mejor rendimiento fue del 82,9%, mejor
que nuestro modelo de referencia.

Cross-validation Kaggle

Model score score
Previous best Kaggle score 82.3% 78.0%
Logistic regression baseline 82.5%

K-nearest neighbors, k == 1 78.3%

K-nearest neighbors, k == 15 82.4%

K-nearest neighbors, best model from grid 82.9%

search
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I11.3 Seleccion y Ajuste del Modelo

Podemos utilizar el atributo GridSearchCV.best_estimator_ para recuperar un modelo entrenado
con los hiperpardmetros de mejor rendimiento. Este codigo:

best_knn = grid.best_estimator_

Is equivalent to this code Es equivalente a este cddigo donde especificamos manualmente los
hiperpardmetros y entrenamos el modelo:

best_knn =
KNeighborsClassifier(p=1,algorithm="'brute',n_neighbors=5,

weights="uniform')
best_knn.fit(all_X,all_y)

Utilicemos ese modelo para hacer predicciones en el conjunto de los retenidos y enviemos esas
predicciones a Kaggle para ver si hemos mejorado en general.
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I11.3 Seleccion y Ajuste del Modelo

Instrucciones

» Hacer predicciones sobre los datos de holdout_no_id utilizando el modelo best_knn, y asignar
el resultado a holdout_predictions

« Crear un submission (envio) de dataframe con dos columnas:
« Passengerld, con los valores de la columna Passengerld del marco de datos holdout
« Survived, con los valores de holdout_predictions

 Utilice el DataFrame.to_csv method para guardar el marco de datos de submission en el
archivo submission_l.csv
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https://pandas.pydata.org/pandas-docs/stable/generated/pandas.DataFrame.to_csv.html

I11.3 Seleccion y Ajuste del Modelo

Soluciones

holdout_no_id = holdout.drop(['PassengerId'],axis=1)
best_knn = grid.best_estimator_
holdout_predictions = best_knn.predict(holdout_no_id)

holdout_ids = holdout["PassengerId"]

submission_df = {"PassengerId": holdout_ids,
"Survived": holdout_predictions}

submission = pd.DataFrame(submission_df)

0o = @ N s L) k3=

w

10 submission.to_csv("submission_1.csv",index=False)
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I11.3 Seleccion y Ajuste del Modelo

l11.3.7 Introduccion a los bosques aleatorios

Puedes descargar el archivo de envio de la
pantalla anterior aqui.

Cuando lo envies a Kaggle, verds que la
puntuacidon es del 75,6%, menos que nuestra
mejor presentacion del 78,0%. Si bien nuestro
modelo podria estar sobreajustado debido a la
inclusiobn de todas las columnas, también
pdrece que los vecinos mAs cercanos no son la
mejor opcidn de algoritmo.

Model

Cross-validation
score

Kaggle
score

Previous best Kaggle score

82.3%

78.0%

Logistic regression baseline

82.5%

K-nearest neighbors, k == 1

78.3%

K-nearest neighbors, k == 19

82.4%

K-nearest neighbors, best model from grid
search

82.8%

75.6%

CAIEC® Version 062021



https://s3.amazonaws.com/dq-content/187/submission_1.csv

I11.3 Seleccion y Ajuste del Modelo

Vamos a probar otro algoritmo llamado
bosques aleatorios. Los bosques aleatorios son
un tipo especifico de algoritmo de darbol de
decisidn. Es probable que hayas visto antes
arboles de decisidon como parte de diagramas
de flujo o infografias. Digamos que queremos
construir un arbol de decisibn que nos ayude a
categorizar un objeto como ‘hotdog’ o 'no
hotdog’, podriaomos construir un darbol de
decisidbn como el siguiente:

No es un

perro caliente

No esun
perro caliente

No es un
perro caliente
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Perro caliente


https://www.youtube.com/watch?v=ACmydtFDTGs
https://www.youtube.com/watch?v=ACmydtFDTGs

I11.3 Seleccion y Ajuste del Modelo

Los algoritmos del arbol de decisidon intentan construir el arbol de decisidn mas efectivo baso en los datos de
entrenamiento, y entonces usa ese arbol para hacer futuras predicciones. Si quiere aprender sobre el arbol de
decisién y bosques aleatorios en detalle, deberia revisar el curso de arbol de decision.

Scikit-learn contiene una clase para clasificar usando el algoritmo  de bosque
aleatorio, ensemble.RandomForestClassifier. Asi es como se ajusta el modelo y se hacen predicciones usando
la clase RandomForestClassifier:

from sklearn.ensemble import RandomForestClassifier
clf = RandomForestClassifier(random_state=1)

clf.fit(train_X,train_y)
predictions = clf.predict(test_X)

Porque el algoritmo incluye randomizacion, temenos que fijar el parametron random_state para asegurarse
de que los resultados sean reproducibles.

Usemos un objeto RandomForestClassifier con cross_val_score() como lo hicimos anteriormente para ver
como el algoritmo funciona con los hiperpardmetros predeterminados.
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https://www.dataquest.io/course/decision-trees
http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html

I11.3 Seleccion y Ajuste del Modelo

Instrucciones

 Instancie un objeto RandomForestClassifier, fijando el parametro random_state a
« Use la funcién cross_val_score() para generar un grupo de puntajes y asignar el resutlado a
scores, usando:
 El objeto RandomForestClassifier que creo como estimador
- all_Xyall_y para los datos de entrenamiento y prueba
* Un valor cv del0
+ Calcule la media de scores y asigne el resutlado a accuracy _rf

Soluciones

1| from sklearn.ensemble import RandomForestClassifier
2lelf = RandomForestClassifier({random_state=1)
3/scores = cross_val_score(clf, all_X, all_y, cv=10)
4 accuracy_rf = scores.mean()
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I11.3 Seleccion y Ajuste del Modelo

111.3.8 Ajuste de nuestro modelo de bosques aleatorios con GridSearch

Utilizando la configuracion por defecto, nuestro modelo de bosques aleatorios obtuvo una
puntuacion de validacién cruzada del 82,0%.

Cross-validation Kaggle

Model score score
Previous best Kaggle score 82.3% 78.0%
Logistic regression baseline 82.5%

K-nearest neighbors, k == 1 78.3%

K-nearest neighbors, k == 19 82.4%

K-nearest neighbors, best model from grid 82.8% 75.6%
search

Random forests, default hyperparameters 82.0%
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I11.3 Seleccion y Ajuste del Modelo

Al igual que hicimos con el modelo de k- vecinos mds cercanos, podemos utilizar GridSearchCV
para probar una variedad de hiperpardmetros para encontrar el modelo de mejor rendimiento.

La mejor manera de ver una lista de hiperparédmetros disponibles es consultando la
documentacién del clasificador, en este caso,_the documentation for RandomForestClassifier.
Utilicemos la blsqueda en cuadricula para probar las combinaciones de los siguientes
hiperpardmetros:

« criterion: "entropy” o "gini”

« max_depth:5010

- max_features: "log2" o 'sqgrt”

« min_samples_leaf:105

« min_samples_split: 305

 n_estimators:6 09
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http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html

I11.3 Seleccion y Ajuste del Modelo

Instrucciones

Instanciar un objeto RandomForestClassifier, poniendo el pardmetro random_state al
Instanciar un objeto GridSearchCV, utilizando:
« El objeto RandomForestClassifier que acaba de crear como primer argumento (sin nombre)
« Un diccionario de hiperpardmetros que coincida con la lista anterior para el argumento
param_grid
« Uncvdell
Ajuste el objeto GridSearchCV utilizando all_X o all_y
Asignar los pardmetros del modelo con mejor rendimiento a best_params

Asignar la puntuacion del modelo mads eficaz a best_score
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I11.3 Seleccion y Ajuste del Modelo

Soluciones
1| hyperparameters = {"criterion": ["entropy", "gini"],
2 "max_depth": [5, 10],
3 "max_features": ["log2", "sqgrt"],
A "min_samples_leaf": [1, 5],
5 "min_samples_split": [3, 5],
G "n_estimators": [6, 9]
T}
g
g clf = RandomForestClassifier(random_state=1)
16| grid =
GridSearchCV (clf,param_grid=hyperparameters,cv=160)
11
12 grid.fit(all_Xx, all_y)
13

14 best_params = grid.best_params_
15 best_score = grid.best_score_
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I11.3 Seleccion y Ajuste del Modelo

111.3.9 Envio de predicciones del bosque aleatorio a Kaggle

El puntaje de la validacion cruzada para el modelo de mejor desempeno fue 83.8%, haciendola la
mejor puntuacidon de validacion cruzada que hemos obtenido en esta mission.

Cross-validation Kaggle

Model score score
Previous best Kaggle score 82.3% 78.0%
Logistic regression baseline 82.5%

K-nearest neighbors, k == 1 78.3%

K-nearest neighbors, k == 19 82.4%

K-nearest neighbors, best model from grid 82.8% 75.6%
search

Random forests, default hyperparameters 82.0%

Random forests, best model from grid search | 83.8%
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I11.3 Seleccion y Ajuste del Modelo

iEntrenémoslo con los datos de reserva y creemos un archivo de envio para ver como se
desempena en la tabla de clasificacidon de Kaggle!

Instrucciones

Asignar a best_rf el modelo de mejor rendimiento de la parrilla (grid) de objetos GridSearchCV
Realizar predicciones sobre los datos de holdout_no_id utilizando el modelo best_rf, y asignar el
resultado a holdout_predictions
Crear un envio (submission) de dataframe con dos columnas:

- Passengerld, con los valores de la columna Passengerld del dataframe holdout

« Survived, con los valores de holdout_predictions
Utilice el DataFrame.to_csv _method para guardar el marco de datos de presentacion

(submission) en el archivo submission_2.csv
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https://pandas.pydata.org/pandas-docs/stable/generated/pandas.DataFrame.to_csv.html

I11.3 Seleccion y Ajuste del Modelo

Soluciones
1/# The "GridSearchCV' object is stored in memory from
2|4 the previous screen with the variable name "grid’
2 best_rf = grid.best_estimator_
4 holdout_predictions = best_rf.predict(holdout_no_id)
5
6/ holdout_ids = holdout|["PassengerId"]
7/ submission_df = {"PassengerId": holdout_ids,
2] "Survived": holdout_predictions}
g/ submission = pd.DataFrame(submission_df)
10

11| submission.to_csv("submission_2.csv",index=False)
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I11.3 Seleccion y Ajuste del Modelo

111.3.10 Introduccion alos bosques aleatorios (Random Forests)
El archivo de presentacion que creamos en el paso anterior estd disponible.
Si lo envia a Kaggle, consigue una puntuacion del 77.1%, considerablemente mejor que nuestra

puntuaciéon de k-nearest neighbors del 75.6% y muy cercana (2 predicciones incorrectas) a
nuestra mejor puntuacién de la misidén anterior del 78.0%.

4065 ~ 480 sheemam ﬂ 0.77990 4 15h
4066 480  mmmm3 ."'@ 0.77990 11 21d
4067 - 480 AnexceiTutos . 0.77990 3 2d
4068  ~ 4380  CertiProf ) | 0.77990 11 7m

Your Best Entry

Your submission scored 0.77511, which is not an improvement of your best score. Keep trying!

4069  ~430  Marcos Tanaka $s 0.77990 2 21
4070 ~480  DiegoAmicabile 2 0.77990 23 12d
4071 ~480  charlyli04 (@ 0.77990 2 20
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I11.3 Seleccion y Ajuste del Modelo

Model Cross-validation score | Kaggle score
Previous best Kaggle score 82.3% 78.0%
Logistic regression baseline 82.5%

K-nearest neighbors, k == 1 78.3%

K-nearest neighbors, k == 19 82.4%

K-nearest neighbors, best model from grid search | 82.8% 75.6%
Random forests, default hyperparameters 82.0%

Random forests, best model from grid search 83.8% 77.1%

Combinando nuestras estrategias de seleccion
de caracteristicas, ingenieria de caracteristicas,
selecciobn de modelos y ajuste de modelos,
podremos seguir mejorando nuestra
puntuacion.

La siguiente y Ultima misidn de este curso es un
proyecto guiado, en el que te ensefiaremos a
combinar todo lo que has aprendido en un flujo
de trabajo de Kaggle de la vida real, y a seguir
mejorando tu puntuacion.
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

I11.4.1 Presentacion de los flujos de trabajo de la ciencia de los datos

Hasta ahora en este curso, has estado aprendiendo sobre las competiciones de Kaggle usando
misiones de Dataquest. Las misiones estdn muy estructuradas y tu trabajo es revisado en cada
paso del camino

Los proyectos guiados, por otro lado, son menos estructurados y se centran mds en la exploracion.
Los proyectos guiados te ayudan a sintetizar los conceptos aprendidos durante las misiones y a
practicar lo que has aprendido.

Los proyectos guiados son un puente entre el aprendizaje mediante las misiones de Dataquest y la

aplicacion de los conocimientos en tu propio ordenador, y tus respuestas no se comprueban como
en las misiones normales, aunque puedes acceder a un cuaderno de soluciones utilizando la parte

superior de la interfaz.
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Trabajar con proyectos guiados es una gran oportunidad para practicar algunas de las
habilidades adicionales que necesitards para hacer ciencia de datos por ti mismo, incluyendo la
practica de la depuracion utilizando todas las herramientas a tu disposicion, incluyendo la
blUsqueda de respuestas en Google, visitando Stack Overflow y consultando la documentacion de
los mddulos que estds utilizando.

Este proyecto guiado utiliza el cuaderno Jupyter, una aplicacidon web que permite combinar texto
y coédigo dentro de un mismo archivo, y que es una de las formas mas populares de explorar e
iterar cuando se trabaja con datos. EI cuaderno Jupyter te permite compartir facilmente tu
trabajo, y hace que la exploracion de datos sea mucho mas facil.

Si no estas familiarizado con el cuaderno Jupyter, te recomendamos que completes nuestro
proyecto guiado sobre el uso del cuaderno Jupyter para familiarizarte.
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https://stackoverflow.com/
http://jupyter.org/
https://www.dataquest.io/m/207/guided-project-using-jupyter-notebook

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

En este proyecto guiado, vamos a reunir todo lo que hemos aprendido en este curso y crear un
flujo de trabajo de ciencia de datos.

La ciencia de los datos, y en particular el aprendizaje automatico, contienen muchas dimensiones
de complejidad en comparaciéon con el desarrollo de software estdndar. En el desarrollo de
software estandar, el codigo que no funciona como se espera puede ser causado por una serie de
factores a lo largo de dos dimensiones:

« Errores en la implementacion

- Disefio del algoritmo

Los problemas de aprendizaje automatico tienen muchas mas dimensiones:
« Errores en la implementacion

- Diseno del algoritmo

« Problemas con el modelo

« Calidad de los datos
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

El resultado es que hay un nUmero exponencialmente mayor de lugares en los que el aprendizaje
automatico puede fallar.
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Este concepto se muestra en el diagrama anterior-tomado del excelente post, ¢Por qué es "dificil
el aprendizaje automatico? El punto verde es una solucién “correcta’, mientras que los puntos
rojos son soluciones incorrectas. En esta ilustracidn sélo hay un pequeno numero de
combinaciones incorrectas para la ingenieria de software, pero en el aprendizaje automatico esto
se vuelve exponencialmente mayor.

Al definir un flujo de trabajo para ti mismo, puedes darte un marco con el que hacer que la
iteracién de ideas sea mas rapida y facil, permiti€éndote trabajar mas eficientemente.

En esta misidn, vamos a explorar un flujo de trabajo para hacer mas facil competir en el concurso
Titanic de Kaggle, utilizando una canalizacion de funciones para reducir el nUmero de dimensiones

en las que hay que centrarse.

Para empezar, leeremos los archivos originales train.csv y test.csv de Kaggle.
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http://ai.stanford.edu/~zayd/why-is-machine-learning-hard.html
http://ai.stanford.edu/~zayd/why-is-machine-learning-hard.html

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Instrucciones

« Importar la biblioteca de pandas

» Utilice pandas para importar el archivo train.csv como train

« Utilice pandas para importar el archivo test.csv como holdout

. Mostrar las primeras lineas del marco de test (datos de prueba)
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

111.4.2 Preprocesamiento de datos

Una de las muchas ventajas de utilizar Jupyter es que (por defecto) utiliza el ndcleo de Ipython
(IPython kernel ) para ejecutar el codigo. Esto te da todos los beneficios de IPython, incluyendo la
finalizaciéon del cédigo y los comandos "'mdgicos”. (Si quieres leer mds sobre el funcionamiento
interno de Jupyter y cdémo puede ayudarte a trabajar de forma mds eficiente, puedes consultar
nuestra entrada del blog Jupyter Notebook Tips, Tricks and Shortcuts.

Podemos utilizar uno de esos comandos magicos, the %load command, para cargar un archivo
externo. El comando %load copiard el contenido del archivo en la celda actual del cuaderno. La
sintaxis es sencilla:

%load [filename]
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http://ipython.readthedocs.io/en/stable/
https://www.dataquest.io/blog/jupyter-notebook-tips-tricks-shortcuts/
http://ipython.readthedocs.io/en/stable/interactive/magics.html#magic-load

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Para ilustrar, digamos que tenemos un archivo llamado test.py con la siguiente linea de cddigo:

print("This 1is test.py")

Para utilizar la carga, simplemente escribimos lo siguiente en una celda de Jupyter:

%load test.py

Si ejecutamos la celda una vez mads, el cédigo se ejecutard, ddndonos la salida Esto es test.py.

Hemos creado un archivo, functions.py que contiene versiones de las funciones que creamos en
las primeras misiones de este curso, lo que te ahorrard volver a construir esas funciones desde

cero.

Vamos a importar ese archivo y a preprocesar nuestros datos de Kaggle.
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Instrucciones

- Utiliza el comando magico %load para cargar el contenido de functions.py en una celda del bloc
de notas y lee las funciones que has importado
« Crea una nueva funcion que:
« Acepte un pardmetro de marco de datos
. Aplica las funciones process_missing(), process_age(), process_fare(), process_titles() y
process_cabin() al dataframe
« Aplica la funcién create_dummies() a las columnas "Age_categories’, "Fare_categories’,
"Title" y "Sex".
« Devuelve el marco de datos procesado
« Aplicala funcidn recién creada a los marcos de datos de train y de los holdout
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

111.4.3 Exploracion de los datos

En las tres primeras misiones de este curso,
hemos realizado diversas actividades, en su
mayoria aisladas: Exploracidn de los datos,
creacidn de caracteristicas, seleccion de
caracteristicas, seleccidén y ajuste de diferentes
modelos.

El flujo de trabajo de Kaggle que vamos a
construir combinard todo esto en un proceso.

Exploracion de
Datos

Enviar a
Kaggel

Ingenieria de
Caracteristica
S

Seleccion de
Caracteristica
S

Seleccion de
Modelos/Ajust
e
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

- Exploracion de datos, para encontrar patrones en los datos

- Ingenieria de caracteristicas, para crear nuevas caracteristicas a partir de esos patrones o a
través de la pura experimentacion

- Seleccion de caracteristicas, para seleccionar el mejor subconjunto de nuestro conjunto actual
de caracteristicas

- Selecciénfajuste del modelo, para entrenar una serie de modelos con diferentes
hiperpardmetros hasta encontrar el que mejor funcione

Podemos seguir repitiendo este ciclo mientras trabajamos para optimizar nuestras predicciones. Al
final de cualquier ciclo que deseemos, también podemos utilizar nuestro modelo para hacer
predicciones en el conjunto de espera y luego enviarlo a Kaggle para obtener una puntuacién en
la tabla de clasificacion.

Mientras que los dos primeros pasos de nuestro flujo de trabajo son relativamente libres, mas
adelante en este proyecto crearemos algunas funciones que ayudardn a automatizar la
complejidad de los dos Ultimos pasos para que podamos avanzar mas rdpido.
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Por ahora, vamos a practicar la primera etapaq, la exploracion de los datos. Vamos a examinar las
dos columnas que contienen informacidon sobre los miembros de la familia que cada pasajero

llevaba a bordo: SibSp y Parch.

Si necesitas ayuda con las técnicas de exploracidon y visualizacidon de datos, quizd quieras
consultar nuestros cursos de Andlisis de Datos con Pandas y Visualizacion Exploratoria de Datos.
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https://www.dataquest.io/course/data-analysis-intermediate
https://www.dataquest.io/course/exploratory-data-visualization

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Instrucciones

« Revisa el diccionario de datos y las notas de las variables de la competicion Titanic en la web de
Kaggle para familiarizarte con las columnas SibSp y Parch
« Usa pandas y matplotlib para explorar esas dos columnas. Puede que te guste probar:
 Inspeccionar el tipo de las columnas
« Usar histogramas para ver la distribucion de los valores en las columnas
« Usar tablas dindmicas para ver la tasa de supervivencia para diferentes valores de las
columnas
« Encontrar una forma de combinar las columnas y observar la distribucidn resultante de los

valores y la tasa de supervivencia
 Escribir una celda markdown explicando tus conclusiones
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http://pandas.pydata.org/pandas-docs/stable/
https://matplotlib.org/api/pyplot_summary.html

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

I1l.4.4 Ingenieria de nuevas caracteristicas

Deberia haber descubierto en el paso anterior que, combinando los valores de SibSp y Parch en
una sola columna, sélo sobrevivieron el 30% de los pasajeros que no tenian familiares a bordo.

Si no ha llegado a esta conclusion, puede utilizar el segmento de cddigo siguiente para
comprobarlo por si mismo:

explore_cols = ["SibSp","Parch","Survived" ]
explore = train|explore_cols]|.copy()

explore['familysize'] =

explore[ ["S51bSp","Parch"] ] .sum(axis=1)

pivot = explore.pivot_table(index=col,values="5urvived")
pivot.plot.bar(ylim=(0,1),yticks=np.arange(0,1,.1))
plt.show()
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

En base a esto, podemos tener una idea para una nueva caracteristica — estaba el pasajero solo.
Esta serd una columna binaria que contiene el valor:

 1si el pasajero no tiene familiares a bordo

« 0 si el pasajero tiene uno o mds miembros de la familia a bordo

Continuemos y creemos esta caracteristica.
Instrucciones

« Cree una funcién que:
« Acepte un dataframe como entrada
- Agregue una nueva columna, isalone, que tenga un valor de O si el pasajero tiene 1 o0 mas
familiars abordo, y 1 si el pasajero no tiene familiars abordo.
« Regrese el nuevo dataframe
« Apligue la nueva funcién creada a los dataframes train y holdout
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

111.4.5 Seleccion de las caracteristicas mas eficaces

El siguiente paso en nuestro flujo de trabajo es la seleccidon de caracteristicas. En la misidon de
Preparacion, seleccion e Ingenieria de las Caracteristicas, utilizamos la clase
feature selection.RFECV class de scikit-learn para automatizar la seleccidon de las caracteristicas
de mejor rendimiento mediante la eliminacion recursiva de caracteristicas.

Para acelerar nuestro flujo de trabajo en Kaggle, podemos crear una funcidn que realice este paso
por nosotros, o que significard que podemos realizar la seleccidn de caracteristicas llamando a
una funcién autbnoma y centrar nuestros esfuerzos en la parte mas creativa: explorar los datos e
ingeniar nuevas caracteristicas.
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https://www.dataquest.io/m/186/feature-preparation-selection-and-engineering
https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.RFECV.html

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Tal vez recuerde que el primer pardmetro al instanciar un objeto RFECV() es un estimador. En su
momento utilizamos un estimador de Regresion Logistica, pero desde entonces hemos descubierto
en la mision de Seleccién y Ajuste de Modelos que los Bosques Aleatorios parecen ser un mejor
algoritmo para esta competicion de Kaggle.

Vamos a escribir una funcion que:
« Acepte un marco de datos como entrada
« Realiza la preparacion de los datos para el aprendizaje automatico

 Utiliza la eliminacién recursiva de caracteristicas y el algoritmo de bosques aleatorios para
encontrar el conjunto de caracteristicas de mejor rendimiento
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https://www.dataquest.io/m/187/model-selection-and-tuning

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Instrucciones

« Importar feature_selection.RFECV y ensemble.RandomForestClassifier
- Crear una funcién, select_features(), que:
« Acepte un marco de datos como entrada
« Elimina cualquier columna no numérica o que contenga valores nulos
- Crea las variables all_X y all_y, asegurdndose de que all_X no contiene las columnas
Passengerld o Survived
- Utiliza feature_selection.RFECV y ensemble.RandomForestClassifier para realizar la
eliminacioén recursiva de caracteristicas utilizando
« all_Xyall_y
« Un estado aleatoriode
« Validacion cruzada de 10 veces
Imprime una lista de las mejores columnas de la eliminacidn recursiva de caracteristicas
« Devuelve una lista de las mejores columnas de la eliminacion recursiva de caracteristicas
« Ejecuta la funcidn recién creada utilizando el marco de datos de entrenamiento (train) como
entrada y asigna el resultado a una variable
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

111.4.6 Seleccion y ajuste de diferentes algoritmos

Al igual que hicimos con la seleccidon de caracteristicas, podemos escribir una funcién que haga el
trabajo pesado de la seleccidn y ajuste del modelo. La funcidn que crearemos utilizard tres
algoritmos diferentes y utilizard la bdsqueda en cuadricula para entrenar utilizando diferentes
combinaciones de hiperpardmetros para encontrar el modelo de mejor rendimiento.

Podemos lograr esto mediante la creacion de una lista de diccionarios, es decir, una lista donde
cada elemento de la lista es un diccionario. Cada diccionario debe contener:

« El nombre del modelo particular

« Un objeto estimador para el modelo

« Un diccionario de hiperpardmetros que utilizaremos para la busqueda en la red
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Este es un ejemplo de cdmo serd uno de estos diccionarios:

"name": "KNeighborsClassifier",
"estimator": KNeighborsClassifier(),
"hyperparameters":

i

"n_neighbors": range(l1,20,2),
"weights": ["distance", "uniform"],
"algorithm": ["ball_tree", "kd_tree",

"brute"],
}

A continuacidn, podemos utilizar un bucle for para iterar sobre la lista de diccionarios, y para cada
uno podemos utilizar el model selection.GridSearchCV class de scikit-learn para encontrar el

mejor conjunto de pardmetros de rendimiento, y anadir valores para el conjunto de pardmetros y
la puntuacion al diccionario.

Finalmente, podemos devolver la lista de diccionarios, que tendrd nuestros objetos GridSearchCV
entrenados, asi como los resultados para que podamos ver cudl fue el mas preciso.
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111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Instrucciones

« Importe model_selection.GridSearchCV, neighbors import KNeighborsClassifier, y linear model
import LogisticRegression

. Cree una funcién, select_model(), que:

Acepte un dataframe y una lista de caracteristicas como entrada

Divide el marco de datos en all_X (que contiene sélo las caracteristicas del pardmetro de
entrada) y all_y

Contiene una lista de diccionarios, cada uno de los cuales contiene un hombre de modelo, su
estimador y un diccionario de hiperpardmetros

LogisticRegression, utilizando los siguientes hiperpardmetros:

. "solver":?"newton—cg", "Ibfgs”, "liblinear"]

KNeighborsClassifier, utilizando los siguientes hiperpardmetros :

+ "n_neighbors": range(1,20,2)

. "weights": ["distance”, "uniform’]

. "algorithm": ["ball_tree", "kd_tree", "brute’]

- "p"[1,2]
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https://app.dataquest.io/m/188/guided-project:-creating-a-kaggle-workflow/6/scikit-learn.org/0.18/modules/generated/sklearn.model_selection.GridSearchCV.html
https://app.dataquest.io/m/188/guided-project:-creating-a-kaggle-workflow/6/scikit-learn.org/stable/modules/generated/sklearn.neighbors.KNeighborsClassifier.html
https://app.dataquest.io/m/188/guided-project:-creating-a-kaggle-workflow/6/scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://app.dataquest.io/m/188/guided-project:-creating-a-kaggle-workflow/6/scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
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- RandomForestClassifier, utilizando los siguientes hiperpardmetros:
« "n_estimators": [4, 6, 9]
. ‘criterion”: ["entropy", "gini"]
+ "'max_depth": [2, 5,10]
.« "max_features™ ["log2", "sqrt’]
« "'min_samples_leaf": [1, 5, 8]
« "'min_samples_split": [2, 3, 5]
* Iterar sobre esa lista de diccionarios, y para cada diccionario
« Imprime el nombre del modelo
« Instanciar un objeto GridSearchCV() utilizando el modelo, el diccionario de hiperpardmetros
y especificar la validacion cruzada de 10 veces
- Ajustar el objeto GridSearchCV() utilizando all_X y all_y
« Asignar los par@metros y la puntuacién del mejor modelo al diccionario
« Asignar al diccionario el mejor estimador del mejor modelo
« Imprime los pardmetros y la puntuacion del mejor modelo
- Devuelve la lista de diccionarios
. Ejecutar la funcién recién creada utilizando el marco de datos de train (entrenamiento) y la
salida de select_features() como entradas y asignar el resultado a una variable
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111.4.7 Como hacer un envio a Kaggle

Después de ejecutar la funcién, tendrd tres puntuaciones de tres modelos diferentes. En este punto del flujo de
trabajo tienes que tomar una decisidén: ¢Quieres entrenar a tu mejor modelo en el conjunto de retencidon y
hacer una presentacidon en Kaggle, o quieres volver a las caracteristicas de ingenieria.

Es posible que la adicién de una caracteristica a su modelo no mejore su precisidon. En ese caso, deberias
volver a la exploracidon de datos y repetir el ciclo de nuevo.

Si vas a estar continuamente enviando a Kaggle, una funcién te ayudard a hacer esto mas facil. Vamos a
crear una funcidn para automatizar esto.

Ten en cuenta que en nuestro entorno de Jupyter Notebook, el DataFrame.to csv() method guardarda el CSV
en el mismo directorio que tu cuaderno, al igual que lo haria si estds ejecutando Jupyter localmente. Para
descargar el CSV de nuestro entorno, puedes hacer clic en el botdon ‘download’ para descargar todos los
archivos de tu proyecto como un tar file, o hacer clic en el logo de Jupyter en la parte superior de la interfaz, y

navegar hasta el propio CSV para descargar sélo ese archivo.
CAIEC® Version 062021 ‘ 4



https://pandas.pydata.org/pandas-docs/stable/generated/pandas.DataFrame.to_csv.html
https://wiki.haskell.org/How_to_unpack_a_tar_file_in_Windows

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Instrucciones

« Crear una funcién, save_submission_file(), que:
« Acepta un modelo entrenado y una lista de columnas como argumentos obligatorios, y un
argumento opcional de nombre de archivo
« Utiliza el modelo para realizar predicciones en el marco de datos de retencion (holdout)
utilizando las columnas especificadas
- Transforma las predicciones en un marco de datos de presentacion con las columnas
PassengerID y Survived especificadas por Kaggle
« Guarda ese marco de datos en un archivo CSV con un nombre de archivo predeterminado o
el nombre de archivo especificado por el argumento opcional
. Recupera el modelo de mejor rendimiento de la variable devuelta por select_model()
. Utilice save_submission_file() para guardar un archivo CSV de predicciones

- Descargue ese archivo y envielo a Kaggle
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https://www.kaggle.com/c/titanic#evaluation

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

[

111.4.8 Proxima mision

En este proyecto guiado, hemos creado un flujo
de trabajo reproducible para ayudarnos a iterar
sobre las ideas y seguir mejorando la precision
de nuestras predicciones. También creamos
funciones de ayuda que hardn que la seleccidn
de caracteristicas, la selecciéon/ajuste del
modelo y la creacidn de envios sean mucho
mas faciles mientras seguimos explorando los
datos y creando nuevas caracteristicas.

Exploracion de
Datos

Enviar a
Kaggel

Ingenieria de
Caracteristica
S

Seleccion de
Caracteristica
S

Seleccion de
Modelos/Ajust
e
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Te animamos a que sigas trabajando en esta competicidon de Kaggle. A continuacion, se muestran

algunas sugerencias de los proximos pasos:

« Continte explorando los datos y creando nuevas funciones, siguiendo el flujo de trabajo y
utilizando las funciones que creamos

« Lea mdas sobre Titanic y esta competicion de Kaggle para obtener mds ideas para nuevas
caracteristicas.

- Use algun algoritmo diferente en la funcién select_model() , como maquinas de vectores de
apoyo, descenso de gradiente estocdstico o modelos lineales perceptron

- Experimente con RandomizedSearchCV en vez de GridSearchCV para acelerar su
funcion select_features()

Puede continuar trabajaondo en esta competicidn dentro de este ambiente de proyecto guiado y
guardar archivos para enviar si lo desea aungque le recomendamos que configure su propio
entorno de Python para que pueda trabajar en su propia computadora. Tenemos la guia de
instalacion de Python que lo guiard a través de coémo hacer esto.
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http://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
http://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.SGDClassifier.html
http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.Perceptron.html
http://scikit-learn.org/stable/modules/generated/sklearn.model_selection.RandomizedSearchCV.html
https://www.dataquest.io/m/203/project-python-and-pandas-installation/
https://www.dataquest.io/m/203/project-python-and-pandas-installation/

111.4 Proyecto Guiado: Creacion de un Flujo de Trabajo Kaggle

Por ultimo, aunque la competicidon Titanic es estupenda para aprender a enfocar tu primera
competicidon de Kaggle, recomendamos que no pases muchas horas centrado en intentar llegar a
la cima de la tabla de clasificacidon. Con un conjunto de datos tan pequeno, hay un limite en
cuanto a la calidad de tus predicciones, y tu tiempo estaria mejor invertido en competiciones mas
complejas.

Una vez que sientas que tienes una buena comprension del flujo de trabajo de Kaggle, deberias
mirar otras competiciones - una gran competicién es la de Precios de la Vivienda. Tenemos un
gran tutorial para empezar con esta competicion en nuestro blog.

¢Tienes curiosidad por ver lo que otros estudiantes han hecho en este proyecto? Dirigete a nuestra
Comunidad para verlos. Mientras estds alli, recuerda mostrar algo de amor y dar tus propios
comentarios.

Y, por supuesto, te invitamos a que compartas tu propio proyecto y muestres tu duro trabajo.
Dirigete a nuestra Comunidad para compartir tu proyecto guiado terminado.
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https://www.kaggle.com/c/house-prices-advanced-regression-techniques
https://www.dataquest.io/blog/kaggle-getting-started/
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https://community.dataquest.io/tags/c/social/share/49/188
https://community.dataquest.io/tags/c/social/share/49/188
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IV.1 Presentacion de TensorFlow

TensorFlow es uno de los famosos marcos de
aprendizaje profundo, desarrollado por el equipo de
Google. Es una biblioteca de software libre y de codigo
abierto y disefnado en lenguaje de programacion
Python, este tutorial estd disefado de tal manera que
podemos implementar facilmente el proyecto de
aprendizaje profundo en TensorFlow de una manera
facil y eficiente.

La palabra TensorFlow se compone de dos palabras,

es decir, Tensory Flow:
1. Tensor es una matriz multidimensional

2. Flow se utiliza para definir el flujo de datos en la
operaciéon

TensorFlow se utiliza para definir el flujo de datos en la
operacidon en una matriz multidimensional o Tensor.

TensorFlow

fffff

!!!!!
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+++++

Adicion

Multnphcacnon

%
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https://tensorflow-object-detection-api-tutorial.readthedocs.io/en/latest/install.html
https://tensorflow-object-detection-api-tutorial.readthedocs.io/en/latest/install.html

IV.1 Presentacion de TensorFlow

IV.1.1 Historia de TensorFlow

Hace ya muchos afos que el aprendizaje profundo empezd a superar a todos los demdas
algoritmos de aprendizaje automdatico cuando se le facilitan muchos datos. Google ha visto que
podia utilizar estas redes neuronales profundas para mejorar sus servicios:

« El motor de busqueda de Google

« Gmalil

* Fotos

Construyen un marco llamado TensorFlow para permitir a los investigadores y desarrolladores
trabajar juntos en un modelo de IA. Una vez aprobado y escalado, permite que mucha gente lo
utilice. Fue lanzado por primera vez en 2015, mientras que la primera version estable llegd en 2017.
Es una plataforma de cbédigo abierto bajo la licencia Apache Open Source. Podemos utilizarla,
modificarla y reorganizar la version revisada de forma gratuita sin pagar nada a Google.
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IV.1.2 Componentes de TensorFlow

El nombre de TensorFlow se deriva de su ndcleo,
“Tensor". Un tensor es un vector o una matriz de
n dimensiones que representa todo tipo de
datos. Todos los valores de un tensor tienen un
tipo de datos similar con una forma conocida.
La forma de los datos es la dimensidon de la
matriz o de un array.

Un tensor puede ser generado a partir de los
datos de entrada o del resultado de un cdlculo.
En TensorFlow, todas las operaciones se realizan
dentro de un grafo. El grupo es un conjunto de TensorFlow hace uso de un marco grdfico. El
cdlculos que se redlizan sucesivamente. Cada grdfico redne y describe todos los cdlculos
operacion se llama un nodo op estdn realizados durante el entrenamiento.
conectados.
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IV .1.3 Ventajas

« Se ha fijado para que funcione en multiples CPUs o GPUs y sistemas operativos moviles

+ La portabilidad del grafico permite conservar los calculos para su uso actual o posterior. El grafo
puede guardarse porgue puede ejecutarse en el futuro

« Todo el cdmputo en el gréfico se realiza conectando tensores

Considere la siguiente expresion a= (b+c)*(c+2). Podemos dividir las funciones en los siguientes
componentes:

d=b+c

e=c+2

a=d*e

Ahora, podemos representar estas operaciones de forma grdafica a continuacion:
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Una sesidén puede ejecutar la operacion desde el
grafico. Para alimentar el grafico con el valor de
un tensor, necesitamos abrir una sesion. Dentro
de una sesidn, debemos ejecutar un operador
para crear una salida.
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IV.1.4 ¢Por qué es popular TensorFlow?

TensorFlow es la mejor biblioteca para todos porque es accesible para todos. La biblioteca
TensorFlow integra diferentes API para crear una drquitectura de aprendizaje profundo a escala
como CNN (Red Neural Convolucional) o RNN (Red Neural Recurrente).

TensorFlow se basa en la computacion de grafos; puede permitir al desarrollador crear la
construccidon de la red neuronal con Tensorboard. Esta herramienta ayuda a depurar nuestro
programa. Se ejecuta en la CPU (Unidad Central de Procesamiento) y en la GPU (Unidad de
Procesamiento Grafico).
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Reconocimiento

de voz/sonido

IV .1.5 Casos de uso/aplicaciones de TensorFlow Reconocimiento de imagenes

TensorFlow proporciona funcionalidades vy Casos de uso
servicios sorprendentes en comparaciéon con de TensorFlow

otros marcos de aprendizaje profundo
populares. TensorFlow se utiliza para crear una EECCONEEVIEED

red neuronadl a gran escala con muchas capas.

Series temporales

Aplicacion basada
en texto
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Se utiliza principalmente para problemas de aprendizaje profundo o aprendizaje automatico como
la Clasificacion, Percepcion, Comprension, Descubrimiento, Prediccion y Creacion.

Reconocimiento de voz/sonido

Las aplicaciones de reconocimiento de voz y sonido son los casos de uso mds conocidos del

aprendizaje profundo. Si las redes neuronales tienen una alimentacién de datos de entrada

adecuadaq, las redes neuronales son capaces de entender las sefiales de audio. Por ejemplo:

- El reconocimiento de voz se utiliza en el Internet de las Cosas, la automocién, la seguridad y la
ux/ui

- El andlisis de sentimientos se utiliza sobre todo en la gestion de las relaciones con los clientes
(CRM)

- Ladeteccién de fallos (ruido del motor) se utiliza sobre todo en la automocidén y la aviacién

- Labiasqueda por voz se utiliza sobre todo en la gestidn de las relaciones con los clientes (CRM)
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Reconocimiento de imagenes

El reconocimiento de imdgenes es la primera aplicacion que popularizd el aprendizaje profundo y el
aprendizaje automdatico. Las telecomunicaciones, las redes sociales y los fabricantes de teléfonos mobviles
utilizan principalmente el reconocimiento de imdgenes. También se utiliza para el reconocimiento facial, la
bUsqueda de imagenes, la deteccidon de movimiento, la vision artificial y la agrupacion de fotos.

Por ejemplo, el reconocimiento de imdgenes se utiliza para reconocer e identificar personas y objetos en las
imdagenes. El reconocimiento de imdgenes se utiliza para entender el contexto y el contenido de cualquier
imagen.

Para el reconocimiento de objetos, TensorFlow ayuda a clasificar e identificar objetos arbitrarios dentro de
imdagenes mads grandes. También se utiliza en aplicaciones de ingenieria para identificar la forma con fines de
modelado (reconstrucciéon 3D a partir de una imagen 2D) y en Facebook para el etiquetado de fotos.

Por ejemplo, el aprendizaje profundo utiliza TensorFlow para analizar miles de fotos de gatos. Asi, un algoritmo

de aprendizaje profundo puede aprender a identificar a un gato porque este algoritmo se utiliza para encontrar
caracteristicas generales de objetos, animales o personas.
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Series temporales

El aprendizaje profundo utiliza algoritmos de series temporales para examinar los datos de las
series temporales y extraer estadisticas significativas. Por ejemplo, ha utilizado las series
temporales para predecir el mercado de valores.

La recomendacion es el caso de uso mds comun para las series temporales. Amazon, Google,
Facebook y Netflix estdn utilizando el aprendizaje profundo para la sugerencia. Asi, el algoritmo de
aprendizaje profundo se utiliza para analizar la actividad del cliente y compararla con la de
millones de otros usuarios para determinadr lo que al cliente le puede gustar comprar o ver.

Por ejemplo, se puede utilizar para recomendarnos programas de televisidn o peliculas que le
gustan a la gente basdndose en programas de television o peliculas que ya hemos visto.
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Deteccion de video

El algoritmo de aprendizaje profundo se utiliza para la deteccion de video. Se utiliza para la deteccion de
movimiento, la deteccidn de amenazas en tiempo real en los juegos, la seguridad, los aeropuertos y el campo
de la interfaz de usuario/UX.

Por ejemplo, la NASA estd desarrollando una red de aprendizaje profundo para la agrupacién de objetos de
asteroides y la clasificacién de orbitas. Asi, puede clasificar y predecir NEOs (Near Earth Objects).

Aplicaciones basadas en texto

Las aplicaciones basadas en texto también son un algoritmo de aprendizaje profundo muy popular. El andlisis
sentimental, las redes sociales, la deteccidbn de amenazas y la deteccidn de fraudes son ejemplos de
aplicaciones basadas en texto.

Por ejemplo, Google Translate soporta mds de 100 idiomas.

Algunas empresas que actualmente utilizan TensorFlow son Google, AirBnb, eBay, Intel, DropBox, Deep Mind,

Airbus, CEVA, Snapchat, SAP, Uber, Twitter, Coca-Cola e IBM.
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IV 1.6 Caracteristicas de TensorFlow

TensorFlow tiene una interfaz de programacion interactiva multiplataforma que es escalable y
fiable en comparacidon con otras bibliotecas de aprendizaje profundo que estdn disponibles.

Estas caracteristicas de TensorFlow nos hablan de la popularidad de TensorFlow.
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Caracteristicas de Tensorflow

01.
Construccién Fltg(zil;l .
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03.
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eglstrador de Eventos Entrenamlento de Redes
(con TensorBoard) Neuronales Paralelas

Componentes
por Capas
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Construccion de respuesta

Podemos visualizar cada parte del gréfico, lo que no es una opcidén al utilizar Numpy o SciKit. Para
desarrollar una aplicacion de aprendizaje profundo, en primer lugar, hay dos o tres componentes
que se requieren para crear una aplicacion de aprendizaje profundo y necesitan un lenguaje de
programacion.

Flexible

Es una de las caracteristicas esenciales de TensorFlow segun su operatividad. Tiene modularidad y
partes que queremos hacer independientes.

Facilmente Entrenable

Es facilmente entrenable en CPU y para GPU en computacion distribuida.
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Gran comunidad

Google lo ha desarrollado, y ya existe un gran equipo de ingenieros de software que trabajan continuamente
en la mejora de la estabilidad.

Codigo abierto

Lo mejor de la biblioteca de aprendizaje automatico es que es de coddigo abierto, por lo que cualquiera puede
utilizarla siempre que tenga conexidon a Internet. Asi, la gente puede manipular la biblioteca y crear una
fantastica variedad de productos UGtiles. Ademads, se ha convertido en otra comunidad de bricolaje que cuenta
con un foro masivo para las personas que se inician en ella y las que tienen dificultades para utilizarla.

Columnas de caracteristicas

TensorFlow tiene columnas de caracteristicas que podrian ser consideradas como intermediarias entre los
datos en bruto y los estimadores; en consecuenciaq, el puente de los datos de entrada con nuestro modelo.

La caracteristica siguiente describe cdmo se implementa la columna de caracteristicas.
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Caracteristicas
Vi
@ input_fn(): \
return
{
"SepalLength": [ ... ],
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classifier = DNNClassifier(

feature_columns=feature_columns,

hidden_units=[16, 18],
n_classes=3,
model_dir=PATH)
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/
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Disponibilidad de distribuciones estadisticas

Esta libreria proporciona funciones de distribucidbn como Bernoulli, Beta, Chi2, Uniforme, Gamma,
que son esenciales, especialmente cuando se consideran enfoques probabilisticos como los
modelos bayesianos.

Componentes en capas
TensorFlow produce operaciones en capas de peso y sesgo de la funcidon como tf.contrib.layers y
también proporciona la normalizacidon de lotes, la capa de convolucion, y la capa de abandono.

Asi que tf.contrib.layers.optimizers tiene optimizadores como Adagrad, SGD, Momentum que se
utilizan a menudo para resolver problemas de optimizacidon para el andlisis numeérico.
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Visualizador (Con TensorBoard)

Podemos inspeccionar una representacion diferente de un modelo y hacer los cambios necesarios
mientras lo depuramos con la ayuda de TensorBoard.

Registrador de eventos (con TensorBoard)

Es como en UNIX, donde usamos tail - f para monitorear la salida de las tareas en el cmd. Se
comprueba, el registro de eventos y resimenes de la grafica y la produccion con el TensorBoard.
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IV.2.1 Perceptron de una capa en TensorFlow

El perceptron es una unidad de procesamiento de
cualquier red neuronal. Propuesto por Frank
Rosenblatt por primera vez en 1958, es una neurona
simple que sirve para clasificar su entrada en una o
dos categorias. El perceptréon es un clasificador lineal
y se utiliza en el aprendizaje supervisado. Ayuda a
organizar los datos de entrada dados.

Un perceptron es una unidad de red neuronal que
realiza un cdlculo preciso para  detectar
caracteristicas en los datos de entrada. El perceptrén
se utiliza principalmente para clasificar los datos en
dos partes. Por lo tanto, también se conoce como
clasificador binario lineal.
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IN_2

IN_3

IN_4

IN_5

INPUT UNITS

HIDDEN UNITS

Out 1

Qut 2

QUTPUT UNITS
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El perceptron utiliza la funcién de paso que devuelve +1 si la suma ponderada de su entrada es 0y
-1.

La funcién de activacioén se utiliza para mapear la entrada entre el valor requerido como (0, 1) o (-],

1).

Una red neuronal normal tiene el siguiente aspecto:
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El perceptron consta de 4 partes

1. Valor de entrada o una capa de entrada: La capa de entrada del perceptron estd formada por
neuronas artificiales de entrada y toma los datos iniciales en el sistema para su posterior
procesamiento

2. Pesosy sesgo

- Peso: Representa la dimension o fuerza de la conexidn entre unidades. Si el peso del nodo 1 al
nodo 2 tiene una cantidad mayor, entonces la neurona 1 tiene una influencia mas
considerable sobre la neurona

« Sesgo: Es lo mismo que el intercepto anadido en una ecuacién lineal. Es un pardmetro
adicional cuya tarea es modificar la salida junto con la suma ponderada de la entrada a la
otra neurona

3. Suma nheta: Calcula la suma total

4. Funcion de activacion: Una neurona puede ser activada o no, estd determinada por una
funcién de activacion La funcidn de activacion calcula una suma ponderada y ademdas anade
un sesgo con ella para dar el resultado
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Una red neuronal estdndar tiene el aspecto del siguiente diagrama.
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¢<Como funciona? B. En este paso, se suman todos los valores
El perceptron funciona segln estos sencillos incrementados y se les llama Suma
pasos que se indican a continuacion: Ponderada

. El término con el que
A. En el primer paso, todas las entradas x se terminamos

multiplican con sus pesos w

Sigma 5
X . W para
la suma \ )
La férmula para
X2. W2 K ¢ el término nth

Salid

—CO—@ Y(0or1) / \
K es el indice (Es

Entrada | X:. W-
S

Xa. W como un contador. El término con el que
Algunos libros empezamos
utilizan i,)
Xs. Ws

V4
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C. En nuestro Ultimo paso, aplicar la suma ponderada a una Funcidon de Activacién correcta. Por
ejemplo: Una funcidn de activacion de pasos unitarios.

Paso de unidad
(umbral)
A

foifo>x
X)=11ifx >0
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Existen dos tipos de arquitectura. Estos tipos se centran en la funcionalidad de las redes
neuronales artificiales como sigue:

« Perceptron de una capa

« Perceptron multicapa

El perceptron de una capa fue el primer modelo de red neuronal, propuesto en 1958 por Frank
Rosenbluth. Es uno de los primeros modelos de aprendizaje. Nuestro objetivo es encontrar una
funcién de decisién lineal medida por el vector de pesos w y el pardmetro de sesgo b.

Para entender la capa del perceptron, es necesario comprender las redes neuronales artificiales
(RNA). La red neuronal artificial (RNA) es un sistema de procesamiento de informacién cuyo
mecanismo se inspira en la funcionalidad de los circuitos neuronales bioldgicos. Una red neuronal
artificial se compone de varias unidades de procesamiento que estdn interconectadas.
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Esta es la primera propuesta cuando se construye el modelo neuronal. El contenido de la memoria
local de la neurona contiene un vector de pesos.

El perceptron monovectorial se calcula calculando la suma del vector de entrada multiplicada por
el elemento correspondiente del vector, aumentando cada vez la cantidad del componente
correspondiente del vector por el peso. El valor que apadrece en la salida es la entrada de una
funcién de activacion.

Centrémonos en la implementacién de un perceptron de una sola capa para un problema de

clasificacion de imagenes utilizando TensorFlow. El mejor ejemplo de dibujar un perceptron de una
capa es a través de la representacion de la “regresion logistica®.
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Ahora, tenemos que hacer los siguientes pasos necesarios de entrenamiento de regresion
logistica:

Los pesos se inicializan con los valores aleatorios al inicio de cada entrenamiento

Para cada elemento del conjunto de entrenamiento, se calcula el error con la diferencia entre la
salida deseada y la salida real. El error calculado se utiliza para ajustar el peso

El proceso se repite hasta que el error cometido en todo el conjunto de entrenamiento sea
inferior al limite especificado hasta que se haya alcanzado el nUmero mdaximo de iteraciones
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Codigo completo del perceptron de una capa

import tensorflow as tf cost = tf.reduce_mean, (-tf.reduce_sum (cross_entropy, reduction_indice = 1))
import matplotlib.pyplot as plt optimizer = tf.train.GradientDescentOptimizer(learning_rate).minimize(cost)
# Parameters #Plot settings

learning_rate = 0.01 avg_set = []

training_epochs = 25 epoch_set = []

batch_size = 100
- # Initializing the variables where init = tf.initialize_all_variables()

display_step = 1
Play_sep # Launching the graph

with tf.Session() as sess:
# tf Graph Input

sess.run(init
x = tf.placeholder("float", [none, 784]) # MNIST data image of shape 28%28 = 784 L3

y = tf.placeholder("float", [none, 10]) # 0-9 digits recognition => 10 classes

# Create model # Training of the cycle in the dataset

# Set model weights for epoch in range(training_epochs):

W = tf.variable(tf.zeros([784, 10])) avg_cost = 0.

b = tf.variable(tf.zeros([10])) total_batch = int(mnist.train.num_example/batch_size)

# Constructing the model
activation=tf.nn.softmaxx(tf.matmul (x, W)+b) # Softmax
of function

# Minimizing error using cross entropy

cross_entropy = y*tf.log(activation)
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# Creating loops at all the batches in the code
# Test the model
for i in range(total_batch):
correct_prediction = tf.equal (tf.argmax (activation, 1),tf.argmax(y,1))
batch_xs, batch_ys = mnist.train.next_batch({batch_size)

# Fitting the training by the batch data sess.run(optimizr, feed_dict = { # Calculating the accuracy of dataset

x: batch_xs, y: batch_ys}) accuracy = tf.reduce_mean(tf.cast (correct_predicticn, "float")) print

# Compute all the average of loss avg_cost += sess.run{cost, \ feed_dict = { ("Model accuracy:", accuracy.eval({x:mnist.test.images, y: mnist.test.labels}))
x: batch_xs, \ y: batch_ys}) //total batch
# Display the logs at each epoch steps
if epoch % display_step==0:
print("Epoch:", '%04d' % (epoch+1), "cost=", "{:.9f}".format (avg_cost))
avg_set.append(avg_cost) epoch_set.append(epoch+1)

print ("Training phase finished™)

plt.plot{epoch_set,avg_set, 'o’, label = 'Logistics Regression Training")
plt.ylabel('cost")

plt.xlabel('epoch’)

plt.legend()

plt.show()
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El Resultado del Cédigo:
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La regresion logistica se considera un andlisis predictivo. La regresidon logistica se utiliza
principalmente para describir datos y para explicar la relacidn entre la variable binaria
dependiente y una o varias variables nominales o independientes.

1.2 = - —
L @ Logistic Regression Training phase

1.0

0.8

cost

0.6

0.4 - ® 99
L
...""l---oo

T T T T T T
0 5 10 15 20 25
epoch
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IV.2.2 Perceptron de capa oculta en TensorFlow

Una capa oculta es una red neuronal artificial que se encuentra entre las capas de entrada y las
de salida. Las neuronas artificiales reciben un conjunto de entradas ponderadas y producen una
salida mediante una funcién de activacion. Es una parte de casi y neural en la que los ingenieros
simulan los tipos de actividad que se dan en el cerebro humano.

La red neuronal oculta se configura en algunas técnicas. En muchos casos, las entradas
ponderadas se asignan al azar. En otros, se ajustan y calibran mediante un proceso llamado retro
propagacion.

La neurona artificial de la capa oculta del perceptron funciona como una neurona biolégica en el
cerebro: toma sus sefales de entrada probabilisticas y trabaja con ellas. Y las convierte en una
salida correspondiente al axén de la neurona bioldégica.
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Las capas posteriores a la de entrada se denominan ocultas porque resuelven directamente la
entrada. La estructura de red mas sencilla es tener una sola neurona en la capa oculta que emite
directamente el valor.

El aprendizaje profundo puede referirse a tener muchas capas ocultas en nuestra red neuronal.
Son profundas porque histéricamente han sido inimaginablemente lentas de entrenar, pero
pueden tardar segundos o minutos en prepararse utilizando técnicas y hardware modernos.

Una sola capa oculta construird una red sencilla.

El codigo de las capas ocultas del perceptrédn se muestra a continuacion:
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#Importing the essential modules in the hidden layer
import tensorflow as tf

import numpy as np

import mat

plotlib.pyplot as plt

import math, random

np.random.seed{1000)
function_to_learn = lambda x: np.cos(x) + 0.1*np.random.randn{*x.shape)
layer_1_neurcns = 10

NUM_points = 1000
#Train the parameters of hidden layer
batch_size = 100

NUM_EPOCHS = 1500

all_x = np.float32({np.random.uniform(-2*math.pi, 2*math.pi, {1, NUM_points))).T

np.random.shuffle(all_x)

train_size = int(200)
#Train the first 700 peints in the set x_training = all_x[:train_size]

y_training = function_to_learn(x_training)

#Training the last 300 points in the given set x_wvalidation = all_x[train_size:]

y_validation = function_to_learn(x_validation)

plt.figure{1)

plt.scatter(x_training, y_{training, c = 'blue’, label = 'train")
plt.scatter(x_validation, y_validation, ¢ = 'pink’, label = "validation")
plt.legend()

plt.show()

X = tf.placeholder(tf.float32, [None, 1], name = "X")
Y = tf.placeholder(tf.float32, [None, 1], name = "Y")

#first layer

#Number of neurons = 10

CAIEC® Version 062021




1IV.2 Fuhdamentos de TensorFlow

w_h = tf.variable(

tf.random_uniform([1, layer_1_neurons],\ minval = -1, maxval = 1, dtype = tf.float32))
b_h = tf.Variable(tf.zeros([1, layer_1_neurons], dtype = tf.float32))
h = tf.nn.sigmoid(tf.matmul (X, w_h) + b_h)

#output layer
#Number of neurons = 10
w_o = tf.Variable(
tf.random_uniform([layer_1_neurans, 1],% minval = -1, maxval = 1, dtype = tf.float32))

b_o = tf.Variable(tf.zeros([1, 1], dtype = tf.float32))

#building the model

model = tf.matmul{h, w_o) + b_o

#minimize the cost function (model - Y)

train_op = tf.train. AdamOptimizer().minimize(tf.nn.12_loss(model - Y))

#5tarting the Learning phase

sess = tf.Session() sess.run(tf.initialize_all_variables()})

errors = []
for i in range(NUM_EPOCHS):
for start, end in zip(range(0, len{x_training), batch_size),\
range(batch_size, len(x_training), batch_size)):
sess.run(train_op, feed_dict = {X: x_training[start:end],\ ¥: y_training[start:end]})
cost = sess.run(tf.nn.12_loss(model - y_wvalidation),% feed_dict = {X:x_wvalidaticn})

errors.append(cost)

if i%100 == 0:

print("epoch %d, cost = %g" % (i, cost))

plt.plot{errors, label="MLP Function Approximation') plt.xlabel('epochs’)
plt.ylabel('cost")
plt.legend()

plt.show()
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IV.2.3 Redes neuronales artificiales en TensorFlow

Las redes neuronales o redes neuronales artificiales (RNA) se modelan igual que el cerebro
humano. El cerebro humano tiene una mente para pensar y analizar cualquier tarea en una
situacién concreta.

Pero, ¢cOmo puede una maquina pensar asi? Para ello se disend un cerebro artificial que se
conoce como red neuronal. La red neuronal estd formada por muchos perceptrones.

El perceptron es una red neuronal de una sola capa. Es un clasificador binario y forma parte del
aprendizaje supervisado. Un modelo simple de la neurona bioldgica en una red neuronal artificial
se conoce como perceptron.

La neurona artificial tiene entrada y salida.
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Input 0

utput El cerebro humano tiene neuronas para

transmitir informacioén, y la red neuronal tiene
nodos para realizar la misma tarea. Los nodos
son las funciones matematicas. Una red

Representacion matematica del modelo de neuronal se basa en la estructura y funcion de
perceptron. las redes neuronales bioldgicas.

Input 1

n Una red neuronal cambia o aprende por si
misma en funcidén de la entrada y la salida. Los

W;X; + b flujos de informaciéon a través del sistema
afectan a la estructura de la red neuronal

i=0

artificial debido a su aprendizaje y mejora de la
propiedad.
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Una Red Neuronal también se define como: Un sistema informatico formado por varios elementos
de procesamiento simples y altamente interconectados, que procesan la informacién mediante
Su respuesta de estado dindmica a las entradas externas.

Una red neuronal puede estar formada por multiples perceptrones. En ella hay tres capas:

« Capade entrada: Las capas de entrada son el valor real de los datos

- Capa oculta: Las capas ocultas estan entre las capas de entrada y de salida, donde tres o mas
capas son una red profunda

« Capade salida: Es la estimacion final de la salida
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Red de Perceptrones
Multiples

Capas de
Salida

Capas de

Entrada Capas

Ocultas
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: cge ° Modelo.de Red neuronal
IV.2.4 Tipos de redes neuronales artificiales secuencia a

. de base radial
secuencia

4 X

Las redes neuronales funcionan igual que el

sistema nervioso humano. Existen varios tipos de TIPOS DE
redes neuronales. La implementacion de estas ed neuronal ' RNA ' Modelo de
redes se basa en el conjunto de pardmetros vy recurrente percepcion
operaciones matematicas que se requieren multicapa
para determinar la salida.  J [

Red neuronal Red neuronal
modular convolucional
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IV.2.5 Red Neuronal de Avance (Neurona
Artificial)

La FNN es la forma mas pura de RNA en la que la

entrada y los datos viajan en una sola direccion.

Los datos fluyen en una sola direccidn hacia

adelante; por eso se conoce como Red

Neuronal de Avance. Los datos pasan por los

nodos de entrada y salen por los de salida. Los

nodos no estdn conectados ciclicamente. No

necesita tener una capa oculta. En la FNN, no es |
necesario que haya varias capas. También —
puede tener una sola capa.

Neurone
S

Capas de Capqs de
Entrada Salida
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Tiene una onda de propagaciéon frontal que se consigue utilizando una funcidn de activacion
clasificatoria. Todos los demds tipos de redes neuronales utilizan la retropropagacion, pero la FNN
no. En la FNN, se calcula la suma de la entrada y el peso del producto, y luego se alimenta a la
salida. Tecnologias como el reconocimiento de caras y la visidon por ordenador utilizan FNN.

IV.2.6 Red Neuronal de Funcion de Base Radial
La RBFNN encuentra la distancia de un punto al centro y se considera que funciona sin problemas.
Hay dos capas en la red neuronal RBF. En la capa internq, las caracteristicas se combinan con la

funcibn de base radial. Las caracteristicas proporcionan una salida que se utiliza en la
consideracion. También se pueden utilizar otras medidas en lugar de la euclidiana.
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Funcion de Base Radial

« Definimos un receptort
« Se dibujan mapas confrontados alrededor del receptor
- Para el RBF se utilizan generalmente funciones gaussianas. Asi podemos definir la distancia

radial r=[IX-t||
Funcién Radial = ®(r) = exp (- r2/262), donde 5 > 0
Esta red neuronal se utiliza en el sistema de restauracion de energia. En la era actual, el sistema de

energia ha aumentado en tamano y complejidad. Ambos factores aumentan el riesgo de que se
produzcan grandes apagones. Es necesario restablecer el suministro eléctrico de la forma mas

rdpida y fiable posible tras un apagon.
CAIEC® Versién 062021 ‘ y




1IV.2 Fuhdamentos de TensorFlow

Entrada X

Pesos

Funcion de Base
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Peso Lineal

L y Salida Y
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IV.2.7 Perceptron Multicapa

Un Perceptron Multicapa tiene tres o mds capas. Los datos que no pueden separarse linealmente
se clasifican con la ayuda de esta red. Esta red es una red totalmente conectada, o que significa
que cada nodo estd conectado con todos los demds nodos que se encuentran en la siguiente
capa. En el perceptron multicapa se utiliza una funcién de activacion no lineal. Los nodos de la
capa de entrada y salida estdn conectados como un grafo dirigido. Es un método de aprendizaje
profundo, por lo que para entrenar la red se utiliza la retropropagacion. Se aplica ampliamente en
las tecnologias de reconocimiento del habla y de traduccidon automatica.
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IV.2.8 Redes Neuronales Convolucionadles

En la clasificacién y el reconocimiento de imdgenes, las Redes Neuronales Convolucionales
desempenan un papel fundamental, o podemos decir que son la categoria principal para ellas. El
reconocimiento de caras, la deteccidon de objetos, etc., son algunas de las dreas en las que se
utilizan ampliamente las CNN. Es similar a la FNN, las neuronas tienen pesos y sesgos que se
pueden aprender.

La CNN toma una imagen como entrada que se clasifica y procesa bajo una determinada
categoria como perro, gato, ledn, tigre, etc. Como sabemos, el ordenador ve una imagen como
pixeles y depende de la resolucion de la imagen. Segun la resolucion de la imagen, vera h * w * d,
donde h= altura w= anchura y d= dimensién. Por ejemplo, una imagen RGB es 6 * 6 * 3 matriz de la
matriz, y la imagen en escala de grises es 4 * 4 * 3 matriz del patrén.

En la CNN, cada imagen de entrada pasard por una secuencia de capas de convoluciéon junto con
la agrupacién, las capas totalmente conectadas y los filtros (también conocidos como kernels). Y
aplicar la funcidn Soft-max para clasificar un objeto con valores probabilisticos 0 y 1.
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IV.2.9 Red Neuronal Recurrente

La Red Neuronal Recurrente se basa en la prediccion. En esta red neuronal, la salida de una capa
concreta se guarda y se devuelve a la entrada. Esto ayudard a predecir el resultado de la capa. En
la red neuronal recurrente, la primera capa se forma de la misma manera que la capa de la FNN, y
en la capa siguiente comienza el proceso de la red neuronal recurrente.

Tanto las entradas como las salidas son independientes entre si, pero en algunos casos, se
requiere predecir la siguiente palabra de la frase.

Entonces dependerd de la palabra anterior de la frase. La RNN es famosa por su caracteristica
principal y mas importante, es decir, el Estado Oculto. El estado oculto recuerda la informacion
sobre una secuencia.
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\_ ) La RNN tiene una memoria para almacenar el

resultado después del calculo. La RNN utiliza los

mismos pardmetros en cada entrada para

¢ realizar la misma tarea en todas las capas

ocultas o datos para producir la salida. A
diferencia de otras redes neuronales, Ila
complejidad de los pardmetros de la RNN es
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IV.2.10 Redes Neuronales Modulares

En los Redes Neuronales Modulares, varias redes diferentes son funcionalmente independientes.
En las redes neuronales modulares, la tarea se divide en subtareas y las realizan varios sistemas.
Durante el proceso de cdlculo, las redes no se comunican directamente entre si. Todas las
interfaces trabajan de forma independiente para conseguir el resultado. Las redes combinadas
son mds potentes que las planas y sin restricciones. Los intermediarios toman la produccion de
cada sistema y la procesan para producir el resultado final.
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IV.2.11 Red de Secuencia a Secuencia

Consiste en dos redes neuronales recurrentes. Aqui, el codificador procesa la entrada y el decodificador
procesa la salida. El codificador y el decodificador pueden utilizar el mismo pardmetro o diferentes.

Los modelos secuencia a secuencia se aplican en los chatbots, la traduccidn automatica y los sistemas de
respuesta a preguntas.

IV.2.12 Componentes de una Red Neuronal Artificial

Neuronas

Las neuronas son similares a las neuronas biolégicas. Las neuronas no son mds que la funcién de activacion.
Las neuronas artificiales o la funcién de activacién tiene una caracteristica de “encendido” cuando realiza la
tarea de clasificacion. Podemos decir que cuando la entrada es mayor que un valor especifico, la salida debe

cambiar de estado, es decir, de 0 a 1, de -1 a ], etc. La funcidn sigmoidea es la funcidn de activacion mas
utilizada en las Redes Neuronales Artificiales.

F (2) =1/1+EXP (-2)
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Nodos

La neurona bioldgica se conecta en redes
jera@rquicas, en las que la salida de unas
neuronas es la entrada de otras. Estas redes se
representan como una capa conectada de
nodos. Cada nodo toma mudltiples entradas
ponderadas y aplica a la neurona la suma de
estas entradas y genera una salida.

X1
X2

Xa

+1
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Sesgo

En la red neuronal, predecimos la salida (y) basdndonos en la entrada dada (x). Creamos un
modelo, es decir, (mx + ¢), que nos ayuda a predecir la salida. Cuando entrenamos el modelo, éste
encuentra el valor adecuado de las constantes m y ¢ en si mismo.

La constante c es el sesgo. El sesgo ayuda a un modelo de tal manera que puede ajustarse mejor
a los datos dados. Podemos decir que el sesgo da libertad para que el modelo funcione mejor.

Algoritmo

Los algoritmos son necesarios en la red neuronal. Las neuronas biolégicas tienen capacidad de
autocomprension y de trabajo, pero ¢como va a funcionar una neurona artificial de la misma
manera? Para ello, es necesario entrenar nuestra red neuronal artificial. Para ello, se utilizan
muchos algoritmos. Cada algoritmo tiene una forma diferente de trabajar.
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IV.3 Clasificacion de la Red Neuronal en TensorFlow

Las redes neuronales artificiales son modelos computacionales que se inspiran en las redes
neuronales bioldgicas y estdn compuestas por un gran nimero de elementos de procesamiento
altamente interconectados llamados neuronas.

Una RNA (Red Neuronal Artificial) se configura para una aplicacion especifica, como el
reconocimiento de patrones o la clasificacion de datos.

Puede extraer el significado de datos complicados o imprecisos.

Extrae patrones y detecta tendencias que son demasiado complejas para ser percibidas por los
humanos o por otras técnicas informaticas.
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Funcion de Transferencia

El comportamiento de la RNA (Red Neural Artificial) depende tanto de los pesos como de la funcién de
entrada-salida, que se especifica para la unidad. Esta funcion se clasifica en una de estas tres categorias:
- Lineal (o rampa)

« Umbral

- Sigmoide

Unidades lineales: La actividad de salida es proporcional a la salida total ponderada en unidades
lineales.

Umbral: La salida se establece en uno de dos niveles, dependiendo de si la entrada total es mayor o
menor que algln valor de umbral.

Unidades sigmoides: La salida varia de forma continua pero no lineal a medida que cambia la entrada.
Las unidades sigmoides se parecen mds a las neuronas reales que las lineales o las de umbral, pero las

tres deben considerarse aproximaciones.
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A continuacion se muestra el cédigo por el que clasificamos la red neuronal.

En primer lugar, hicimos una funcidon de activacién por lo que tenemos que trazar como POPC vy

para crear la funcién sigmoide, que es una funcidon de activacion sin esfuerzo toma en Z para
hacer la sigmoide.
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IV.3 Clasificacion de la Red Neuronal en TensorFlow

— Jupyter Untitled3 @ Lo
| . | | . Out[9]: [<matplotlib.lines.Line2D at @x888ahfdS8>]
File Edit View Insert Cell Kemel Widgets Help Trusted | Python 2
B 4+ =@ B 4+ < MR B | C P Code v @
10 A
ep . 0.8 -
Classification
Activation Function 0.6 1

In [6]: import matplotlib.pyplot as plt
import numpy as np 0.4 4
#¥matplotlib inline

In [7]: def sigmoid(z): 0.2 1
return 1/(1+np.exp(-z)) -

In [8]: sample_z= np.linspace(-18&,18,18&) 0o 4
sample a=sigmoid (sample z) )

—lil}.l:l =I5 50 25 00 25 5.0 15 10.0

In [9]: plt.plot(sample z,sample a)
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IV.3 Clasificacion de la Red Neuronal en TensorFlow

Entonces, hacemos la operacidon que hereda sigmoide. Asi que vamos a ver un ejemplo de
clasificaciéon y sikat aprender tiene una funcién util y capacidades para crear conjunto de datos
para nosotros. Y entonces vamos a decir que mis datos es igual a hacer blobs. Solo crea un par de
blobs alli que podemos clasificar. Por lo tanto, tenemos que crear 50 muestras y el nidmero de
caracteristicas a un estado que va a hacer dos blobs, asi que esto es sblo un problema de
clasificacién binaria.
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Out[25]: (array([[ 7.3482781 , 0.36149154],
[ 9.13332743, g.74%@8182],
[ 1.99243535, -8.85885722],
[ 7.38443759, 7.72528389],
[ 7.97613287, 2.88878209],
[ 7.76974352, 9.58399462],
In [21]: class Operation(): [ 8.3186688 , 16.1826@25 ],
def _init_ (self,z): [ 8.79583546, 7.28p46702],
super().__init_ ([z]) [ 9.8127@381, ©.46968531],
def compute(self,z val): [ 1.57%61849, -8.17889%71],
return 1/ (l+np.exp(-z)) [ ©.e6d441548, -0.84532817],
[ 7.2875117 , 7.84533624],
] [ o.1e7e4928, ©9.8272212 ],
In [22]: from sklearn.datasets import make blobs [ 1.82021807, -0.86956281],
[ 7.85836314, 7.93685% ],
In [24]: ita=make_blobs(n_samples=5@,n_features=2, centers=2,random_state=75) [ 3.84805803, -7.58486114],
[ 1.85582B889, -5.74473432],
! g [ 2.886@3982, -8.85261704],
[ -1.2e848211, -5.55828542],
In [25]: data [ 2.88800845, -9.73471732],
o [ 7.68945113, 9.817e6723],
[ 6.42356167, 8.33358412],
[ 8.15467319, 7.87489634],
[ 1.9288875%5, -7.58953788],
[ 1.98873973, -7.24388675],
[ 7.7685855 , 7.85124418],
[ 6.98561582, §.23493842],
[ @.85582768, -9.5928878 ],
[ 1.418384346, -8.18517372],
L O _ACIAT10ALC 0 _ICAROSIR]
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.23853586, -7.98873571],
.096322881, -9.58189117],
11644251, 9.26789393],
.78638321, 18.78862346],
.79588385, -0.80381823],
.13114021, -8.6849463 ],
.3978852 , -7.25818415],
.27388783, 7.15281886],
.86965742, -8.1648251 ],
.37298015, 8.77785761],
. 248098455, 8.85834184],
.89335725, -7.66278316],
.85865542, -8.43841416],
LA3287582, 7.85483418],
.94048313, 8.75248232],
-8.87326715, -11.699995644],
8.61463682, -9.51988883],
1.31977821, -7.2718667 ],
2.72532584, -7.51956557],
8
1

[ T o R C O I I I S e B T R T Y T S ]

.28049286, 11.904192831]),

array([1, 1, 8, 1, 1, 1, 1, 1, 1, 8, 8, 1, 1, 8, 1, @, @, @, 8,
@, 1, 1,

1, &, &, 1, 1, &, &, 1, &, 8, 1, 1, &, &, &, 1, &, 1, 1,
e, &, 1,

i, &, 8, e, 8, 1]))
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IV.3 Clasificacion de la Red Neuronal en TensorFlow

Ahora, tenemos que crear el diagrama de
dispersidn de las caracteristicas de todas las
filas en la columna 0 y asi si hacemos diagrama
de dispersion de dos manchas distintivas y
capaz de clasificar estas dos clases altamente
separables.

In [26]:

Out[26]:

In [27]:

Out[27]:

type (data)

tuple

data [@

array([

i
Gh = R = R W s WD s @ D00 00 s s s = WD)

.3482781 ,
.13332743,
.99243535,
.38443759,
.87613887,
. 76974352,
.3186688 |,
. 79588546,
.81278381,
.57961848,
.86441546,
.2875117 ,
.1le7e4928,
.82921897,
.835@36314,
.B4685683,
.855826389,
.33003902,
.28846211,
.B8306845,
.68945113,
.42356167,

.36149154],
.74086182],
-8.85885722],
.72520389],
.88878289],
.5@8e0462],
.1026025 ],
.28848782],
.46968531],
.17089971],
.B4582817],
.04533624],
.0272212 1,
.86956281],
.986659 ],
.50486114],
.74473432],
.85261784],
.55028542],
.78471782],
.B1786723],
.33356412],
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File Edit View Insert Cell Kemel Widgets Help Trusted Python 2
B 4+ 3 @& B 4 % MHRun B C W Code v =
In [28]: | data [1]
out[28]: array([1, 1, @, 1, 1, 1, 1, 1, 1, @, @, 1, 1, @, 1, @, 8, 8, @, In [37]: plt.scatter(features[:,8],features[:,1],c=1abels,cmap="coolwarm")
93 1’ 1-"‘ " " =
1,9,8, 1,1,8,0,1,, 0,1, 1,0, 0, 8, 1, 8, 1, 1, Out[37]: «<matplotlib.collections.PathCollection at @xb3c7cs8s»
@, 8, 1,
1, @, 8, &, @, 1])
L]
m-
In [33]: features=data[@] .;" . .-
labels=data[1] s .
5
In [35]: plt.scatter (features[:,8],features[:,1],c=labels)
Out[35]: <matplotlib.collections.PathCollection at exb2dd7bs: 01
_, |
10
Ab oo
.
5 -104{ ® ¢ 2
L]
T T T T T T
0. 0 2 4 6 8 10
=5 4
A‘ (13
ole *® & *
.
o 5 H = & n
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In [48]: x=np.linspace(@,11,18)
y=-X +5
plt.scatter(features[:,2],features[:,1],c=1labels,cmap="coolwarm')
plt.plot(x,y)

Out[48]: [<matplotlib.lines.Line2D at 8xb761b38>]

»
107 "H.' .
] ) °
5_
ﬂ_
5 |
% e
0] ® 'n“l -
[ ]
0 2 3 6 8 10

File

+

" Jupyter Untitled3

Edit View Insert Cell Kemel Widgets Help
| @ B4+ ¥ MRun B C | M cCode v
(1.1y1-5=0
In [41]: np.array([1,1]).dot(np.array([[8],[18]])) -5
out[41]: array([13])
In [42]: | np.array([1,1]).dot(np.array([[2],[-12]])) -5
Out[42]: array([-13])
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IV.3 Clasificacion de la Red Neuronal en TensorFlow

Aqui, vamos a construir una matriz de uno que es una matriz de uno por dos. Y luego, pasamos
que en nuestra funcidon sigmoide decir sigmoide Z porque eso es necesariamente va a la salida es
0 o 1 para nosotros como estamos clasificando sobre la base de si es positivo o negativo.

Cuanto mdas positiva sed la entrada, mdas seguro estard nuestro modelo de que pertenece a una
clase.
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IV.3 Clasificacion de la Red Neuronal en TensorFlow

g = Graph()

g.set_as_default()

x = Placeholder()

w = Variable ([1,1])

b = Variable (-5)

z = add (matmul (w,x), b)

a = Sigmoid (2)

:a = Sigmoid (2)

: sess = Session ()

: sess.run (operation=a, feed_dict= {x:[8,10]})

:0.99999773967570205

: sess.run (operation=a, feed_dict= {x:[2,-10]})

:2.2603242979035746e-06

Asi que ahora hemos sido capaces de utilizar
con éxito nuestros objetos grafos variables
funciones de activacién a la recesién y capaz de
realizar una clasificacion muy simple. Y con
suerte, pronto sabemos cdmo hacer esto
manualmente va a hacer el aprendizaje de flujo
tensorial mucho y mas facil en la realizacion de
todas las funciones esenciales con el
TensorFlow.
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IV.4 Regresion Lineal en TensorFlow

La regresion lineal es un algoritmo de aprendizaje automatico que se basa en el aprendizaje
supervisado. Realiza una funcidn de regresion. La regresion modela un valor predictivo objetivo
basado en la variable independiente. Se utiliza sobre todo para detectar la relacidon entre las
variables y las previsiones.

La regresion lineal es un modelo lineal; por ejemplo, un modelo que asume una relacion lineal
entre una variable de entrada (x) y una Unica variable de salida (y). En concreto, y puede
calcularse mediante una combinacién lineal de las variables de entrada (x).

La regresion lineal es un método estadistico frecuente que nos permite aprender una funcidn o

relacion a partir de un conjunto de datos continuos. Por ejemplo, se nos da un punto de datos de x
y el correspondiente, y necesitamos conocer la relacién entre ellos, lo que se llama la hipotesis.
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En el caso de la regresion lineal, la hipotesis es una linea recta, es decir: h (x) = wx + b.

Donde w es un vector llamado peso, y b es un escalar llamado sesgo. El peso y el sesgo se
denominan pardmetros del modelo.

Necesitamos estimar el valor de w y b a partir del conjunto de datos de forma que la hipotesis
resultante produzca al menos el coste ', que ha sido definido por la siguiente funcién de coste.

J(w, b) = - %%, (yi — h(xi)?

Donde m son los puntos de datos en el conjunto de datos.

Esta funcidén de coste se denomina Error Cuadratico Medio.
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Para la optimizacidon de los pardmetros para los que el valor de j es minimo, utilizaremos un
algoritmo optimizador comdnmente utilizado, llomado descenso de gradiente. El siguiente es el
pseudocddigo para el descenso de gradiente:

Repeat until Convergence {
w=w-7?%21/?w
b=b-7?*7?)7?b

b

Implementacion de la regresion lineal

Empezaremos a importar las librerias necesarias en Tensorflow. Utilizaremos Numpy con
Tensorflow para el cdlculo y Matplotlib para el trazado.

En primer lugar, tenemos que importar los paquetes:

import matplotlib.pyplot as plt
import numpy as np

import tensorflow as tf
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Para hacer la prediccion de los nUmeros aleatorios, tenemos que definir semillas fijas tanto para
Tensorflow como para Numpy.

tf.set_random_seed(101)

np.random.seed(101)

Ahora, tenemos que generar algunos datos aleatorios para entrenar el Modelo de Regresion Lineal.

# Generating random linear data

# There will be 50 data points which are ranging from 0 to 50.
x = np.linspace(0, 50, 50)

y = np.linspace(0, 50, 50)

# Adding noise to the random linear data
¥ += np.random.uniform(-4, 4, 50)
Yy += np.random.uniform(-4, 4, 50)

n= len({x) #Number of data points
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Visualicemos los datos de entrenamiento. Salida

plt.scatter(x, y)

plt.xlabel("x")
plt.xlabel('y") Training Data
plt.title("Training Data") 50 -
plt.show() °
an - )
L
e -
30 A &
e "%
LY [ ]
20 1 [ ]
) ¥ s ®°®
10 4 L
L .
o L
01 o
0 10 20 10 a
¥
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Ahora, comenzaremos a construir nuestro modelo definiendo los marcadores de posicidon x e y, de
modo que alimentemos los ejemplos de entrenamiento x e y en el optimizador durante el proceso
de entrenamiento.

X= tf.placeholder("float™)
Y= tf.placeholder("float")

Ahora, podemos declarar dos variables TensorFlow entrenables para el sesgo y los pesos
inicializdndolos aleatoriamente usando el método:

np.random.randn().
W= tf.Variable(np.random.randn(), name="W")

B= tf.Variable(np.random,randn(}), name="b")

Ahora definimos el hiperpardmetro del modelo, la tasa de aprendizaje y el nUmero de épocas.

learning_rate= 0 .01

training_epochs= 1000
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Ahora, construiremos la Hipbtesis, la Funcidn de Coste y el Optimizador. No implementaremos
manualmente el Optimizador Gradiente Decente porque estd construido dentro de TensorFlow.
Después de eso, vamos a inicializar las variables en el método.

# Hypothesis of the function
y_pred = tf.add(tf.multiply(X, W), b)
# Mean Square Error function
cost = tf.reduce_sum(tf.pow(y_pred-Y, 2)) / (2 * n)
# Gradient Descent Optimizer function
optimizer = tf.train.GradientDescentOptimizer (learning_rate). minimize(cost)
# Global Variables Initializer

init = tf.global_variables_initializer( )
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Ahora comenzamos el proceso de entrenamiento dentro de la Sesidon TensorFlow.

# Starting the Tensorflow Session

with tf.Session() as sess:

# Initializing the Variables

sess.run(init)

# Iterating through all the epochs

for epoch in range(training_epochs):

# Feeding each data point into the optimizer according to the Feed Dicticnary.
for (_x, _y)in zip(x, y):
sess.run(optimizer, feed_dict = {X : _x, ¥ : _y})

# Here, we are displaying the result after every 50 epoch
if (epoch + 1) % 50 ==0:
# Calculating the cost at every epoch.
c = sess.run(cost, feed_dict = {X : x, ¥ : y})
print("Epoch”, (epoch + 1), ": cost =", ¢, "W =", sess.run(W), "b=", sess.run(b))
# Store the necessary value which has used cutside the Sessicn

training_cost = sess.run (cost, feed_dict ={X: x, Y: y})

print{"Epoch”, (epoch + 1), ": cost =", ¢, "W =", sess.run(W), "b=", sess.run(b))
# Store the necessary value which has used outside the Session

training_cost = sess.run (cost, feed_dict ={X: X, ¥: y})

weight = sess.run(W)

bias = sess.run(b)

CAIEC® Version 062021




IV.4 Regresion Lineal en TensorFlow

El resultado es el siguiente:

50

100
150
200
250
300
350
400
450
500
550
600
650
700
750
800
850
900
950

cost =

cost
cost
cost
cost
cost
cost
cost
cost

cost =

cost
cost
cost
cost
cost
cost
cost
cost

cost =
1000 cost

o1 oo o1 O o1 O OO oo O o1 o o1 oo o1 Ol

.8868037 W =
. 7912708 W =
7119676 W

.6459414 W =
.590798 W =
.544609 W =
.5057884 W =
.473068
.453845 W

L.421907 W =
.4019218 W =
.3848578 W =
.370247 W =
.3576995 W =
.3468934 W

.3375574 W =
.3294765 W =
.322459 W =
.3163588 W =
5.3110332 W =

.9981236 b

1.0053328 b
1.007242 b =
1.008947 b
1.01047 b =
1.0118302 b
1.0130452 b
1.0141305 b
1.0150996
1.0159653 b
1.0167387
1.0174294
1.0180461
1.0185971

1.0190894
1.0195289
1.0199218

=

.9951241 b =

.0008028 b =
.0031956 b =

.2381057
.0914398
.96044315
.8434396
= 0.7389358
0.6455922
0.56223
.46775345
0.42124168
0.36183489
= 0.30877414
b = 0.26138115
= 0.21905092
b = 0.18124212
b = 0.14747245
b
b

o |

= 0.11730932
= 0.090368526
0.0663058
0.044813324
b 0.02561669
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Ahora, observe el resultado.

# Calculate the predictions
predictions = weight * x + bias

print ("Training cost =", training_cost, "Weight =", weight, "bias =", bias, "\n")

Resultado

Training cost= 5.3110332 Weight= 1.0199214 bias=0.02561663

Observe que en este caso, tanto el peso como el sesgo son escalares en orden. Esto se debe a que
s6lo hemos examinado una variable dependiente en nuestros datos de entrenamiento. Si hay m
variables dependientes en nuestro conjunto de datos de entrenamiento, el peso serd un vector
unidimensional mientras que el sesgo serd un escalar.
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Por ultimo, trazaremos nuestro resultado:

# Plotting the Results below

plt.plot(x, y, 'ro', label ='ariginal data')
plt.plot(x, predictions, label ='Fited line")
plt.title('Linear Regression Result")
plt.legend()

plt.show()

Resultado

Linear Regression Result

® Original data
—— Fitted line
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V.Bases de Keras

Keras es una libreria de redes neuronales de alto nivel de cdédigo abierto, que estd escrita en
Python y es lo suficientemente capaz de ejecutarse en Theano, TensorFlow o CNTK. Fue
desarrollada por uno de los ingenieros de Google, Francois Chollet. Es facil de usar, extensible y
modular para facilitar una experimentacidon mas rdpida con redes neuronales profundas. No sélo
admite redes convolucionales y redes recurrentes de forma individual, sino también su
combinacién.

No puede manejar cdlculos de bajo nivel, por lo que hace uso de la biblioteca Backend para

resolverlo. La libreria backend actia como una envoltura de la API de alto nivel para la API de bajo
nivel, lo que permite que se ejecute en TensorFlow, CNTK o Theano.
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El enfoque en la experiencia del usuario siempre ha sido una parte importante de Keras.

« Gran adopcidon en la industria

« Es un multi backend y soporta multiplataforma, lo que ayuda a que todos los codificadores se
unan para codificar

« Lo comunidad de investigacion presente para Keras trabaja de forma increible con la
comunidad de produccion

+ Facil de entender todos los conceptos

« Soporta la creacion rapida de prototipos

« Se ejecuta sin problemas tanto en la CPU como en la GPU

« Proporciona la libertad de disefiar cualquier arquitectura, que luego se utiliza como una API para
el proyecto

« Es realmente muy sencillo empezar a utilizarlo

 La facilidad de produccidon de modelos hace que Keras sea especial
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Keras es una biblioteca a nivel de modelo que ayuda a desarrollar modelos de aprendizaje
profundo ofreciendo bloques de construccidon de alto nivel. Todos los cdlculos de bajo nivel, como
los productos de tensor, las convoluciones, etc., no son manejados por Keras en si mismo, sino que
dependen de una biblioteca de manipulacidon de tensor especializada que estd bien optimizada
para servir como motor de backend. Keras lo ha manejado tan perfectamente que en lugar de
incorporar una sola libreria de tensor y realizar operaciones relacionadas con esa libreria en
particular, ofrece la conexidon de diferentes motores backend en Keras.

Keras consta de tres motores backend, que son los siguientes:

CAIEC® Version 062021 C'
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TensorFlow

TensorFlow es un producto de Google, que es
una de las herramientas de aprendizaje
profundo mdas famosas y ampliomente
utilizadas en el drea de investigacion de
aprendizaje automatico y redes neuronales
profundas. Salié al mercado el 9 de noviembre
de 2015 bajo la licencia Apache 2.0. Estd
construido de tal manera que puede ejecutarse
facilmente en mdltiples CPUs y GPUs, asi como
en sistemas operativos moviles. Consta de
varias envolturas en distintos lenguajes como
Java, C++ o Python.

1F TensorFlow
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Theano

Theano fue desarrollado en la Universidad de
Montreal, Quebec, Canaddg, por el grupo MILA. Es
una biblioteca de cédigo abierto en python que
se utiliza ampliomente  para  realizar
operaciones  matemdaticas en  matrices
multidimensionales mediante la incorporacion
de scipy y numpy. Utiliza las GPUs para un
cdlculo mas rapido y calcula eficientemente los
gradientes mediante la construccion de grafos
simbdlicos de forma automatica. Ha resultado
ser muy adecuado para expresiones inestables,
ya que primero las observa numéricamente y
luego las computa con algoritmos mas estables.

theano
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V.1 Capas de Keras

CNTK

Microsoft Cognitive Toolkit es el marco de
codigo abierto de aprendizaje profundo. Consta
de todos los componentes bdsicos necesarios
para formar una red neuronal. Los modelos se
entrenan usando C ++ o Python, pero incorpora
C # o Java para cargar el modelo y hacer
predicciones.

Microsoft

Cognitive

Toolkit

mn Microsoft
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V.1.2 Capas y Funcionamiento de la Red Neuronal de
Convolucion Keras

Las redes neuronales de convolucidon se utilizan
ampliomente para tareas de visidn por ordenador y
clasificacién de imdgenes. La arquitectura de las
redes neuronales de convolucién suele constar de dos
partes. La primera parte es el extractor de
caracteristicas que formamos a partir de una serie de
capas de convolucion y agrupaciéon. La segunda parte
incluye capas totalmente conectadas que actdan
como clasificadores.

En esta seccidn, estudiaremos cémo utilizar las redes
neuronales de convolucidbn para tareas de
clasificacion de imdgenes. Recorreremos algunos
ejemplos para mostrar el cbédigo para la
implementaciéon de las Redes Neuronales de
Convolucidén en Keras.
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El algoritmo de la red neuronal de convolucién es el resultado de los continuos avances en la vision
por ordenador con el aprendizaje profundo.CNN es un algoritmo de aprendizaje profundo que es
capaz de asighar importancia a varios objetos en la imagen y capaz de diferenciarlos.

La CNN tiene la capacidad de aprender las caracteristicas y realizar la clasificacion. Una imagen
de entrada tiene muchas dependencias espaciales y temporales, la CNN captura estas
caracteristicas usando filtros/kernels relevantes.Un Kernel o filtro es un elemento en la CNN que
realiza la convolucion alrededor de la imagen en la primera parte. El kernel se mueve hacia la
derecha y se desplaza segun el valor de la zancada. Cada vez que se realiza la convolucidon se
lleva a cabo una operacidon de multiplicacion matricial.

Después de la convolucion, obtenemos otra imagen con una altura, anchura y profundidad
diferentes. Obtenemos mds canales que el RGB pero menos anchura y altura. Desplazamos cada
filtro a través de la imagen paso a paso, este paso en el forward pass se llama stride.
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V.1 Capas de Keras

V.1.3 Capa de Convolucion Keras

Es la primera capa para extraer caracteristicas de la imagen de entrada. Aqui definimos el kernel
como pardmetro de la capa. Realizamos operaciones de multiplicacidn matricial en la imagen de
entrada utilizando el ndcleo.

Example:

Suppose a 3*3 image pixel and a 2*2 filter as shown:

pixel : [[1,0,1],

[0,1,0],

[1,0,1]]

filter : [[1,0],

[0,1]]

The restaurant matrix after convolution of filter would be:

[[2,0],
[0,2]]
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Input Volume (+pad 1) (7x7x3) Filter WO (3x3x3) Filter W1 (3x3x3) Output Volume (3x3x2)

WO [=, =, 0] \:1 l=_-1='°1_1 OEH:"‘O] ; V.1Ca pCIs de Keras

0 0 1 2 0 6
1 1 1 4 3 0
wi[=, =, 1] o[==1]
1 1 1 3 3
1 0 1 1
0 1 0 -4
wil|[=, =, 2]
1 0o -1
0 1 1
0 0 0
B Bias b1 (1x1x1)
b0 [=,=,0]
0

Toggle Movement
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V.1.4 Capa de Agrupacion Keras

Después de la convolucion, realizamos un pooling para reducir el nUmero de pardmetros y
cdlculos. Hay diferentes tipos de operaciones de pooling, las mas comunes son el pooling maximo
y el pooling medio.

Example:

Take a sample case of max pooling with 2*2 filter and stride 2.
Image pixels:

[[1,2,3,4],

[5,6,7,8],

[3,4,5,6],

[6,7,8,9]]

The resultant matrix after max-pooling would be:

[[6,8],
[7,9]]
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Max Pool

—

Filter - (2 x 2)
Stride - (2, 2)
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V.1.5 Capa de Abandono de Keras

Se utiliza para evitar que la red se sobreadjuste.
En esta capa, una parte de las unidades de la
red se elimina en el entrenamiento, de modo
que el modelo se entrena con todas las
unidades.

Para la extraccidn de caracteristicas se utilizan
una serie de capas de convolucion y de
agrupacion. Después, construimos capas
densamente conectadas para realizar la
clasificacién basada en estas caracteristicas.

(a) Standard Neural Net

Capa de Abandono

(b) After applying dropout
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V.1.6 Capa de Aplanamiento Keras

Se utiliza para convertir los datos en matrices 1D para crear un Unico vector de caracteristicas. Tras
el aplanamiento, enviaomos los datos a una capa totalmente conectada para la clasificacion final.

Pooled Feature Map

1

1

1110 0

Flattening

al2|1 4
2 |1 .

1

0

2

1
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V.1.7 Capa Densa Keras

Es una capa totalmente conectada. Cada nodo de esta capa estd conectado a la capa anterior,
es decir, densamente conectado. Esta capa se utiliza en la fase final de la CNN para realizar la

clasificacion.

Input data is provided over here.
In this case, the input data has 2 features.

l Layer 1 Layer 2 Layer 3

Output (Y)

l

This is where we get the final output of
the Neural Network after the input has
been processed by all the weights in all
the layers.
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V1.8 Implementacion de la CNN en el conjunto de datos CIFAR 10

El conjunto de datos CIFAR 10 consta de 10 clases de imdgenes. Las clases de imdgenes
disponibles son:

« Car-Carro
Airplane - Avidn
Bird - Pajaro
Cat - Gato

Deer - Ciervo
Dog - Perro
Frog - Rana
Horse - Caballo
Ship - Oveja
Truck - Camion

Se trata de uno de los conjuntos de datos mds populares que permiten a los investigadores
practicar diferentes algoritmos de reconocimiento de objetos. Las redes neuronales de
convolucion han mostrado los mejores resultados en la resolucion del problema CIFAR-10.
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Construyamos nuestro modelo de convolucion 3. EI conjunto de datos tiene el siguiente
para reconocer las clases CIFAR-10. aspecto:

oy ©CIFAR 105pymb acomment asae ¢ @
Fie Eot View Insert Runtme Tools Help Lasisared a1 210AM
Code + Text Connect - 7 B ~

1. Cargar el conjunto de datos del médulo =, .. ... . .. 222

inport matplotlib.pyplot as plt

keras dqtqsets g {train X, train Y}, (test X, test Y)=cifarl0.load datal)

| n=L
pli . figure(figsize=(20,10))
for 1 in range(n)

pLt.subplot(is9slet)
pit.imshow(traln X[1])

from keras.datasets import cifarl0 plt.show(}

import matplotlib.pyplot as plt

(train X,train Y), (test X, test Y)=cifarl(.load dataf()

. ‘
. x o

2. Para visualizar el conjunto de datos

s R el RN B il W i BB N

1. n=g 1. from keras.models import Seguential

2. plt.figure (figsize=(20,10)) 2. from keras.layers import Dense

3. for I in range(n): 3. from keras.layers import Dropout

“_J' p:_t.lsuhplot ':33?"'1"':—_:!_ 4. from keras.layers import Flatten

o plt.imshow(train X[i]) S. from keras.constraints import maxnorm

e pit.show() a. from keras.optimizers import SGD
7. from keras.layers.convolutional import ConwiD
E. from keras.layers.convolutional import MaxPoolingiD
9. from keras.utils import np utils
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4. Normalizacion de las entradas 6. Construir el modelo

1. model=Sequential ()

1. train z=train X.astype('float3z®) 2. model.add(Conv2D(32, (3,3),input_shape=

Z. test_X=test_X.astype ('Ilcatii’) (32,32, 3),padding="same’',activation="relu',kernel constraint=maxnorm(3)]

3, 3 model.add {Dropout (0.2) )

4, train X=train X/255.0 4, model.add {ConvaD (32,

3 test X=test %/255.0 [3,3) yactivation="relu',padding="same',6 kernel constraint=maxncrm(3) |

- - 5. model.add (MaxPooling2D (pool _size=(2,2)))
B. model.add (Flatten () )
7. model.add (Dense (512, activation="relu', kernel constraint=maxnormi3)] |
E. model.add {Dropout (0.5) )
oge e s L]
5. Una COdIfICOClOn en callente g. model.add (Dense (num_classes, activation='softmax'))

1. train Y=np utils.to categcrical (train Y) ° (3
Z. test _Y=np utils.to categcrical (test Y] 7' comFIIOCIon del mOdelo
4, num classes=test Y.shape[l
- - pell] 1. sgd=5G0(1lr=0.01, momentum=0.%, decay=(0.01/25),nesterov=False)
2. model.compile (loss="categorical crosssntropy',ocptimizer=sgd, metrics=

["accuracy'])
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8. Andlisis de la sintesis del modelo

1. model . 3WMNAry ()

(60 & CIFAR 10Jpynb. B Comment 2t Share £ .
File Edit View Insert Runtime Tools Help Lastsaved at3:10 AM
+ Code + Text Connect -  / Editing

[ ]50d=SGD(1r=0.61,momentum=0.9, decay=(0.01/25),nesterov=False)
< model.compile(loss="'categorical crossentropy',optimizer=sqgd,metrics=['accuracy'])

[ ] model.summary()

L Model: "sequential 2"

Layer (type) Output Shape Param #
conv2d 1 (Conv2D) (None, 32, 32, 32) 896
dropout_1 (Dropout) (None, 32, 32, 32) 0
conv2d 2 (Conv2D) (None, 32, 32, 32) 9248
max_pooling2d 1 (MaxPooling2 (None, 16, 16, 32) 0
flatten_1 (Flatten) (None, 8192) 0
dense_1 (Dense) (None, 512) 4194816
dropout_2 (Dropout) (None, 512) 0
dense_2 (Dense) (None, 10) 5130

Total params: 4,210,090
Trainable params: 4,210,090
Non-trainable params: 0
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9. Entrenar el modelo y comprobar su precision en los datos de
prueba

1. model.fit(train X,train ¥,validation_data=
itest_X,test_Y),epochs=10,batch size=32)

cO ‘TC'FAB 19"9“' B a Comment i Share & .
File Edit View Insert Runtime Tools Help All changes saved
+Code -+ Text Connect - /Editing ~

I

[ model.fit(train X,train Y,validation data=(test X,test Y),epochs=10,batch size=32)
(=]
1

©

© Train on 50000 samples, validate on 10000 samples

Epoch 1/10
50000/50000 [ ] - 224s 4ms/step - loss: 1.0944 - accuracy: 0.6082 - val loss: 1.0578 - val_accuracy: 0.6240
Epoch 2/10
50000/50000 [ ] - 223s 4ms/step - loss: 1.0020 - accuracy: 0.6452 - val loss: 1.0192 - val accuracy: 0.6369
Epoch 3/10
50000/50000 [ ] - 220s 4ms/step - loss: 0.9236 - accuracy: 0.6720 - val loss: 0.9902 - val accuracy: 0.6520
Epoch 4/10
50000/50000 [ ] - 224s 4ms/step - loss: 0.8486 - accuracy: 0.6995 - val loss: 0.9720 - val_accuracy: 0.6586
Epoch 5/10
50000/50000 [ ] - 230s 5ms/step - loss: 0.7970 - accuracy: 0.7208 - val loss: 0.9475 - val accuracy: 0.6666
Epoch 6/10
50000/560000 [ 1 - 228s 5Sms/step - loss: 0.7316 - accuracy: 0.7408 - val loss: 0.9379 - val _accuracy: 0.6738
Epoch 7/10
50000/560000 [ ] - 229s Sms/step - loss: 0.6875 - accuracy: 0.7560 - val loss: 0.9542 - val accuracy: 0.6707
Epoch 8/10
50000/560000 [ ] - 234s 5ms/step - loss: 0.6378 - accuracy: 0.7727 - val loss: 0.9458 - val accuracy: 0.6774
Epoch 9/10
50000/50000 [ ] - 229s 5ms/step - loss: 0.5947 - accuracy: 0.7897 - val_loss: 0.9379 - val_accuracy: 0.6812
Epoch 10/10
50000/50000 [ ] - 225s 4ms/step - loss: 0.5528 - accuracy: 0.8045 - val loss: 0.9582 - val accuracy: 0.6815
9824/10000 [ .] - ETA: @s
t.eRGN
cc=mo aluate(test X, Y
° pF?nt(acgg}ésy (test X,test. {) 1
10. Evaluar el modelo
1. racc=model .evaluate (test X, test Y)

2. print (acc*100)
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V.1.9 Implementacion de la CNN en la base de datos Fashion MNIST

El conjunto de datos The Fashion MNIST consta de un conjunto de entrenamiento de 60000
imagenes y un conjunto de prueba de 10000 imdgenes. Hay 10 clases de imdAgenes en este
conjunto de datos y cada clase tiene un mapeo correspondiente a las siguientes etiquetas:
T-shirt/top — Camiseta/Top

Trouser - Pantalones

Pullover - Jersey

Dress - Vestido

Coat - Abrigo

Sandals - Sandalias

Shirt — Camiisa

Sneaker — Zapatillas de deporte

. Bag - Bolso

10. Ankle boot - Botin

© N OIS WN

Vamos a construir nuestro modelo CNN en este conjunto de datos.
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V.1 Capas de Keras

1. Importar los médulos necesarios

from numpy import mean

from numpy import std

from matplotlik import pyplot

from sklearn.model selecticn import KFcld

from keras.datasets import fashion mmist 3. Reformulacion y codificacion en caliente

from keras.utils import to _categorical

T T T2 T R U o Gy Y

from keras.mcdels import Seguential train X=train X.reshape((train X.shape[0],28,28,1)]
from keras.layers import ConvZD test_X=test X.reshape((test_X.zhape[0],28,28,1))

TR

from keras.layers import MaxPoolingzZD

10. from keras.layers import Dense train Y=to categoricali{train ¥)

[ T SO U R Y

11. from keras.layers import Flatten test ¥Y=to categorical (test ¥

12. from keras.cptimizers import S5GD

2. Cargar el conjunto de datos

1. (train X,train Y}, (test_X,test_Y)=fashion mnist.locad data()
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4. Visuadlizar el conjunto de datos con
matplotlib

1. n=5

Z.

3. pyplot.figure(figasize=(20,2))

4,

5. for i in rangein):

6. ax=pyplot.subplot (1,n,i+1)

T pyplot.imshow (train X[i].reshape (28,28))

B. cyvplot.gray |

9. ax.get xaxi=z(}.set wiszible (False)

160. ax.get_yaxis().set wisible (False)

11. cyplot.show ()
:J ;I:asEr:‘:‘:n\rl?:\I:tlLr\;.erl Runtime Tools Help Lastsaved at 12:16 AM = Comment = Share & .
_ +Code +Text Connect -/ Editing  ~
N © 10000/10000 [ 1 - 2s 182us/step

© 91.64999723434448

[
]

n=5

pyplot.figure(figsize=(20,2))

for i in_range(n):
B plBEE IO 014 esmapecas, 200
BYbiot

ot.gra .
: -gs%;s**gi :sstvisibteifatss
shuwﬁ

pyplot:

i MMAEIIN

[
]

5. Normalizacion de datos

[T Y S U G

train X=train X.astype('flcat3l')
test_X=test X.astype('Cflcac3ii')

train ¥=train X/2535.0
test X=test X/255.0

6. Construccion del Modelo

3

L [ I

woorm -1

model=Sequential()

model.,add (ConviZD (32,

(3,3) ,activation="relu',kernel initializer='he uniform',input shape=
(28,28,1))

model.add (MaxPooling2D({{(2,2) 1))

model.add (Flatteni() )

model.add (Dense (100, activation="relu',kernel initializer="he uniform'))
model.add (Dense (10, activation="zoftmax"})

opt=5GD (1lr=0.01, momentum=0.9)

model.compile (optimizer=cpt, lozz="categorical crossentropy',metrics=
["accuracy'])
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7. Entrenamiento de nuestro modelo 8. Evaluar el rendimiento de nuestro modelo

1. _r acc=model.evaluate(test X, test Y]

1. model.fit(train X, train ¥, epochz=10,batch size=32Z) 2 print (ace*100)

¢y ¢ fashionmnist...
File Edit View Insert Runtime Tools Help Lastsaved at 12:16 AM
+Code -+ Text

mogel=sequ ntl%l § A . ’ , RS ; . :

[ model.ad on¥ D{,Z,éB 3),activation="relu’', kernel_initializer='he uniform',input_shape=(28,28,1)))
71 edel-additriteontpgeb (4 40))
(=] model .a ense ,activation='relu',kernel_initializer='he uniform'))

1
model.add Dense{l@,actlvat10n= softmax"'))
opt=SGD(1r=0.01, momentum=0. .
mg§e§.cémpi?e?optTmTzer:opt,?gss='categorlcalicrossentropy',metr1cs=['accuracy'])
[ model.fit(train_X,train_Y,epochs=16,batch_size=32)
I Epoch 1/10

60000/60000 [ ] - 33s 545us/step - loss: 0.1185 - accuracy: 0.9565
Epoch 2/10
60000/60000 [ ] - 33s 544us/step - loss: 0.1067 - accuracy: 0.9606
Epoch 3/10
60000/60000 [ 1 - 33s 546us/step - loss: 0.0946 - accuracy: 0.9656
Epoch 4/10
60000/60000 [ ] - 32s 537us/step - loss: 0.0846 - accuracy: 0.9693
Epoch 5/10
60000/60000 [ ] - 32s 539us/step - loss: 0.0752 - accuracy: 0.9729
Epoch 6/10
60000/60000 [ ] - 33s 543us/step - loss: 0.0656 - accuracy: 0.9767
Epoch 7/10
60000/60000 [ ] - 33s 542us/step - loss: 0.0610 - accuracy: 0.9776
Epoch 8/10
60000/60000 [ ] - 33s 542us/step - loss: 0.0554 - accuracy: 0.9800
Epoch 9/10
60000/60000 [ ] - 33s 552us/step - loss: 0.0498 - accuracy: 0.9820
Epoch 10/10
60000/60000 [ ] - 32s 542us/step - loss: 0.0414 - accuracy: 0.9857

<keras.callbacks.callbacks.History at 0x7ff38a8e6128>
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

En esta seccidén de Keras, recorreremos el aprendizaje profundo con keras y un importante
algoritmo de aprendizaje profundo utilizado en keras. Estudiaremos las aplicaciones de este
algoritmo y también su implementacion en Keras.

El aprendizaje profundo es un subconjunto del aprendizaje automdatico que se refiere a los
algoritmos inspirados en la arquitectura del cerebro. En la Ultima década ha habido muchos
desarrollos importantes para apoyar la investigacion del aprendizaje profundo. Keras es el
resultado de uno de estos desarrollos recientes que nos permiten definir y crear modelos de redes
neuronales en unas pocas lineas de cddigo.

Se ha producido un boom en la investigacion de algoritmos de Deep Learning. Keras asegura la
facilidad de los usuarios para crear estos algoritmos.

Pero antes de empezar con el articulo Tensorflow Keras Deep learning, vamos a hacer la keras

installation.
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

A continuacidn se mencionan algunos de los algoritmos mas populares en el aprendizaje
profundo:

« Auto-Encodificadores

« Redes neuronales de convolucién

« Redes neuronales recurrentes

« Redes de memoria a corto plazo

+ Mdaquina profunda de Boltzmann (DBM)

- Redes de creencia profunda (DBN

Existen implementaciones de redes neuronales de convolucion, redes neuronales recurrentes y
LSTM

Aqui haremos un recorrido por el algoritmo de Auto Codificadores del aprendizaje profundo.
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

Autocodificadores

Este tipo de redes neuronales son capaces de comprimir los datos de entrada y reconstruirlos de
nuevo. Son algoritmos de aprendizaje profundo muy antiguos. Codifican la entrada hasta una
capa de cuello de botella y luego la decodifican para recuperar la entrada. En la capa cuello de
botellg, obtenemos una forma comprimida de la entrada.

La deteccion de anomalias y la eliminacion de ruido de una imagen son algunas de las
principales aplicaciones de los autocodificadores.
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

Tipos de autocodificadores

Existen siete tipos de autocodificadores de aprendizaje profundo que se mencionan a
continuacion:

- Autocodificadores de eliminaciéon de ruido

Autocodificadores profundos

Autocodificadores dispersos

Autocodificadores contractivos

Autocodificadores convolucionales

Autocodificadores variacionales

Autocodificadores incompletos

Para nuestro estudio, crearemos un autocodificador Denoising.
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

Implementacion del autocodificador de denostacion en Keras

Para su implementacion en Keras, trabajaremos sobre el conjunto de datos de digitos manuscritos
MNIST.

En primer lugar, introduciremos algo de ruido en las imdgenes MNIST. A continuacion, crearemos
un Auto — Encoder para eliminar el ruido de las imdagenes y reconstruir las imagenes originales.
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

1. Importar los médulos necesarios 3. Convert datasetinrange of Oto1

1. import numpy as np 1. X train=x train.astype('f cat3IZ") S
1.

[
on
n

Z. import matpletlib.pyplot a3 plt ¥ TesSt=x test.astype ['ZlcatiIZt) 23

L

from keras.datasets import mnist
from keras.lavers import Input,Dense,ConvZD,MaxPoolingZD, UpSamplingZD

- from keras.models import Mode) ¥X_train=np.reshape (x_train, (len(x_train},

A ¥ ]

3]
=
=

from keras import backend as K 6. X _test=np.reshape (x_test, (len(x_test), 28,

2. Cargar imagenes MNIST desde el médulo 4. Introducir ruido en las imagenes
datasets de keras MNIST utilizando una distribucion
gaussiana

1. from keras.datasets import mnist R )
. ) ] S _ ) ) 1 noize factor=0.5
z. (% train,v train), (®x test,vy test)=mnist.load data() i -
- - - - - &
3 X train noisy=x train 4+ noisze factor * np.random.noermal (loc=0.0,
acale=1.0,s8ize=x train.shape)
4. ¥ test noisy=x test + noise factor # np.random.normal (loc=0.0,

scale=1.0,size=x test.shape)

o

X _train noisy= np.clip(x train noisy,0.,1.]

==l

X _test noisy= np.clip(x _test _noisy,0.,1.)
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

5. Visualizar el ruido introducido

| s — Jupyter genoising autoencoder Last Checkpoint: 32 minutes ago (unsaved changes) A Logout
. n=

2 File Edit View Insert Cell Kernel Widgets Help Trusted |pym0n 30

3 plt.figure |(figsize=(20,2)) + & @B ¥ MRun B C W Code M

4 A_LIaln=np.resindpe(x_Lrdlll, (LEN(X_LIdlll),£0,£0,1))

! X _test=np.reshape(x test, (len(x test),28,28,1))
o for 1 in range(n): noise factor=0.5
6. ax=plt.zubplcet(l,n,i+l) . . . ) : .
x_train_noisy=x_train + noise factor * np.random.normal(loc=0.0, scale=1.0,size=x_train.sk
7 plt.imshow {x test noisy[i] .reshape (28, 28)) x_test noisy=x_Test + noise factor * np.random.normal(loc=0.0, scale=1.0,size=x_test.shape
E. plt.gray({) x_train noisy= np.clip(x train noisy,0.,1.)
. o _ _ x_test_noisy= np.clip(x_test_noisy,0.,1.)

9. ax.get_xaxis().set_wvisible (Fal=ze)

0. gX.get_yaxis(}.set_wiszible (False) . 5
11. plt.show()

In [12]: n=5
plt.figure(figsize=(20,2))

for i in range(n):
ax=plt.subplot(l,n,i+l)
plt.imshow(x test noisy[i].reshape(28,28))
plt.gray() .
ax.get xaxis().set visible(False)
ax.get_yaxis().set_visible(False)
plt.show()

I In[ 1: ‘
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

6. Especificar la capa de entrada y crear el
modelo

1. input img=Input (shape=(28,238,1)]
2.
¥x=ConviD({32, (3,3),activation="relu',padding="=ame")} (input_img)
4, ¥x=MaxPoolingZD|( (2,2) ,,padding="same"') (x)
¥=Conw2D(32, (3,3) ,activaticn="relu',padding="zame"} (x)
a. encoded=MaxPoocling2D((2,2) ,padding="same") (x)

7. La capa codificada es el cuello de botella y consiste en una forma comprimida de

imdaaenes
1. ¥x=ConvZD{32, {3,3) ,activation="relu',padding="zame"') (encoded)
2. *x=UpSampling2Di{ (2,2)) (x)
¥x=ConvZD{32, {3,3) ,activaticon="relu',padding="=zame"} (x)
4. *x=UpSampling2Di{ (2,2)) (x)
decoded=ConvZD(l, (3,3) ,activation="sigmcid" ,padding="same") {x)
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

8. Entrenar el autocodificador

1. ®¥=Conwv2D (32, (3,3),activation="relu',padding="=zame"'} {encoded) : Jupyter denoising autoencoder Last Checkpoint: 2 hours ago (unsaved changes) A Logout
2 ¥=UpSampling2D((2,2)) (x) File Edit View Insert Cell Kernel Widgets Help Trusted  |Python 3 @
3 x=ConvZD (32, (3,3) ,activation="relu',padding="sams") (x)

a4, ®=UpSampling2Di((2,2)) (X} + @B A ¥ MR B C W Code M

decoded=Conv2D (L, (3,3),activation="s1igmolid", padding="'same") (x)

o

decoded=ConviD(1l, (3,3) ,activation="sigmoid',padding="=same") (x)

In [9]: autoencoder=Model(input img,decoded)
autoencoder.compile(optimizer="adadelta',loss="'binary crossentropy')

WARNING: tensorflow:From /home/shivam/.local/lib/python3.6/site-packages/tensorflow/pytho
n/ops/nn_impl.py:180: add_dispatch_support.<locals>.wrapper (from tensorflow.python.ops.
array_ops) is deprecated and will be removed in a future version.

Instructions for updating:

Use tf.where in 2.0, which has the same broadcast rule as np.where

In [*]: autoencoder.fit(x train noisy, x train,
epochs=20,
batch size=128,
shuffle=True,
validation_data=(x_test_noisy, x_test))

WARNING: tensorflow:From /home/shivam/.local/lib/python3.6/site-packages/keras/backend/te
nsorflow_backend.py:422: The name tf.global variables is deprecated. Please use tf.compa
t.vl.global variables instead.

Train on 60000 samples, validate on 10000 samples
Epoch 1/20
80?22660000 [ ] - 100s 2ms/step - loss: 0.1728 - val_loss:

Epoch 2/20

60000/60000 [ ] - 103s 2ms/step - loss: 0.1175 - val loss:
0.1114

Epoch 3/20

80?89660000 [ ] - 102s 2ms/step - loss: 0.1109 - val loss:

Epoch 4/20
19840/60000 [S====m=m>. .. .. ..onrirnrnennn. ] - ETA: 1:05 - loss: 0.1083

I Tn T 1:
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

9. Obtenga una prediccion de los datos con

.d Z Jupyter genoising autoencoder Last Checkpoint: 3 hours ago (unsaved changes) o Logout
ru' o File  Edit View Insert Cell Kernel Widgets Help Trusted ‘pyﬂqong [e)
N . . . . . - B + ¥ Run » v
1. X _test_result = autcencoder.predict(x_test _noisy, batch size=13g) 8 & @ i}::po':n Aw:ll_) mc Code
60000/60000 [ ] - 101s 2ms/step - loss: 0.0977 - val_loss:
0.0979

Out[10]: <keras.callbacks.callbacks.History at 0x7fd34e6c0c50>

10. Visualizqr de nuevo Ias imagenes In [12]: x test result = autoencoder.predict(x test noisy, batch size=128)
reconstruidas In (141: =5

plt.figure(figsize=(20,2))

for i in range(n):

1 n=5 ax=plt.subplot(1,n,i+1)
plt.imshow(x test result[i].reshape(28,28))
z plt.gray()
ax.get xaxis().set visible(False)
3. plt.figure(figsize=(20,2)) ax.get _yaxis().set_visible(False)

show

plt. ()
for i in rangein):
ax=plt.subplet(l,n,i+l) ; ; (-‘
plt.imshow(x _test result[i].reshape (28,28))

plt.gray()

LN

In [ 1:
ax.get_xaxis().set_wisikble (Fal=ze)

10. ax.get_yaxi=().set_visible (Falze)

11. plt.zhow()
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V.2 Implementacion y Ejemplo de Aprendizaje con Aprendizaje
Profundo

Se puede ver que nuestro codificador automatico es capaz de reconstruir las imagenes y eliminar
su ruido. Obtendremos mejor calidad si aumentamos el nUmero de épocas de entrenamiento.

Para concluir, hemos visto la implementacion y el ejemplo de Deep learning con Keras. Este articulo
se refiere a la libreria Keras y su soporte para implementar los principales algoritmos de deep
learning. También se introduce a los Auto-Encodificadores, sus diferentes tipos, sus aplicaciones y
su implementacion. Se explica cdémo construir una red neuronal para eliminar el ruido de nuestros
datos.
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V.3 Keras Vs TensorFlow - Diferencia entre Keras y Tensorflow

Keras y Tensorflow son dos marcos de aprendizaje profundo muy populares. Los profesionales del
aprendizaje profundo utilizan mdas ampliamente Keras y Tensorflow. Ambos marcos tienen un gran
apoyo de la comunidad. Ambos marcos capturan una fraccidon importante de la produccion de
aprendizaje profundo.

Hay algunas diferencias entre Keras y Tensorflow, que le ayudardn a elegir entre los dos. Le
proporcionaremos una mejor vision de estos dos marcos.

Los siguientes puntos le ayudardn a aprender la comparacion entre Tensorflow y Keras para
encontrar cudl es mdas adecuado para usted.
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V.3 Keras Vs TensorFlow - Diferencia entre Keras y Tensorflow

APIs de formacién
de alto nivel

1F TensorFlow

APIs de arquitectura
de alto nivel

APIs de arquitectura
de bajo nivel

TOTALMENTE FLE

Keras
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V.3 Keras Vs TensorFlow - Diferencia entre Keras y Tensorflow

Complejidad

Keras permite el desarrollo de modelos sin preocupdrse de los detalles del backend. Mientras que
en TensorFlow hay que ocuparse de los detalles computacionales en forma de tensores y graficos.

Esta caracteristica de Keras proporciona mdas comodidad y lo hace menos complejo que
TensorFlow.

API facil de usar Keras es una APl de alto nivel.
Keras utiliza Tensorflow, Theano o CNTK como motores de backend.Tensorflow ofrece APIs de alto y
bajo nivel. Tensorflow es una biblioteca matemdatica que utiliza la programacién de flujo de datos

para una amplia variedad de tareas.Si buscas una herramienta de redes neuronales que sea facil
de usar y tenga una sintaxis sencilla, entonces estards mejor servido por Keras.
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V.3 Keras Vs TensorFlow - Diferencia entre Keras y Tensorflow

Desarrollo rapido

Si quieres desplegar y probar rapidamente tus modelos de aprendizaje profundo, elige Keras.
Usando Keras, puedes crear tus modelos con muy pocas lineas de cddigo y en pocos minutos.
Keras proporciona dos APIs para escribir tu red neuronal. Estas son:

« Modelo (API funcional)

« Secuencial

Con estas APIs, puedes crear facilmente cualquier red neuronal compleja.

CAIEC® Version 062021 @'




V.3 Keras Vs TensorFlow - Diferencia entre Keras y Tensorflow

Rendimiento

Dado que Keras no es directamente responsable del cdlculo del backend, Keras es mds lento.
Keras depende de sus motores de backend para las tareas de computacion. Proporciona una
abstraccién sobre su backend. Para realizar los cdlculos subyacentes y el entrenamiento, Keras
llama a su backend.Por otro lado, Tensorflow es una biblioteca matematica simbdlica. Su compleja
arquitectura se centra en reducir la carga cognitiva de los cdlculos. Por lo tanto, Tensorflow es
rdpido y proporciona un alto rendimiento.

Funcionalidad y flexibilidad
Tensorflow te da mas flexibilidad, mds control y funciones avanzadas para la creacidon de

topologias complejas. Proporciona mas control sobre su red. Por lo tanto, si quieres definir tu propia
funcidn de coste, métrica o capa, o si quieres realizar operaciones sobre los pesos de entrada o los

gradientes, elige TensorFlow.
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V.3 Keras Vs TensorFlow - Diferencia entre Keras y Tensorflow

Conjunto de Datos

Preferimos Keras si el tamano del conjunto de datos es relativamente pequefio o mediano.
Mientras que si el conjunto de datos es grande, preferimos TensorFlow porque tiene menos gastos
generales. Ademas, TensorFlow proporciona un mayor nivel de control, por lo que tenemos mdas
opciones parad manejar grandes conjuntos de datos.

TensorFlow proporciona un mayor numero de conjuntos de datos incorporados que Keras.
Contiene todos los conjuntos de datos que estdn disponibles en Keras y el mddulo tf.datasets de
TensorFlow contiene una amplia gama de conjuntos de datos y estos se clasifican en los
siguientes apartados: Audio, imagen, clasificacion de imagenes, deteccidon de objetos, respuesta a
preguntas, estructurado, resumen, texto, traduccion y video.

Los conjuntos de datos en Keras estdn presentes en el médulo Keras.datasets.
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V.3 Keras Vs TensorFlow - Diferencia entre Keras y Tensorflow

Depuracion

La depuracidon del cédigo TensorFlow es muy dificil. En general, realizamos la depuracion en el
depurador de TensorFlow y lo hacemos a través de la linea de comandos. Comenzamos
envolviendo la sesién de TensorFlow con, tf_debug.LocalCLIDebugWrapperSession(session), y
luego ejecutamos el archivo con diferentes banderas de depuracidon necesarias.

Keras es de alto nivel y no se ocupa de la computaciéon del backend, por lo tanto la depuracién es

facil. También podemos comprobar Ila salida de cada capa en Keras usando
keras.backend.function().
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V.3 Keras Vs TensorFlow - Diferencia entre Keras y Tensorflow

Popularidad

Keras tiene 48,7k estrellas en github y 18,4k forks en github. Mientras que TensorFlow tiene 146k
estrellas y 81.7k forks en github.

Dado que tanto Keras como TensorFlow fueron lanzados en 2015, estd claro que TensorFlow tiene
una mayor comunidad de desarrolladores.

Aparte de los factores anteriores, debes saber que Tensorflow también proporciona soporte para
Keras. Tensorflow proporciona el submaodulo tf.keras que le permite soltar el coédigo de Tensorflow
directamente en los modelos de Keras. Puedes obtener caracteristicas tanto de Keras como de
Tensorflow usando tf.keras, es decir, puedes obtener lo mejor de ambos mundos.
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V.3 Keras Vs TensorFlow - Diferencia entre Keras y Tensorflow

El siguiente codigo describe como utilizar tf.keras para crear sus modelos:

1. import tenscrflow as tIl
from tensorflow.keras import layers

model= tf.keras.Segquentiall()
5. model . add {layers.Denze (64, activation="relu’))
model .add (layers.Denze (32, activation="relu’) )

model.add{layers.Dense (10} )
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