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Abstract. Modern cosmological surveys probe the Universe deep into the nonlinear regime,
where massive neutrinos suppress cosmic structure. Traditional cosmological analyses, which
use the 2-point correlation function to extract information, are no longer optimal in the
nonlinear regime, and there is thus much interest in extracting beyond-2-point information
to improve constraints on neutrino mass. Quantifying and interpreting the beyond-2-point
information is thus a pressing task. We study the field-level information in weak lensing
convergence maps using convolution neural networks. We find that the network performance
increases as higher source redshifts and smaller scales are considered — investigating up to a
source redshift of 2.5 and f;,ax ~ 10* — verifying that massive neutrinos leave a distinct effect
on weak lensing. However, the performance of the network significantly drops after scaling
out the 2-point information from the maps, implying that most of the field-level information
can be found in the 2-point correlation function alone. We quantify these findings in terms
of the likelihood ratio and also use Integrated Gradient saliency maps to interpret which
parts of the map the network is learning the most from, finding that the network extracts
information from the most overdense and underdense regions.
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1 Introduction

Neutrinos have historically been among the most challenging elementary particles to detect
and study, primarily because they interact only through the weak force and gravity. While
their gravitational interaction is very weak due to their small mass, cosmological experiments
are able to infer the neutrino mass from the distribution of radiation and matter in the
Universe. Analysis of cosmic microwave background (CMB) data from Planck combined with
large-scale structure (LSS) data from BOSS have presented upper limits on the neutrino mass
of M, < 0.12 (95% CL) [1]. This is an order of magnitude lower than the upper limit on the
effective electron neutrino mass measured in particle physics experiments of 8 decay which
give mfjfef < 1.1eV [2]. Given the minimum sum of the neutrino masses allowed by neutrino
oscillations experiments [3—7] is M, 2 0.06eV for the normal hierarchy, or M, 2> 0.1leV
for the inverted hierarchy, there is much promise for the next generation of cosmological
surveys — such as Vera Rubin Observatory LSST [8], Euclid [9], SPHEREx [10], Roman Space
Telescope [11], DESI [12], PFS [13], Simons Observatory [14], CMB-S4 [15] — to measure the
neutrino mass at the 5o level.

One particularly promising method to measure neutrino mass is by studying weak gravi-
tational lensing. This involves analyzing the distortions of light emitted from distant galaxies
caused by the gravitational influence of LSS between the galaxy and the telescope. Tradition-
ally, information is extracted from weak-lensing convergence maps using the power spectrum,
or 2-point correlation function, which is optimal in the linear regime. However, upcoming sur-
veys will probe progressively smaller, nonlinear, scales, in which regime the 2-point statistics
are no longer guaranteed to be optimal. Various simulations have been developed to under-
stand the effects of neutrinos on nonlinear scales [16-22], and have suggested that there is
much information to be found on these nonlinear scales using higher-order statistics such
as voids and wavelets. For example, when considering the 3-dimensional matter field it has
been shown that higher-order statistics can improve neutrino mass constraints by a factor of
~ 100 compared to the power spectrum alone [23-30], while for weak lensing more modest
numbers are reported [31-36]. Understanding and interpreting the source of this information
is thus a pressing task.

In this work, we extend the analysis of [37], which showed that while there is much
information regarding neutrino mass in the 3-dimensional matter field, almost all of the
information up to k ~ 1h/Mpc is contained in the power spectrum alone for observable
fields, such as the weak lensing convergence field and galaxy field. This conclusion was



reached by considering the 3-dimensional field-level cross correlation between two simulations
with matched linear physics and different neutrino masses at a single redshift, essentially
assuming the distance between lensing source and observer to be small. As will be discussed,
we perform an analysis using convolutional neural networks (CNNs) with ray-traced N-body
simulations and reach a similar conclusion.

While higher-order statistics provide an idea of the information content in a cosmic field,
(i) they are not necessarily optimal — perhaps there is much more information to be found
— and (ii) it is possible that much of the information in the higher-order statistics is also
available in the 2-point correlation function. In this work we address both of these points by
(i) using a CNN to extract all the information at the field-level and (ii) studying how much
information there is beyond the 2-point by scaling out the 2-point information from the maps
before training the CNN.

CNNs have been employed in many studies to estimate cosmological parameters in weak
lensing and other areas of cosmology, generally giving tighter constraints than other higher-
order statistics [38—49], but have yet to be applied in the context of neutrino mass. Here,
we train a classifier to distinguish between simulations with neutrino masses of M, = 0eV
and 0.1eV (the minimum value allowed for the inverted hierarchy). We perform classification
instead of full parameter inference due to the lack of currently available weak lensing simu-
lations for neutrino mass parameter inference. We study the performance of the network as
a function of maximum scale £y,,y, source redshift z, and noise level o.

Machine learning models are often used as black boxes, but with the wide use of neural
networks in astrophysics and cosmology there has been a recent drive to interpret and explain
what the networks are learning [50-56]. We study Integrated Gradient saliency maps [57] to
determine which parts of weak lensing convergence maps are most informative about neutrino
mass. This is of particular interest as there is much discussion about underdense regions
of cosmic structure, known as voids, containing a large amount of information regarding
neutrino mass in the context of 3-dimensional LSS [28-30, 37, 58, 59].

The paper is organized as follows. Section 2 describes the simulation data and neural
network, Section 3 reports our results, and Section 4 provides conclusions and discussion.

2 Method
In this section, we describe the data, neural network architecture, and analysis methods.

2.1 Data

We use the MassiveNuS simulations [16], which are based on a modified version of the N-body
code Gadget-2 [60]. We use a set of 10,000 pairs of simulations with M, = 0eV and 0.1eV.
The other cosmological parameters are fixed to A, = 2.1 x 1072, Q,,, = 0.3, €, = 0.05, and
h = 0.7. Each simulation contains 10242 particles in a (512Mpc/h)? box, thus the Nyquist
wavenunber is kxyq = 27 h/Mpc. Weak lensing convergence maps « are produced by ray-
tracing using the flat-sky approximation over a (3.5deg)? solid angle. We consider three
source redshifts of z = 2.5,1.5,0.5. Figure 1 shows a particular realization of convergence
maps; the first row shows a map for the 0eV cosmology, the second row for a seed-matched
0.1eV cosmology, and the final row shows the difference between the two. It can be seen that
there is stronger, more nonlinear, structure for larger source redshifts — in particular there
are sharper overdense regions and larger underdense regions, leading to sharper differences
caused by the difference in neutrino mass, particularly in overdense regions.
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Figure 1. A particular realization of convergence maps x from MassiveNuS. The first row shows the
maps for a 0eV cosmology, the second row for a seed-matched 0.1eV cosmology, and the final row
shows the difference between the two. Different columns show different source redshifts.

Before feeding the data to the CNN we apply augmentations for various purposes:

1. Addition of Gaussian Noise: Gaussian noise with zero mean was added to mimic

observational noise. We considered two standard deviations of o, = 0.01 and 0.1 (in
the same units as ), which is around the order of magnitude of noise expected for an
LSST-like survey with a galaxy number density of ng, ~ 5 arcmin~2 and a shape noise
of o\ ~ 0.3 [32]. We also consider the noiseless maps.

. Cutting in Fourier Space: The images were transformed to Fourier space and cut at

various scales in factors of 2 of the Nyquist, kmax = 27, 7, 7/2, 7/4,7/8,7/16 (h/Mpc)?,
and then transformed back into configuration space. As the maps are produced using
the flat-sky approximation, we use a 2-dimensional wavenumber, denoted k, to represent
the scale. To connect with curved-sky intuition, we show the relation between k and
multipole ¢ in Figure 2 for the various source redshifts considered.

. Rescaling to remove the 2-point information: As well as considering the infor-

mation in the convergence maps, we additionally analyse the maps after rescaling the



104 4

103 -

102 4

10! 4

1071 100 10!

k (h/Mpc)?

Figure 2. The relation between 2-dimensional wavevector k and multipole ¢ for the source redshifts
considered in this work. The dotted lines represent the various kyax cuts we perform in the analysis.

0eV maps to fake the effect of neutrinos at the level of the power spectrum. We create
the maps with fake vs at the 2-point level by multiplying all of the 0eV convergence

maps by the square-root of the ratio of the 0.1eV to 0eV power spectra as follows:

k(0) — PP((O(')?/@(O), where P(M,) is the 2-dimensional power spectrum averaged over

all simulations with neutrino mass M,,. This effectively matches the 2-point information
in the 0eV and 0.1eV cosmologies and enables study of the beyond 2-point information.

4. Normalization: The maps were normalized to have zero mean and unit standard
deviation.

5. Data Augmentation: The images were randomly flipped and rotated to increase the
variability and robustness of the training set.

2.2 Neural Network

We use a ResNet-18 network [61] to perform the analysis. ResNet architectures have com-
monly been used to achieve start-of-the-art performance on various computer-vision deep-
learning tasks over the last few years. ResNets are a group of CNN models made to skip
one or more layers to allow for the network to learn residual functions with reference to the
layer input rather than to unreferenced functions. This is achieved via skip, or residual, con-
nections, and enables training a network with a large depth. The architecture of the model
starts with an initial convolutional layer followed by a max-pooling layer, which reduces the
spatial dimensions of the input image. This is followed by a series of residual blocks grouped
into four stages, each containing two residual blocks with increasing filter sizes. Each residual



block consists of two convolutional layers, batch normalization and ReLU activation, with
shortcut connections that add the input of the block to its output. The final stages of the
network include a global average pooling layer and a fully connected layer that outputs the
class probabilities. We choose a ResNet-18 as [49] reported this to be sufficient for weak
lensing cosmology applications, finding that using a deeper ResNet, or an architecture with
a larger receptive field, did not improve the performance.

We modified the ResNet-18 for our applications to take only 1 channel of input, instead
of the default 3. We also replaced the final layer of the network by 3 fully connected layers
which output a scalar, followed by a dropout, LeakyReLLU, and sigmoid layer. We then apply
a binary cross entropy loss function to train a classifier between the 0eV and 0.1eV neutrino
mass simulations. For optimization we used the ADAM optimizer with an exponential learn-
ing rate scheduler, using early stopping to avoid overfitting. We report results for a batch
size of 32, but also found that using a batch size of 64 or 128 made no improvement to the
model. We use the pre-trained ResNet-18 weights as the starting point for training, but then
refit all the weights during training. The data set was divided into training, validation, and
testing sets according to a 70:15:15 split.

We trained the neural network for all the different source redshifts, scale cuts, noise
levels, and power spectrum augmentations detailed in the previous subsection. We used
optuna [62] to optimize the hyperparameters of the network and training, in particular
optimizing the dropout rate, weight decay, learning rate, and learning rate scheduler decay
rate. We performed 200 trials for every training and took the model(s) with the highest
validation accuracy.

Subsequently, we applied an interpretability metric, the Integrated Gradient saliency
map [57], to identify which pixels in the map the CNN is paying the closest attention to.
The Integrated Gradient quantifies how the model output (the neutrino mass) changes with
respect to the model inputs (the pixel values) by propagating the gradient through the
network parameters. This allowed us to determine which parts of the maps contains the
most information regarding neutrino mass. We implemented the saliency map using the
Captum library [63].

3 Results

The upper row of Figure 3 shows the classification accuracy evaluated on the test set for the
different scale cuts kpax, source redshifts z, and noise levels o, as well as the effect of scaling
out the 2-point information. It can be seen that the accuracy of the network improves as
smaller, nonlinear, scales are included; this is to be expected as the effect of massive neutrinos
becomes more prominent on small scales. It can also be seen that the accuracy is higher at
higher redshifts; this is to be expected as, the further away the light source is, the further
the light travels before reaching the observer, experiencing more lensing and thus producing
a larger signal. It can also be seen that increasing noise reduces the accuracy, which is to
be expected as the massive neutrino signal is distorted by the noise. The network is able to
reach almost 100% accuracy for a source redshift of 2.5 with £y, ~ 5,000. However, most
interestingly, the accuracy of the network drops to almost 50% after scaling out the 2-point
information from the maps for all source redshifts and scales, except for low noise cases at
small scales where it reaches ~ 60%. This implies that the network is almost unable to
tell the difference between the 0eV and 0.1eV maps, suggesting that most of the field-level
information can be found using the power spectrum alone. One notable exception is in the
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Figure 3. Top: classification accuracy evaluated on the test set as a function of kyax. Bottom:
difference in log likelihood between a M, = 0.1 and 0eV for observations with M, = 0.1eV (taken
from the test set) as a function of ky.x. Fach panel and base color corresponds to a different source
redshift z. The difference in color shades corresponds to the noise o, with lighter shades corresponding
to higher noise. Solid lines represent the accuracy for a model trained on the full convergence maps,
while dashed lines are for maps that have had the 2-point information scaled out. It can be seen
for full maps that the accuracy and difference in likelihood are typically higher at smaller scales,
higher redshifts, and lower noise. However, when the 2-point information is removed the accuracy
and difference in likelihood are consistently significantly worse — almost 50% and 0 respectively —
indicating that much of the field-level information is contained in the 2-point alone.

case of z = 0.5 where the loss of accuracy from scaling out the 2-point information is relatively
small on small scales, implying that — even though the total information is relatively small
(implied by the low accuracy) — a large fraction of this information exists beyond the 2-point.

Following the insight provided by the classification accuracy, we now consider a more
statistically interpretable quantity, the likelihood ratio. Given the use of a binary cross
entropy loss function, we can relate the output of the neural network f(xqps) to the likelihood
ratio between the M, = 0.1eV and M, = 0 hypotheses as follows,

AL _ L(M, = 0.1eV|kops) _ f(Kobs) ’
L(MV = 0|"€0bs) 1- f(”obs)

where L(M,|kobs) is the likelihood and kops is an observed map from a cosmology with true
neutrino mass corresponding to the ‘1 label’ in the classification; here 0.1eV [64]. The lower
row of Figure 3 shows how the difference in log likelihood Aln L varies with kpax, 2, and
oy, for observations with M, = 0.1eV (taken from the test set). The overall trends are
similar to the classification accuracy, with higher k.x, higher z, and lower o, leading to a
higher likelihood difference. In the most optimistic case of z = 2.5 and kyax = 27 h/Mpc
(Urnax =~ 104) with low noise, the difference in log likelihood is Aln L ~ 4.5. For a Gaussian

(3.1)
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Figure 4. Visualization of the logarithm of the absoulte value of the Integrated Gradient saliency
maps for the case of z = 2.5, kyax = 7/2, and o, = 0.01 (without scaling out the 2-point information).
Each row displays a different (mean-subtracted and variance-scaled) weak lensing convergence map in
the left column, followed by three saliency maps generated by the best three models from the optuna
trials. Higher numbers in the saliency map implies that network is paying more attention to that
region of the map. The saliency maps show a wide variability in terms of regions of the map they
focus on, in some cases focusing on underdense regions, and in other cases focusing on overdense
regions.

likelihood this would correspond to Ax? ~ 9 and thus a 30 detection.! This greatly decreases
as lower source redshifts, lower scales, or higher noise is considered, dropping to Aln L ~ 0.
Most interestingly, it can also be seen that the likelihood difference is negligible when the
2-point information is removed in all cases, implying that there is little information beyond
the 2-point.

Figure 4 shows saliency maps using the Integrated Gradient method. This enables
interpretation of what the network is learning and which parts of the map the model is most
sensitive to. Each row displays a different weak lensing convergence map in the left column,

We note that, while it is instructive to consider the likelihood ratio to build intuition, this neglects any
prior uncertainty on the neutrino mass as it only considers a M, = 0.1eV alternative hypothesis relative to
a M, = 0eV null hypothesis. In a Bayesian analysis one would marginalize over a prior which spans a range
of values of M, carefully taking into account volume effects [see e.g. 65, 66]. This in turn would reduce the
significance of any detection of neutrino mass compared to the likelihood analysis here which corresponds to
a delta-function prior at the observed value.
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Figure 5. The pixel-averaged value of the logarithm of the absolute value of the Integrated Gradient
saliency maps as a function of the (mean-subtracted and variance-scaled) convergence map pixel value
R for the case of z = 2.5, kmax = 7/2, and o, = 0.01 (without scaling out the 2-point information).
Higher saliency values imply that the network is paying more attention to that region of the map, thus
the network is paying most attention to extreme values of «, i.e. the most overdense and underdense
regions.

followed by three saliency maps generated by the best three models from the optuna trials.
Higher numbers in the saliency map implies that the network is paying more attention to
that region of the map. We consider the case of z = 2.5, kpax = 7/2 and o, = 0.01 where
the accuracy of the network is high, and thus the saliency maps will be informative. It can
be seen that there is much variability in the saliency maps, with the networks sometimes
focusing more on underdense regions and sometimes on overdense regions. This implies that
there is information in various features of the map, and that using an ensemble approach
could allow us to extract more information, although this is beyond the scope of this work.
To study the saliency more quantitatively, Figure 5 shows the average saliency in a pixel as
a function of the (mean-subtracted and variance-scaled) convergence of the pixel k. It can
be seen that the saliency is highest for extreme values of &, i.e. in the most overdense and
underdense regions. This shows the complementarity of cluster-like and void-like regions,
as found in 3-dimensional LSS examples which found complementarity between halo and
void statistics [28, 29]. We find similar results in the noiseless case, but after increasing the
noise to o, = 0.1 the higher saliency in the clusters is washed out. This is different to the



trend observed for €, and og, where underdense regions were found to be more salient [54],
showing promise for the prospect of breaking the degeneracy between these parameters.

4 Conclusions

This work quantified the ability of CNNs to extract information regarding neutrino mass
from weak lensing convergence maps. We studied the information content as a function
of scale cut, source redshift, and noise level for an LSST-like survey. We also investigated
the effect of scaling out the 2-point information from the maps to study the beyond-2-point
information. We found that a ResNet-18-based classifier was able to distinguish between a
0eV and 0.1eV neutrino mass cosmology with a high accuracy that improves as higher source
redshifts and smaller scales are considered, reaching almost 100% for a source redshift of 2.5
with iax >~ 5,000. However, the accuracy of the network dropped to almost 50% after scaling
out the 2-point information from the maps, implying that most of the field-level information
can be found using the power spectrum alone, in agreement with the simple cross-correlation
arguments of [37]. We also went beyond using the neural network as a black box, by using
Integrated Gradient saliency maps to understand which parts of the map the network is
learning from. We found that the network pays most attention to the most overdense and
underdense regions, with no clear preference for either. This suggests the two regions to
be complementary, as found in studies that explicitly consider cluster-based and void-based
summary statistics [28, 29].

In this analysis we were restricted to using a classifier due to the availability of simula-
tions, but in the future, when more simulations are produced, it would be interesting further
work to do full parameter inference, studying the beyond 2-point information in a similar
manner to [67] which considered €, and og for halo clustering. While we have performed
extensive hyperparameter tuning to facilitate the optimality of the CNN, it would also be
interesting future work to study the field-level neutrino mass information using different ar-
chitectures and methodologies, such as differentiable forward modelling to reconstruct the
initial conditions of the Universe [68-85] and normalizing flows [86-88]; although we do not
expect this to change the conclusions. Furthermore, while we considered the information
content in weak lensing convergence maps alone, it would be interesting to study the infor-
mation when cross correlating convergence maps with other probes from LSS and the CMB
using cross-survey simulations such as [89, 90] as this could provide a promising source of
beyond-2-point information. Finally, it would be worthwhile to repeat this analysis while
including baryonic effects to study the degeneracy between massive neutrinos and baryons
at the field level [91].
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