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Preface

Electrical and Electronics Engineering Department of BITS Pilani, Dubai Campus,
organized an International Conference on Modelling, Simulation and Intelligent
Computing from 29 January to 31 January 2020. MoSICom 2020 aims to bring
together students, researchers, academia and industry practitioners to demonstrate
their research work. It also provides a platform for researchers, professionals and
educators to confer the most recent innovations, trends, researches and practical
challenges encountered and the solutions proposed in modelling, simulation and
intelligent computing. This conference was able to attract participants from aca-
demia and researchers of reputed universities from UAE and abroad.

One plenary and four outstanding keynote speeches were presented at MoSICom
2020 followed by three parallel sessions running simultaneously, with total of 24
sessions, during the three days of the conference. The first plenary talk was
delivered by Dr. Madan M. Gupta, Emeritus Professor of engineering at the
University of Saskatchewan and Director of the Intelligent Systems Research
Laboratory. Dr. Madan M. Gupta has presented about the design of robust
neuro-controller for complex dynamic systems.

The first keynote was presented by Dr. Hussam Amrouch, Research Group
Leader at the Chair for Embedded Systems (CES), Karlsruhe Institute of
Technology (KIT), Germany. He talked about negative capacitance transistor to
rescue technology scaling from physics to the system level. Dr. Sukumar Mishra,
Professor at the Indian Institute of Technology, Delhi, has presented a keynote on
shift towards net-zero demand distribution system using distributed PV and EV
charging station. Dr. Lotfi Romdhane, Professor and Associate Dean of Graduate
Affairs and Research, American University of Sharjah, has presented about robotics
being applied to several fields ranging from construction to health care and several
ongoing applications of robotic projects applied to rehabilitation of the human
body. The fourth keynote was given by Dr. Navneet Gupta on in-memory com-
puting, emerging memory technologies and architectures.

This book is a compilation of current developments in the variety of fields
related to IoT and applications; robotics and automation; switching circuits and
power converters; big data analytics; antennas and coding techniques;
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meta-heuristic algorithms; computer networks; image processing and applications;
advanced CMOS and beyond; neural networks and deep learning; renewable
energy sources and technology; artificial intelligence and applications; microgrids
and distributed generation; biomedical and health informatics; block chain and
applications; cloud computing; circuits and systems; device modelling and char-
acterization; and emerging semiconductor technologies.

In addition to this, intelligent computational techniques are becoming important
for interdisciplinary engineering applications. This book offers latest research
findings in the field of engineering applications. It will act as definitive reference for
researchers, professors and practitioners interested in exploring the advanced
techniques in the field of modelling, simulation and computing.

Dubai, United Arab Emirates Nilesh Goel
Shazia Hasan
V. Kalaichelvi

vi Preface
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Abstract. High power factor solutions are needed in Light Emitting Diode
(LED) Television (TV) which otherwise results in the following problems:
(i) Power is recycled from the backlight LED to the power source. (ii) Har-
monics from backlight LEDs degrade the line which, in turn, affects the per-
formance of other devices on the line. (iii) Additional losses are generated in the
load which reduces efficiency. This paper proposes Cuckoo Search (CS) opti-
mization algorithm based Interleaved DC-DC Single Ended Primary Inductance
Converter (SEPIC) Converter for reducing the harmonics and thereby improving
the efficiency of the power supply used for driving backlight LED. Cuckoo
search (CS) algorithm using different fitness functions like Integral Square Error
(ISE), Integral Absolute Error (IAE), Integral Time Square Error (ITSE) and
Integral Time Absolute Error (ITAE) are employed for finding the optimal
controller parameters. Various characteristics like rise time, peak time, peak
overshoot, settling time, input power factor, % THD and % efficiency are used
to analyse the performance of the proposed scheme using MATLAB/Simulink
software tool.

Keywords: Power factor correction � Cuckoo search algorithm � Interleaved
DC-DC SEPIC converter

1 Introduction

LED TVs are being preferred by the customers in recent years since it offers the
following advantages: (i) Picture illumination clarity (ii) Low power consumption
(iii) Less Distortion, etc. [1–3]. Various control strategies are employed in LED
backlighting to provide and ensure the aforementioned advantages. PFC [3] is one of
the techniques adopted to provide power factor close to unity which, in turn, reduces %
THD and improves efficiency thereby assuring minimum power loss. In the present
scenario, PFC control schemes for backlight LED TV have been implemented with
Boost- and Flyback-based topologies. Boost topology has the drawback of operating
only in step-up mode and flyback topology needs an isolation transformer for its
operation.
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This work uses an interleaved DC-DC SEPIC converter as single-stage active PFC
circuit since it reduces % THD by effective cancellation of harmonic currents at the
input side [4, 5]. Cascade control strategy is implemented for the proposed converter
applied for PFC in backlight LED power supply which consists of an outer Propor-
tional Integral (PI) controller for regulating the output voltage and an inner PI controller
for shaping the input current. Various conventional methods such as Zeigler Nichols
(ZN) can be employed for designing PI controller which doesn’t provide a satisfactory
response in the presence of disturbance at load or line side [6].

Various optimization algorithms like Genetic Algorithm (GA), Particle Swarm
Optimization (PSO), Ant Colony Optimization (ACO), etc. can be employed for
finding the optimal parameters of PI controller. CS algorithm is chosen in this work for
the following advantages: (i) Easy to implement as it involves a smaller number of
parameters (ii) Faster convergence rate as there is an interaction among the solutions
[7–10]. CS algorithm uses the parasitic nature of cuckoo birds which lay their eggs in
the nest of other birds to find the best nest for reproduction and find the global optimal
solution of the given problem.

This work aims to employ CS algorithm using various error criteria as fitness
function for determining the optimal PI controller parameters of Interleaved DC-DC
SEPIC single-stage active PFC circuit employed in backlight LED TV to improve the
performance. The performance of the proposed scheme for backlight LED TV is
analysed in terms of dynamic performance characteristics like rise time, peak time,
peak overshoot, settling time, input power factor, % THD and % efficiency.

2 Modelling and Design of the Proposed Converter

Figure 1 shows the circuit of an Interleaved DC-DC SEPIC converter [9, 10].

Fig. 1 Proposed converter
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2.1 Derivation of State Space Model

There are four modes of operation in the proposed converter (Mode 1: Sa-ON, Mode II,
Da-ON, Mode III-Sb-ON, Mode IV-Db-ON). The seven-state variables of the proposed
converter are iL1a ; iL1b;iL2a ; iL2bvC1a ; vC1b ; vC2 . From the state equations, the equivalent
state matrix A for the converter is given by Eq. (1).

A ¼

0 0 0 0 � 1�d
L1a

� 1
L1a þ L2a

0 0

0 0 0 0 d
L2a

0 � ð1�dÞ
L2a

0 0 0 0 0 � 1
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� d
L2b

� ð1�dÞ
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The equivalent input matrix B for the converter is given by Eq. (2).

B ¼

1
L1a

þ 1
L1a þ L2a
0

1
L1b

þ 1
L1b þ L2b
0
0
0
0

2
666666664

3
777777775

ð2Þ

The equivalent output matrix C for the converter is given by Eq. (3).

C ¼ 0 0 0 0 0 0 2½ � ð3Þ

The seventh-order transfer function G7(s) of the proposed converter is given by Eq. (4).

G7 sð Þ ¼ 2:6e5s5 � 2:1e�7s4 þ 6:5e13s3 þ 18:1s2 þ 4:1e21s� 8:7e8

s7 þ 6:5s6 þ 2:5e8s5 þ 1:6e9s4 þ 1:4e16s3 þ 9:8e16s2 þ 9:2e20s� 9:8e7
ð4Þ

The seventh-order system is reduced to third-order system using Hankel Matrix method
[9].
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The reduced third-order transfer function G3(s) of the proposed converter after
model order reduction is given by Eq. (5) [9].

G3 sð Þ ¼ �0:00214s2 þ 21000sþ 5:871
s3 þ 6:57s2 þ 52500sþ 1:468

ð5Þ

3 Implementation of Cuckoo Search Optimization Algorithm
for the Proposed Scheme

Figure 2 shows the block diagram of the proposed scheme. The optimal parameters of
outer PI controller are determined using CS for effective output voltage regulation. The
current error signal determined using multiplier approach is fed as input to the inner
CS-based PI controller which provides the gating pulses for the switches Sa and Sb to
obtain UPF.

3.1 Design of CS-Based PI Controller for the Proposed Scheme

CS algorithm is used for determining the optimal PI controller parameters to improve
the dynamic performance of the proposed converter [6, 7]. To design a PI controller
using CS algorithm, the open-loop transfer function of the reduced-order model
G3(s) in Eq. (5) is considered. The performance of different error criteria such as ISE,
IAE, ITSE, ITAE used as a fitness function of CS algorithm are compared to find the
best optimal PI controller parameters as shown in Fig. 3.

CS algorithm assumes every egg in a nest as a solution and then finds the optimal
value till the best fitness value is obtained after various iterations. Each cuckoo lays one

Fig. 2 Block diagram of the proposed scheme
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egg at a time and dumps it in the nest of a host bird chosen randomly. The various steps
used in CS-based PI controller are illustrated in Fig. 4.

Initialize the parameters as specified in Table 1. The proposed converter is simu-
lated for the initial parameters found using the conventional ZN method. The error is
calculated as the difference between the measured voltage and the reference voltage.
The fitness value is calculated for the initial population of n host. Using Levy fight, the
solutions (good nests) are selected for the next iteration based on fitness value. The
solutions with the worst fitness values (best nests) are abandoned. The process is
repeated till the solution with the best fitness value is obtained.

4 Simulation Results

Subsequent section discusses the simulation results of CS-based PI controller for dif-
ferent error criteria as fitness function of the proposed converter.

4.1 Performance Analysis of CS-Based PI Controller for the Proposed
Scheme

Table 2 shows the optimal parameters obtained using CS-based PI controller for the
proposed converter using different error criteria as fitness function.

It also lists the various dynamic response specifications like rise time (Tr), peak
time (Tp), % Peak overshoot (Mp), settling time (Ts) of the closed-loop Reduced-order
Interleaved DC-DC SEPIC converter for the optimal parameters obtained for each
criterion.

From Table 2 and Fig. 3, it is seen that CS algorithm with ITAE as fitness function
yields the best optimal parameters with reduced overshoot of 0.57% and settling time
of 0.9 s.

Fig. 3 Dynamic response of CS-based PI controller for various error criteria
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Fig. 4 Flowchart of CS algorithm

Table 1 Parameters of CS algorithm

Parameter Value

Nest size, n 25
No of iterations (t) 10
No of variables (m) 2
No of runs (maxrun) 5
Probability, pa 0.25
Range of Kp 0–1
Range of Ki 0–3
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4.2 Simulation Results and Discussion of the Proposed Scheme

The closed-loop circuit of the proposed scheme is constructed using Matlab/Simulink
and the simulation results are shown in Figs. 5, 6. Table 3 summarizes the various
performance parameters of the proposed system for the optimal PI controller param-
eters obtained for each criterion.

From Fig. 5a it is evident that the source voltage is in phase with the source current
maintaining power factor close to unity. It is inferred from Fig. 5b that CS-ITAE
method gives the minimum THD of 1.15%. Figures 5c, d show that CS-ITAE method
yields the best optimum performance of output voltage and current in terms of settling
time as 0.4 s, overshoot as 0.5%. Thus PI controller tuned by CS-ITAE method pro-
vides the best optimal parameters of the proposed converter with minimum settling
time, % peak overshoot, % THD and maximum efficiency.

Table 2 Dynamic response of CS-based PI controller for the proposed converter

Performance criterion Kp Ki Tr (sec) Tp (sec) Mp (%) Ts (sec)

Z-N method 0.3 3 0.04 0.342 38.6 5.93
CS-ISE 0.077 1.304 0.271 0.85 5.29 1.92
CS-IAE 0.091 1.283 0.265 0.857 5.1 1.86
CS-ITSE 0.06 1.373 0.383 1.17 1.22 1.3
CS-ITAE 0.08 1.071 0.438 0.7 0.57 0.9

Fig. 5 Closed-loop response of the proposed converter by CS-ITAE
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Interleaved DC-DC SEPIC PFC converter tuned by CS-ITAE method is tested for
variation in load, line and reference voltage and the results are shown in Figs. 6a–c.
Results reveal that the proposed system is robust enough to track the variations
effectively.

Table 4 shows the performance measures of the proposed converter compared with
the existing topologies such as Buck converter, Boost converter, Flyback converter and
SEPIC converter.

Fig. 6 Closed loop response of the proposed converter using CS-ITAE for load, line and
reference voltage variations

Table 3 Closed-loop steady-state performance analysis of the proposed scheme

Performance criterion Kp Ki THD (%) Efficiency (%)

Z-N 0.3 3 3.7 90.48
CS-ISE 0.077 1.304 2.16 93.51
CS-IAE 0.091 1.283 1.76 93.52
CS-ITSE 0.06 1.373 1.52 93.54
CS-ITAE 0.08 1.071 1.15 94
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5 Conclusion

In this paper, the optimal PI controller parameters of the closed-loop Interleaved DC-
DC SEPIC converter were obtained by CS algorithm. The performance analysis was
done using different error criteria like ISE, IAE, ITSE, ITAE as fitness function and
ITAE provides the optimal parameters for enhancing single-stage active PFC in
backlight LED TV. Simulation results reveal that CS-based outer and inner PI voltage
and current controller using ITAE as fitness function provides optimal performance
with less overshoot, less settling time, minimum % THD which meets IEC61000-3-2
standard, maximum % efficiency and power factor very close to unity as compared to
the existing PFC controllers available for driving backlight LED TV.
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Abstract. In India, 90% start-ups fail within the initial five years due to lack of
huge capital and innovations. So, our idea is to develop a blockchain-based social
network for start-ups, which will allow the collaboration between different start-
ups and entrenched organizations who can provide some social and financial
support to the start-ups. A token will be required to access this network, the user
will earn the token through the Proof-of-Value protocol. In the proof-of-Value
approach, the user needs to attach proof of their skills the subject matter expertise
will verify it while stopping the spread of fake data. Thus, this will persuade the
other member within the community and also the venture capitalist that the users
are trustworthy and resourceful. In addition, the token will allow the users to get
access to posting, commenting, and voting. The blockchain technology will
ensure that the verification process to endorse skills is decentralized. The venture
capitalist or a strangerwill be able to trust the usermorewith this all-encompassing
platform. And no second-guessing is required. Or delve into your social media
profile to discover what sort of individual you are outside of work.

Keywords: Blockchain � Start-Ups � Social network � Proof-of-Value �
Venture � Decentralized

1 Introduction

A blockchain is an increasing list of information, referred to as blocks, using cryp-
tography it can be linked. Blockchain network employs decentralized trust network and
secure smart contracts. Blockchain technology has received reputation mainly in
industries worried about cyber security and payments, because of its potential to
execute smart contracts and secure, fast transactions [1]. The key trait of blockchain
technology are as follows:

• Decentralization.
• Persistency.
• Anonymity.
• Auditability.

The start-up failure rate is very high. A Fortune article approximately calculated
that 90% of start-ups eventually failed. The main reasons for failure are:
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• Lack of consumer interest within the product or administration (42%).
• Funding issues (29%).
• Personnel or staffing issues (23%).

This paper aims to build a common social network platform through which different
entrepreneurs across the world can meet and collaborate with each other [2]. By col-
laborating, people will tend to get more ideas and methods to improve their commercial
enterprise. Each person will be given points based on their skills. Based on these
points, entrepreneurs can choose which person is suitable to collaborate with.

We make use of blockchain technology to assure that all the works of entrepreneurs
are original, unique and not copied. With these traits, Blockchain can greatly improve
the efficiency of our platform (Fig. 1).

2 Proposed Solution

Our proposed solution is to create a decentralized blockchain-based social network
platform. This platform is built on the Ethereum blockchain [3]. The two building
blocks of this platform are as follows:

• Blockchain: Using blockchain technology, the network is decentralized (i.e. a
group of nodes maintain the network and not by a single authority).

• Token: A token will be required to access this network. Token has two features:
First: Users are offered a variety of token rewards which they earn by using their
brain and skills. Second: A voting system using the token they earned.

It also provides users with the capacity to communicate with other start-up com-
panies as well as the other well-known companies, create communities and clans and
share and comment on the post. And also allow financial transactions between the
companies for financial support.

Fig. 1 Start-up community
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2.1 Tokens

Tokens are used in blockchain projects to represent an asset digitally. It is also used as a
payment method in blockchain applications. It provides the right for the user to par-
ticipate in the community. Tokens can be shared with anyone. Tokens also represent
assets and loyalty points. A token is created using smart contracts and programs which
do not involve any third party for verification (Fig. 2).

We build a token using Ethereum. Once we make an Ethereum account we get a
wallet known as MyEtherWallet. Using this wallet and smart contract we build the token.

Smart Contract: A blockchain program for verifying and authenticating a contract. In
blockchain, Smart Contracts are utilized to validate a contract between any two parties
[4]. Smart contracts without the third-parties will allow the occurrence of transactions.

MyEtherWallet (MEW) is a free, client-side interface. It enables interaction
between user and Ethereum blockchain [5]. The token is a standard ERC20, it will have
the principle functions and can be utilized as a general base for our application.

2.2 Token Rewards

The users who pose skills and post content are increasing value to the network by
making and producing material or content that will attract new users to the platform and
also the existing users engaged [6]. These help in issuing the token to a large set of
users and grow the network effect. The subject matter experts play a crucial role in
issuing the token to the users who are increasing the value to the network by taking
time to evaluate and vote on the content of their skills. The blockchain rewards token
for both for their activities respective to the value collected through the Proof of Stake
voting system (Fig. 3).

2.3 Voting with Delegated Proof of Stake (Dpos)

Delegated Proof of Stake (DPoS): A consensus algorithm to check the accuracy and
truth of the data by the voting method. This voting is combined with the social platform
of reputation to reach consensus [7].

Fig. 2 Intrinsic token
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Every user who has tokens can comment, post or vote (if they are experts in the
following content). Thus, every token holder can practice a degree of influence about
what occurs on the network [8] (Fig. 4).

3 Battling Fake Data

Fake data is an extremely complex and multi-faceted hassle, and there’s no simple
solution. A prime part of this platform is to battle deluding content by encouraging
well-researched and valuable material or skills. Some of the several strategies are:

Fig. 4 Delegated proof of stake

Fig. 3 Token rights
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3.1 Proof-of-Value

The protocol of Proof-of-Value is our technique of differentiating and rewarding
valuable skills while stopping the spread of fake data and content.

Users for each community has a reputation rating that they participate in within the
platform. The reputation rating changes when the contribution of the users is evaluated
which reflects their expertise and reliability. Users to gain a reputation within the
community will have to spend time as well as effort contributing to a community.
Within a community, users with higher notoriety will have more effect and will almost
certainly advance valuable content.

3.2 Identity Verification

Verification of identity is another important problem in diminishing the spread of
deception. This platform will store the identities of the users on the blockchain for
identification purposes. Well-known users will also have to verify their identity,
making it extensively extra hard for trolls to dupe users into thinking that they are
someone they’re not.

3.3 Machine Learning

The spread of fake data has ended up so sophisticated that it can be very hard to figure
fake from actual. We will use one algorithm called stance detection [9].

This will analyze the skills or posts and flag those that vary with most of the people
of concern professionals at the platform. Taking under consideration the reputation of
the user who created the content, the algorithm will label it with the probability of
whether the data is real or fake, leaving users to trust it at their own choice. Users may
also be able to report posts they suppose are suspicious or fake.

4 Result

Adecentralized simple application (DApp) built onEthereumblockchain.WeuseSolidity,
a language used to compose smart contracts running on the Ethereum network [10] and
Truffle for compilation and migration, and a system to be used for our front-end [11].

Vue.js as front-end library. It is a JavaScript open-source software to create user
interfaces and single-page applications. Using uPort, we enable the users to
enter the Ethereum blockchain with a globally unique identifier, giving users control
over their identities, private keys, user accounts, and private information [5].

For storage to be decentralized, we use IPFS (InterPlanetary File System)-a peer-to-
peer hypermedia protocol where you can store anything that http can: files, images,
html, etc. Finally, uPort, Vue.js and IPFS are integrated using smart contracts.

This DApp stores the user name and their status securely on the blockchain. The
key features:

• Allows reading and posting blogs.
• Ranking or voting members of the network based on their skill.
• Allows collaboration of different people and organizations (Figs. 5, 6).
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Fig. 5 DApp profile

Fig. 6 Wallet balance and history of claim rewards

16 S. Subhiksha et al.



This application is built using smart contracts. Smart contracts are intended to give
the user authority over their own information and not even the smart contract creator
can control any data.

The wallet displays the current wallet balance of ether tokens and shows the latest
transactions of the user. Users can send a request to another party for a specific number
of tokens.

5 Conclusion

Blockchain has established itself in terms of transparency, immutability, security. The
blockchain technology permits verification while not having to be depending on third-
parties. In blockchain the data structure is append-only. It uses protected cryptography
to secure the data ledgers.

Our motive is to bring a common community for entrepreneurs across the globe.
With the use of our platform, we unite everyone in such a way that everyone is
trustworthy and no fake data can enter. Proof-of-value and proof of identity [12] helps
to verify a user and their content whereas we use machine learning techniques to verify
the shared posts whether they are true. We use tokens to help user access the platform
and perform voting. Token is also used to share data and help people in the community
with their suggestions. This platform may help many entrepreneurs to improve their
company and achieve great heights in their lives.
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Abstract. In this paper, thermal power plant is connected to a microgrid and
frequency deviation is observed and the results of the fuzzy and PID controllers
are compared with fuzzy and the best controller giving best results is considered.
Also, the different parameters are taken care for maintaining stability of the
system like area control error (ACE) of individual areas, load demand, etc. This
paper focuses on reducing error in quick time that developed due to mismatch
between generation and demand. Because if error is not minimized in quick
time, then stability of the system is affected and also the power flow through the
tie-lines is not uniform. Software used is MATLAB 2014b. Results are shown
and compared using necessary graphs. The Simulink model is prepared by
selecting the transfer function blocks from the library and assigning the values to
them. PID controller is used to minimize the error in quick time. Also, PID
controller is replaced with fuzzy PID controller.

Keywords: Microgrid � Load frequency control � Load demand � Area control
error (ACE) � Fuzzy logic control

1 Introduction

Microgrid is a localized group of electricity sources and loads which normally operates
connected to and synchronous with the traditional wide area synchronous grid but can
also disconnect to “island mode”—and function autonomously as physical or economic
conditions dictate [1, 2]. Also, it is a discrete energy system comprising of distributed
energy sources (including demand management, storage, and generation) and loads
capable of operating in parallel with, or independently from, the main power grid.

Figure 1 shows the structure of a microgrid. Microgrids provide efficient, low-cost,
clean energy, enhance local resiliency, and improve the operation and stability of the
regional electric grid.
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The following are the important components of microgrid:

(i) Generation: For a microgrid to provide energy supply to its connected loads
without help from the utility, there must be a source of generation within the
microgrid [3, 4]. This could be solar PV, wind, combustion turbines, recipro-
cating engines, cogeneration, or any other form of generation.

(ii) Energy storage: Most microgrids will have an element of energy storage that
allows the microgrid to absorb and store energy that is produced when supply
exceeds demand, and to return that energy (net of storage inefficiencies and line
losses) when the demand exceeds supply (e.g., during evening hours when solar
production is not available) [5–7]. Energy storage can also be used to provide
arbitrage opportunities where wholesale power markets exist or when time-based
rate schedules (e.g., time of use, real-time pricing, critical peak pricing, etc.) are
available [8, 9].

(iii) Load Control: More sophisticated microgrids will incorporate the ability to
control end-uses in a manner that allows the generation and storage resources to
be optimized [10–12].

(iv) Utility interconnection: A key design feature of a microgrid includes the inter-
face with the utility’s power grid. During interconnected operation, the
microgrid-utility interconnection must be designed for safe and reliable parallel
operation of the microgrid and the power system [13–17].

(v) Microgrid control system: A microgrid control system ties all of the components
together and maintains the real-time balance of generation and load. In a very
simple microgrid, a control system is typically a governor control on a diesel
generator [18–20].

During interconnected operation, the control system must be able to manage the utility
interface and communicate with the utility’s (or independent system operator’s) system
operations center (including demand-response management systems) in near real time
[21].

Fig. 1 Structure of a microgrid
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2 Load Frequency Control

Power sharing between two areas occurs through these tie-lines. Load frequency
control, as the name signifies, regulates the power flow between different areas while
holding the frequency constant.

To ensure the reliability of electric power, it is useful to have frequency and voltage
constant. This can be achieved by load frequency controller and automatic voltage
regulator [22, 23].

3 Fuzzy Logic

Fuzzy logic is originated as logic of ambiguous or inexact concepts.
The method of fuzzification has found increasing applications in power systems.

The applications of fuzzy sets signify a major enhancement of power system analysis
by avoiding heuristic assumptions in practical cases. This is because fuzzy sets could
be deployed properly to represent power system uncertainties [24, 25].

The concept of fuzzy logic (FL) was developed by Zadeh in 1965 to address
uncertainty and imprecision which widely exists in engineering problems. His process
approach emphasized modeling uncertainties that arise commonly in human thought
processes [26, 27].

Advantages of FLC:

• Flexible and intuitive knowledge base design.
• The consistency and completeness of the results can be checked in knowledge base.
• FL conceptual model can be used in many other paradigms.
• FLC can incorporate a conventional design and can be fine tune to system non-

linearities; in other words, FLC gives consistent result even with nonlinearities.

Figure 2 shows the rule base design fuzzy rules which are conditional statement that
specifies the relationship among fuzzy variables. With the knowledge of pervious
system behavior, fuzzy rules are developed, for example, if the frequency deviation is
more, then more controller gain is needed.

Fig. 2 Rule base design fuzzy rules
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In the fuzzy rule format:
IF ACE is NB and ACE x is NS then output is PM.
IF ACE is PB and ACE x is PS then output is NM.

4 Controllers

A PID controller is a combination of proportional, integral, and derivative controllers.
They take up the error as input and produces the controlled output [28].

A PID controller is widely used in industrial control systems and a variety of other
applications requiring continuously modulated control. They are used in most auto-
matic process control applications in industry. PID controllers can be used to regulate
flow, temperature, pressure, level, and many other industrial process variables [29].

Figure 3 shows the area control error (ACE) which is the difference between
scheduled and actual electrical generation within a control area on the power grid,
taking frequency bias into account, is fed to the PID controller, and by adjusting the
gains of the controller, the error is brought to zero in quick time. Trial and error method
is employed till the best results are achieved.

4.1 Design of PID Controllers

Proportional control in engineering and process control is a type of linear feedback
control system in which a correction is applied to the controlled variable which is
proportional to the difference between the desired value (set point, SP) and the mea-
sured value (process value, PV) [30].

Integral Control. The integral controller produces an output, which is integral of
the error signal. Therefore, the transfer function of the integral controller is KIs.

Derivative control. The derivative control is used to reduce the magnitude of the
overshoot produced by the integral component and to improve process stability [31].

Fig. 3 PID controller
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5 Modeling of the System

The whole system modeling is shown below with necessary equations:

5.1 Wind Turbine Generators

In “wind turbine generator,” the wind pushes directly against the blades of the turbine
that converts the linear motion of the wind into the rotary motion which is necessary to
spin the generators rotor and the harder the wind pushes; the more electrical energy can
be generated.

The wind power formula is given below.

PWT ¼ 1
2
qARCPV

3
W ð1Þ

where
P is the air density (kg/m3); AR is the swept area of blade (m2); CP is the power

coefficient, a function of tip speed ratio k and blade pitch angle b; and q is wind speed.
The transfer function of the WTG is given by a simple first-order lag, neglecting all
nonlinearities, as given below.

GWTHðsÞ ¼ DPWTG

DPWT
¼ Kwtg

1þ sTwtg
ð2Þ

5.2 Alkaline Electrolysis

The alkaline electrolysis uses some of the power generated in the system for producing
hydrogen, which is used up by fuel cells for the generation of power.

GAEðsÞ ¼ DPAE

u2
¼ Kae

1þ sTae
ð3Þ

5.3 Fuel Cells Power Generation

The fuel cells are electrochemical devices that convert chemical energy of fuel into
electrical energy. The transfer function model can be written as below.

GFCðsÞ ¼ DPFC

u2
¼ Kfc

1þ sTfc
ð4Þ
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5.4 Diesel Generator (DG)

The transfer function for diesel generator is given below.

GDGðsÞ ¼ DPDEG

u2
¼ Kdg

1þ sTdg
ð5Þ

5.5 Battery Energy Storage Systems

The transfer function of battery energy storage systems is given below.

GBESSðsÞ ¼ DPBESS

u2
¼ Kbess

1þ sTbess
ð6Þ

5.6 Power Deviation and System Frequency Variation

The power balance equation is expressed as below.

DPe ¼ DPMGþDPTH � DPL ð7Þ

The output power of microgrid is given as.

DPMG ¼ DPWTH þDPFC � DPAE þDPDEG � DPBESS ð8Þ

The frequency deviation is given as follows.

Df ¼ DPe

Ksys
ð9Þ

The transfer function for the system frequency variation is stated as follows.

Gsys ¼ Df
DPe

¼ 1
Ksys 1þ sTsys

� � ¼ KP

1þ sTP
ð10Þ

6 MATLAB Simulink Model

The system frequency deviations are considered the error inputs to the controllers in the
Simulink diagram. There are triangular membership functions which are used with five
fuzzy linguistic variables such as negative big (NB), negative medium (NM), negative
small (NS), zero (ZO), positive small (PS), positive medium (PM) and positive big
(PB) for both the inputs and the output. The objective function K for controller
parameters optimization of the interconnected power system is depicted as below.
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K ¼ ITAE ¼
Ztsim

0

DFj j t:dt ð11Þ

Figure 4 shows the MATLAB Simulink model in which a microgrid is intercon-
nected with a thermal power plant.

7 Necessary Graphs

Figure 5 shows the graph of deviation in frequency using PID controller and fuzzy PID
controller. It is clear from the graph that fuzzy PID is best in minimizing the frequency
deviation to zero which is good for maintaining stability.

8 Results and Conclusion

Figure 5 shows the graph of frequency deviation in both the areas, i.e., in microgrid and
thermal power plant. The comparison of area control error (ACE) is done and seen that
with PID controller the settling time is beyond 40 s which is harmful for the system
stability, whereas with fuzzy PID controller, the settling time is 15 s which is quite
good.

Fig. 4 MATLAB Simulink Model
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Thus, it was observed that by the application of fuzzy PID, the result was more
accurate and quick response was observed than in case of simple PID controller. The
system frequency error was quickly reduced to zero and stability of the entire system
was brought to its normal.

Acknowledgements. I would like to express my sincere gratitude to my institution (Dr. M.G.R
Educational and Research Institute, Chennai) for giving me permission to carry out this research
work. I am also very thankful to my research guide Dr. L. Ramesh for his valuable suggestions
on the topic.

Appendix

Thermal power system parameter.

KG ¼ 1:0

Tg ¼ 0:09 s

Tt ¼ 0:35 s

Kr ¼ 0:4

Tr ¼ 10s

Kp ¼ 120Hz=p:u: MW

Tp ¼ 20 s

R ¼ 2:5Hz=p:u: MW

Fig. 5 Comparison of fuzzy and PID controller for frequency deviation
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The following are the system parameters used in power generation of
microgrid.

Kwtg ¼ 1

Twtg ¼ 1:5 s

Kae ¼ 1:0

Tae ¼ 0:08 s

Kfc ¼ 0:01

Tfc ¼ 4 s

Kdg ¼ 0:004

Tdg ¼ 2:5 s

Kbess ¼ �0:004

Tbess ¼ �0:15 s

DPWT ¼ 0:55 p:u:
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Abstract. Multiple strategic challenges are being faced by educational
institutions across the globe which is of interest to both researchers and
decision-makers. These challenges can be successfully addressed by analyzing
the vast amount of data stored in multiple, unorganized, and unstructured
operational databases in the educational institutes. Practitioners, researchers, and
students would need data warehousing techniques to be able to utilize the
knowledge stored in different archives. Data warehousing techniques include
assimilating disparate sources of data, analysis of the requirements, designing
the data, development, implementation, and deployment of the data. In this
paper, a data warehouse (DW) for solving operational challenges of the center of
higher education has been developed, which encompasses system design, ETL
data processing, and online analytical processing analysis. The designing of this
model is done using Mondrian and Pentaho business intelligence tool.

Keywords: Data warehouse � ETL � Online analytical processing (OLAP) �
Mondrian � Pentaho

1 Introduction

Centers of higher education face multiple strategic challenges. Some of these chal-
lenges include (i) attract the right candidate, (ii) enhance student’s academic perfor-
mance, (iii) improve the financial health of center, (iv) compete for public grant,
(v) attract right faculty, (vi) promote cutting-edge research, (vii) improve ranking
among other colleges, (viii) improve operational efficiency of college. These challenges
can be addressed by analyzing the large volume of data that institutions regularly
collect. Some of the typical data collected are about students, faculty and department,
administration details, revenue contributions, and enrollments. Most of these data are
stored in operational databases, which is not useful for decision-making since the
stand-alone database cannot provide such information immediately and efficiently. In a
traditional information system, paper-based reports are developed based on which
decisions are made. Running analytics on these reports is slow and causes delays in
retrieving information. To overcome all the challenges of traditional systems, we use
data warehousing. Data warehousing is based on the idea of online analytical
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processing (OLAP). OLAP is a tool that enables users to analyze data in different
dimensions and graphical formats enabling faster decisions.

The content of the paper is organized into the following sections; Sect. 2 describes
the literature survey briefing the related work done by various researchers in areas of
education using data warehouse and related methods. Section 3 describes the archi-
tecture of the education system, and the various analytical tools integrated into a data
warehouse. Section 4 describes our methods used and the design of a data warehouse
for education. Section 5 describes the implementation details and results obtained by
our method using multidimensional expressions (MDX), and finally, conclusions are
provided in Sect. 6.

2 Literature Survey

There are different fundamentals for IT professionals to implement data warehouse and
its components are provided by authors [1]. In [2], research has primarily focused on
developing the dimension model and design of the student progression system using
OLAP operations. Through [3], the solution to a decision-making support system has
been discussed by authors with the help of an education-based case study. In [4], the
author states the working aspects of extract transform and load (ETL) tools and various
comparisons of ETL modeling. Through [5], the design considerations and data
warehouse implementation in academics have been described using different educa-
tional data mining (EDM) techniques which are useful to design a DW for predictive
analysis. In [6], the architecture and end-to-end process of data warehousing have been
outlined by authors and explain about OLAP technology with the emphasis on data
maintenance applications. In [7], the study focuses on the use of ETL tools to extract
the data from different data sources in OLAP followed by the transformation and
loading of data [8]. Pentaho is modern data integration and business analytics platform
that captures data using a consistent format that is accessible to end users.

3 Data Warehouse for Higher Education

A “data warehouse” is an organization-wide snapshot of data, typically used for
business decision-making and forecasting. The process of data warehousing is carried
out in three main steps, also known as extraction, transformation, and loading (ETL).
Relevant data from various sources are transformed into useful information by ETL
tools and then stored in a data warehouse. As shown in Fig. 1, the data is first extracted
from external or internal sources. The data that is extracted is usually raw and is
transformed into an appropriate format for analysis. After extraction and transforma-
tion, the data is loaded in smaller chunks in a data warehouse. In data warehouse
architecture, meta-data plays an important role as it specifies the source, usage, values,
and features of data warehouse data. It is used for building, maintaining, and managing
a data warehouse. A data mart is an access layer that is used to get data out to the users
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through a variety of front-end tools: query tools, report writers, analysis tools, and data
mining tools. From warehouse and marts, data is transferred to OLAP servers. OLAP
servers provide the multidimensional analysis with powerful calculations and quick
access. It provides the ability to perform complex query calculations and comparisons
and present results in several ways like charts and graphs. The captured data through
data analytic tools can help see trends, capture patterns, and also predict future
outcomes.

4 Design of Data Warehouse for Higher Education

In a data warehouse, the user requirements are shown through Table 1 which contains
business dimensions and fact measures of the education system. A representative set of
dimensions that must be confirmed by the education institution includes student,
course, calendar date, faculty, administration, and department. The set of fact measures
includes total number of departments, total students enrolled in an individual course, a
total sum of all contributions received for revenue or funds. In institutions, analysis can
be done by first getting the descriptive analysis which means running analysis on
current and previous year’s performance sheet of every student. Based on such anal-
ysis, different professional programs could be provided to individuals for leadership
qualities, technical improvements, professional communication, etcetera.

There are two modeling techniques named “Star Schema” and “Snowflake
Schema” to represent multidimensional data [1]. Star schema is adopted here mainly
because of its clarity, convenience, and rapid indexing ability that make the star schema
more precise and understandable. Star schema can be defined as a specific type of

Fig. 1 Data warehouse architecture for higher education
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database design which includes a specific set of denormalized tables. Figure 2 shows a
star schema model representation. This model consists of a central table (Fact table)
and dimension tables that are directly linked to it. The star schema of the education
system has six dimension tables and one fact table. As shown in Table 1, the dimension
table contains the primary key of that table, e.g., in students dimension table student
key is the primary key of that table. The attributes of the dimension table contain details
about that dimension, e.g., in student dimension table student name, gender, nationality
are the attributes. The fact table contains the primary key of all dimension tables as the
foreign key. The star schema in this paper has been developed for operational analysis
such as the breakdown of fees, faculty–student ratio, and acceptance rate of research
papers published every year.

Table 1 Dimensions of the education system

Dimensions Primary
Key

Attributes

Student
dimension

StudentID StudentID, student name, nationality, gender, student contact
number, address, email id, guardian name, guardian contact
number

Course
dimension

CourseID CourseID, course no, course name, credit hrs, course time,
professor assigned, course days, lab credits, lecture credits

Faculty
dimension

FacultyID FacultyID, faculty name, faculty type, faculty rank,
department, faculty specialization, contact details, faculty
address details, room no., email address, start date of service,
end date of service

Department
dimension

DeptID DeptID, department name, department head details,
department laboratory details, no. of laboratories, contact
details

Account
dimension

AccountID AccountID, staff name, shift time, shift days, staff salary, staff
type, no. of workshops, no. of lab equipment, laboratory
number

Time
dimension

TimeID TimeID, assigned date, day of the week, month, quarter,
academic year, semester, location

Fact measures FactID FactID, StudentID, CourseID, FacultyID, DeptID,
AccountID, TimeID, no. of enrollments, no. of courses, no. of
departments, no. of faculty members, no. of courses, grade
GPA, donation funds amount, research grants, no. of staffs,
tuition fees amount, hostel fees amount, alumni
contributions, no of published papers, no of rejected papers
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5 Experimental Results

In this research work, a data warehouse is developed for the education system after
completing the design part. We have used the following tools: Pentaho data integration
for the ETL, Data Cleaner Tool (for data profiling) and an OLAP cube, MySQL work-
bench, and Mondrian. The ETL processes are implemented using the Pentaho data
integration tool that uses spoon GUI to help the user define the ETL process to perform
extraction and loading of the data source and transformed it into the target database [8].
The data has been generated to populate a data warehouse with values of StudentID,
GPA, no. of courses, no. of faculty, no. of published papers, no. of rejected papers, no. of
departments, etcetera with the help of Gaussian distribution. The care has been taken to
generate data such that attribute values are most realistic, for example, StudentID is
generatedwith alphanumerical combinations which are randomly produced. Tuition fees,
hostel fees, research grants, donation funds, calendar date, academic year were produced
with suitable conditions. All together a data warehouse has 5000 sample records. These
samples were taken for each dimension and fact measures for analysis and OLAP
operations. In our case study, the data is taken from spreadsheets (excel sheet), performed
ETL, and loaded the filtered data (CSV Files) into a MySQL database. Database schema
named “star schema” is created in Mondrian workbench to integrate and store all the
students, department details after establishing the connection to the database. Figure 2
shows the star schemamodel that has a single fact table (education fact table) in units and
six dimension tables (student, course, faculty, department, accounts, and time).

Student Dimension
PKStudent Key
StudentID
Student Name
Gender
Contact Number
Guardian Name 
Guardian Contact No
Email ID

Course Dimensions
PKCourse Key      
Course No       
Course Name            
Credit Hours                    
Course Time              
Lecturer Assigned       
Course Days                
Course Start Date        
Course End Date

Department Dimension
PKDepartment Key
Department N ame 
Department Number
Head of Department

Education Fact Measure
PK Fact Key                
FK1 Student Key                       
FK2Course Key                                 
FK3 Account Key                           
FK4 Faculty Key 
FK5 Department 
KeyFK6 Time Key                                    
No. of Enrollments                             
Tuition Fees Amount
Hostel Fees Amount
Research Grants                        
Alumni Contributions                   
Donation Amount                                          
No. of Courses
No. of Faculty
No.of P ublished Papers 
No. of Rejected P apers

Time Dimension   
PK   Time Key             
Date                     
Day of the Week          
Month            
Quarter           
Academic Year        
Semester

Accounts Dimension  
PKAccount Key                       
Staff Name              
Shift Timings                          
Shift Days                  
Staff Salary
Staff Type
Location
Branch Name
Laboratory Name

Faculty Dimension     
PK   Faculty Key         
Faculty Name                 
Faculty Type              
Rank                                
Contact No                                       
Email ID                    
Room No                
Start Date of Service   
End Date of Service        
Department Name

Fig. 2 Star schema model of the education system
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Mondrian workbench provides a user-friendly interface by allowing the user to
decide the dimension and target of analysis, creating a cube, finally exhibiting data in
different ways such as tables and figures. The dashboard can be presented with various
aggregate calculations like total sum, count, average using Pentaho business intelli-
gence (BI) server. End users can visit Mondrian workbench to carry out the analysis by
writing MDX queries within an OLAP cube by slice, dice, and drill operations. Table 2
shows various fact measures that contribute to the statistics of total revenue, i.e., hostel
fees and tuition fees, institute revenue (research grant and alumni details), the contri-
bution of research paper per department, research grants received per department,
student to faculty ratio for an individual year. In our analysis, every fact measure we
create in Mondrian is backed by a predefined aggregate function, i.e., SUM, MIN,
MAX, AVERAGE, or COUNT, that determines the fact measure’s operation.
Table 2a–f shows the MDX queries which are generated from the Mondrian tool.
Based on the analysis, different types of aggregation can be selected for comparisons.
Mondrian workbench executes these queries on star schema to generate the pre-
computed summary of data. Considering query execution from Table 2a, d, the result
appears in single aggregated value, i.e., the sum of hostel fees of students in all courses
for the year (2013–2019), total no. of enrollments for the given six years. These query
reports and summaries would help the decision-makers (directors, department heads,
and administrators) to understand the needs of their students and make more informed
business decisions. The results of these queries are analyzed and presented in graphical
reports below.

Table 2 MDX queries extracted from Mondrian workbench

(a) Select
{[Measures].[hostelfees],[Measures].
[tuitionfees]} ON columns, {([student.
studentid].[Allstudent.studentids],
[time.timeid].[All time.timeids])} ON rows
from starschema

(b) Select
{[Measures].[hostelfees],[Measures].
[tuitionfees]}
ON columns,{([course.courseid].[All
course.courseids],[time.timeid].[All
time.timeids])} ON rows from starschema

(c) Select
{[Measures].[hostelfees],[Measures].
[tuitionfees]} ON columns, NONEMPTY
({[time].[academic year].[academic year],
[student.studentid].[All student.studentids]})
ON rows from [starschema];

(d) Select
{[Measures].[no_of_faculty],[Measures].
[no_of_enrollments]} ON columns,
{([faculty.facultyid].[All faculty.facultyids],
[student.studentid].[All student.studentids],
[time.timeid].[All time.timeids])} ON rows
from starschema

(e) Select
{[Measures].[research_grants], [Measures].
[no_of_research_papers_published],
[Measures].[no_of_departments]}
ON columns,{([department.deptid].[All
department.deptids],[time.timeid].[All
time.timeids])} ON rows from starschema

(f) Select
{[Measures].[alumnicontribution],
[Measures].[donations_fund],[Measures].
[research_grants]}
ON columns,{([time.timeid].[All
time.timeids], [student.studentid].[All
student.studentids])} ON rows from
starschema
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5.1 Aggregate Reports

Four aggregate reports have been generated. Figure 3 shows the breakdown of uni-
versity total revenue from various sources in the period 2013–2019. The resultant graph
is generated using the query Table 2a, f by selecting SUM and MAX aggregate
functions. The analysis shows that 67% of university revenue came from students
through tuition and hostel fees. The rest of the contributions are through research
grants, alumni contributions, and donations fund.

Figure 4 breaks down the revenue from students to understand the contribution of
tuition and hostel fees. The results have been generated from the above queries from
Table 2b, c. In query Table 2b, we have used Mondrian cube wizard to pull out the
details of fact measures (tuition fees, hostel fees) and using aggregate functions we
calculated the total of tuition and hostel fees contributed for total six years of a period
(2013–2019). In query Table 2c, the result set for each academic year (2013–2019) is
calculated to drill down at every level. The NONEMPTY function used in the MDX
query removes the null values from the result set. Similarly, many other options like
“where” clause can be used to find the data for a particular year.

STUDENTS
67%

RESEARCH GRANTS
15%

ALUMNI 
CONTRIBUTIONS

10%

DONATIONS FUND
8%

University revenue breakdown (2013-2019), BAED

Fig. 3 Breakdown of revenue in billion AED

40%

60%

Revenue from students (2013 -2019), BAED

HOSTEL FEES

TUITION FEES

Fig. 4 Graph showing revenue details
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Figure 5 represents the number of research papers published by each department—
an indication of research focus and department’s contribution to building university
brand, and Fig. 6 shows department-wise research grants received. The trend is in line
with the contribution in research papers for the studied university. These results have
been generated using query Table 2e, f where each measure is retrieved for each
department. The total no. of the department is 20. Figure 5 represents various contri-
butions of a research paper in each department where it is high as 8% and as low as 3%.
While Fig. 6 shows various research grants received per department which is high as
11% and as low as 1%.

5.2 Trend Reports

Two trend reports have been generated. They are presented below:
Figure 7 shows that the revenues from research grants and alumni contributions

have decreased over the years and should be the area of focus for the university.
Figure 8 shows the number of students per faculty for the year 2013–2019. For the
university under analysis, it is at a healthy ratio of 17:1. The results have been com-
puted using the aggregation function (COUNT) to find the total using the query in
Table 2d.
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Fig. 5 Aggregate of research papers
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6 Conclusion

This paper proposes a thorough statistical analysis with the help of various OLAP
techniques and methods that generates “smart, tailor-made” business reports. The
universities today operate in a very competitive environment; hence, it has to be reliant
on the quality and robust information to respond to business requirements. Directors,
departments can have a multidimensional view of data implemented on millions of
records. This schema model makes the data search and analysis process very effective
and efficient while allowing the administrator to add both current and university his-
torical data. The presented multidimensional analysis performed using Pentaho and
Mondrian can spot historical trends and isolate problems that in turn help universities
improve their performance over time. Further, the right set of data and queries can help
universities identify the right candidates, right faculty, promote research work, improve
sources of revenue, and enhance student’s performance by personalized feedback. In
this paper, we developed the overall report for students, faculty, total revenue, alumni
contributions, research funds, and department details for the year 2013–2019. Simi-
larly, we can obtain various other reports for specific timelines without changing the
structure of the system. This paper will serve as a practical guide for professionals and
researchers to implement a data warehouse and to experiment with Pentaho data
integration and Mondrian methods in educational institutions.
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Abstract. In this work, for the first time, the tri-layer sandwiched Van der
Waals heterostructures of SnS2 and MoSe2 are investigated using first principle
calculations. In such heterostructures, a monolayer of SnS2 (MoSe2) is sand-
wiched between two MoSe2 (SnS2) layers. Subsequently, such heterostructures
are considered in two different stacking orders, i.e. ABA and AAA corre-
sponding to the natural stacking of bulk MoSe2 and SnS2, respectively. The
structural and electronic properties of such tri-layer heterostructures are exten-
sively analyzed in comparison with the homogeneous SnS2 and MoSe2 tri-
layers. In this context, emphasis has been given on the bond length and bond
angles of metal and chalcogen atoms at the sandwiched layers of heterostruc-
tures. Finally, the influences of the homogenous and heterogeneous sandwiched
layers on the energy band structures have been analyzed in detail from the
orbital projections of electronic states at the conduction band and valence band.

Keywords: 2D material � Van der waals heterostructures � MoSe2 � SnS2 �
DFT

1 Introduction

After the successful synthesize of Graphene in 2004, an ever-growing research activity
has been observed in thin two-dimensional (2D) semiconducting materials having one
or few atomic layer thicknesses. These 2D materials exhibit noteworthy physical and
chemical properties that are distinctly different from their 3D counterparts. In this
context, the Transition Metal Dichalcogenides (TMDs) have emerged as one of the
most promising candidates in the family of semiconducting 2D materials. The TMDs
are represented as MX2, where a transition metal M (Mo, W) is covalently sandwiched
between two chalcogen atoms X (S, Se, Te) in a hexagonal honeycomb structure
forming a single layer. In bulk TMDs, the individual layers are held together by the
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relatively weaker Van der Waals force that allows the exfoliations of few or more layers
from bulk TMDs. The TMDs are considered particularly suitable for electronic
applications owing to their high surface to volume ratio, pristine surface quality, and
the presence of intrinsic semiconducting energy band-gaps (1–2 eV).

Furthermore, the energy band-gaps and other electronic properties of the TMD can
be tuned by varying the layer thickness, which offers an additional flexibility for
electronic, optoelectronic, sensing and energy harvesting applications [1, 2].

In this line, the Van der Waals hetero-structure of two or more TMD materials, i.e.
vertically aligned layers of two or more TMDs, has recently emerged as a potential
aspirant in the rapidly growing family of 2D materials. Apart from first principle
simulation based theoretical investigations, the sophisticated fabrication techniques like
Van der Waals epitaxy leads to the experimental realizations of such hetero-structure
TMDs [3]. Subsequently, it has been found that some of these heterostructures can offer
distinct electronic properties that are not observed in their constituent TMDs [3–6].
Also, the electronic properties (energy band-gaps, density of states) of such
heterostructures can be tuned based on their composition, stacking orientations and
number of layers [5, 6]. This presents an exciting opportunity for exploiting such
tunable and distinctive electronic properties of different HSTMD materials for elec-
tronic applications. This further inspires the investigations on the possibility of Van der
Waals heterostructures of TMDs and other 2D materials having similar structural
specifications. In this context, the semiconducting Metal (M) Dichalcogenides (X = S,
Se) like Tin Disulfide (SnS2) show considerable structural similarity with TMDs and
yet offer distinct electronic properties in their monolayer and multilayer configurations
compared to that of TMDs [7–9]. Very recently, few reports presented Van der Waals
hetero-structure of SnS2 with TMDs. It should be noted that these heterostructures are
mostly investigated in their bilayer configurations which indicates a dramatic change in
the electronic properties of such hetero-structure through the Van der Waals interac-
tions of individual layers [10–13]. However, till date, only a few reports are available
on the tri-layer Van der Waals heterostructures of SnS2 and TMDs [13].

Also, to the best of the author’s knowledge, till date, there are no reports available
on the tri-layer Van der Waals heterostructures of SnS2 and MoSe2, which has rela-
tively closer in-plane lattice constants compared to the other stable TMD materials.
Subsequently, in this work, the structural and electronic properties of MoSe2/SnS2/
MoSe2 and SnS2/MoSe2/SnS2 heterostructures are thoroughly investigated by
emphasizing the influences of sandwiched hetero-layers.

2 Computational Method

In this work, the first principle calculations are performed using the commercially
available Atomixtix Tool Kit (ATK) and Virtual Nano Lab (VNL) simulation package
from Synopsys QuantumWise [14]. To avoid the artificial interactions from the peri-
odic images in the out-of-plane directions, a vacuum of 20 and 40 Å are considered in
these directions for the monolayers and tri-layers, respectively. The individual tri-layers
are relaxed using geometry optimization with LBFGS methods within the force and
pressure tolerance of 0.01 eV/Å and 0.0001 eV/Å3, respectively. For the density
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functional theory (DFT) calculations, a linear combination of atomic orbitals (LCAO)
basis set with Purdew Bruke, and Ernzerhof (PBE) Genaralized Gradient Approxi-
mation (GGA) exchange correlation functional is considered [9, 15, 16]. Further, the
empirical correction based on Grimme DFT-D2 methods is incorporated to account for
the weak Van der Waals forces for tri-layer structures [9]. The density mesh cut-off is
considered as 125 Hartree, and the Brillouin zone is sampled using a Monkhorst-Pack
grid of 10 � 10 � 1. Further, in this work, no spin-orbit interaction is incorporated as
it shows no major modulations in electronic band structures of MoSe2 and SnS2 [13].
The lattice parameters calculated for monolayers of MoSe2 and SnS2 are 3.341 Å and
3.697 Å, respectively, which closely resemble with the previously reported values of
3.33 Å (MoSe2) [16] and 3.70 Å (SnS2) [9]. Subsequently, the calculated energy
band-gaps of MoSe2 and SnS2 are 1.443 eV and 1.576 eV, respectively, which are also
in good agreement with reported energy band-gaps of 1.45 eV (MoSe2) [16] and
1.57 eV (SnS2) [9]. In this context, it should be noted that the GGA-PBE-D2 method
usually underestimates the experimentally observed energy band-gaps in layered
materials. However, such a method is often considered for DFT calculations owing to
the reasonable trade-off between the computational cost and accuracy [9, 17].

3 Results and Discussions

3.1 Structural Properties

In this section, the equilibrium configurations of the tri-layer sandwiched
heterostructures of MoSe2/SnS2, i.e. MoSe2/SnS2/MoSe2 and SnS2/MoSe2/SnS2, are
analyzed in comparison with that of homogeneous tri-layer MoSe2 and SnS2.

The unit cells of tri-layer MoSe2 and SnS2 are illustrated in Fig. 1a, b, respectively.
The semiconducting MoSe2 is considered in its 2H phase with its characteristics
stacking (ABA) between individual layers, as shown in Fig. 1a. On the other hand,
Fig. 1b shows a different stacking (AAA) in SnS2 which corresponds to its semicon-
ducting 1T phase. Subsequently, in this work, the MoSe2/SnS2/MoSe2 and SnS2/
MoSe2/SnS2 materials are considered in SnS2- (AAA) and MoSe2- (ABA) like stacking
which are illustrated in Fig. 1c, d respectively. In this context, it should be noted that
all the heterostructures considered in this work are found to be energetically stable.
Furthermore, it can be observed from Table 1 that the heterostructures have interme-
diate values of lattice constant compared to that of tri-layer MoSe2 and SnS2 and the
stacking orientations show marginal impact on the lattice constants of heterostructures.

The present work also takes into account the study of the bond length (M–X) and
the bond angle (M–X–M) of the middle layers for all the tri-layer structures. The
change in the electronic environment resulted in change of both the bond lengths and
bond angles of the middle layers which are indicated in Table 1. It can be observed that
the bond length of middle layer SnS2 is reducing in heterogeneous environment
compared to that of homogeneous environment. However, the bond angle of such layer
is increasing in heterogeneous environment. It is interesting to note that such trends are
exactly opposite for middle layer MoSe2 in homogeneous and heterogeneous envi-
ronments. In this context, it can be further observed that the stacking orders having
marginal influence over such bond lengths and bond angles.
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3.2 Electronic Properties

In this section, the band structures (E–K profiles) of the tri-layer heterostructures are
investigated in comparison with their homogeneous counterparts and are illustrated in
Fig. 2. Subsequently, the electronic properties of interest like energy band-gaps (Eg),
electron effective mass (me) and hole effective mass (mh) are calculated which are
tabulated in Table 2. In this context, the key observations are analyzed from the atomic
orbital projections of electronic states which are indicated in Fig. 3. Figure 2 indicates
that similar to tri-layer MoSe2 and SnS2, all the hetero-structure tri-layers are indirect
band-gap semiconductors. However, the heterostructures exhibit smaller direct and
indirect band-gaps compared to their homogeneous tri-layer counterparts. Further,
similar to tri-layer MoSe2, the valence band maximum is observed at the Gamma
(G) points for all the heterostructures. However, the introduction of a sandwiched SnS2

Fig. 1 The atomic structures (unit cell) of: a 3L-MoSe2, b 3L-SnS2, c 3L-MoSe2/SnS2/MoSe2 in
AAA/ABA stacking, d 3L SnS2/MoSe2/SnS2 in AAA/ABA stacking

Table 1 The calculated structural properties of different tri-layers

Tri-layer
structures

Lattice
constant, a
(Å)

Middle layer M–X
bond length (Å)

Middle layer M–X–M
bond angle (o)

MoSe2 (ABA) 3.345 2.57 82.61
SnS2 (AAA) 3.705 2.61 89.36
MoSe2/SnS2/
MoSe2 (ABA)

3.468 2.55 93.82

MoSe2/SnS2/
MoSe2 (AAA)

3.467 2.55 93.84

SnS2/MoSe2/
SnS2 (ABA)

3.594 2.64 76.18

SnS2/MoSe2/
SnS2 (AAA)

3.591 2.64 76.26
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layer shifts the conduction band minimum from K-point (tri-layer MoSe2) to M-point
(MoSe2/SnS2/MoSe2). Whereas, the sandwiched hetero-layer of MoSe2 shifts the
conduction band minimum from M-point (tri-layer SnS2) to K-point (SnS2/MoSe2/
SnS2).

On the other hand, Table 2 indicates that a reduction in conduction band effective
masses can be observed in the heterostructures compared to that of homogeneous tri-
layers. However, no such consistent trend can be observed for valence band effective
mass. Interestingly, the changes in such electronic properties remain marginal between
different stacking in both the heterostructures.

In order to analyze these observed trends in the band structures, the total and
projected (orbital) density of states for all the tri-layer structures are considered. For
heterostructures, only ABA stacking is considered as Fig. 2 shows marginal variations
of energy band structures between ABA and AAA stacking. Also, the projections of s,
p, and d orbitals of individual atoms are considered, as the contributions from f orbitals
remain insignificant in all cases. It has been observed that the electronic states in the
conduction band and valence band edges are primarily populated by the p-Se, and d-
Mo for tri-layer MoSe2. Whereas for tri-layer SnS2, the s-Sn and p-S primarily

Fig. 2 The calculated band structures of tri-layer: a MoSe2; b SnS2; MoSe2/SnS2/MoSe2 in
c AAA, d ABA-stacking; SnS2/MoSe2/SnS2 in e AAA and f ABA-stacking

Table 2 The calculated electronic properties of different tri-layers

Tri-layer structures Indirect Eg (eV) Direct Eg (eV) me (m0) mh (m0)

MoSe2 (ABA) 0.981 1.381 0.577 0.885
SnS2 (AAA) 1.332 1.678 0.549 1.790
MoSe2/SnS2/MoSe2 (ABA) 0.593 1.071 0.527 1.501
MoSe2/SnS2/MoSe2 (AAA) 0.573 1.060 0.542 1.463
SnS2/MoSe2/SnS2 (ABA) 0.286 0.934 0.515 2.561
SnS2/MoSe2/SnS2 (AAA) 0.297 0.942 0.510 3.056

44 D. Som et al.



contributed to the states in conduction band edge and p-S contributed to that of the
valence band. These observations are consistent with previously reported orbital
composition analysis of the MoSe2 and SnS2 [9, 13, 15, 18].

Figure 3 indicates that the electronic states in the conduction band edge of the
MoSe2/SnS2/MoSe2 are predominantly populated by s-Sn, p-S and d-Mo, whereas the
valence band is populated by p-Se and d-Mo. In the SnS2/MoSe2/SnS2, the conduction
band edge states are primarily contributed by s-Sn, p-S and d-Mo and the valence band
edge is contributed by p-Se and d-Mo. In general, it can be observed that the pre-
dominant orbital contributions in heterostructures are nearer to Fermi-level compared
to that of homogenous tri-layers. This leads to the observed reductions in the indirect
band-gap of the heterostructures. Further, the difference in orbital contributions at the
band edges between hetero-structure and homogenous tri-layers results into the
observed difference in total DOS between such tri-layers.

4 Conclusions

An extensive study on the structural and electronic properties of sandwiched Van der
Waals heterostructures of SnS2 and MoSe2 has been performed in different stacking
configurations. In this context, emphasis has been given to the comparative analysis of
such parameters with their homogenous counterparts. The results indicate replacement
of the sandwiched MoSe2 by SnS2 layer in tri-layer MoSe2 leads to an increase of M–

X–M bond angle of the middle layer, whereas an opposite trend can be observed for tri-
layer SnS2. The study further indicates that unlike homogeneous tri-layers, the

Fig. 3 The calculated total density of states and projected (orbital) density of states for tri-layer:
a MoSe2 (ABA-stacking), b SnS2 (AAA-stacking), c MoSe2/SnS2/MoSe2 (ABA-stacking),
d SnS2/MoSe2/SnS2 (ABA-stacking)
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geometric configurations of heterostructures lead to a non-uniformity in inter-planer
distances between different layers. On the other hand, all the hetero-structure tri-layers
show a dramatic reduction in energy band-gaps compared to the homogeneous tri-
layers. Typically, a very low energy band-gap can be observed for SnS2/MoSe2/SnS2
hetero-structure. Interestingly, with the introduction of a specific sandwiched hetero-
layer, a characteristic shift in the conduction band minima has been observed from the
homogeneous tri-layer to the respective hetero-structure. The orbital projection analysis
indicates that for any studied hetero-structure, the p orbitals of chalcogen atoms (S/Se)
either contributes to the valence or conduction band edges, but not at both the edges as
can be observed in homogeneous tri-layers. However, such orbital contributions are
always relatively nearer to the Fermi-level in the heterostructures. Finally, it has been
observed that the stacking orientation has a marginal effect on the electronic and
structural properties of the studied heterostructures. In essence, the work introduces
novel 2D electronic materials having low semiconducting band-gaps and suitable
electron effective masses with tunable electronic properties that can have the potential
for different electronic and optoelectronic applications.
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Abstract. Numerical and theoretical analysis of plasmonic sensors based on
Graphene, Black Phosphorous, and Blue Phosphorous are accomplished in
visible spectrum from 480 to 650 nm. Attenuated total reflection intensity is
obtained using a transfer matrix method. Angular interrogation is used for the
surface plasmon resonance curve. Performance defining parameters viz shift in
resonace angle, minimum reflection intensity, and beam width are obtained in
visible spectrum for sensors having monolayer Graphene, five layers Black
Phosphorous, and five layers Blue Phosphorous. It is found that the sensor is
best suited in a far visible region. Further, addition of nanolayers increases
minimum reflection intensity and beamwidth. Black Phosphorous has the
highest shift in resonance angle followed by Blue Phosphorous and Graphene
but at the penalty of higher minimum reflection intensity and beamwidth.

Keywords: Surface plasmon resonance sensor � Graphene � Black
phosphorous � Blue phosphorous � Sensitivity

1 Introduction

Plasmonic thin film supported by a dielectric substrate is essential in basic plasmonic
sensor chip [1]. Highest resolution and quality factor can be achieved by silver out of
the plasmonic metals gold, silver, copper, and aluminium [2]. The plasmonic sensor
detects the change in the refractive index (RI) of the sensing medium (SM) placed just
above the sensor chip. Plasmonic sensors have several advantages e.g. fast, repeatable,
reusable, highly reliable, high sensitivity, real-time monitoring, label-free detection. In
addition, plasmonic sensors need small amount of sample. Hence, plasmonic sensor is
widely used in food safety, in molecular interaction study of different biomolecules,
e.g. proteins, nucleic acids, peptides, receptors, antibodies and lipids, in viral binding
for surface functionalization, in antiviral drug discovery tools, etc. [3, 4]. Also, plas-
monic sensor has vast applications in mines to sense leakages of toxic and hazardous
gas [5, 6]. Plasmonic sensor can also be used to detect DNA hybridization [7].

Life sciences are being potentially facilitated by plasmonic sensor because of its
capability to detect the presence of single biomolecule. The single-stranded
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Deoxyribonucleic acid (ssDNA) virus-based human pathogens such as Human Boca
virus (HBoV) and Parvoviridae B19 must be detected in the early stage of infections
before the severity of infections in order to protect the patient from death. Human Boca
virus is responsible for lower respiratory tract infections [8, 9] whereas Parvoviridae
B19 is responsible for infectious disease in the pediatric population which is also
known as the fifth disease or slapped cheek syndrome [10, 11]. The DNA hybridization
detection capability of surface plasmon resonance (SPR) sensor makes it suitable to
detect these ssDNA based human pathogens [7, 12]. In the DNA hybridization
detection, the complementary ssDNA is immobilized on the top surface of sensor, and
then target ssDNA is allowed to make pair via hybridization with complementary
ssDNA, which results in double-stranded DNA (dsDNA), which eventually increases
the refractive index near the top surface of SPR sensor. This local increase in refractive
index can be detected by SPR sensor.

Plasmonic metals need functionalization for efficient attachment of antibody or
antigen e.g. ssDNA on their surfaces. In addition, these plasmonic metals are corroded
and oxidized in the environment, which affects the performance of the sensor [13].
Hence, these metals must be protected by appropriate material that has high affinity
towards these metals as well as towards antigen or antibody and also shows chemical
inert nature. These requirements can be fulfilled by Graphene, Black Phosphorous
(BlackP), and Blue Phosphorous (BlueP) because of their chemical inert nature and
natural binding property with ssDNA. The Graphene binds the ssDNA with the p-
stacking bonding property with carbon rings of nucleobases present in ssDNA [14].
The BlackP can bind the ssDNA after the functionalization with cationic polymer poly-
L-lysine (PLL) [15]. Here, PLL works as linker between Phosphorene and ssDNA. The
BlueP can adsorb oxygen gas (O2) on its surface [16]. Above mentioned utilization of
Graphene, BlackP and BlueP for gas and biochemical sensing motivated us to inves-
tigate the influence of their optical properties on sensor performance.

2 Theory

2.1 Sensor Structure and Design Parameter

The diagram of nanomaterial-based surface plasmon resonance sensor structure is
presented in Fig. 1. Here, the silver is considered as plasmonic metal layer because of
its highest performance among gold, silver, copper, aluminium [2]. If the sensing
medium is directly on the silver layer, sensor shown in Fig. 1 will become the con-
ventional SPR sensor. At a time, anyone of the Graphene, BlackP, and BlueP can be
placed above the silver layer of the conventional sensor.

The thickness of silver layer, Graphene, BlackP, and BlueP are 50 nm, 0.34 nm,
5 nm, and 5 nm, respectively. The refractive index of BK-7 prism can be given as [17];

nprism ¼ 1þ 1:03961212k2

k2 � 0:00600069867
þ 0:231792344k2

k2 � 0:0200179144
þ 1:01046945k2

k2 � 103:560653

� �1=2

ð1Þ
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where k represents operating wavelength in µm.
The refractive index of silver is calculated through theDrude–Lorentzmodel [18, 19];

nAg ¼ 1� k2kc
k2p kc þ kð Þ

 !1=2

ð2Þ

where kc and kp are collision and plasma wavelengths and given as 1.4541 � 10−7 and
1.7614 � 10−5m.

The refractive index of Graphene can be given as [20];

nGr ¼ 3þ i
C
3
k ð3Þ

where C is 5.446 µm−1.
The refractive indices of BlackP and BlueP at different wavelengths in the visible

region are taken from Fig. 4f of [21] and from Fig. 6a of [22] respectively.

2.2 Mathematical Modeling of Reflectance Curve

The matrix method for N-layer model is applied for the calculation of reflection
intensity of the reflected light [23]. This method is efficient and does not consider any
approximation. The thicknesses of the layers, dk, are considered along the z-axis. The
dielectric constant and RI of the kth layer are considered as ek and nk, respectively. By
applying the boundary condition, the tangential fields at Z = Z1 = 0 are presented in
terms of the tangential field at Z = ZN−1 as follows;

U1

V1

� �
¼ H

UN�1

VN�1

� �
ð4Þ
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Fig. 1 Prism coupled Kretscmanmann configured plasmonic sensor
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where U1 and V1 represent the tangential components of electric and magnetic fields
respectively at the boundary of the first layer and UN−1 and VN−1 are the corresponding
fields for the boundary at Nth layer. The Hij presents the characteristics matrix of the
combined structure of the sensor, and for p- polarized light it can be given as;

Hij ¼
YN�1

k¼2

Hk

 !
ij

¼ H11 H12

H21 H22

� �
ð5Þ

with

Hk ¼ cos bk �i sin bkð Þ=qk
�iqk sin bk cos bk

� �
ð6Þ

where

qk ¼ lk
ek

� �1=2

cos hk ¼
ek � n21 sin

2 h1
� �1=2

ek
ð7Þ

and

bk ¼
2p
k
nk cos hk zk � zk�1ð Þ ¼ 2pdk

k
ek � n21 sin

2 h1
� �1=2 ð8Þ

After some straightforward mathematical steps, one can obtain the reflection
coefficient for p-polarized light which is given below;

rp ¼ H11 þH12qNð Þq1 � H21 þH22qNð Þ
H11 þH12qNð Þq1 þ H21 þH22qNð Þ ð9Þ

The reflection intensity Rp of the defined multilayer configuration is given as;

Rp ¼ rp
�� ��2 ð10Þ

2.3 Principle of Operation

A p-polarized light wave of wavelength k, generated from laser, is focused on the
lateral plane of the prism. This prism couples the light to the deposited silver thin film.
With the effect of attenuated total reflection (ATR), the evanescent field of coupled
light excites the plasmons at silver surface. These excited plasmons propagate along the
interface of metal-dielectric at the resonance angle and termed as surface plasmon wave
(SPW). The wave vector of this SPW can be varied with the incidence angle (h) of light
at the prism. The resonance condition is achieved after the incidence angle greater than
critical angle {hc = sin−1(nSM/nprism)} at which wave vector of SPW is exactly mat-
ched with the incident light. The incidence angle at which resonance condition is
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achieved known as resonance angle (hres), i.e. hres > hc. As the RI of sensing medium is
changed, the resonance condition is disturbed, hence again one has to change the
incidence angle to achieve the resonance condition. Thus, the change in RI of sensing
medium due to adsorption of biomolecules can be measured by measuring the shift in
resonance angle (Δhres). The intensity of ATR light (R = Rp) corresponding to different
incident angles can be measured on the opposite face of the prism by the photo-detector
followed by Lock-in-amplifier, and the same can be plotted as incidence angle versus
reflection intensity. This plot is known as the reflectance curve or SPR curve which has
a dip at resonance angle. The incidence angle corresponding to the minimum reflection
intensity is known as the resonance angle (hres).

2.4 Results and Discussions

The beam width of SPR curve is determined by the method adopted by Maurya and
Prajapati [24]. In Fig. 2, reflection intensity is varied in accordance with the incidence
angle for conventional, monolayer Graphene, five layers BlackP, and five layers BlueP
at 630 nm wavelength. Since the adsorption of biomolecules accounts for very less
change in the refractive index of sensing medium, ΔnSM is considered very less. As the
nSM is changed from 1.33 to 1.335, right shift of resonance angle for all of the
nanomaterials can be easily observed from Fig. 2, which signifies the adsorption of
biomolecules on the surface of nanomaterials. Since the ΔnSM is constant for all the
nanomaterials, amount of right shift, i.e., Δh will define the sensitivity (S = Δh/ΔnSM)
order of different nanomaterial. However, the sensitivity will also depend on the
physisorption property of different nanomaterials with respect to a particular biomo-
lecule, which is out of scope for numerical analysis. The Δh for conventional, Gra-
phene, BlackP and BlueP are; 0.58, 0.59, 1.00, and 0.62 respectively. Hence,
sensitivity order is BlackP > BlueP > Graphene � Conventional.

In Fig. 3, shift in resonance angle, minimum reflection intensity, and BW are varied
in accordance with the wavelength for conventional, monolayer Graphene, 5 layers
Black Phosphorous, and five layers Blue Phosphorous at 1.335 refractive index of the
sensing medium. Damping of surface plasmons in the layer above the plasmonic metal,
i.e., nanolayers are directly proportional to the wavelength-dependent extinction
coefficient of these nanolayers [25]. Rmin and BW are directly proportional to these
surface plasmon damping [25] whose final effect is shown in Fig. 3. It can be observed
from Fig. 3 that Δh, Rmin, and BW for conventional, Graphene, and BlueP are high
near-ultraviolet (UV) region and decreases as shift towards infrared (IR) region. But,
for a good sensor Δh should be as high as possible whereas Rmin and BW should be as
low as possible. Although Rmin and BW of conventional and Graphene are decreasing
from UV to IR, they have acceptable very low value throughout the range. But, Δh is
also very low at UV and further decreases towards IR. Hence, conventional and
Graphene-based sensors are not suitable for high sensitivity. Further, although the Δh
for BlueP is far high near UV region at the same time its Rmin and BW is also very
high. Hence, BlueP shows contradictory nature between Δh and (Rmin and BW). On
comparing the BlackP with conventional and Graphene, it can be found that BlackP has
far high Δh at an acceptable very low value of Rmin and BW from mid of visible
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region (VR) to near IR. Hence, BlackP based sensor is far better than Graphene-based
sensor and which is better than a conventional sensor for mid of VR to near IR.

In contrast to conventional, Graphene, and BlueP, Δh for BlackP is very low near
UV which increases rapidly from UV to IR and becomes maximum at 630 nm in the
VR. Simultaneously, the Rmin and BW are very high near UV which decreases rapidly
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from UV to IR and becomes a minimum at 630 nm in the VR. Hence, BlackP does not
show any contradiction between Δh and (Rmin and BW) at 630 nm. Hence, all the
three needs for a good sensor, i.e. high Δh and low (Rmin and BW) are strongly
fulfilled by BlackP at 630 nm, which is near to 632.8 nm generated by He–Ne laser.

3 Conclusion

Conventional, Graphene, BlackP and BlueP based plasmonic sensor is numerically
analyzed. It is found that conventional, Graphene, and BlueP show contradiction nature
between Δh and (Rmin and BW), whereas BlackP does not show. Further, conven-
tional, Graphene, BlueP can be used for mid-VR to near IR and has the sensitivity order
BlueP < Graphene < conventional. In contrast, Black is the best at 630 nm in the VR.
Hence, Graphene can be replaced by Black Phosphorous and Blue Phosphorous for
better sensitivity provided that their molecular binding ability favours desired
molecule.
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Abstract. Photovoltaic degradation rates play a vital role in visualizing and
analyzing the performance of the PV modules over the long run. A site survey is
conducted to calculate PV degradation rates. The results have shown that for the
first three years since the initial installation, the degradation rates have remained
in line with the manufacturer values (i.e., less than 0.6%), while the next two
years the degradation rates have almost increased by 40%. This is due to dis-
coloration of the encapsulant causing the reduction of the short circuit current
(Isc). Mathematically, modeling such visual loss factors has not considered so
far. The visual loss factor equation is developed and incorporated in the output
current equation of the PV module. Further, the I-V curves are simulated and
compared with the measured I-V curves. The results have shown an acceptable
error percentage of around 0.3%.

Keywords: PV (Photovoltaics) � STC (Standard test Conditions) � Short circuit
current (Isc)

1 Introduction

The key initiatives adopted by most of the countries globally, to limit the carbon
emissions and further rise in the global temperatures, have created an impact in revising
the energy generation methods [1]. Different renewable energy technologies are being
integrated into the current energy generation system and also in planning future energy
needs [2–4. The progress on the renewable energy still suffers from a number of
challenges in many countries including the Arabian Gulf region [5]. One of the most
prominent and widely deployed renewable technologies currently is solar photovoltaics
systems [6]. The solar photovoltaic systems have attracted the largest investments share
in renewable energies around 161 billion USD dollars [7] which accounted for 58% of
the new renewable energy investments. These investments are majorly witnessed in
developing countries rather than in developed countries. As a result, production
capabilities have increased far more, thereby reducing the cost of PV systems.
According to the market predictions, the solar photovoltaic system installations will be
tripled in the next four to five years. An emphasis on the solar market globally in terms
of cost, employment, environmental preserving factors is very well explained in [7, 8].
It is also anticipated that by 2050 most of the future smart cities globally would be able
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to meet their energy demands by 100% renewable energy generation methods [9].
Considering the bright future and huge investments made in photovoltaics, it is vital to
understand the performance of the photovoltaic systems over a period of time. Earlier
research studies conducted in the different parts of the globe [10–12] have witnessed
photovoltaic degradation due to the influence of various factors such as local envi-
ronment conditions and other socioeconomic factors. A recent research study by
Mohamed shaik et al. [13, 14] conducted a survey of around 130 PV modules to
estimate the degradation rates in Oman. The observed degradation rate overall is 1.96%
which is almost the double the degration rates seen in European countries. Further, their
study has observed that the modules installed in hot and humid climatic zones have
seen with higher degradation rate than that of other climatic zones. On the other hand,
by PV technology type, thin film modules have seen with the lowest degradation rates.
In this paper, a mathematical function estimating the short circuit current (Isc) reduction
due to visual effects is developed and used to calculate the final output current of the
PV module. The reduction in short circuit current further decreases the maximum
output power (Pmax). Section two explains the experimental setup and the methodology
to measure the I-V and P-V curves from the site. Section three presents the mathe-
matical model to calculate the visual loss factor, modified output current equation for
the PV module and the simulation performed in MATLAB to estimate the degradation
rates. Section four discusses and compares the results observed in detail. Section five
presents the conclusion of the paper.

2 Experimental Setup and Estimation of PV (Pmax)
Degradation Rates

Sultanate of Oman, one of the GCC countries with abundant irradiance, long day
duration with clear skies are all favorable factors to deploy solar technology to generate
energy. Despite the hot and robust climatic conditions [15, 16], the performance and
reliability of the photovoltaic modules have not been investigated thoroughly in Oman.
On the other hand, several studies have been conducted in this regard in different parts
of the world. According to the research study report by [17, 18], different PV tech-
nologies in different parts of the world have observed degradation. To understand the
performance and reliability of the photovoltaic modules in the sultanate of Oman, a
survey is conducted every year in the month of July since 2014 to record the I-V
curves. The measurements are taken at two different irradiances from mid-noon around
12 PM and the other at post noon around 2:00–2:30 PM.

2.1 Site Description

The site is located near the Muscat city (google coordinates: 23°35’00.6”N 58°
21’37.9”E). The purpose of this solution is to provide energy to the base transceiver
station (BTS) supporting the local telecom network (Omantel). This solution is an off-
grid solution which has a system size of around 1.4 KW. The energy is stored using a
24 V battery connected with the MPPT charge controller and inverter. Six SUNTECH
240Wp PV Panels are mounted to the aluminum stand to supply the required energy. The
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experimental setup to measure the I-V and P-V curves is shown in Fig. 1. To measure the
I-V and P-V curves of a PV module, “MECO 9018 BT” portable solar analyzer is used.
Besides that, an irradiance meter, temperature sensor, current and voltage sensors are
used to record the corresponding values during the measurement. The environmental
conditions in the Sultanate of oman usually remain hot and dusty (due to desert climate)
for the most part of the year. Before performing measurements, the PV modules are
cleaned with water and sodium detergent to remove the dust accumulation. The study of
dust effects on the maximum output power is not considered in our study.

The maintenance of the PV modules is highly recommended by the client for the
smooth and efficient performance of the PV modules. However, a recent study [19]
conducted in six cities of northern Oman has noted the PV output power drop is around
60% if not cleaned for a month. The I-V and P-V curves are recorded for each PV
module at two different irradiances. The irradiance measurements recorded at noontime
stood around 800 w/m2 with a tolerance level of ±50 w/m2. Similarly, in the post
noon, the recording stood at around 600 w/m2 with the same tolerance level. “Pho-
tovoltaic degradation” is a common phenomenon that is observed in PV modules.
These degradations mainly occur due to several factors that are discussed in the lit-
erature [15, 20]. The PV degradation rates are highly influenced by the local envi-
ronmental factors and the environmental conditions vary from region to region all
across the globe. PV degradation rate is calculated by the Eq. (1) as given below:

Fig. 1 Experimental setup to measure the I-V and P-V curves at the site
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PmaxDegradationrate ¼
P max;intialvalueð Þ � P max;finalvalueð Þ

P max;initialvalueð Þ � Ageofthemodule
%=year ð1Þ

The average degradation rate for the six PV modules under the irradiance 800 w/m2

is observed to be at 1.09% since the initial installation. while with irradiance 600 w/m2,
the degradation rates seen are 1.10%. Both values at different irradiances show good
accuracy which confirms the correctness in the estimation of the degradation rates. The
observed degradation rates seem to be higher than the degradation rates seen in other
countries [21, 22]. The reasons are mainly due to discoloration of the encapsulant
which causes the reduction in the short circuit current (Isc), thus decreasing the max-
imum output power (Pmax). The hot and humid climatic conditions play a very
prominent role in discoloration of encapsulant and delamination of the front panel due
to high salt sodium formations.

3 Modeling and Simulation of PV Degradation Rates Using
MATLAB

Simulation tools have become an integral part of the design process to simulate the
system performance that will correlate to the actual practical implementation in real
time. However, there are challenges to the extent of incorporating all the real lifetime
contributing factors into the simulation model. One such challenge is to integrate the
effects of the reduction of Isc due to visual defects seen in the real world as discussed in
Sect. 2.1. The visual defects observed under the influence of the local climatic con-
ditions may vary from region to region. For instance, in our study, PV modules are seen
with discoloration of encapsulation and some modules with delamination of the front
panel which has contributed to the reduction of short circuit current Isc. In order to
model the visual defects seen in our study, the following Eq. (2) is developed using
exponential curve fitting methods:

VLF ¼ e�0:035� ILFð Þ ð2Þ

where VLF is the visual defects loss factor, and ILF is a short circuit current (Isc) loss
factor and is given by ( Iscmeasuredatirradiance

Iscatthatirradianceunder STCconditions
Þ.

Earlier, many studies have been reported [23, 24] considering MATLAB and
Simulink for modeling the PV cell, panel and also found to be a good match between
the simulated and the experimental results. However, those studies did not include the
physical factors that commonly play a vital role in the degradation of the PV module.
The physical factors are region-dependent and may vary from place to place. Therefore,
one can develop similar mathematical loss factor models according to the factors which
influence the performance of the PV module. A single diode model is considered in this
study. Each solar cell in a PV module is modeled by the five parameters single diode
model. The complete methodology to simulate a PV module using one diode model is
very well explained in the paper [25]. Using equations (1–9 from [25]), a Simulink
model to estimate the total output current of the PV module which includes the visual
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losses observed on site is shown in Fig. 2. Further, Fig. 3. shows complete PV module
simulation setup to estimate the output power of the PV module and I-V curves at
different irradiances.

4 Results and Discussion

The I-V curves for a sample 5 PV module measured during the initial installation year
(i.e., 2014) at two different irradiances along with the simulated I-V curves are pre-
sented in Fig. 4. The maximum power output Pmax measured during the initial
installation at 800 w/m2 irradiance is 178w, while the simulated I-V curve has shown a
close match with an error 0.28%. At 600 w/m2 irradiance, the error value is 0.56%
which is also at a considerate level. Similarly, the I-V curves for the same PV module

Fig. 2 Simulation of output current I using Simulink with VLF (subsystem)

Fig. 3 Simulation of I-V and P-V curves of a PV module (Full System)
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measured after five years of field exposure are presented in Fig. 5. The measured
maximum output power is 170 W which has degraded at a rate of 0.89%/year which is
higher than the manufacturer given rate (0.5% after 1 year).

Fig. 4 Sample 5 PV module I-V curves along with the simulated curves during the initial year of
installation

Fig. 5 Sample 5 PV module I-V curves along with the simulated curves after five years of field
exposure
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5 Conclusion

PV degradation rates for the six PV modules are calculated for a field exposure of five
years in Oman. The results have shown higher degradation rates than the manufacturer
proposed values. Possible reasons are due to high temperatures and salty humid climate
affecting the PV module encapsulant, thereby causing the reduction in short circuit
current (Isc). Further, a loss factor equation is developed to incorporate the losses that
occurred due to visual defects. The total output current of the PV module is modified
and simulated using MATLAB to validate the measured data. The results have shown a
satisfactory match with an error percentage of 0.3%. However, this equation modeling
is dependent on factors arising from the local environmental conditions. The estimation
of PV degradation will help the industry utilities to select the proper PV technology for
better performance under local climatic conditions and also improvise the quality of the
installation methods. The other major advantage is to accurately estimate the return of
investments (ROI) for the stakeholders.
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Abstract. Photovoltaic (PV) solar energy is growing rapidly in energy sup-
plying for residential buildings. Since solar energy directly generates DC power,
a DC microgrid is a better choice particularly in islanded mode of operation. The
DC–DC converter is the most essential part of DC microgrid, and therefore,
overall efficiency of microgrid largely depends upon the converter’s efficiency.
The efficiency of converters depends upon the controller along with load con-
ditions. The converter has typically lower efficiency in both the cases of heavy
and light load conditions. This paper presents the analysis of converter efficiency
improvement of DC microgrid using converter arrays at the place of centralized
converters. The data of solar power generation and load demand have been used
in the study, and it is found that converter array improves the efficiency by
maximum 2.587% than centralized converter architecture.

Keywords: DC microgrid � DC-DC converters � Photo-Voltaic system �
Converter array � Converter efficiency

1 Introduction

DC microgrid is getting popular due to generation of DC power by the renewable
energy sources and availability of storage units [1]. It also overcomes the major dis-
advantages of the AC microgrid like transformer inrush current, frequency synchro-
nization, reactive power flow, power quality issues, phase unbalance, etc. [2–4].

Converters (DC–DC/DC–AC) are the main and essential part of the DC microgrid.
The efficiency of the overall system is improved with the help of enhancement in
control technologies. There are a number of literature available on the control aspect of
the microgrid to optimize the system [5–7]. Apart from the control aspect, the converter
efficiency also depends upon its utilization. In both the cases of heavy and light load
condition, the efficiency of converters decreases.

This paper investigates the DC microgrid converter efficiency with respect to
centralized converter and converter array. Photovoltaic (PV) solar power generation-
based DC microgrid with battery storage system has been considered for the study.
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Section 2 explains the system architecture. Section 3 covers the converter array for
DC microgrid. Simulation setup and results are covered in Sects. 4 and 5, respectively.
Section 6 includes the conclusion of the presented work.

2 System Architecture

The proposed system architecture considers a 2500 sq.ft institutional office building.
The electrical energy consumption of the building is in the range of 15–40 units
(15–40 kWh) depending upon the weather conditions and need.

The DC microgrid architecture used in the building has been shown in Fig. 1 which
consists of PV generation unit, power converters, different loads and battery energy
storage system.

The twelve 500 WP (YS500M-96) solar panels designed by Yangtze Solar Power
Co. Ltd are used for power generation which generate maximum 6 kW power. The
specifications of the used solar panel have been given in Table 1.

A 20 kWh battery storage system (BSS) is used for backup during office working
hours which uses 12 V, 150 Ah batteries in series and parallel combinations to meet
desired capacity and voltage level. As shown in Fig. 1, the DC microgrid system has
two DC voltage bus, high voltage DC (HVDC) bus of 380 V and low voltage DC
(LVDC) bus of 48 V. The BSS is connected to the 48 V DC bus along with all other

Fig. 1 A typical DC microgrid

Table 1 YS500M-96 SPECIFICATIONS AT STC

Parameters Values

Maximum power (Pmax) 500 WP
Voltage at maximum power (Vmpp) 48.35 V
Open circuit voltage (Voc) 58.89 V
Short circuit current (Isc) 10.04 A
Panel efficiency 19.51%
Power tolerance (Positive) +3%
Surface area 2.56 m2
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DC load. The converter preceding to BSS is bidirectional in nature to charge and
discharge the batteries. The heavy loads are connected with the 380 V DC bus which
includes single-phase AC loads also.

3 Converter Array for DC Microgrid

Converter array conversion is a way to employ more than one converter at the place of
single converter-based conversion system. It has switching scheme in its architecture to
improve overall efficiency for power conversion/inversion in the microgrid. The most
common conversion system in DC microgrid is the centralized conversion system.

3.1 Architecture of DC Microgrid

Figure 2a shows a DC microgrid with centralized converter system. In this case, both
high voltage DC bus and low voltage DC bus get its input directly from PV junction
box. The architecture shown in Fig. 2b is similar to the architecture of Fig. 2a apart
from the input supply for the low voltage DC bus converter. Here, the low voltage DC
bus converter is fed from high voltage DC bus, and it does not require a separate
converter for BSS. Figure 2c shows a DC microgrid with input-series-output-parallel
conversion system [8]. This architecture has a number of series converters, and its
outputs are paralleled to a junction box. High voltage dc bus feeds input to the low
voltage dc bus converter. Since each series converter handles a set of PV panels, it
improves the reliability and system balance.

The considered architecture for analysis in the paper is shown in Fig. 2d. The main
converter of this architecture has three boost converters at the place of one boost
converter. This main converter array gets its input from junction box, and its DC output
is 380 V. The architecture has one more converter array which is bidirectional in nature
and converts high voltage DC (380 V) to low voltage DC (48 V) and vice versa. The
low voltage DC bus is connected to both low voltage DC load and battery storage
system. The bidirectional converter array is used to both sink and source power to the
high voltage DC bus.

3.2 Switching Scheme for Converter Array

The efficiency of converter varies with the load. At light and heavy load conditions, the
converter gives poor efficiency which is independent from used control techniques.
A typical efficiency curve of the DC–DC converter has been shown in Fig. 3, and the
same is utilized for the presented study.

In the considered DC microgrid system, the rated total input is 6 Kw, and rated
power (RP) of each converter in converter array is 2 kW. The maximum efficiency of
DC–DC converter lies between 40% and 80% of RP, and the maximum power capacity
is 1.2 times RP. On the basis of this data, the switching scheme is developed as shown
in Fig. 4 and 5. The first converter works till required output power of 0.8RP (1.6 kW).
The second converter starts at 0.8RP, and the third converter starts at 1.6RP (3.2 kW).
When all three converters are working and if power requirement decreases, then the
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Fig. 2 Power converter architecture for DC microgrid

Converter Efficiency Improvement of Islanded DC 67



Fig. 3 Typical DC–DC converter efficiency

Fig. 4 Switching Scheme of converters for increasing power

Fig. 5 Switching Scheme of converters for decreasing power
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third converter stops at 1.4RP (2.8 KW), and if further required power decreases, then
the second converter stops at 0.8RP. The switching scheme keeps the converters into
maximum efficiency region as per the load power requirement.

4 Simulation Setup

The operation of considered DC microgrid is simulated using MATLABTM software.
The hourly data of 24-hour are used for simulation purpose. The solar irradiance and
temperature data of a particular day are taken from [9]. Figure 6 and 7 show the plot of
irradiance and temperature, respectively. The power produced by solar panel is cal-
culated using the Eq. (1), and its plot is shown in Fig. 8.

Pt ¼P �SP � ;t 1� 0:005 Tt � 25ð Þð Þ ð1Þ

where

Pt ¼ Total Generated Power by Solar Array

P ¼ Panel Efficiency

SP ¼ Total Surface Area of Solar Array

;t ¼ Irradiance kW=m2� �

Tt ¼ Temperature 0C
� �

The analysis of considered DC microgrid is performed with a typical day load
shown in Fig. 9. It is hourly measured data.

Fig. 6 Hourly irradiance data
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5 Simulation Results

The analysis is performed with consideration of equal sharing of power among working
converters in converter array architecture.

5.1 Simulation with Gradual Increasing and Decreasing Load Power
Demand

At the beginning, simulation is performed with increasing and decreasing load power
demand with both centralized converter (Fig. 2b) and converter array (Fig. 2d). The
simulation results of increasing power (0–6 kW) and decreasing power (6–0 kW) are

Fig. 7 Hourly temperature data

Fig. 8 Hourly generated solar PV power
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shown in Figs. 10 and 11, respectively. The switching scheme for increasing/
decreasing power of converter array is considered in the study. The thin line curve is of
centralized converter architecture, whereas thick line (red) curve is of converter array.
As per the obtained graph, the converter array enhances the efficiency by maximum
2.587% with respect to centralized converters in both the cases of increasing and
decreasing power demand, whereas the average enhancements in efficiency during
completed span of output power due to converter array are 0.67% (increasing power
demand) and 0.47% (decreasing power demand).

Fig. 10 Converter efficiency with increasing output power (0–6 kW)

Fig. 9 Hourly load demand
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5.2 Simulation with Solar Power Generation and Hourly Load Demand

At the second stage, the analysis is performed as per generated solar power and load
data into consideration. The variation in the load profile is the mixture of both
increasing and decreasing power demand nature. The study is performed during
availability of solar power, and therefore, data between 8 and 16 h have been used. The
simulated result has been shown in Fig. 12. The graph is reflecting that the converter
array enhances the efficiency by maximum 1.938% with respect to centralized con-
verters, whereas the average enhancements in efficiency during complete span of
analysis duration due to converter array are 0.43%.

Fig. 11 Converter efficiency with decreasing output power (6–0 kW)

Fig. 12 Converter efficiency with hourly load demand and PV generation
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6 Conclusion

In this paper, a study has been performed to enhance the converter efficiency by using
converter array at the place of centralized converter. The analysis is done with
increasing/decreasing output power pattern as per switching scheme, and it is found
that the conversion efficiency enhances maximum by 2.587% with average enhance-
ment through whole simulation span is 0.67% (for increasing output power) and 0.47%
(for decreasing output power). The considered architecture is also tested with the
hourly load demand data along with generated PV solar power, and it is found that the
conversion efficiency enhances by maximum 1.938% with average enhancement of
0.43% throughout the simulation span.
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Abstract. Computational amplifiers are extremely useful for generating
waveforms and solving numerous equations. In this work, memristive compu-
tational amplifier circuits were developed on spice simulator platform for the
generation of step, pulse, exponential, and parabolic signals. On one side,
decaying characteristics have been obtained based on the controlled decrement
(or increment) in the memristance when the memristor is connected in the output
(or input) loop of the amplifier. On the other side, rising characteristics were
generated through exchanging the polarity of the input applied signal. These
characteristics were further employed to solve exponential, linear, and parabolic
equations. External voltage signals and internal circuit resistances were utilized
to control the signal parameters such as rise time, fall time, delay, and amplitude.
In the proposed circuits, the extension or reduction in the range of the generated
signals was made possible through adjusting the external bias voltages. This
work paves the way for futuristic low power, improved latency, and reduced
on-chip area-based computational memristive amplifiers.

Keywords: Memristor � Computational amplifiers � Equation solvers

1 Introduction

Since the inception of the memristor technology, the fields of nonvolatile memory and
computing have experienced enormous research advancements. Thirty years post its
theoretical postulation [1], the first physical memristor had been fabricated by HP
laboratories in 2008 [2, 3]. It is widely regarded as the fourth basic electronic com-
ponent besides resistor, capacitor, and inductor [1]. It is noteworthy to mention that the
memristance is controllable through utilizing the external voltage signal [4]. When this
external signal is disconnected, the memristor continues to maintain its previously
attained resistance until its applied voltage is reconnected; hence the name memristor,
which means memory resistor [5]. Recent advancements have proved that the hysterical
current–voltage relationship exhibited by memristors accounts for numerous electronic
applications [2, 6, 7]. Prior studies have also proven that, within memristive systems,
variations in individual memristor characteristics can affect the overall circuit and
system performances [8]. In order to address this issue, algorithms have been devel-
oped to mimic the high precision switching behavior of memristive systems [9].
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Importantly, memristors have shown laudable resolution in programmable resistance
with reduced effect of parasitic components [10].

Although the primary focus of memristive research has been nonvolatile memory
[2, 3], various important applications have also been realized in the fields of artificial
neural networks, image processing, digital logic systems, and analog circuit design [7,
11–13]. In order to facilitate the development of advanced electronic applications,
SPICE models for memristors were proposed in the simulation environment [14–16]. It
is important to mention that memristors have shown tremendous potential to act as
operational and computing elements. These devices have been utilized in the devel-
opment of programmable threshold comparator, gain amplifier, etc. [13, 17]. Further-
more, memristor-based circuits have closely mimicked the transfer characteristics of
operational amplifier circuits [18]. Interestingly, memristors were utilized for mathe-
matical operations such as multiplication and division, through the employment of
memristive crossbar array and its analog characteristics [19, 20]. These analog
computation-based operations are extremely essential in the fields of signal processing,
and control systems [21]. Memristors along with capacitors and inductors have also
been utilized to design systems which can be tuned to provide under-damped or over-
damped response [22]. Variable first-order and second-order filters using memristors
were modeled, which are inexpensive and multifunctional when compared to the
conventional transistor-based systems [23]. In addition, adaptive filters with improved
quality factors have also been developed [24]. These important advancements in
memristive technology were accompanied with improvement in terms of on-chip area
(*40% improvement), power consumption (hundredth times), and latency (<1 ns),
when compared to the widely used transistor technology [25–28]. Despite all the
above-mentioned technological advancements in the fields of memristive circuit and
systems, some of the computational capabilities of memristors have been less explored.
Importantly, to the best of our knowledge, no one has yet developed the memristive
characteristics-based improved computational amplifiers, signal generators, and
equation solvers.

This work proposes memristor-based analog circuits for computational applica-
tions. Step, pulse, exponential, and parabolic signals were generated with tunable
parameters. Within the signals, the decrement of voltage with respect to time was
obtained based on the memristor location in the amplifier circuit. On the other side,
rising characteristics were generated through the exchange of the polarity of input
external signal. Based on these characteristics, exponential, linear, and parabolic
equations were solved for real-time applications.

2 Simulation Details

LTspice XVII software has been utilized to simulate the computational amplifier
circuits. The simulation model of memristor is based on a bilayered 10 nm TiO2 thin
film, which was electronically accessed through utilizing two platinum electrodes [2].
This device was first fabricated by Hewlett–Packard laboratories, and the same was
incorporated into LTspice simulator [2, 15].

Memristive Computational Amplifiers and Equation Solvers 75



3 Results and Discussions

A memristive amplifier circuit for the generation of step signal is shown in Fig. 1a. The
voltage–time characteristics at the output terminal (V(out)) were considered for three
different resistance values of 200, 500, and 700 Ω as depicted in Fig. 1b. Interestingly,
the delay time and rise time of the step signal varied with the value of the resistance R1.
This is owing to the fact that increase in the value of R1 causes the reduction in current
through the memristor (same current flows through R1 and memristor which are placed
in input and output loops, respectively), which in turn leads to the slower drift of
memristance. One can observe that the general shape of these characteristics follows
the voltage–time relation as given in the below equation.

v ¼ kð1� e�at�nÞ � m ð1Þ

where v represents the voltage, t denotes the time, k, a, m and n are variables which fit
the equation with the graphs as shown in Fig. 1b. The value of the k can be tuned
through adjusting the voltage source V2 as the maximum step height is limited by the
applied external signal. Furthermore, an external positive voltage can be utilized to
shift the voltage range (shown in Fig. 1b) into the positive polarity. The variables a, m,
and n are controllable through adjusting the value of R1 since memristance varies with
the current flowing through it, which is ultimately responsible for the obtained char-
acteristics. One can utilize the circuit in Fig. 1a as a step signal generator for analog or

Fig. 1 a Memristive step signal generator with variable delay time and rise time, and b its
voltage–time characteristics. These characteristics were utilized to solve positive sloped linear
and exponentially rising equations. c Pulse signal generation with variable ON durations and fall
times. d Generated pulse signal. The signal features were employed to solve positive sloped
linear and exponentially decaying relations
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digital electronic applications. On the other side, during the rise time, the voltage–time
characteristics (Fig. 1b) can be approximated as straight lines with tunable slopes.
When one needed to solve the equations of straight lines, it was made possible through
these characteristics. Firstly, the x–y relation of the given straight line was matched
with the said voltage–time characteristics, through adjusting the values of voltage
sources V1, V2, and V3 as well as the resistor R1. Thereafter, the x value was con-
sidered as time and the corresponding measured voltage represented the required
y value. In this manner, the equation of the line was solved to find y value from the
given x value. It is notable to mention that the generation of step signal and the straight
line solving were possible owing to the movement of oxygen vacancies within the
memristor [2].

Modifications to the circuit in Fig. 1a yield different computational applications.
Such an attempt shown in Fig. 1c comprises of a memristive computational amplifier-
based pulse signal generator and its waveform. It can be seen that different values of the
resistor R1 yielded different ON durations and fall times owing to the varied rates of
drifts in memristance. It is noteworthy to mention that the decrement or increment in
the value of the memristance depends on the polarity of its connection toward the
external voltage source. In Fig. 1d, the shape of the characteristics is owing to the
decrement of memristance with respect to time. The value of the pulse height is
adjustable through utilizing the voltage source V1. This circuit was utilized to solve
equations with delayed exponentially decaying response with variable rate of decay.
One can note that the inversion in the polarity of the output voltage when compared to
the input voltage (in Fig. 1a, c) owes to the inverting nature of the amplifier circuit. In
Fig. 2a, a memristive inverting amplifier circuit was utilized to generate pulse signals
of variable pulse height. The height of the pulse was tunable by adjusting the resistance
R1. The obtained characteristics (Fig. 2b) are owing to the fact that the gain of the
amplifier is limited by the value of R1. Once the drift in memristance has reached its
termination, the output depends only on the value of R1. Hence, three different lines
parallel to the time axis were obtained corresponding to the three values of R1.
Importantly, the decrease in memristance with respect to time was responsible for the
signal characteristics. Interestingly, one can utilize a positive external offset voltage in
order to shift the signal into the positive voltage domain. The range of the pulse height
was tunable through adjusting the value of V2. When one needed to solve an x–
y relation, which follows the shape of a pulse, it was achieved through utilizing the
circuit in Fig. 2a. The y value was obtained by considering the input x value as the
corresponding time. The ON duration of the pulse is controllable by utilizing the value
of V1. This is owing to the fact that low voltages cause slower drift of memristance,
whereas high-speed memristance switching occurs at larger voltages.

In a different case, two memristances have been connected in an inverting amplifier
(shown in Fig. 2c), and the voltage–time characteristics are depicted in Fig. 2d. In this
circuit, memristance U2 decreases with respect to time while U3 increases based on the
external bias signal. The net result led to an increase in the value of the voltageV(out) with
respect to time. Analogous to the case in Fig. 1a, this circuit was utilized to solve
exponential equations. However, the parameters of the generated signal were adjustable
through utilizing the voltage sources V2 and V3 (depicted in Fig. 2c). It is noteworthy to
mention that the characteristics saturate to a constant value, once the drift in memristance
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has terminated. This common phenomenonwas observed in all the graphs reported in this
work. In contrary to the previous cases, a parabolic relation between the voltage and time
was obtained for the circuit shown in Fig. 3a. The equation is as given below:

v ¼ kt2 ð2Þ

In this circuit, the memristance U2 has a decrementing tendency, while U3 was
increased with respect to time. Owing to the ratio of the two oppositely acting mem-
ristive drifts, the net effect resulted in the voltage being incremented proportional to the
square of the time. When one needed to perform square of a number, it was achieved by
tuning k = 1, and measuring voltage V(out) at the time value for which the square
operation has to be performed. It is important to mention that k value is adjustable
through utilizing V3. On the other side, V1 (external bias) limits the maximum voltage
for which the square operation can be performed. Beyond this range, the output voltage
V(out) saturates to a constant value as shown in Fig. 3b. Importantly, the termination of
the drift in memristance is responsible for the saturation of the value, as discussed in
the previous case. Based on the modifications to the circuit in Fig. 3a, exponentially
decaying signal was obtained by utilizing the circuit in Fig. 3c. In this case, U3 tends to
increase when U2 reduces with time, which results in the signal shown in Fig. 3d. It is
important to mention that the curve in Fig. 3d follows the relation:

Fig. 2 Generation of pulse signals with variable amplitude. a Pulse generator circuit, and b its
output signals. The pulse height was controlled through utilizing the value of the resistance in the
output loop. c Memristive exponentially rising signal generator, and d its output voltage. These
characteristics were utilized to solve v ¼ kð1� e�atÞþ n
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v ¼ ke�at ð3Þ

The signal parameters k and a are controllable through adjusting the voltage sources
shown in Fig. 3c. The saturation of the voltage signal is due to the same reason
mentioned in the earlier cases.

The memristive circuits proposed in this work are advantageous over their con-
ventional transistor-based counterparts (as given in Table 1) owing to the memristive
high circuit density (*40% improvement), reduced latency (<1 ns), and low power
dissipation (*1% of transistor-based technology) [25–27]. Interestingly, the faster
switching within the practical memristors does not create any notable delay in the
overall circuit performances. While different practical memristors operate in dissimilar
resistance ranges [25–27], the common phenomena of the high-speed drift in the value
of memristance conveniently supports there employment in the proposed circuits.
When one utilizes different memristors, the corresponding scaling along the x and y-
axes needs to be considered. Although researchers have identified that memristors
exhibit high variability in its device performances, the characteristics of the practical
circuits shall perform reliably through the employment of randomness compensation
circuits. Hence, the circuits proposed in this work are highly reliable.

Fig. 3 a Step signal generator, and b its parabolic rise time characteristics. These features have
been utilized to solve v ¼ kt2. c Circuit for generation of an exponentially decaying signal, and
d the obtained voltage–time characteristics. This behavior was employed to solve v ¼ ke�at

Memristive Computational Amplifiers and Equation Solvers 79



4 Conclusions

This work establishes memristive amplifier circuits for the generation of step, pulse,
exponential, and parabolic signals, with variable parameters. The circuit characteristics
were utilized to solve exponential, parabolic, and linear equations. These applications
were made possible primarily through controlling memristance. The ideas proposed in
this work pave way for low power, improved latency, and reduced on-chip area based
futuristic computational amplifiers.
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Abstract. The Discrete Cosine Transform (DCT) plays a major role in many
video coding standards such as High Efficiency Video Coding (HEVC). In this
paper, a new algorithm that generates low complexity DCT approximation
matrices with minimum number of low-frequency coefficients for all transform
sizes 8, 16 and 32, is proposed. This algorithm accelerates the HEVC encoder in
terms of total encoding time (DET) by 39.93% with a small (0.6104%) increase
in bitrate and a small (0.5489 dB) decrease in Peak Signal to Noise Ratio.

Keywords: Discrete Cosine Transform (DCT) � High Efficiency Video Coding
(HEVC) � Quad-Tree � Rate Distortion Optimization (RDO)

1 Introduction

High Efficiency Video Coding (HEVC) is the newest video coding standard authorized
by Joint Collaborative Team on Video Coding (JCT-VC) [1]. HEVC provides twice the
coding efficiency and 50% reduction in bitrate using computationally complex coding
tools such as new asymmetric frame partitions, large transform sizes and new prediction
modes, compared to its successor, the H.264 standard [2]. The frame partitioning hier-
archy of HEVC is a Quad-Tree like structure. Coding Tree Unit (CTU) of sizeM � M is
the starting block of the Quad-Tree, whereM takes values 64, 32 or 16. Each CTU is split
into Coding Units (CUs) and each CU is recursively partitioned into Prediction Units
(PUs) and Transform Units (TUs) and thus forms the Quad-Tree structure. Each node
(CTUs, CUs, PUs and TUs) in the tree contains one luma and two chroma components.
In HEVC, high compression ratio is achieved for larger blocks for high resolution video
sequences. The block size at each depth in Quad-Tree depends on the Rate Distortion
Optimization (RDO), which is performed for all nodes of the tree. Discrete Cosine
Transform (DCT) [3] plays an important role in several image/video compression
standards. In HEVC, the integer DCT or its inverse (IDCT) supports TUs of sizes 4 � 4,
8 � 8, 16 � 16 and 32 � 32 [4]. It also supports Discrete Sine Transform (DST) and its
inverse (IDST) for intra mode to further reduce bitrate by 1% [5].

In HEVC, one-fourth of the total Encoding Time (ET) is required for Transform
and Quantization (TcomTrQuant) class [6]. As the DCT satisfies kernel separable
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property [7], 2D DCT in HEVC is implemented by executing two 1D DCTs in a row-
column approach [6]. In literature, several DCT approximations have been proposed to
reduce the arithmetic complexity [8]. In [9], two low complexity DCT multiplication-
free eight-point approximations were proposed, angular similarity based DCT
approximation were proposed in [10], and in both papers, the eight-point DCT is scaled
to 16 and 32-point using Jridi-Alfalou-Meher (JAM) algorithm [11] for the imple-
mentation in HEVC encoder. Suzuki et al. [12] proposed fast multiplication-free
transforms for image processing applications. In [13], hardware efficient HEVC
transform was implemented. One-bit transform-based low complexity fast search
algorithm was proposed in [14]. Adaptive multiple transform-based approximations
were proposed in [15] for post HEVC encoding standard. Multiplier-less 2D DCT was
implemented in [16]. In [17], DCT architectures with scalable approximations were
proposed. Power-efficient 2D DCT was proposed in [18]. In [19], area-efficient
IDCT/IDST architecture was introduced for Ultra High Definition (UHD) video
sequences. Field Programmable Gate Array (FPGA) implementation of 1D transform
for HEVC using DSP slices was proposed in [20]. DCT kernels with reduced bit depths
and efficient hardware architecture were proposed in [21]. Hierarchical multiplier-free
HEVC transform and its optimized hardware architecture were presented in [22]. High
throughput architecture using single 1D IDCT for 32 � 32 transform unit was pro-
posed in [23]. Efficient hardware architecture of variable block size HEVC 2D DCT for
FPGA platforms was designed in [24].

The 1D DCT for an N-point input vector x = [x0, x1, …, xN−1]
T is a linear trans-

formation of x into transformed output vector X = [X0, X1, …, XN−1], mathematically
represented as [7]

Xk ¼ ak �
ffiffiffiffi
2
N

r
�
XN�1

n¼0

xn � cos ðnþ 1=2Þkp
N

� �
ð1Þ

where k ¼ 0; 1; . . .;N � 1. The values for a are given as: a0 ¼ 1ffiffi
2

p and for k ˃ 0 ak ¼ 1.

In matrix form (1) is given as:

X ¼ C � x ð2Þ

where C is an N-point DCT matrix and its elements are mathematically entered as:

cm;n ¼ am �
ffiffiffiffi
2
N

r
� cos ðnþ 1=2Þmp=Nf g; m; n ¼ 0; 1; . . .;N � 1 ð3Þ

As the DCT obeys orthogonal property, the IDCT is given as

x ¼ CT � X ð4Þ

The 2D DCT is mathematically expressed in terms of 1D DCTs as
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X ¼ Cx � CT ð5Þ

and the 2D IDCT is represented as

x ¼ CTX � C ð6Þ

The rest of the paper is organized as follows: in Sect. 2 an overview of eight-point
DCT approximation based on angular similarity is provided. The proposed algorithm is
discussed in Sect. 3. Section 4 presents the experimental results of the described work
using HM16.18 reference software. Conclusions are finally drawn in Sect. 5.

2 Overview of DCT Approximation Based on Angular
Similarity

In this method, a low complexity approximate matrix T of size 8 � 8 is obtained from
the row entries from the search space D, where D ¼ P8 [10]. The search space D is a
collection of vectors of size 1 � 8 and each vector element is taken from the set P. In
this method, the row vectors of T are entered by searching in two search spaces D1 and
D2, where D1 ¼ P8

1, D2 ¼ P8
2, P1 ¼ 0;�1f g and P2 ¼ 0;�1;�2f g: therefore, the

search spaces D1 and D2 have 6561 and 390,625 elements, respectively. This method is
restricted to eight-point since the generation of T depends on approximation order. As
there are eight elements in each vector, 8! = 40,320 possible permutations are con-
sidered. Therefore, this method is not suitable for 16 and 32-points to implement in
HEVC encoder as it drastically increases the computational complexity. This method is
embedded in HEVC encoder by generating the 16 and 32-point versions of T using
JAM scalable algorithm. This algorithm reduces the computational complexity of
HEVC Test Model (HM) encoder in terms of additions and bit-shift operations.

3 Proposed Algorithm

The proposed algorithm decreases the computational complexity by reducing the
number of coefficients required to compute N-point DCT, where N takes the values 8,
16 and 32. In this algorithm, the low complexity matrix T to compute eight-point DCT
is generated using angular similarity [10] and then the 16 and 32 point versions of T are
generated using JAM scalable algorithm as shown below:

T Nð Þ ¼ 1ffiffiffi
2

p Mper
N

T N=2ð Þ Z N=2ð Þ
Z N=2ð Þ T N=2ð Þ

� �
Madd

N ; ð7Þ

where Z(N/2) is a null matrix of order N/2, the scaling factor 1ffiffi
2

p is merged into the step

size of quantization in HM software and the matrices Mper
N andMadd

N are represented as:
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Madd
N ¼ I N=2ð Þ I N=2ð Þ

I N=2ð Þ I N=2ð Þ

� �
ð8Þ

and

Mper
N ¼ PN�1;N=2 Z1;N=2

Z1;N=2 PN�1;N=2

� �
ð9Þ

where I N=2ð Þ and I N=2ð Þ are the identity and counter identity matrices of order N/2
respectively and PN�1;N=2 is a matrix of order (N − 1) � (N/2) with row vectors given
as:

P ið Þ
N�1;N=2 ¼

Z1;N=2; if i ¼ 1; 3; 5; . . .;N � 1

I
i
2ð Þ

N=2; if i ¼ 0; 2; 4; . . .;N � 2

(
ð10Þ

After generating the low complexity approximation matrices of transform size 8, 16
and 32, the minimum number of coefficients (Nmin) algorithm [25] is applied to further
reduce the computational complexity of HEVC encoder. The Nmin required for com-
putation is evaluated by this algorithm in HM16.18 encoder, the obtained Peak Signal
to Noise Ratio (PSNR) is 0.5489 dB smaller and the average bitrate is increased by
0.6104% as compared to the HM reference software algorithm. The coefficients are
varied from minimum (Nmin) to maximum (Nmax) value in the proposed algorithm. The
PTH, RTH are the threshold values of PSNR (P) and bitrate (R), respectively, whose
values are PTH is 0.284 dB smaller than minimum PSNR (Pmin) and RTH take the value
0.6104 times maximum bitrate (Rmax). By applying this algorithm for different video
sequences at Quantization Parameter (QP) values 22, 27, 32 and 37, the average
number of coefficients to be computed are N4min = 4, N8min = 3, N16min = 6 and
N32min = 7. The functions GP(Sn) and GR(Sn) are the PSNR and bitrate values for N-
point DCT.

The proposed algorithm is given as follows:

Step 1: Generate the eight-point low complexity matrix T using angular similarity
algorithm.
Step 2: Taking T as a basic matrix, generate the matrices of large transform sizes
(S) = 16 and 32 using JAM scalable algorithm.
Step 3: Apply the Nmin algorithm for the generated matrices from Step 1 and Step 2,
as shown below:
PTH = Pmax − 0.5489;
RTH = 0.6104 * Rmin;
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M = Pmax/Rmin, T = 0; //initialize
for (S = 0, S ˂ 4, S++)
{

for (S = 0, S ˂ 8, S++)
{
for (S = 0, S ˂ 16, S++)
{
for (S = 0, S ˂ 32, S++)

{
P = mean {GP(S4), GP(S8), GP(S16), GP(S32)} //overall PSNR obtained
R = mean {GR(S4), GR(S8), GR(S16), GR(S32)} //overall bitrate obtained
Temp = P/R;
If (T ˂ M && P ˃ PTH && R ˂ RTH) then

N4min = S4;
N8min = S8;
N16min = S16;
N32min = S32;
end; //end of if statement
end; //end of 4-point for loop
end; //end of 8-point for loop
end; //end of 16-point for loop
end; //end of 32-point for loop

4 Experimental Results

The proposed algorithm is implemented in HM16.18 reference software using standard
test video sequences of class B to E [26]. The encoding process is done at QP values
22, 24, 32 and 37. The performance metrics shown in Table 1 and are mathematically
represented as:

Average DBitrate ¼ Bitrateproposed � BitrateHM
BitrateHM

� 100% ð11Þ

Average DPSNR ¼ PSNRproposed � PSNRHM

PSNRHM
� 100% ð12Þ

DET ¼ ETHM � ETProposed

ETHM
� 100% ð13Þ

The BD-Rate and BD-PSNR are the average change in rate for a fixed PSNR and
average change in PSNR for a fixed rate, respectively. The pursuance of the proposed
algorithm is tested in Random Access (RA) encoder configuration, as shown in

Low Complexity DCT Approximation Algorithm for HEVC Encoder 87



Table 1. The proposed algorithm decreases the computational load of HM encoder in
terms of total Encoding Time (ET) by 39.93%, with a small decrement in PSNR of
0.5489 dB and an average bitrate increment of 0.6104%. The proposed algorithm
involves less computational cost than the HM encoder [6, 10, 25], as shown in Table 2.
Therefore, through the observation of Tables 1, 2 and 3 it may be inferred that the
proposed algorithm outperforms the algorithm [25] as compared to HM16.18 in terms
of a small decrement in average PSNR of −0.008% and a small increment in the
average bitrate of 0.0268% in LDP configuration as shown in Table 3. The RDO

Table 2 Required computational cost of proposed algorithm DCT Algorithm

N Algorithm [6] Algorithm
[10]

Algorithm
[25]

Proposed
algorithm

Mul. Add Shift Add Shift Add Shift Add Shift

8 20 28 4 24 6 17 7 15 5
16 84 100 8 64 12 54 31 46 10
32 340 372 16 160 24 121 69 97 14

Table 1 Performance comparison of proposed algorithm with HM16.18 in RA configuration

Class Video sequence BD-rate BD-
PSNR

Average
DBitrate (%)

Average
DPSNR (%)

Average
DET (%)

Class B Kimono −6.9410 0.1093 0.0743 −0.053 4.987
Basketball Drive −7.9525 0.1141 0.0508 −0.071 5.120

Class C Party Scene −5.6185 0.1620 0.0114 −0.024 15.32
BQMall −3.8775 0.1586 0.0143 −0.016 11.09
Basketball Drill −5.6195 0.1434 0.0120 −0.033 13.17

Class D RaceHorses −7.9279 0.4915 0.0176 −0.021 10.44
Blowingbubbles −3.3043 0.0352 0.0290 −0.003 12.08
BQSquare −2.2551 0.1576 0.0203 −0.010 11.63

Class E FourPeople −6.3513 0.1582 0.0127 −0.017 10.55
Johnny −6.3720 0.1471 0.0335 −0.035 7.981
KristnAndSara −4.6743 0.1049 0.0244 −0.011 7.339
Average −4.3495 0.1273 0.0214 −0.021 7.863
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curves of the proposed algorithm, HM and [10] for the video sequences of classes B to
D are shown in Fig. 1. The frame of BQSquare video sequence is taken for comparison
among the proposed algorithm, HM [6, 10] at QP = 32 and is shown in Fig. 2.

Table 3 Performance comparison of proposed algorithm and algorithm [25] with HM16.18 in
LDP configuration

Video sequence Class Algorithm [25] Proposed algorithm
Average
DBitrate (%)

Average
DPSNR (%)

Average
DBitrate (%)

Average
DPSNR (%)

Party Scene C 0.180 −0.308 0.0150 −0.005
BQMall C 0.285 −0.216 0.0206 −0.001
Basketball Drill C −0.595 −0.245 0.0505 −0.012
Blowingbubbles D 0.270 −0.163 0.0150 −0.010
BQSquare D 0.206 −0.212 0.0025 −0.003
FourPeople E −0.130 −0.206 0.0383 −0.015
KristnAndSara E −0.535 −0.137 0.0457 −0.014
Average −0.045 −0.212 0.0268 −0.008

Fig. 1 RDO curves of proposed algorithm compared with HM16.18 [6] encoder and [10] for
class B–E video sequences: a Basket Ball Drive, b Party Scene, c Race Horses,
d KristenAndSara
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5 Conclusion

In this paper, an algorithm is proposed, which reduces the computational cost and
speeds up the HM encoder, thereby outperforms existing algorithms [10, 25]. From the
experimental results, it is shown that the proposed algorithm reduces the computational
load in terms of total encoding time with a small increment in bitrate and a very small
decrease in PSNR compared to the HM encoder.
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Abstract. This paper presents an area and power-efficient architecture for serial
commutator real-valued fast Fourier transform (FFT) using recursive look-up
table (LUT). FFT computation consists of butterfly operations and twiddles
factor multiplications. The area and power performance of FFT architectures are
mainly limited by the multipliers. To address this, a new multiplier is proposed
which stores the partial products in LUT. Moreover, by adding the shifted
version of twiddle coefficients, the stored partial products gain symmetry, and
thus the size of LUT can be reduced to half. Further symmetry is achieved by
adding another shifted version of twiddle coefficients and so on. This makes the
proposed LUT multiplier recursive in nature. A new data management scheme is
suggested for the proposed architecture. To validate the proposed architecture,
application-specific integrated circuit (ASIC) synthesis and field-programmable
gate array (FPGA) implementation are carried out for different symmetry factor.
For instance, the proposed architecture for 1024-point with symmetry factor of
two achieves 39.11% less area, 42.29% less power, 33.27% less sliced LUT
(SLUT) and 29.18% less flip-flop (FF) as compared to the best existing design.

Keywords: Fast Fourier transform � Recursive LUT multiplier

1 Introduction

Fast Fourier transform (FFT) is widely used in transforming a signal from time-domain
to frequency-domain which has key applications in bio-medical, orthogonal frequency
division multiplexing (OFDM), ultrawide-band (UWB) [1–3], etc. Many practical
applications such as echo cancellation, etc. require high-point FFT computations to
provide better performance. However, this comes under huge amount of computational
resources. FFT processors are desired to occupy low-area, consume low-power and
provide high-speed for real-time applications. In this context, pipelined FFT archi-
tectures are preferred as they are suitable for real-time processing and can simultane-
ously meet the architecture efficiency in terms of area, power and throughput.

Pipelined FFT architectures are divided into two categories: feedforward and
feedback architectures. Depending on the number of samples processed per clock
cycle, they can again be divided into serial (or single-path) and parallel (or multi-path)

© Springer Nature Singapore Pte Ltd. 2020
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architectures. This leads to four types of FFT architectures: single-path delay feedback
(SDF), single-path delay commutator (SDC), multi-path delay feedback (MDF), and
multi-path delay commutator (MDC) [4–6]. Parallel FFT architectures are often
employed when the throughput desired is beyond that of serial FFT architectures at a
given clock frequency but they require high area-power due to large number of mul-
tipliers involved. Therefore, serial architectures are suitable in certain applications
which have area-power constraints. However, when compared with parallel architec-
tures, serial architectures have low hardware utilization. In this work, we focus on the
SDC FFT architecture to increase its hardware efficiency.

For low-power applications such as energy-aware systems, IoT, etc., serial FFT
architectures are desired [7, 8]. The performance of such architectures is mainly limited
by the size of multipliers. High-radix FFT is a suitable approach to reduce the multi-
pliers as the number of twiddle factor coefficients decreases with increase in radix size,
however it increases the overall system complexity. Conventional concepts such as
distributed arithmetic (DA) are commonly used to reduce the complexity of multipliers
in the FFT architectures. DA based implementations generally have low-area and low-
power consumption at the cost of additional memory units. In [9], the exponential
growth of look-up table (LUT) size in DA based designs has been reduced to linear.
This will reduce the number of transistors for the implementation of any digital design.
According to semiconductor roadmap [10], LUT-based design is an attractive solution.
This is due to advancements in semiconductor memories which results in shorter LUT
access time, high-throughput and reduced-latency. This motivates us to design a
multiplier using LUT for serial FFT architecture to process real-valued signals.

The rest of this paper is organized as follows: Sect. 2 presents details of the pro-
posed scheme. Section 3 compares the proposed architecture with existing architec-
tures and validates the proposed FFT through implementation results. Section 4 gives
the conclusions drawn from the presented work.

2 Proposed Scheme

An N-point DFT X(k) of a discrete-time sequence x(m) can be expressed as

X kð Þ ¼
XN�1

m¼0

x mð ÞWmk
N ; 0�m�N � 1 and 0� k�N � 1 ð1Þ

where Wmk
N is the twiddle factor. The computation of FFT involves several adders and

multipliers. Among them, the twiddle factor multipliers are the main source of power
consumption and chip-area and pose as a bottleneck in the design of FFT processors. It
is therefore important to develop a multiplier that could result in low-area and low-
power for efficient realization of FFT.
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2.1 Formulation of the Proposed Multiplier

Consider a B-bit intermediate input x ¼ bB�1bB�2. . .b0 and An be the twiddle coeffi-
cient of nth stage with n ¼ log2 N and N denotes the number of FFT points. By writing
x in binary form, we get

x ¼
XB�1

i¼0

bi2i ¼ 2
XB�2

i¼0

biþ 12i þ b0 ð2Þ

By multiplying x with coefficient An, the intermediate output In can be computed as

In ¼ 2
XB�2

i¼0

biþ 12i þ b0

" #
An ð3Þ

From (3), it can be observed that In takes the value of all multiples
f0;An; 2An; . . .; ð2B � 1ÞAng. Assuming rB�1 ¼

PB�2
i¼0 biþ 12i and b0 ¼ 1 which means

In would take odd multiples fAn; 3An; . . .; ð2B�1 � 1ÞAng. Even multiplies can be
obtained by left-shifting selected odd multiples, for instance, f1 � An ¼ 2An;

2 � An ¼ 4An; . . .; 1 � ð2B�1 � 1ÞAn ¼ 2 � ð2B�1 � 1ÞAng. Pre-computing and stor-
ing only the odd multiples in LUT would be an advantage. This is because each of
them requires a separate memory location, unlike [9] where a separate adder is needed
for the generation of each odd-multiple. However, in such case the size of LUT can be
a performance bottleneck for large values of B. To address this issue, 2B−2An is added
to and subtracted from (3) which leads to

In ¼ 2rB�1 þ 1½ �An � 2B�2An þ 2B�2An ð4Þ

Combining the first two terms of (4) would result in mirror symmetries between the
odd multiples with an offset +2B−2An. Thus, (4) becomes

In ¼ 2rB�2 þ 1½ �An þ 2B�2An ¼ I1n þ 2B�2An ð5Þ

where rB�2 ¼ rB�1 � bB�2 ¼
PB�3

i¼0 bi2i and bi ¼ biþ 1 � bB�2 and ‘⊕’ is XOR oper-
ation. It is clear from (5) that the size of LUT is reduced to 2B−2 with one adder and few
XOR gates. The odd multiples become fAn; 3An; . . .; ð2B�2 � 1ÞAng. Similarly, when
2B−3An is added to and subtracted from (5), we get

In ¼ I2n þ 2B�3An þ 2B�2An ð6Þ

Again, there are mirror symmetries between odd multiples with an offset +2B−3An.
Now, In would take values from the set fAn; 3An; . . .; ð2B�3 � 1ÞAng. Thus, for any
recursive factor c, (6) can be written as
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In ¼ Icn þ 2B�c�1An þ 2B�c�2An � � � þ 2B�2An ð7Þ

where Icn ¼ ½2rB�1�c þ 1�An; rB�2�c ¼f. . .ffrB�1 � bB�2g � bB�3g. . .� bB�1�cg ¼PB�2�c
i¼0 biþ 12i and bi ¼ f. . .ffbiþ 1 � bB�2g � bB�3g. . .� bB�1�cg. In general, the

odd multiples would take values from the set fAn; 3An; . . .; ð2B�1�c � 1ÞAng. Two
approaches can be used to realize (7). First, the odd multiples can be stored in LUT at
the cost of single adder delay. This gives the advantage of reduced LUT size. Second,
An can be pre-computed and stored with the odd-multiplies. But, this requires An to be
translated through multi-input XOR operation f. . .ffAn � bB�2g � bB�3g. . .
�bB�1�cg. However, this would increase the LUT size but solves the delay problem. In
this paper, first approach is considered where the delay of the proposed multiplier is
reduced by the method of pipelining in serial FFT architecture implementation.

The comparison of different LUT multipliers storing all multiples, odd multiples
[11], and recursive (R) odd multiples in terms of number of transistors and access delay
is shown in Fig. 1. It is found that the proposed R-odd LUT multiplier offers significant
savings in number of transistors with diminishing effect on LUT access delays which
has less effect for higher values of c. We have synthesized all the multipliers for
different input width by Cadence RTL Compiler using TSMC 90 nm library. The
corresponding synthesized results are listed in Table 1. The savings in the area in the
proposed multiplier results from lower storage requirements. Moreover, on increasing
the symmetry factor c, the savings in the area can be significant. For instance, the
savings in the area for the proposed multiplier when B = 16, c = 2 and B = 16, c = 4
are 55.25% and 81.08% with respect to all odd-multiple LUT design [11] respectively.

Fig. 1 Access delays and number of transistors for all multiples, odd multiples and R-odd
multiples pre-computed and stored in LUT
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2.2 Data Management Scheme (DMS)

The proposed DMS for serial computation of 16-point real FFT with normal order
input-output is shown in Fig. 2. The re-ordering and computation of input data,
intermediate data and output data at different stages along with their time indices ‘t’ are
explicitly shown. It is clear that most of the FFT stages require data re-ordering (DR),
butterfly (BF) operation and quarter complex multiplication (QCM). However, last two
stages require only DR and BF operations.

2.3 FFT Architecture

The architecture for 16-point FFT consists of eight DR units, two types of BF units-
BFI, BFII, two QCM units and a BF-cum-DR unit. The DR and BFI units employed in
the proposed architecture are identical to that of [8]. The detailed explanation of each of
these units is described below.

Architectural Details of DR Unit DR circuits are required to perform DR operations
shown in Fig. 2. DR unit shown in Fig. 3a basically contains two 2-to-1 multiplexers
separated by buffers for data shuffling. If the control of multiplexer ‘s’ is set to 1, then
the sample is passed through the buffer, whereas if it is set to 0, then the input sample at
that instant is interchanged with the sample ‘L’ clock cycles apart, where ‘L’ is the
stage-dependent buffer length (indicated by ‘Lat’ in Fig. 2).

Fig. 2 Data management scheme for a 16-point real-valued FFT

Table 1 Area comparison of different LUT multipliers

Input width B All multiples Odd multiples [11] Proposed design
c = 2 c = 4

8 956.8 538.4 209.2 87.7
16 1611.3 858.7 384.3 162.5
24 2213.2 1172.0 543.9 225.4
32 2836.2 1488.1 723.5 331.9
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Architectural Details of BF Unit Two types of BF units—BFI, BFII are employed in
the proposed architecture. BFI unit shown in Fig. 3b carries out addition or subtraction
in a given clock cycle in stage 1 and 2. BFII shown in Fig. 3c is newly proposed to
carry out two BF operations in an interleaved manner in stage 3 as per the DMS in
Fig. 2. Unlike BFI which computes the BF operation with its adjacent data, the BFII
unit computes the BF operation with a data two clock cycles apart. This reduces the
latency in the DR units of the subsequent stage. Interestingly, the latency savings in DR
units increase with N at the cost of two registers.

Architectural Details of QCM As the name suggests, QCM unit performs the quarter
operation of complex multiplication in a given clock cycle and is shown in Fig. 4. It
requires four 2-to-1 multiplexers, five registers, one decoder, three XOR gates, one
barrel shifter (BS) and two adders. The real multiplier consists of R-LUT with word
size (W + B − c)-bits and external logic (decoder, BS unit and XOR gates), where W is
the word length of An. The output of decoder becomes the address lines of R-LUT
storing the odd multiples. To generate even-multiples, BS provides variable left-shifts
on the selected contents of R-LUT. The size of BS can be determined by the maximum
number of left-shifts required on the odd-multiple. Note the AND gate before BS unit
introduces ‘0’ when all the bits of intermediate input x of a particular stage become
zero.

Architectural Details of BF-cum-DR Unit In the last stage, a combined unit for BF
and DR is employed to perform any one of the three operations in one clock cycle: a
half-BF computation, an interchange of samples two clock cycles apart or pass a
sample through the buffer, as depicted in Fig. 3d. A timing diagram is provided in
Table 2 to understand its operation in the last stage. The samples with indices 0 and 1
undergo BF computation in the BF-cum-DR unit after two stages of DR with L = 2
followed by L = 4. After the BF operation is over, the rest of the samples are either
passed through the buffer with a latency of 2 or they are interchanged with a sample
two clock cycles apart to achieve a normal order FFT output.

Fig. 3 a Circuit for DR unit with buffer length L [8]. b Circuit for BFI unit [8]. c Circuit for BFII
unit. d Circuit for stage 4 with combined BF and DR units
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3 Results and Discussion

3.1 Computational Complexities

The hardware complexities of the proposed and existing designs are listed in Table 3. It
is important to note that when the word length of input becomes high, the recursive
LUT size is still high. To avoid this issue, the input word length B is split into K groups
of size BK such that B = BKK. In general, a shift-adder tree of depth log2K would result
due to splitting of B into K sub-LUT units. Each BK is individually processed in sub-
LUT units, where the external addition of shifted twiddle coefficients is controlled by c.

3.2 Implementation Results

ASIC Synthesis In order to validate the proposed design, it is coded in Verilog along
with the existing designs. ASIC synthesis is carried out by Cadence RTL Compiler at
1.0 V and clock frequency of 100 MHz. The obtained results in terms of area, power,
minimum clock period (MCP), area-delay product (ADP) and power-delay product
(PDP) are listed in Table 4. The main advantage of the proposed design is that the LUT
size can be reduced depending on the value of c. Hence, the savings obtained in area
and power can be even higher for larger c values for a given B and W. For instance, the

Fig. 4 Circuit for QCM unit with R-LUT multiplier. BS Barrel shifter

Table 2 Timing diagram of BF-cum-DR unit in stage 4

Clk In
4 s2 A′ B′ s3 C′ E′ s4 Out

35 x30 0 – – 0 – – – –

36 x31 0 x30 – 1 x31 x40 1 –

37 x38r 0 x31 x30 0 x30 x41 1 x40
38 x38i 0 x38r x31 0 x31 – 1 x41
39 x34r 0 x38i x38r 0 x38r – 0 x48r
40 x34i 0 x34r x38i 0 x38i – 0 x48i
xnm: output of stage n with sample index m
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proposed design when implemented for 1024-point with c = 2 occupies nearly 39.11%
less area, 42.29% less power, 35.62% less ADP than [8] at the cost of marginal increase
in MCP with respect to design in [8]. This is because the delay due to XOR gates in the
addressing logic is mainly compensated by the reduction in LUT access time.

FPGA Implementation In order to obtain the logic utilization, FPGA implementation
is performed using Xilinx ZYNQ device (XC7Z020-1CLG84C). The corresponding
results in terms of number of slices (NOS), slice look-up tables (SLUT), flipflops
(FF) and slice-delay-product (SDP) are expressed in Table 4 at 100 MHz system clock.
It is found that the proposed design for 1024-point FFT with c = 2 utilizes 33.27% less
SLUT and 29.18% less FF as compared to the design in [8].

Table 3 Hardware complexities of various serial pipelined real-valued FFT

Design Real MULT LUT Real ADD Real REG TP

FFT1 [7] 4log2N − 12 0 6log2N − 10 5N/4 − 2 1
FFT2 [7] 4log2N − 12 0 4log2N − 6 3N/2 − 5 1
FFT3 [8] log2N − 2 0 2log2N − 2 9log2N + 2N − 24** 1
Proposed
(c = 2)a

0 8K
(log2N − 1)

2log2N − 2 7log2N + 2N − 20 1

Proposed
(c = 4)a

0 2K
(log2N − 1)

2log2N 7log2N + 2N − 20 1

MULT multipliers, LUT look-up table, ADD adders, REG registers, TP throughput
**For fair comparison, the N − 5 registers in output re-ordering circuits are included in addition
to the reported N + 9 log2N − 19 registers
aComplexity of post-multiplication register in QCM is half of that in [8]

Table 4 Performance comparison of ASIC synthesis results using TSMC 90 nm CMOS library
and FPGA implementation on Xilinx ZYNQ (XC7Z020-1CLG84C) for W = B = 8 and
N = 1024

Design Area
(mm2)

Power
(mW)

MCP
(ns)

ADP
(mm2 ns)

PDP
(mW ns)

MCP NOS SLUT
(�1000)

FF
(�1000)

SDP

FFT1 [7] 1.572 5.04 7.15 11.24 36.04 9.73 16285 59.13 52.56 158453.05
FFT2 [7] 1.133 4.12 6.56 7.43 27.03 8.98 11093 46.84 42.66 99615.14
FFT3 [8] 1.043 3.12 6.14 6.40 19.16 8.32 9982 42.89 39.87 83050.24
Proposed
(c = 2)

0.635 1.81 6.49 4.12 11.75 8.78 6127 28.62 28.24 53795.06

Proposed
(c = 4)

0.415 1.24 6.98 2.89 8.65 9.36 4016 19.31 17.89 37589.76
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4 Conclusion

In this paper, an area and power-efficient architecture for serial commutator real-valued
fast Fourier transform (FFT) using recursive look-up table (LUT) multiplier has been
presented. In general, serial commutator real-valued FFT architectures have latency
issues while multipliers are the most computationally expensive elements. In the
proposed scheme, the multiplier has been realized with recursive LUT which has
symmetry in LUT contents obtained by appropriately adding the shifted versions of
twiddle coefficient. Depending on the requirement, appropriate symmetry factor can be
used to reduce the LUT size. The proposed architecture is validated on ASIC synthesis
and FPGA implementation.
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Abstract. Induction machines have extensive demand in industries as they are
used for large-scale production and therefore vulnerable to both electrical and
mechanical faults. Over the past decade, online condition monitoring of
industrial machinery has become one of the major research areas in fault
detection and diagnosis. There are different types of stator winding insulation
faults, of which the current work is focused on the identification of stator
winding inter-turn fault as it accounts for 37% of the overall machine failures.
Also, this fault, if identified at its incipient stage, can predominantly improvise
machine downtime and maintenance cost. The proposed work uses acquired
experimental data from both healthy and faulty three-phase induction motor to
train the neuro-fuzzy classifier for fault severity evaluation. It has been observed
that AI-based neuro-fuzzy classifier is capable of generating rules and mem-
bership functions on its own with a given set of experimental data whereas fuzzy
classifier requires manual intervention for defining rules and membership
functions. A comparison of fuzzy and neuro-fuzzy based fault identification is
made, and the efficiency of both classifiers was compared.

Keywords: Neuro-fuzzy logic (NFL) � Stator inter-turn fault (SITF) � Fault
identification � Neural network (NN) � Artificial intelligence techniques (AI)

1 Introduction

Induction machines are highly adapted for commercial and industrial applications.
Being robust and reliable, these electro-mechanical devices find their wider application
in ranging from the simplest of the task such as pumps, centrifugal machines, elevators,
etc. to the most dangerous and difficult surroundings like mines, marine applications,
petroleum industry, etc. As induction machines are inevitable for large-scale production
industries and are used profusely, they are vulnerable to different kinds of uncontrol-
lable, electrical and mechanical faults such as bearing fault, stator insulation failure,
rotor bar breaking, and other related faults [1, 2]. Voltage sag and swell, failure of
electrical connections, damage of insulation, stator inter-turn fault, stator coil to coil
fault, stator phase to ground fault, stator phase to phase fault, and stator open circuit
faults, etc., fall into electrical fault category. Bearing damage, broken bars, rotor
misalignment, rotor mechanical unbalanced, etc., are mechanical faults [3–6]. These
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faults may lead to shut down of the machines unexpectedly during the working hours,
adversely affecting the production time, which in turn results in substantial production
losses. These faults may have only minor symptoms, but if not identified at an early
stage may result in lower efficiency hence high energy consumption and long term
degradation [4].

At present industries are focused on reactive, planned, and proactive maintenance
strategies. However, there are certain limitations with such strategies, such as
unplanned downtime, the potentially greater damage to machine beyond failed part,
need for additional spare parts inventory, etc. [5]. Thus, there comes a need for pre-
dictive maintenance (PdM). PdM can break the trade-offs of the older strategies by
using early stage detection techniques of these faults and thereby maximizing the useful
life of machine parts. There are various fault identification techniques for condition
monitoring of induction machine using different signals measured from the motor such
as voltage, flux and instantaneous power [6], vibration [7], temperature [8], motor
current signature analysis [9, 10], electromagnetic or mechanical torque [11]. A diag-
nosis process based on the AI technique and multiple signatures should be more
reliable in stator fault detection and severity evaluation [12–15].

Fuzzy logic is another emerging method in the field of fault prediction due to its
capability to mimic the human brain. However, due to the lack of manual intervention
in this method, it may lead to a high percentage of misclassification and thereby
yielding poor identification accuracy [16, 17]. The neuro-fuzzy logic model is a
combination of artificial neural network and fuzzy logic which generates rules and
membership functions of output on its own with provided set of inputs. Neuro-fuzzy
systems (NFS) has a wide range of applications in electrical and electronics system,
manufacturing and system modeling, image processing and feature extraction, etc. but
most importantly in forecasting and predictions. Thus, the current research focuses on
an early-stage detection of stator winding fault at the incipient stage in a three-phase
induction motor both y using fuzzy logic technique and the latest neuro-fuzzy logic
technique. A comparison of both fuzzy, as well as neuro-fuzzy identification results, is
also performed in the current research. It has been observed that neuro-fuzzy based
logic is capable of identifying the healthy as well as the faulty with 93.3% accuracy,
whereas fuzzy logic-based algorithm is capable of only 86.3%.

2 Methodology

Stator current signal data acquired from the experimental set-up of three-phase
induction motor under healthy and faulty conditions are used to train the fuzzy
inference system of neuro-fuzzy for fault severity evaluation. It has been observed that
artificial intelligence based neuro-fuzzy is capable of generating rules and membership
functions on its own with a given set of experimental data whereas fuzzy requires
manual intervention for defining rules and membership functions. A numerical model
of the same with healthy as well as stator inter-turn fault is also designed, and the same
has been validated using the neuro-fuzzy logic which was trained using the experi-
mental data.
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2.1 Experimental Setup

The experimental setup for both healthy and faulty induction motor has been setup is
shown in Fig. 1. Stator inter-turn fault has been intentionally created by tapping
winding at 25%, and 50% in one of the phases in three-phase induction motor. Further,
the stator current signal data has been acquired in the time-domain.

Data Collection Three-phase stator current Ia, Ib, and Ic from both healthy and faulty
induction motor have been acquired using a current transducer (hall effect), data
acquisition system, and LabView software platform. The acquired data from both
machines is shown in Fig. 2.

Fig. 1 Experimental setups for both healthy and faulty induction motor (Power Electronics Lab
of BITS Pilani, Hyderabad)

Fig. 2 Data acquisition
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Data Pre-processing The experimental results obtained from both healthy and faulty
induction motor under different loading conditions have been sampled at a 10 kHz rate.
The conversion ratio (KN) of the sensor is 1:1000. The resistance of 100 X is connected
across each of the sensors to give current out in terms of voltage.

2.2 Fuzzy Logic Designer

The acquired data has been processed to create a membership function for a given set
of input and output, as shown in Fig. 3. The current input is commonly divided into
three ranges as small, medium, and high. Similarly, the output current is classified as
good, initial, and development stage.

Finally, based on membership function and created rules, a fuzzy inference system
(FIS) is generated to test on the numerically modeled induction motor with both healthy
as well as faulty conditions. The performance of the fuzzy logic controller has been
quantified and observed as 86.3%. However, the fuzzy logic designer requires manual
observation and setup of membership functions and rules, which affected the accuracy
of identification.

2.3 Neuro-fuzzy Logic Designer

As it has been observed that fuzzy logic requires manual intervention for defining rules
and membership functions whereas the AI-based neuro-fuzzy logic is capable of
generating rules and membership functions on its own with a given set of experimental
data, in the current research identification of faulty data is also performed by designing
a suitable neuro-fuzzy system. In fuzzy, membership functions and rules should be
provided for it to make decisions and predict the result, but the fusion of neural network
(NN) and fuzzy logic will give the perfect blend in decision making and least manual
intervention, automatizing the complete process as shown in Fig. 4. The quick learning
ability of neural network helps in implementing and automatizing the membership

Fig. 3 Fuzzy logic controller
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functions and rules, while fuzzy logic principles detect the fault using manually pro-
vided before mentioned set of rules and membership functions.

Since NFL facilitates the training of data and generation of membership functions
and rules without manual intervention, the experimental data is loaded into the neuro-
fuzzy designer by defining performance parameter of NFL such as membership
function (MF) type for both input and output, optimization algorithm of neural net-
work, tolerance error, and number of epochs before training NFL model. The adaptive
network-based fuzzy inference system (ANFIS) structure of the neuro-fuzzy model for
the given set of input and output is shown in Fig. 5.

The membership functions generated for input current and the output shows
machine condition, i.e., faulty or healthy conditions. It is observed that the membership

Fig. 4 Neuro-fuzzy logic controller

Fig. 5 ANFIS structure plot
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function for each phase current is similar but has a different range based on the fault
severity in the experimental data used for training. The output range varies from 0 to 4
as tabulated in Table 1.

In a neuro-fuzzy system, instead of membership function for output, constant
values are generated for the combination of inputs, known as rules. Thus, with three
input currents, 27 rules are devised giving 27 outputs. The combination of input
currents and output can be viewed through rule viewer is shown in Fig. 6. The first 3
columns are the three-phase current Ia, Ib, and Ic from both healthy and faulty induction
motor while the last column is the output (severity of faults). The numbers at the
beginning of each row indicate the rule number, last block at the end of last column
gives the aggregate output using all the rules for a given set of input currents. If the
current is in the transition state, aggregate outputs are generated using both the values

Table 1 Neuro-fuzzy logic output versus machine condition

NFL output Machine condition

NFL output = 0 Healthy
0 < NFL output < 1 Initial stage fault; prior to SITF
NFL output = 1 Stator inter-turn fault (SITF)
1 < NFL output < 2 Development stage fault; prior to SCCF
NFL output = 2 Stator coil-coil fault (SCCF)
2 < NFL output < 4 Stator phase neutral fault

Fig. 6 Build rules from neuro-fuzzy on training with current data
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in transition and the final output is the weighted mean of all the aggregated outputs,
where weight depends on the position of input current. Similarly, the fault severity is
quantified and shown in Fig. 7.

3 Numerical Model

The numerical model of an induction motor under both healthy and faulty condition
have been modeled and implemented to validate the results obtained from the exper-
imental setup under the same operating condition.

3.1 Induction Motor with Stator Inter-turn Fault

The stator winding configuration for both healthy and faulty induction motors with
stator inter-turn short is represented in Fig. 8. In the case of faulty motor, an additional
short-circuit winding has to be considered and the corresponding numerical model is
derived [18]. The hf is the angle between phase a and turn short phase and the value can
be 0, 2p or 4p correspond to fault on stator winding phases a, b or c, respectively.

Fig. 7 Neuro-fuzzy output corresponding to current Ia, Ib, and Ic
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3.2 Numerical Implementation

The derived numerical model for both healthy and faulty induction motors has been
implemented by transforming abc-to-ab coordinate is shown in Fig. 9. There are
mainly three subsystems in the implemented numerical model; a, b and mechanical.
The a and b axis values are used to calculate developed electromagnetic torque, stator
current, and angular speed of the induction motor in the mechanical subsystem block.
Finally, neuro-fuzzy classifier is integrated with the numerical model in order to val-
idate the results.

4 Results and Discussion

The generated fuzzy inference system (FIS) file from neuro-fuzzy logic (NFL) con-
troller is integrated with numerical model of faulty induction motor (IM). Stator
winding inter-turn fault (SITF) can be created in the numerical model in any of the
phases by assigning corresponding hf values. In the experimental setup, stator winding

Fig. 8 Stator winding without and with inter-turn short

Fig. 9 Induction motor numerical model with stator inter-turn short
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fault is intentionally created in the b-phase, therefore hf is 2p/3 and has been considered
for validation of results.

Three-phase output stator current Ia, Ib, and Ic from the numerical model are input
to the neuro-fuzzy classifier block, which are then analyzed with the help of FIS file
generated by training data obtained from the experimental setup. Thus, output of NFL
shows the machine fault severity. The final output is mean of the instantaneous values
generated, thus predicting the fault in numerical model. The instantaneous output
values are further classified in different ranges and the count of values in those ranges
helps in identifying the machine condition. The developing stage fault, i.e., stator coil-
coil fault is intentionally created in the induction motor and made to run for 0.5 s to
propagate it into a complete fault stage, i.e., stator phase neutral fault. The neuro-fuzzy
logic was able to classify 293 samples out of 314 whereas, fuzzy logic was able to
classify only 271 samples out of 314. The numerical results obtained from healthy
induction motor under different loading condition is tabulated in Table 2.

5 Conclusion

Fuzzy and neuro-fuzzy techniques for fault identification of stator winding inter-turn
fault (SITF) have been implemented. It has been observed that AI technique-based
neuro-fuzzy logic system was capable of identifying the healthy as well as the faulty
with 93.3% accuracy, whereas fuzzy logic-based algorithm with 86.3%. The numerical
model of induction motor with and without stator inter-turn fault has been imple-
mented, and the same has been validated using experimental results. A correlation
factor of 0.94 is obtained, thus validating the numerical model.
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Abstract. A key issue to consider in the case of FinFET-based circuits is their
susceptibility to multiple transients as a result of a neutron-induced particle
strike. In this paper, we perform a device simulation-based characterization
study on representative layouts of 14 nm bulk FinFETs to get insights into the
charge collection efficiency and the extent to which multiple transistors are
affected. We find that multiple transistors do get affected and the impact can last
up to five transistors away (*200 nm). We show that the likelihood of two
adjacent FinFETs getting affected (collecting maximum charge) is high, when
their source/drain regions are biased high. This observation could be used as an
indicator to identify vulnerable parts of the layout by looking at regions which
have adjacent signal rails and possibly reduce such areas. In the case of two
nearby multi-fin FinFETs, the charge collected per fin is seen to reduce as the
number of fins increase. Thus, smaller FinFETs are more susceptible to high
amounts of charge collection. A careful placement of small vulnerable gates
may be necessary to reduce the likelihood of multiple transients.

Keywords: Multiple transients � FinFET � Charge collection

1 Introduction

One of the key factors contributing to better performance of computing systems, has
been, the scaling of process technology and Moore’s law. Scaling comes with its own
set of challenges, such as sub-threshold leakage currents, short channel effects,
increased fabrication costs and so on. In this paper, we look at the device and soft-error
reliability aspects of the FinFET technology which has replaced the planar MOSFETs
for sub-22 nm technology node. When high energy particles such as alpha particles,
protons or neutrons strike a semiconductor integrated circuit, they generate electron-
hole pairs (charge) in the substrate. This charge can either recombine or get collected in
the source/drain regions of a transistor through diffusion or other mechanisms, resulting
in a glitch or a transient current known as single event transient (SET). SET is modeled
as a current injection into the drain of a single transistor [1]. If multiple transients and
multiple flips were to occur, these models will not accurately represent the reality and
will result in optimistic reliability estimates. Therefore, it is important to quantify the
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extent to which a circuit/layout is susceptible to multiple transients especially in the
latest technology.

There is a need to study the extent to which device layouts with FinFETs, which
have replaced the planar MOSFETs for sub-22 nm technologies, are susceptible to
SETs. Most existing studies on soft errors in FinFETs focus on memories and show
that the radiation sensitivity of FinFET-based SRAMs is better than that of planar
SRAMs [2]. This is mainly attributed to the fact that the volume of the source/drain
region (the fin) that connects to the substrate is small as compared to planar devices,
resulting in reduced charge collection. With technology scaling [3, 4], a radiation-
induced strike can have a large region of influence and can affect multiple transistors
and logic gates. The phenomenon of a radiation-induced strike affecting multiple
transistors has been studied to some extent in [5] for planar MOSFETs but has not been
understood to the same extent in FinFETs. Some studies with respect to FinFETs are
performed in [6] and they report that multiple cell upsets do occur in FinFET-based
SRAMs. In this paper, we study the extent to which multiple transistors are affected, by
performing a device simulation-based characterization study of the impact of a particle
strike on layouts of 14 nm bulk FinFETs. We quantify the range of impact of a particle
strike, collection efficiency of multi-fin FinFETs and the role of potentials on charge
collection. To the best of our knowledge, such a study on 14 nm FinFETs has not been
done before.

In an array of six-FinFETs, we find that a strike can have an impact up to five
transistors away (nearly 200 nm) from the strike location. However, the nearest two
transistors are the ones that are most affected. We find that the likelihood of two
adjacent FinFETs getting affected (collecting maximum charge) is high, when their
corresponding source/drain regions are biased to a high potential. This implies that, if
there are adjacent logic gates, it is best to do the layout such that their signal rails are
not adjacent to each other (signal rails which could be potentially high) or reduce the
number of adjacent signal rails. This could help in restricting the SET to a single logic
gate and prevent one of the two logic gates from getting affected. We can also use this
fact as an indicator to identify vulnerable parts of the layout by looking at regions
which have adjacent signal rails. In the case of a single multi-fin FinFET, we find that
the key contributing factor to charge collection is the proximity of the strike to the drain
region rather than the number of fins. However in the case of two adjacent multi-fin
FinFETs, the charge collected per fin reduces as the number of fins increase. Thus,
FinFETs with smaller widths (smaller logic gates) are more susceptible to high
amounts of charge collection. This implies that a careful placement of small vulnerable
gates in the layout may be necessary to mitigate the effects of multiple SETs.

The rest of this paper is organized as follows. In Sects. 2 and 3, we describe the
device construction and simulation setup respectively. We explain the role of potentials
on multiple node charge collection in Sect. 4. In Sect. 5, we present the quantification
of the range of impact of a particle strike and collection efficiency of multi-fin FinFETs.
We summarize and conclude the paper in Sect. 6.
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2 Device Characterization

In Fig. 1, we show a bulk n-FinFET built based on the information available in [8]. The
geometry of the device and doping concentrations are shown in Table 1. The gate stack
is constructed with TiN/HfO2. Parameters such as the fin height, STI depth,
source/drain doping, channel doping and fin doping are calibrated to meet the on/off
current (Ion and Ioff) and sub-threshold slope requirements of the 14 nm bulk FinFET
data [7]. The upper fin has a Gaussian doping profile toward the channel. The stress in
the channel region is modeled as a Gaussian profile as per the data available in [9]. The
device had a total of 78 k elements after meshing. In Fig. 1c, we show a plot of the
drain current versus gate to source voltage (Vgs) of our device (‘Sim’) for a drain-source
voltage (Vds) of 0.7 and 0.05 V, as compared with that in the specification (‘Spec’) [7].

Fig. 1 a Structure of the 14 nm bulk n-FinFET. b The fin is shown explicitly. c Drain current
(A/lm) versus gate source voltage (Vgs). The plot from our device is denoted by ‘Sim’ and the
one in the specification [7] is denoted by ‘Spec’

Table 1 Geometry and doping concentrations of the 14 nm bulk n-FinFET

Device parameter Value

Gate length 20 nm
Effective oxide thickness 1.2 nm
Fin height 45 nm
Fin width 10 nm
Fin pitch 42 nm
Gate pitch 70 nm
STI depth 60 nm
Total substrate depth 400 nm
Lower fin doping (Boron) 1e19 cm−3

Channel doping (Boron) 3e18 cm−3

Source/drain doping (Arsenic) 1e20 cm−3
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3 Simulation Setup

When a neutron strikes the silicon substrate, several secondary ions such as, 28 Al and
25 Mg [3, 5] get generated. The energy of these secondary ions is expressed in terms of
linear energy transfer or LET (MeV-cm2/mg). It is the energy that the particle transfers
to Silicon per unit length. There are several nuclear libraries and codes available.
However, we use the ENDF/B-VI (Evaluated Nuclear Data File) library to determine
the energy of the secondary ions for a given neutron energy. In Silicon, 3.6 eV of
energy is required to create one electron hole pair or charge (1 MeV LET = 0.01
pC/lm). The secondary ion energy obtained from the nuclear code is provided as an
input to a tool called TRIM (Transport Ions in Matter) to obtain the length and radius of
the charge track in Silicon. The energy of secondary ions is known to range from 1 to
11 MeV [5]. We create the device layout in Sentaurus Structure Editor. We simulate
the charge track on the generated device layout using Sentaurus Device. We are mainly
interested in measuring the charge collected at the source/drain regions of the FinFET.

We model the particle strike as a cylindrical column of charge with a Gaussian
radial track (sigma = 0.1–0.4 for energies of 1–11 MeV) and is simulated using the
HeavyIon module in Sentaurus Device. The physics models used in the simulation are
as follows. Mobility degradation effects due to impurity scattering, carrier-carrier
scattering, high electric fields and mobility degradation at the silicon-insulator interface
are specified using the following models: PhuMob, CarrierCarrierScattering,
HighFieldsaturation, inversion and accumulation layer model (IALMob) and Enormal
(Lombardi) respectively. Generation and recombination processes of electron-hole
pairs are modeled using Auger, Band2Band and SRH recombination models. Quantum
effects at the semiconductor–insulator interface are modeled using the eMultiValley
modified local-density approximation (MLDA) model. These physics models are
consistent with the models used in [10].

4 The Role of Potentials on Multiple Node Charge Collection

We construct a layout of two bulk n-FinFETs with a 11 MeV particle strike in between
the two devices, as shown in Fig. 2a. We vary the voltages of all the source/drain
regions and perform particle strike simulations for all possible voltage combinations.
The charge collected in each source/drain region (A1, B1, A2 or B2) is plotted against
the corresponding voltages in Fig. 2b. We notice that the charge collected in adjacent
FinFETs is high, when their corresponding source/drain regions (B1, A2 for instance)
is high, and it reduces by nearly 50% when the terminal is biased low. Similarly, when
all nodes are biased low the charge collected in all the source/drain regions is mini-
mum. Thus, the likelihood of two adjacent FinFETs getting affected depends heavily
on the potentials of their source/drain regions being biased high. This implies that, if
there are adjacent logic gates, it is best to do the layout such that their signal rails are
not adjacent to each other or reduce the number of such adjacent signal rails, so that we
can prevent one of the two logic gates from getting affected.
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5 Collection Efficiency and Multiple Node Charge Collection

5.1 Multiple Node Charge Collection

We construct a layout of six bulk n-FinFETs as shown in Fig. 3a, to study the extent to
which a particle strike can affect multiple transistors. Layouts with three device sep-
arations are simulated: 4k, 7k and 14k (where 2k = 14 nm). We assume a particle to be
incident in between the first two devices as shown in the figure and measure the charge
collected in the drains (biased high to measure maximum charge). For a 11 MeV strike,
we see that up to five devices (collect at least 2fC) can be affected due to a single
particle strike. The overall part of the layout that collects 2fC is marked in the figure
and the range of impact is nearly 200 nm. However, the nearest two devices collect
maximum amount of charge (8–10fC). In the case of 5 MeV strike, two devices get
affected on an average. Thus, a single particle strike can affect multiple transistors and
the region of the layout which is affected by the strike is substantial. We performed a
similar experiment on an array of six bulk p-FinFETs. However, the number of devices
affected in the case of p-FinFETs is less than that affected in a layout of n-FinFETs.

Fig. 2 a Layout of two bulk n-FinFETs showing the particle strike location ‘P’. The
source/drain regions are marked as A1, A2, B1 and B2. b Charge collected in B1 and A2 is high
when the respective nodes are biased high
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Fig. 3 a Layout of 6 bulk n-FinFETs showing the strike location and charge collection map for a
11 MeV particle strike. b Graph showing the number of devices collecting more than a certain
charge Q (x-axis)

Fig. 4 Layout of two adjacent multi-fin bulk n-FinFETs. The number of fins varies from one to
five
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5.2 Multiple Node Charge Collection in Multi-fin FinFETs

In this section, we study multiple node charge collection in a layout of multi-fin
FinFETs as the number of fins is varied. We construct five different layouts of two
adjacent multi-fin FinFETs as shown in Fig. 4. The number of fins in these five layouts
varies from one to five respectively as shown in the figure. We simulate particle
energies of 1, 5 and 11 MeV and assume it to be incident in between the two devices.
We want to understand the extent to which both the FinFETs are affected as a result of
the particle strike. We measure the charge collected in the source/drain regions of both
the devices. In Fig. 5, we plot the minimum charge collected in “both” the devices as
the number of fins is increased. For example, in the layout of two 1-fin FinFETs, a
11 MeV particle strike generates a charge of at least 1.5fC in “both” the devices. We
see that a 2 fin FinFET does not collect twice as much charge as a single fin FinFET; it
collects less. Similarly, a 5 fin FinFET does not collect five times as much charge as a
single fin FinFET. Further, we see that the charge collected per fin reduces as the
number of fins is increased as indicated by Fig. 5. Thus, FinFETs with smaller widths
(and hence, smaller logic gates) are more susceptible to high amounts of charge col-
lection. This implies that a careful placement of small vulnerable gates in the layout
may be necessary to mitigate the effects of multiple SETs. Avoiding placement of small
gates next to each other may reduce the likelihood of multiple SETs.

6 Conclusion

We studied the extent to which multiple transistors are affected in a layout of 14 nm
bulk FinFET devices, by performing a device simulation-based characterization study
of the impact of a particle strike. We find that multiple transistors are affected and the
impact can last up to five transistors away (*200 nm). However, the nearest two

Fig. 5 The minimum charge collected in “both” the FinFETs is plotted as the number of fins is
varied
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transistors are the ones that are most affected. The likelihood of two adjacent FinFETs
getting affected is high, when their corresponding source/drain regions are biased high.
So, it is best to do the layout such that the number of adjacent signal rails is less, so that
we can restrict the SET to a single logic gate. In the case of two adjacent multi-fin
FinFETs, the charge collected per fin reduces as the number of fins increase. Thus,
smaller FinFETs are more susceptible to high amounts of charge collection. A careful
placement of smaller gates is needed to reduce the likelihood of multiple SETs.
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Abstract. This paper presents a comparative performance assessment for loss
minimization of vector controlled induction motor (IM) drive based on two
different algorithms, namely Genetic Algorithm (GA) and Golden Search (GS).
Here the features of GA and GS both for estimation and recalculation of opti-
mized flux component of current have been utilized for a better optimal effi-
ciency operation of the IM drive. The GA- and GS-based algorithms greatly
improve efficiency by reducing the core loss of the drive system. Moreover, both
the approaches have no effect on parameter variation and also need no additional
hardware for hardware implementation. However, GA-based loss minimization
scheme proves its edge over GS-based scheme for the IM drive. The simulation
results for different operating conditions are presented here. Stability study of
the whole drive system is also carried out utilizing both the schemes. The
performance of the proposed drive is validated experimentally on dSPACE-
1104 based laboratory prototype.

Keywords: Induction motor drive � Loss minimization � Genetic algorithm �
Golden search algorithm � Stability � Performance

1 Introduction

In the last three decades, huge efforts have been forward by both developed and
developing countries for energy-saving [1]. The electric motors are the largest con-
sumer of total electricity produced globally (nearly 65–70%), [2]. Precisely, out of this
share of percentage, the three-phase induction motors (IMs) of different ratings utilize
approximately 85–90% of this electricity. Further, the IM drives have an annual
expansion rate of 1.5% in the industrial sector and 2.2% in tertiary sector. Hence, an
improvement in efficiency by minimizing the losses will significant impact on saving of
revenue, fuel consumption and other associated negative factors [3]. According to the
literature available, for each and every 1% improvement in the motor efficiency might
lead to savings of over $1 billion per annum in energy prices, the consumption of coal
is reduced by 5.4–9.1 million tons per annum and further bringing down greenhouse
emission by nearly 13.6–18.1 million tons per annum [4].
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Minimization of loss in an induction motor is directly related to the choice of the
flux level. But the extreme minimization causes a high copper loss. For constant speed
operation, provided torque is variable the flux has to vary, so as to improve the drive
efficiency. A number of energy optimization strategies such as simple state control [5],
search control [6], and loss model-based control [7] for IM drive have been reported in
the literature. The loss model-based control consists of computing losses by using the
machine model and selecting a flux level that can be used to minimize the losses. The
second category is the power-measure-based approach, also known as search con-
trollers (SCs), in which the flux is decreased until the electrical input power settles
down to the lowest value for a given torque and speed [8, 9, 10]. The genetic algorithm
(GA) based method mainly works on the principle of optimization of a significant
parameter (e.g., DC link power or DC link current or stator current or drive losses) by
trial and error method [11, 10]. Unlike other control strategies, the method does not
depend upon the motor or converter parameters. However, the method suffers from the
torque ripples and slow convergence rate. The golden search algorithm is generally
used to minimize IM drive loss. This also has a close relation to the Fibonacci search
method [12]. However, the golden search technique has a definite edge over the
Fibonacci search algorithm as the later needs to know a priori the number of evalua-
tions in the minimum searching process, which is totally eliminated in the former one
[13]. In the present work, GA and GS algorithms are used to minimize the loss in the
IM drive. A comparative performance analysis of the IM drive system is carried out for
both GA- and GS-based algorithm in different operating conditions to generate optimal
value of i�ds and hence optimal rotor flux.

2 Loss Minimization Mechanism

The loss minimization algorithm is based on searching optimal value of the flux
component of stator current idsð Þ, for which the input power of the system can be
minimal. The input power is calculated as the product of the measured DC voltage
Vdcð Þ and DC current Idcð Þ as follow:

Pin ¼ Vdc � Idc ð1Þ

Therefore, to increase the efficiency of a motor, the electrical input power must be
optimized to reduced value by minimizing the total losses. Thus, the loss minimization
is accomplished by adjusting the flux level through the set flux component of current
i�ds
� �

for the generation of reference flux current, the technique for the loss mini-
mization is divided into two categories. The first one based on loss model-based
approach [14–16]. In this method, the loss is computed by using the machine model
and selecting the flux level that minimizes the losses. The second one is power-based
approach, known as Search Controllers (SC), in which the flux is decreased until the
electrical input power comes to the optimal lowest level [17–19].
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3 Genetic Algorithm and Efficiency Optimization of IM Drive

Genetic algorithm (GA) is inspired by Darwin’s theory about evolution—“the Survival
of the fittest”. In GA, the optimization problem is resolved by imitating the practices
through natural uses, i.e. selection, crossover, mutation and accepting. It is intelligent
exploitation of random search and exploits historical information to direct the search
into the region of better performance within the search space [20, 21]. In GA method
applied for optimization, the chromosomes are the solution for problems involved in
optimization [22]. The mechanism of selection, crossover and mutation leads to the
birth of superior quantity offspring from the previous generation (parents). However,
throughout the genetic evolution, only the stronger chromosomes survive. At the end-
stage near-optimal or optimal solutions can be achieved. Generation of random pop-
ulation of ‘popsize’ chromosomes. Evaluation of the fitness function f(ids) of each
chromosome ‘i�ds’ in the population (f(i�ds)). Minimize (f(i�ds)), where i�ds ¼ i�ds1;
i�ds2; i

�
ds3; . . .; i

�
dsn. Creation of a new population by iterating the selection, crossover,

mutation and accepting process until the new population is complete. Use of new
generated population for a further run of the algorithm, and if the end condition is
satisfied, stop and return the best solution in the existing population.

4 Golden Search Based Controller

In a golden search based algorithm, the maximum value of the flux current equals to its
rated value idsmax ¼ idsð Þ is defined and the minimal value equals to a � ids, where
a ¼ � 0:5 depending on load levels. The algorithm calculates the flux current in the
interval between idsmin; idsmaxð Þ, which is fed to the control system to reduce the total
input power of the drive. The input power is calculated in Eq. (1).

The new values of the reference flux current idsð Þ are calculated using two golden
search sections; F1 and F2 as below;

F1 ¼
ffiffiffi
5

p � 1
2

¼ 0:618 and F2 ¼ 3� ffiffiffi
5

p

2
¼ 0:382 ð2Þ

The algorithm calculates two values of the reference flux currents i�ds1; i
�
ds2

� �
in the

interval idsmin; idsmaxð Þ using the golden sections. The input power corresponding to
these two current levels is calculated as depicted in Eq. (1). The search procedure
repeats itself until the desired accuracy is achieved.

i�ds2 � i�ds1
�� ��\ei ð3Þ

where ei is the flux current tolerance. The final value of reference flux current is
calculated by averaging the values of i�ds1; i

�
ds2

i�ds ¼
i�ds1 þ i�ds2

2
ð4Þ
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The technique comprises of all the losses including the loss in inverter, since the
power entering the system is measured and used in the optimization algorithm.

5 Loss Model of Induction Motor

Losses in the IM corresponding to model under consideration as in Fig. 1 may be given
as:

Ploss ¼ 3
2

Rs isds
2 þ isqs

2
� �

þRr isdr
2 þ isqr

2
� �

þ 1
Rfe

vsdi
2 þ vsqi

2
� �� 	

ð5Þ

or,

Ploss ¼ Pjs þPjr þPfe ð6Þ

6 Input Power Measurement

The drive is equipped with DC voltage and current sensors to evaluate Pin. The motor is
driven in closed-loop speed control without load, such that the contribution of the rotor
copper losses is neglecting rotor copper loss. The currents, voltages and input powers
are recorded when steady-state conditions are reached.

7 Loss Minimization of IM Drive

The improved dynamic performance with minimum loss is the important requirement
for the IM drive. Therefore, loss minimization schemes using GA and GS algorithms
[23–25] have been incorporated separately in the outer loop of the control scheme. The
vector control not only has the advantage of providing excellent dynamic performance

Fig. 1 T-model of an equivalent circuit model of induction motor showing iron loss
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but also enables decoupled control of torque and flux through d-axis (flux-producing)
and q-axis (torque-producing) currents in the steady-state. This makes the inclusion of
the loss minimization algorithm simple. However, the present energy optimization
algorithm using GS technique for the IM drive is based on powerless of the drive
system. The drive loss is calculated from the difference between the power input to the
inverter and the shaft power output. The reference flux current i�ds is generated by the
optimization algorithm, while the torque component of current is acquired from the
speed control loop. In the transient state, when either the speed command or the load
torque is changed, the nominal value of the i�ds comes into play. The transient speed is
easily detected when the speed error signal (Dxe) reaches the maximum value 0.5 rad/s
and the energy optimization algorithm starts settling the i�ds to the required optimal
value. The optimal value of i�ds generates the optimized required flux without affecting
the output power. The optimal value of flux reduces the power loss of the drive system
thus fulfilling the objective of the proposed work. The detailed schematic diagram for
estimation of speed with loss minimization algorithm is depicted in Fig. 2.

8 System Stability Analysis

To carry out the stability analysis of any system, the variables must be time-invariant
[4]. In the state space domain, equations IM model are represented as

_x ¼ AxþBu ð7Þ

y ¼ CxþDu ð8Þ

where x ¼ ids iqs wdr wqr


 �T
; u ¼ vds vqs½ �T and y ¼ ids iqs½ �T.

The following expressions have been derived from Fig. 2.

v�ds ¼ kp3 þ ki3
s

� 
� i�ds � ids

� � ¼ r2 i�ds � ids
� � ð9Þ
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v�qs ¼ kp2 þ ki2
s

� 
kp1 þ ki1

s

� 
� x�

r � xr
� �� iqs

� �
¼ r2 r1 x�

r � xr
� �� iqs

� �

ð10Þ

where r1 ¼ kp1 þ ki1
s

� � ¼ transfer function of the speed PI controller, r2 ¼ kp2 þ ki2
s

� � ¼
transfer function of current loop PI controllers, as in Fig. 2.

To check the feasibility of the algorithm for speed estimation, From the small-
signal error equation, De=Dx̂r is represented as:

De
Dx̂r

¼ k2
Dids
Dxr

þ k3
Dids
Dxr

þ k5 � k4ð Þ ¼ GðsÞ ð11Þ

The closed-loop transfer function representation (Fig. 3) of the speed estimator is
obtained as:

x̂r

x�
r
¼ GðsÞ kp þ ki

s

� 
= 1þGðsÞ kp þ ki

s

� � 
ð12Þ

where kp þ ki
s

� �
= is the transfer function of the PI controller (Fig. 4).

*
rω +

− s
k k i

p +G(s)r
ωΔˆ

εΔ rω̂

Fig. 3 Closed-loop representation of speed estimator
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Making use of Eq. (12), the stability analysis, using linearized machine equations
for the complete drive system based on GS and GA algorithms are investigated for both
motoring as well as regenerating modes of operations. The drive system based on these
two algorithms is found to be stable in both modes of operations confirmed by Bode
Plot.

9 Simulation Results

The performance of the proposed GA and GS algorithms for loss minimization of the
vector controlled IM drive is verified in Matlab/Simulink for various test conditions as
described further in this section. The simulation results show the speed and losses of
the drive, before and after the optimization schemes are invoked. The detailed speci-
fication of the 3-phase, 1.5 kW, IM is given in Appendix.

9.1 Step Change in Rotor Speed

The performance of the IM drive is studied in the motoring mode by a step change in
the reference speed as shown in Figs. 5a and 6a for GA and GS algorithms. An
increasing step change in the speed command is applied at every 10 s and the reference
and actual speeds. Throughout the operation, a constant torque of 5 N m is maintained.
After every speed step of change period, ids is adjusted to the optimal value by the GA
and GS algorithms. The flux orientation is also altered as the ids changes. The loss of
the IM drive system is shown in Figs. 5b and 6b.
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Fig. 5 Simulation results of the IM drive with GA scheme for step change in rotor speed at
5 N m load torque: a reference, estimated and actual speeds, b total loss of the drive
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9.2 Regenerating Mode of Operation

The performance of the IM drive system in regenerating mode is shown in Figs. 7 and
8. The transition of the estimator from motoring mode and back keeping the load
torque constant at 5 N m. The estimated speed follows the actual speed satisfactorily
(Figs. 7a and 8a) for both GA and GS loss optimization scheme.
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Fig. 6 Simulation results of the IM drive with GS scheme for step change in rotor speed at
5 N m load torque: a reference, estimated and actual speeds, b total loss of the drive
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Fig. 7 Simulation results of the IM drive with GA scheme for regenerating mode of operation at
5 N m load torque: a reference, estimated and actual speeds, b total loss of the drive
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The optimization algorithm comes into play at 5, 15 and 25 s. The decrement in
loss when the GA optimization is working is shown in Fig. 7b, whereas for the GS
optimization, the minimization in loss is shown in Fig. 8b. It can be observed from the
results that GA-based optimization scheme is more efficient in reducing the loss than
the GS-based scheme. The comparative diagram of total loss of the IM drive with the
GA and GS optimization schemes is shown in Fig. 9.
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Fig. 8 Simulation results of the IM drive with GS scheme for regenerating mode of operation at
5 N m load torque: a reference, estimated and actual speeds, b total loss of the drive
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10 Experimental Validation

A laboratory prototype is developed to validate the performance of the proposed
induction motor drive using dSPACE-1104. The code of the proposed estimator for
dSPACE-1104 controller is generated with 10-kHz sampling frequency at 4.7-kHz
inverter switching rate using MATLAB/Simulink interface. The stator windings are fed
through a space-vector pulse width modulated (SVPWM) inverter operating with a
switching frequency of 4.7-kHz for control purposes. The control pulses for the inverter
are generated according to the proposed algorithm and field orientation. Two current
sensors are employed to sense the line currents for the execution of the proposed control
scheme in dSPACE-1104 controller board which has a built-in analog-to-digital con-
verter (ADC), digital-to-analog converter (DAC) and dedicated Input/Output (I/O) ports.
The results of the operation of the drive are presented in the following subsections.

10.1 Step Change of Rotor Speed

The experimental results corresponding to the simulation test are shown in Figs. 10 and
11 for GA- and GS-based loss minimization schemes, respectively. Here again, the step
change in the reference speed is considered as shown in Figs. 10a and 11a. The loss of
the IM drive shown in Fig. 10b for GA-based scheme and in Fig. 11b, for GS-based
scheme.
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Fig. 10 Experimental results of IM drive with GA scheme for step change in rotor speed at
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Fig. 11 Experimental results of IM drive with GS scheme for step change in rotor speed at
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10.2 Regenerating Mode Operation

The experimental results for both GA- and GS-based loss minimization schemes in
both the motoring and regenerating modes of operation are presented in Figs. 12 and
13. The load torque is kept constant at 5 N m while the reference speed is reversed
alternatively at +40 rad/s and −40 rad/s every after 10 s (Figs. 12a and 13a).

The estimated and actual speeds track the reference speed satisfactorily in these
conditions. The total losses of the IM drive before and after optimization algorithm
applied are shown in Figs. 12b and 13b.

It can be easily perceived from the results that the performance of GA-based loss
minimization scheme for IM drive surpasses that of GS-based algorithm.

11 Conclusion

This paper presents a comparison between two different loss minimization schemes for
IM drive known as genetic algorithm (GA) and golden search (GS) method. The loss
minimization algorithms are developed considering the drive’s loss for both the
schemes. The performance of the IM drive system considering GA and GS algorithms
have been tested in both simulation and experiment at different operating conditions.
Moreover, the stability analysis of the IM drive system in the motoring and
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Fig. 12 Experimental results of IM drive with GA scheme for second quadrant operation at
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Fig. 13 Experimental results of IM drive with GS scheme for second quadrant operation at
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regenerating modes of operation confirms a stable drive operation for both the schemes.
GA- and GS-based schemes for IM drive have been implemented in real-time for a
laboratory 1.3 kW motor using dSPACE-1104. The efficiency optimization algorithm
generates the optimal value of i�ds. Hence, core loss of the drive system is minimized for
optimize value of the flux level is optimized. It is found from the results that the
performance of the IM drive with the GA-based optimization algorithm remarkably
reduces the loss of drive system as compared to results obtained with GS-based
optimization scheme.

Appendix

Machine Parameters: Rated shaft power Prð Þ = 1.3 kW, Line-to-line voltage
VLL rmsð Þ = 415 V, 50 Hz, Poles Pð Þ = 4, Magnetizing inductance Lmð Þ = 0.7 H, Sta-
tor and rotor leakage inductance Lls ¼ Llrð Þ = 0.0352 H, Stator resistance
Rsð Þ = 5.205 X.
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Abstract. This paper presents a study of space vector modulated single-phase
to three-phase (1 � 3) direct matrix converter (DMC). In the direct matrix
converters, DC link is not present; therefore, switching ripples get reflected in
the output of matrix converter, and to attenuate these ripples, input as well as
output filters are essential for better voltage regulation and performance of the
converter. Filter design which is either of input source side or load side is based
on some important operating parameters in the induction motor drive control.
The design of filters considering source side as well as load side parameters is
also described in the paper. MATLAB/Simulink environment is used to simulate
the control strategy of the single-phase to three-phase direct matrix converter
with a three-phase induction motor model; feasibility and validity of the con-
verter are also discussed.

Keywords: Indirect matrix converter � Direct matrix converter �
Rectifier + inverter � AC–AC � SVM � Voltage conversion ratio � Unity power
factor (UPF)

1 Introduction

Nowadays, various electrical applications like traction motors and some home appli-
ances are connected with single-phase AC supply and drive the three-phase induction
motors. To control and maintain constant frequency at the load side, a front-end rec-
tifier connected with an inverter is generally employed in single-phase to three-phase
conversion system. In rectifier to inverter scheme, it is very necessary to compensate
for the difference in instantaneous power, as instantaneous power in single-phase
system varies with time, while in three-phase system, it does not vary with time [1].
Therefore, a large volume power decoupling capacitor is needed as intermediate just
after the rectifier. But, this capacitor makes the system more bulky, for example, in
traction system, the weight of power decoupling capacitor of the rectifier reaches
approximately 10% of the whole converter (rectifier + inverter), and hence to reduce
the weight of the traction supply, system becomes difficult. Additionally, overall effi-
ciency gets reduced in back-to-back conversion system as DC-link capacitor causes
high distortion in input current with total harmonic distortion (THD) which can cause
up to 140%.
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To overcome all such problems, matrix converters come with number of advan-
tages such as sinusoidal input and output waveforms, compact size, good power-to-
weight ratio, regenerative capabilities and many more. In the early 80 s, Alensia and
Venturini explained the basic principle for working of matrix converters [2]. Then,
matrix converters are classified into two major categories, namely direct matrix con-
verters (DMCs) and indirect matrix converters (IMCs), and after that, a full fledge
research in MCs begins. Indirect matrix converter composed of a current source rec-
tifier (CSR) and voltage source inverter (VSI) is joined together at their common
fictitious DC-link point without any passive component, which leads to a compact
design. On the other hand, DMCs consist of bidirectional switches, connecting m-input
paths to the n-output paths to convert m-phase power supply into n-phase power
supply. DMCs configuration enable the adjustment of input side power factor; in spite
of the nature of the load connected to the output side, it makes easier to maintain the
unity power factor at the source side.

The single-phase to three-phase direct matrix converter design is based on six
bidirectional switches with three legs for each phase of the converter as shown in
Fig. 1. Each leg of the converter is designed using a pair of bidirectional switches for
the forward as well as reverse power flow. It is a forced commutated converter which
performs power conversion directly from AC power source of one phase to another
without any DC link [3]. His topology has several advantages like the absence of bulky
DC-link capacitor, which makes DMC as a compact power electronics circuit which
improves efficiency of the system; also one can operate three-phase motors using only a
single-phase supply. DMC adopts direct AC–AC conversion technique which converts
single-phase supply voltage into balance three-phase voltage that differs by 120° to
each other [4].
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Fig. 1 Proposed single-phase to three-phase converter based on bidirectional power semicon-
ductor switches
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2 Principle of Working

The basic power circuit for single-phase to three-phase direct matrix converter can be
regarded as two converters connected in series as shown in Fig. 2. According to the
supply voltage, in one complete cycle of power frequency, the operation of 1 � 3
DMC can be divided into two different cycles. One cycle is explained above the zero
reference which is for positive half cycle and another one is for negative (−) cycle.

During positive period of phase ‘a’, in order to avoid short circuit in source side
switches, Sa1and Sa3 should be switched complementary to each other, and also to
avoid open circuit on the load side, at least one of the switch from Sa1 and Sa3 should be
ON. Now, if we consider an inductive load at the output of the converter, if Sa1 is ON
and Sa3 if OFF, diode of the switch Sa2 must provide a path for the flow of current from
load side to source side. Similarly, diode of Sa4 should also provide flow of energy
from load to source when the switches Sa3 is ON and Sa1 is OFF. For phase ‘b’ and
phase ‘c’, similar switching approach can be applied. According to the working dis-
cussed here, in positive half cycle of the source switches, Sa1, Sa3, Sb1, Sb3, Sc1 and Sc3
should be kept ON to have a flow of current from source side to load side, and diodes
of switches Sa2, Sa4, Sb2, Sb4, Sc2 and Sc4 are conducting to give the flow of current from
load side to source side. Similarly, in negative half cycle of the source voltage, switches
Sa2, Sa4, Sb2, Sb4, Sc2 and Sc4 should be switched to make the flow of energy from the
AC source to load, and diodes of the switches Sa1, Sa3, Sb1, Sb3, Sc1 and Sc3conduct to
flow the energy from load to source side.

Considering the discussed modes of operation, there are a total of eight operating
states in each of positive and negative half cycles, respectively. Let us assume a
switching function S = ±(Sa, Sb, Sc) where ‘+’ denotes positive period of the source
and ‘−’ denotes negative period of the source. Sa, Sb and Sc are controlled switching
states defined as in (1).

Si ¼ a; b; c ¼ P; upper switch is ON
N; lower switch is ON

�
ð1Þ
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Fig. 2 Basic configuration (power circuit) of single-phase to three-phase direct matrix converter
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For example, the switching state +(PPN) shows that during positive half cycle of
the supply, switches Sa1, Sb1and Sc3 are ON, while the complementary switches Sa3, Sb3
and Sc1 are OFF. All the modes of operation for (1 � 3) DMC for the current flow in a
three-phase balance load in positive half cycle of the load are shown in Fig. 3.
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Fig. 3 Modes of operation of single-phase to three-phase direct matrix converter during positive
half cycle of the source
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3 Input and Output Filter Design

The direct matrix converter for supplying electric loads acts as current source converter.
This makes necessary to install input and output side LC filters for the DMCs. Ripple
attenuation, internal losses reactive current loading and voltage regulation are some
points of consideration to design any filter; apart from these, there are some other
constraints like commutation reliability and dynamics of converter operation that need
to be considered for designing of filters [5].

3.1 Input Filter Design

Many researches are going on for the input filter design of controlled rectifiers for the
decades. An allowable distortion level in the voltage and current to ensure good power
quality in an industrial environment is specified in IEEE519 document [6]. However,
the filter complying with IEEE519 may be of active or passive type, add cost and
occupy space in the system. As the direct matrix converter operates at higher switching
frequency, so the input filter design of DMC becomes very easy as the input current
harmonics contents are near to the switching frequency.

In order to remove the harmonics and electromagnetic interference (EMI) problems
in the supply current, input side filter is generally needed in matrix converters. Since
matrix converters are considered to be the current source from the source side, an LC
circuit is usually present in source side [7]. A matrix converter with a small size input
filter can eliminate the current spikes, and also, it avoids high-frequency interferences
on the converters in the power system.

To design an input filter, several constraints like cost, volume and switching noise
attenuation must be taken into account. In this paper, a single-stage damped LC filter
design is considered which aims to maximize the input displacement factor (IDF). The
capacitor is the main element to reduce IDF [8]. Therefore, the value of the capacitor to
be optimized is given as (2).
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Ci ¼ Ip
xVp

tan cos�1 IDFð Þ� � ð2Þ

where
Ip peak value of input current.
Vp peak value of input voltage.
x angular frequency of the supply voltage.

From the value of Ci and the natural angular frequency xn of the filter, value of
inductor Li can be calculated as (3).

Li ¼ 1
x2

nCi
ð3Þ

3.2 Output Filter Design

Usually, the specified voltage regulation restricts the use of inductor as output filter
component. Hence, due to high ripple content at the zero crossing of the load current,
commutation based on the output current direction becomes difficult. Also, the pres-
ence of large capacitor in output side introduces large delay in the detection of current
direction based on switching voltage [9].

In [10], SVM is used with proper zero vector placement so that in spite of inac-
curacies in voltage measurement, safe commutation can be achieved. But, this method
has the restriction to operate with input displacement angle within the voltage zero
crossing, which can be decided by voltage ripples also. A complete analysis of ripple
voltage therefore provides analytical design of output filters.

The output side filter is required to eliminate higher order harmonics and to
maintain proper voltage regulation across the load side. If Z is considered to be total
load impedance, then value of inductance Lo and capacitance Co of the filter can be
given as in (4) and (5), respectively.

Lo ¼ Z
pf

ð4Þ

Co ¼ 1
pfZ

ð5Þ

4 Implementation of Space Vector Modulation
(SVM) Technique

Direct matrix converters face major difficulty in switching because of alternating and
bidirectional nature of the input supply. But, in the last few decades, various modu-
lation strategies are discussed, and many new methods of modulations are developed

Space Vector Controlled Single-Phase 137



[11, 12]. However, in these literatures, power factor at the source side is not analyzed.
Figure 4 shows switching control block for presented 1 � 3 DMC drive. The
switching of the converter can be categorized into two different controls; the first one is
switching the converter as a current source rectifier (CSR) from source side control and
secondly switching the converter as a voltage source inverter (VSI) from load side
control. Logical mapping of both side control pulses can give switching pulses for the
1 � 3 DMC.\

4.1 Source Side Current Control Strategy

The presented 1 � 3 DMC requires a proper modulation strategy at the source side
which is needed in order to maintain unity power factor (UPF). As only one phase is
present in supply side, it is necessary to convert single-phase waveform into three-
phase reference waveform. Therefore, single-phase to dq frame conversion is needed,
and thereafter, dq to three-phase (abc) conversion is needed to have switching pulses
for CSR.

The capacitor current of the input side can be extracted as missing orthogonal
component [13]. This current leads the source voltage by 90�. Now, we can consider
the actual current signal as the real current (iact) and capacitor current as imaginary
current (iimz) which corresponds to a and b components, respectively. These currents in
sinusoidal form can be expressed as (6) and (7), respectively.

iact ¼ A sin xtð Þ ð6Þ

iimz ¼ A sin xt � p
2

� �
ð7Þ

where x ¼ 2 pf , f = supply frequency.
The linear transform from iact and iimz to dq frame is given as in (8).

id
iq

� �
¼ cos/ sin/

� sin/ cos/

� �
iact
iimz

� �
ð8Þ
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Fig. 4 Switching control block for single-phase to three-phase direct matrix converter
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where / = angle between iact–iimz frame and dq reference frame.
Here, the DC component of the input supply current is mapped with original signal

at the power frequency in the dq frame. These dq components are then converted to the
three-phase 120° shifted frame by using (9).

ia
ib
ic

2
4

3
5 ¼

cos/ �sin/
cos /� 120�ð Þ �sin /� 120�ð Þ
cos /þ 120�ð Þ �sin /þ 120�ð Þ

2
4

3
5 id

iq

� �
ð9Þ

These three-phase current waveforms are utilized as the reference wave to generate
switching current vector for a CSR as shown in Fig. 5(a).

4.2 Load Side Voltage Control Strategy

In this control algorithm, three-phase load side voltages are needed to be sensed and
used as reference waveform to generate switching pulses for a voltage source inverter
(VSI). In the inverter stage, there are a total of six active vectors, and two null vectors
are possible as shown in Fig. 5b.

4.3 Mapping of Voltage and Current Vectors

The load side voltage vectors and source side current vectors at any given instance are
called as reference quantities. By controlling phase angle of the source side, the current
vectors can be controlled. Now, by considering duty cycles, both input side current
vectors and output side voltage vectors can be synthesized. From the phase angle
difference between the voltage and current vectors, duty cycles can be calculated as
given in equations below.
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V2 [1 1 0]V3 [0 1 0]

V4 [0 1 1]

V5 [0 0 1] V6 [1 0 1]
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Fig. 5 Space vector-based available a current vectors, b voltage vectors
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d1 ¼ �1 kv þ ki þ 1ð Þ 2ffiffiffi
3

p mi
cos h0v � p

2


 �
cos h0i � p

2


 �
cos Dhð Þ ð10Þ

d2 ¼ �1 kv þ kið Þ 2ffiffiffi
3

p mi
cos h0v � p

2


 �
cos h0i þ p

6


 �
cos Dhð Þ ð11Þ

d3 ¼ �1 kv þ kið Þ 2ffiffiffi
3

p cos h0v þ p
6


 �
cos h0i � p

2


 �
cos Dhð Þ ð12Þ

d4 ¼ �1 kv þ ki þ 1ð Þ 2ffiffiffi
3

p cos h0v þ p
6


 �
cos h0i þ p

6


 �
cos Dhð Þ ð13Þ

where mi is modulation index, Dh angular displacement between supply voltage and
input current reference iref, kv and ki are voltage and current sectors, respectively, and

mi ¼ V0

Vi
; h0v ¼ hv � kv � 1ð Þ p

6
; h0i ¼ hi � ki � 1ð Þ ð14Þ

For the fix switching frequency, duty cycle of the zero vector (d0) is such that sum
of all the duty cycles should be unity.

d0 ¼ 1� d1 þ d2 þ d3 þ d4ð Þ ð15Þ

4.4 Voltage Conversion Ratio (VCR)

For modulation index given in (14) and constraint that all the duty ratios should never
be zero, it is found that at the modulation index of 0.58, there is a changeover of linear
modulation to overmodulation. Hence, for single-phase to three-phase direct matrix
converter, maximum output voltage is 0.58 times of the supply voltage.

5 Simulation Parameters and Results

The validation of the presented (1 � 3) DMC is done by simulating the complete
system in MATLAB/Simulink environment with the converter parameters as given in
Table 1. Modeling of 50 Hz, three-phase, four-pole induction motor has been done,

Table 1 Single-phase to three-phase DMC parameters

Parameters Symbol Values

Supply voltage Vs 230 V
Supply frequency f 50 Hz
Input filter inductor Ls 5 mH
Input filter capacitance Cs 50 lf
Switching frequency fsw 5 kHz
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Table 2 Three-phase induction motor parameters

Parameters Symbol Values

Rated power P 750 W
Stator resistance Rs 10 Ω

Stator inductance Ls 0.05 H
Rotor resistance Rs 6 Ω

Rotor inductance Lr 0.03 H
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and it is fed with the converter at the load torque of 10 N-m. The modeled induction
motor parameters are presented in Table 2.

Here, 1 � 3 DMC is simulated on different load torque conditions by the variation
of mechanical torque. A total of six bidirectional switches are controlled by SVPWM
technique, and results of filtered signals for the given specifications are taken along
supply side and motor side as shown in Fig. 6. From the waveform, it can be seen that
RMS value of three-phase balanced output line voltage (Vo) and steady-state stator
current (Io) of the converter is 185 V and 2.8 A, respectively. The FFT analysis of the
supply current is done, which gives 0.39% of THD for the given system parameter.

6 Conclusion

The single-phase to three-phase DMC has promising features like stability of operation,
reliability and efficiency. It replaces the classical (AC–DC–AC) converter for the
generation of different phases of voltage signals without any interlinked DC capacitor.
Here, the problem of commutation of switches is eliminated by proper switching
sequence by using SVPWM techniques. The design of filter parameters is a compre-
hensive review of the earlier literatures. To avoid distortion in source current during
switching of DMC, LC filter is provided in source side, and good performance is
exhibited. By simulating three-phase induction motor driven by 1 � 3 DMC, it can be
stated that the converter is having strong capability of practical applications.
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Abstract. This work presents a compact and low-power bandgap voltage-
reference design using self-biased current mirror circuit. This design eliminates
the standard complementary-to-absolute-temperature (CTAT) bipolar device in
the voltage-reference branch, reducing the bipolar area by 20%. Instead, the
design shares the same bipolar device in the main CTAT branch for generating
the reference voltage. An additional benefit of eliminating the voltage-reference
branch is the reduction of total power consumption by approximately 30%. This
novel topology reduces power and area of the core bandgap reference circuit
without compromising temperature drift performance. Designed, fabricated and
functionally tested in a 0.6um CMOS process. The simulation result shows the
temperature coefficient of this design is 6.3 ppm/°C for a temperature range of
−40 to 125 °C. This bandgap reference design occupies a silicon area of
0.018 mm2 and draws an average quiescent current of 2 µA from a supply
voltage of 3.3–5 V. The simulated flicker voltage noise is 4.34 µV/√Hz at
10 Hz.

Keywords: Bandgap � Voltage-Reference � Temperature coefficient �
Self-Biased current mirror � CMOS

1 Introduction

Voltage-reference circuits are an essential block in most applications from a simple
integrated circuit (IC) to a large System-on-Chip (SoC) ranging from purely digital
circuits to mixed-signal applications such as Analog to Digital converters (ADCs),
Digital to Analog converters (DACs), phase-locked loops (PLLs), low noise amplifiers
(LNAs), digital multimeters, battery chargers, low-power IoT sensor nodes, portable
data acquisition systems and so on. Since the first bandgap reference (BGR) circuit
introduced by Robert Widlar in 1971 [1], BGR has been widely used since it provides a
well-defined voltage-reference with a very weak dependence on process, voltage and
temperature. Most analog and mixed-signal circuits also require a current reference that
sets the internal bias current for the circuits. The BGR can also provide a reference
current directly which has positive temperature coefficient (PTC). For most bias
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currents, a PTC reference current is sufficient. For circuits demanding more stable
current reference can achieve so with some additional circuits [2].

Figure 1 shows two types of traditional BGR circuit: (a) one using operational
amplifier (Op-Amp) and (b) using a self-biased current mirror circuit [3]. The principle
of operations is the same in both cases where the nodes ‘A’ and ‘B’ are forced to be the
same by (a) the Op-Amp or (b) the self-biased current mirror. Forcing same node
voltages makes the voltage drop across R1 be exactly difference between the base-to-
emitter voltage (VBE) of the two bipolar transistor provided that, the size of the tran-
sistor Q1 ¼ N � Q2. The voltage across the resistor R1 produces a proportional-to-
absolute-temperature (PTAT) voltage, which is multiplied with a suitable constant and
added to VBE of Q3 to generate a stable voltage [4] as follows:

VREF ¼ VBE3 þVT:
R2

R1
� ln Nð Þ ð1Þ

where VREF is the output reference voltage and VT is the thermal voltage of the
semiconductor.

Typically, Op-Amp based BGR is preferred over self-biased for better power
supply rejection (PSR) performance and lower supply requirement. Although the self-
biased BGR may have a lower performance in those two metrics, it is a simpler design
consuming less area and power while achieving almost similar temperature drift per-
formance. In most IC or SoC designs the self-biased BGR performance may suffice to
allow less design time, lower risk, lower area and power which is always desirable for
any SoC design. Moreover, the PSR in a self-biased BGR can be improved by using
cascade current mirrors [3] or symmetric biasing of both the branches [5].

In this paper an improved self-biased based bandgap reference circuit has been
proposed which further lowers the area and power of the reference circuit while pre-
serving the temperature coefficient performance. The improved circuit generates the
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Fig. 1 Traditional BGR circuits; a using Op-Amp, b using self-biased current mirror
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reference voltage without using the separate reference-voltage branch as in the tradi-
tional self-biased BGR.

This paper is organized as follows: Sect. 2 describes the proposed architecture of
the BGR along with its design procedure and circuit implementation. Simulation and
measurement results are presented in Sect. 3, followed by a conclusion in Sect. 4.

2 Proposed Bandgap Reference

Figure 2 shows the core part of the proposed bandgap reference circuit. As evident
from the figure, this modified circuit avoids a bipolar device in the reference branch.
Here the BJT Q2 used for a dual purpose; firstly, it helps for generating a PTAT voltage
across resistor R1 and secondly, voltage across this adds with voltage across R2 for
generating reference voltage (VREF) at the output node. This elegant modification in the
traditional self-biased current mirror-based BGR provides some great advantages
particularly in power consumption and silicon area of the core circuit. These advan-
tages are:

• Since we eliminate the standard voltage-reference branch, the bipolar device area
reduces by approximately 20% and the PMOS current mirror area reduces by
approximately 30%. Note that, bipolar devices and the current mirrors are a sig-
nificant portion of the core BGR area.

• One-third of the total current is reduced in the core BGR and therefore one-third
reduction in power consumption in the core BGR circuit as well.
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VDD

I1 I2 I3

I2+I3=I1I1
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dVBE

2 : 1

2 : 1

: 1

Fig. 2 Core part of the proposed self-biased current mirror-based BGR
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The self-biased current mirror uses two PMOS transistor MP1, MP2 and two
NMOS transistor MN1, MN2. These four transistor forms the self-biased feedback loop
which makes the node voltages at ‘A’ and ‘B’ equal. The second branch of the circuit
uses a single bipolar device Q2, which produces a CTAT voltage VBE2 across the BJT
Q2, whereas, in the first branch, four parallel BJTs are connected with a resistor R1 in
series. As both the node voltages at ‘A’ and ‘B’ are the same and current flowing
through both the BJTs are same, a PTAT voltage dVBE produced across resistor R1.

dVBE ¼ VBE2 � VBE1 ð2Þ

where VBE1 is voltage across the four parallel BJTs Q1.
As VBE2 is a CTAT voltage and dVBE is a PTAT voltage, so the addition of CTAT

voltage with some appropriate constant multiplication of the PTAT voltage will gen-
erate a reference voltage which will be zero temperature coefficients at a reference
temperature.

The power supply rejection (PSR) performance does not change significantly from
the traditional self-biased BGR. The PSR can be improved by using cascode current
mirrors [3] or symmetric biasing of both the branches [5]. Our proposed integration of
reference branches will also work with symmetric biasing as shown in [5].

2.1 Design Procedure of Improved BGR

In this section, the expressions to calculate the resistance values of the core BGR circuit
for a current value will be shown. For a low-power BGR, Q1 and Q2 were each biased
with 1 lA. Given the bias current, R1 can be expressed as:

R1 ¼ VT � ln 4ð Þ=I1 ð3Þ

where VT is the thermal voltage of the semiconductor and its value at room temperature
is approximately 25.8 mV. Applying the values of VT and I1 in Eq. (3), R1 evaluates to
35.76 kX.

The reference voltage can be calculated by combining the voltage across the BJT
Q2 (CTAT in nature) and the voltage across the resistor R2 (PTAT in nature) as;

VREF ¼ VBE2 þVR2 ð4Þ

where VR2 is the PTAT voltage across the resistor R2 and can be expressed as:

VR2 ¼ VT:
R2

R1
� ln 4ð Þ ð5Þ

Equation (4) can be rewritten as;

VREF ¼ VBE2 þ a � VT ð6Þ

where a ¼ R2
R1
� ln 4ð Þ is a constant.
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For calculating zero temperature coefficient reference voltage at the reference
temperature, the derivative of VREF should be zero.

@VREF

@T
¼ @ VBE2 þ a � VTð Þ

@T
¼ 0 ð7Þ

Using @VBE2
@T ¼ �1:6 mV/�C and @VT

@T ¼ 85 lV/�C [4] in Eq. (7), a evaluates to
18:82.

Now we can calculate VREF value from the Eq. (6) as:

VREF ¼ 0:67 Vþ 18:82� 25:8 lV ¼ 1:155 V

For this modified architecture the current flowing through the resistor R2 is half of
that current flowing in the resistor R1. So, the constant a for this circuit will be;

a ¼ R2

2R1
� ln 4ð Þ ð8Þ

Applying a and R1 values in Eq. (8), R2 evaluates to 971 kX.

2.2 Design Procedure of Improved BGR

Figure 3 shows the complete implementation of the proposed BGR. MP1�3, MN1�2,
R1�2, and Q1�2 forms the core part of the bandgap and the value of the resistors are
calculated in the previous sub-section. MPS1�2 and MNS1 form the startup circuitry
since there are two stable states. MPB transistors are the PTAT current sources for
biasing internal circuits. MN1�2 are biased in the deep-sub-threshold (weak inversion)
region to provide the maximum gm=ID for a given bias current [6], which ensures the

R1

R2

MP1 MP2 MP3

MN1 MN2

VREF

Q1 Q2
4 : 1

BA

VDD

I1 I2 I3

I2+I3=I1I1

MPS1

MPS2

MNS1
VBE2

VR2

5-Bit Ctrl

2 : 1

2 : 1

dVBE

:1

St
ar

tu
p 

C
irc

ui
t

MPB

IB<0:N>

Fig. 3 Complete schematic diagram of the proposed BGR circuit

148 S. Sarangi et al.



voltages of node ‘A’ and ‘B’ are only offset by the VT mismatch of the MN1�2 and the
systematic offset of I1 and I2. Typically, gm=IDð Þ > 20 ensures deep-sub-threshold
operation. Please note that this offset is similar to an offset in an Op-Amp based BGR
where the input-referred offset of the Op-Amp is dominated by the VT mismatch of the
input pair of the differential amplifier which also biased in deep-subthreshold region for
low-power application.

PMOS current mirrors MP1�3 and MPB are biased in the saturation region where
gm=ID is typically less than 10 [6], to ensure the minimum systematic offset in I1 and I2.
As mentioned before, this systematic offset can be minimized by using cascode current
mirrors [3] or symmetric biasing of both the branches [5]. The unit sizes of Q1 and Q2

are chosen to be the minimum allowable in the implemented technology and the ratio
between them is chosen such that the area of Q1�2 and R1�2 is minimized. For the
implemented technology, the BJT ratio 4:1 was found to be optimum. A high-sheet-rho
poly resistor (Rsheet ¼ 3:76 kX=sq) was chosen to minimize the resistor area. In order to
trim the output temperature coefficient (TC) of the BGR after fabrication, R2 is a five-
bit programmable resistor is used as shown in Fig. 4, which is programmed through an
Inter-IC Communication (I2C) protocol with a range of 890–940 kΩ. Each of the
programmable resistor in R2 is made of series-parallel combination of unit resistors of
20 kΩ. R1 is also constructed from combination of same unit resistors so they can be
matched in layout with R2. During startup, MPS2 ensures that the current mirror is
pulled out of the zero� Vgs state and once the circuit is operating normally
(VREF � 1:155), the voltage drop across MNS1 should be high enough that it shuts OFF
MPS2. MNS1 needs to be sized such that there is no leakage current during normal
operation. MPS1 provides a trickle current for MNS1 and MNS1 is sized with a very
long length transistor to provide a large voltage drop for the minimum amount of
current. For layout, special care is taken to match MP1�3, MN1�2, R1�2, and Q1�2

which affects the TC directly.
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Fig. 4 Implementation of the 5-bit trimmable resistor R2
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3 Simulation and Measurement Results

3.1 Simulation Results

The improved self-biased bandgap reference has been simulated with a commercially
available Spectre simulator using the Process Design Kit (PDK) from the foundry. The
first-order temperature drift performance is simulated over the entire temperature range
of −40 to 125 °C. A simulated reference voltage (VREF) versus temperature curve is
shown in Fig. 5. The calculated temperature coefficient (TC) from the figure is
6.3 ppm/°C. Figure 6, shows the parametric plot of VREF versus temperature at all 32
(5-bit) trimming resistance values. The simulated PSR performance at room tempera-
ture for the improved BGR circuit is about 40 dB at DC and 35 dB at 1 kHz. The noise
performance at room temperature is 4.34 lV/√Hz at 10 Hz and 1.47 lV/√Hz at 100 Hz
which is dominated by the flicker noise of current mirrors, MN1�2 (46%) and MP1�3

(52%). The simulated average quiescent current is about 2 lA over the temperature
range of −40 to 125 °C. Table 1 summarizes the simulation parameters and their
corresponding simulated values.

Fig. 5 Simulation result: VREF versus temperature (tempco)

Fig. 6 Simulation result: VREF versus temperature for different R2 trims
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3.2 Test Setup and Measurement Results

This work has been fabricated in a commercially available 0.6 µm CMOS technology.
The proposed work has been integrated to provide a bias voltage to other blocks inside
the chip. Figure 7 shows the chip micrograph with highlighting the proposed BGR and
its corresponding layout view. The whole BGR consumes 0.018 mm2 of silicon area
inside the chip.

At the time of this writing, the ability to do a full temperature characterization using
an environmental chamber along with R2 trimming through I2C was unavailable.
A functional test of the fabricated BGR was done using the test setup as shown in
Fig. 8 with the R2 set to the default value. For the functional test, the packaged silicon
chip is mounted on a temporary prototype board to test the functionality. We used a
buffer (OP-90) at the output of the chip to avoid loading from the low-impedance
measurement device. A hot air stream was used to heat the device to temperatures
between 25 and 100 °C from the top side of the chip.

The temperature was changed by changing the distance between the source of the
hot air stream and the device. The output of the BGR was measured using high
precision (6-1/2 digit) voltage meter (Keysight 34461A). After each temperature value
settled, the temperature of the device was measured using a mounted laser-guided
infrared thermometer. The device was powered using a programmable power supply
(Keysight E3631A).

Table 1 Summary of the simulation results

Technology 0.6 µm CMOS Temperature coefficient 6.3 ppm/°C

Power supply voltage 3.3–5 V Line regulation 16 mV/V
Temperature range −40 to 125 °C Flicker Noise@10 Hz 4.34 µV/√Hz
Reference voltage (VREF) 1.15 V PSR @ DC/1 kHz 40 dB/35 dB
Quiescent current 2.08 µA

160μm

112μm

Proposed BGR LayoutChip Micrograph

Fig. 7 Chip micrograph and layout of proposed BGR
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Figure 9 shows the measurement result of output voltage versus temperature. As
seen from the result, the untrimmed temperature coefficient is strongly PTAT in nature
(115 ppm/°C). Some of the random mismatch pairs that could contribute to this are
MP2�3, R1=R2 ratio, Q1�2 and MN1�2 as well. In the simulation, when R2 is increased
by 6.5% and VT offset value of rVT=

p
A is applied between MP2�3 and MN1�2 the

simulation results match the test result as shown in Fig. 9.
For the same offsets added as for the tempco simulation, the line regulation in both

simulations and measurements match closely showing a line regulation of 16 mV/V as
shown in Fig. 10. On availability of an environmental chamber, we will be able to get
to the root of the tempco response by doing accurate temperature characterization for
different R2 trim value.
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Power Supply 

(Keysight E3631A)

6½ Digit 
Multimeter 
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Design Under Test 
(DUT )BGR Output 

Buffer: OP90
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Fig. 8 Test setup for the functional verification of the fabricated BGR

Fig. 9 Temperature coefficient (tempco) plot
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4 Conclusion

In this paper, a self-biased based BGR was improved for area and power by eliminating
the reference voltage branch and integrating it in the main core without compromising
temperature drift performance. By using the CTAT voltage in the core of the BGR to
generate the reference voltage (VREF), the power consumption of the core and area of
the BJTs reduces by 33% and 20%, respectively. The BGR is implemented in a 0.6-µm
CMOS process with an area of 0.018 mm2mm2 that includes the core bandgap and bias
currents. This architecture greatly simplifies the design complexity with a temperature
coefficient of 6.3 ppm/°C for a temperature range of −40 to 125 °C from the simula-
tion. The simulated PSR is 35 dB at 1 kHz which can be improved by using the
cascode self-biased current mirror. This architecture gives a spot noise of 4.34 lV/√Hz
dominated by the flicker noise of NMOS and PMOS current mirrors. The flicker noise
can be reduced by increasing the area of those devices or chopping the current mirror.
Table 2 shows a comparison of the core performances with previously published work.

Fig. 10 Line Regulation plot

Table 2 Comparison of core performance specifications with previously published work

Unit [5] [3]
First-
order

[3]
Second-
order

This work
(conventional)

This work
(improved)

Tech 0.35-µm CMOS 0.6-µm CMOS
Supply V 3.5 3.3 3.3 3.3–5 3.3–5
Current µA 9.8 260 260 3.12 2.08
Area mm2 0.0432 – – 0.0216 0.018
Tempco ppm/°

C
38.3 22 7 6.3 6.3

A Power- and Area-Efficient CMOS Bandgap 153



References

1. Widlar R (1970) New developments in IC voltage regulators. In: 1970 IEEE international
solid-state circuits conference. Digest of Technical Papers, vol XIII, pp 158–159

2. Ji Y, Jeon C, Son H, Kim B, Park H, Sim J (2017) 5.8 A 9.3 nW all-in-one bandgap voltage
and current reference circuit. In: 2017 IEEE International Solid-State Circuits Conference
(ISSCC), pp 100–101

3. Wu W, Zhiping W, Yongxue Z (2007) An improved CMOS bandgap reference with self-
biased cascoded current mirrors. In: 2007 IEEE Conference on Electron Devices and Solid-
State Circuits, pp 945–948

4. Allen PE, Holberg DR (2012) CMOS analog circuit design. OUP USA (2012)
5. Lam Y, Ki W (2010) CMOS Bandgap references with self-biased symmetrically matched

current–voltage mirror and extension of sub-1-V design. IEEE Trans Very Large Scale Integr
(VLSI) Syst 18(6):857–865

6. Harrison RR, Charles C (2003) A low-power low-noise CMOS amplifier for neural recording
applications. IEEE J Solid-State Circ 38(6):958–965

154 S. Sarangi et al.



A Dynamic Base Data Compression Technique
for the Last-Level Cache

Shreya Jayateerth Joshi, Prashant Mata(&), and Nanditha Rao

International Institute of Information Technology, Bengaluru, India
prashant.mata@iiitb.org, nanditha.rao@iiitb.ac.in

Abstract. Cache compression improves the efficiency of a cache by increasing
the effective cache size through compression and compaction of data blocks. In
this paper, we propose a data compression technique which determines the base
value of a cache line dynamically and stores the deltas with respect to this base,
the base could be 2 bytes (B2), 4 bytes (B4) or 8 bytes (B8) in size. The dynamic
base is chosen such that it maximizes the total number of compressed blocks in a
cache line. We implement two types of dynamic base techniques which we call
the B2B4 (combines B2 and B4) and B4 techniques. These dynamic base
techniques are tested on image workloads and the results are compared against
the fixed base compression technique. We see a 52.31% improvement in the
number of compressed bytes over the fixed base method on an average, for
B2B4 technique, which translates to an average improvement of 3.95% and a
maximum improvement of 10.5% in compression factor. We also proposed a
cache compaction scheme which utilizes the B2B4 compression technique and
finds that such a scheme saves 8.2% of the cache area. We implemented the
proposed scheme on an FPGA to analyze the performance and hardware
overhead.

Keywords: Cache compression � Dynamic base � Image application �
Compression factor � Compaction � FPGA

1 Introduction

Cache compression increases the effective size of a cache, through compression and
compaction (layout/placement) of data blocks. Cache compression technique when
implemented should have low hardware complexity, low latency, and high compres-
sion factor. Chen et al. [1] proposed a compression algorithm (C-pack) which com-
presses data based on the data patterns. It compresses multiple data simultaneously
using a single dictionary and has a high decompression latency. Another technique
called Base-Delta-Immediate (BDI) compression [2] takes advantage of the low
dynamic range found in data patterns and represents the data in a compact form using a
base and relative differences with respect to the base (hence called B + Δ). A dic-
tionary-based compression scheme is proposed in [3] where the authors improve upon
the previous methods. This compression scheme is aware of the data that is present in
multiple neighboring blocks.
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A frequent pattern compression (FPC) technique [4] predefines seven patterns and
encodes them into 3 bits each. If the block matches any predefined pattern, then it is
encoded with the three bits of that pattern, otherwise, it is stored as it is. Adaptive cache
compression [5] technique dynamically selects between the uncompressed and com-
pressed cache line based on whether the decompressor overhead is high or low. Zhang
et al. [6] proposed a method called Frequent value compression (FVC), based on
frequent value locality, that is some values occur very frequently in memory.

In this paper, we propose a compression scheme which inherits few features from
BDI, but uses a dynamic base instead of a fixed base to compress the data. Our
algorithm assumes that the size of the data block to be compressed is 32 bytes, and the
base can be either 2 bytes, 4 bytes or 8 bytes wide (we call this B2, B4, and B8
respectively). The algorithm searches through the cache line for a base which when
chosen, will result in maximum compression. Further, in BDI, a cache line is con-
sidered for compression only if “all” the blocks are compressed with respect to the
selected base. In our scheme, we store the deltas with respect to the chosen base, even if
not “all” blocks are compressible. This scheme was motivated by analyzing a set of
image data, which shows that having a dynamic base improves compression. Hence, all
our analysis in this paper is presented with respect to image workloads. To the best of
our knowledge, this is the first attempt at performing a detailed analysis of the cache
compression technique on hardware.

The rest of the paper is organized as follows. In Sect. 2, we describe the motivation
behind our proposed approach. In Sect. 3, we describe the dynamic base algorithm and
its implementation. We present our results in Sect. 4. Section 5 concludes the paper.

2 Motivation

The BDI compression scheme [2] compresses a cache line with fixed base values, that
is, the base can be either the first 2-bytes, 4-bytes, or 8-bytes in the cache line. For
example, consider the cache line shown in Fig. 1a. If the fixed base BDI compression
technique is adopted, the base will be the “first set” of 4 bytes, that is “29272f25”, and
the remaining groups of data will result in 4 bytes of delta with respect to the base. This
is called the Base 4 BDI technique. The cache line cannot be compressed as shown in
Fig. 1b. So, a large number of cache lines can remain uncompressed since the base is
always ‘fixed’. With our proposed dynamic base compression method, we choose
“07070707” as the base and store the deltas with respect to it as shown in Fig. 1c. The
deltas with respect to the first four sets of blocks are four bytes in length indicating that
they are uncompressed. The remaining deltas are just one byte in length. This scheme
with a 4-byte base and mostly 1-byte deltas is referred to as the Dynamic Base 4–Delta
1 (B4D1) scheme. Such a method is not allowed in the BDI algorithm, however, we
note that this scheme clearly results in better compression.

156 S. J. Joshi et al.



3 Implementation and Simulation

3.1 Dynamic Base Algorithm

We implement the following two types of algorithms.
Dynamic B4 method. This method chooses between the following bases: an 8-byte

base (called Base 8) which is fixed (the first cache block), a 2-byte base (called Base 2)
which is fixed, and a 4-byte base (called Base 4) which is dynamic. Hence, the name
Dynamic B4.

Dynamic B2B4 method. This method chooses between the following bases: A
fixed 8-byte base, a dynamic 4-byte base and a dynamic 2-byte base.

The details of the algorithm are now described.
Choosing the base. The dynamic base is chosen as follows. For a base of 4 bytes, a

cache line of 32 bytes is divided into eight blocks, which is eight possible bases. For
every base, the delta with respect to all the other bases is calculated. For a base of 4 bytes,
the possible deltas are 1 or 2 bytes in length. We check whether the deltas are consistently
1 byte or 2 bytes in length. The total length of the respective compressed cache line
(CCL) is stored for all bases. The base that is able to compress a minimum of four blocks
for delta of 1 byte and 3 blocks for a delta of 2 bytes is chosen as the final base.

Selecting the Compression scheme. Table 1 summarizes all possible compression
schemes and the minimum number of blocks that should be compressible in order to
adopt a particular technique. For example, there are nine ways of compressing a 32
bytes cache line using bases of size 8, 4, and 2 bytes as shown in Fig. 2. All the nine
ways are employed on the same cache line and the resulting compressed cache line
(CCL) is then fed to the priority-based selector. In this unit, the technique (Table 1)
which gives minimum length is given the higher priority. In case there are two CCL of
the same length then the decompressor complexity is considered to set the priority. For
example, base 4 delta 2 and base 2 delta 1 both give a length of 212 bits. In this case,

Fig. 1 a Uncompressed cache line of 32 bytes. b Fixed base BDI technique applied on the cache
line. c Cache line being compressed after applying dynamic base technique. This includes four-
byte deltas for the first four groups of data, one byte deltas for the remaining groups of data.
Structure of the compressed cache line is also shown
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base 4 delta 2 is considered as it would require operation on only eight cache blocks as
opposed to sixteen cache blocks in base 2 delta 1 scheme. This is how an efficient and
shortest length CCL is selected.

Metadata. Metadata consists of compression status bits, flag bits, and encoding
bits. Compression status bits indicate whether a block is compressed using the selected
base or not. For example, in Fig. 1c, the first four blocks of data are uncompressed and
the next four blocks are compressed. Hence, we set the compression status bits as
“00001111” (0x0F). Flag bits indicate whether the cache block is larger (1) or smaller
(0) than the base. In the example in Fig. 1c, all the eight blocks are either equal to or
greater than the base in magnitude. Hence the bits are set to “11111111” (0xFF). The
encoding bits are 4 bits in length which identify the technique chosen to compress the
data. For example, in Fig. 1c, “0101” (Table 1) are the encoding bits since the scheme
we used is Base 4 delta 1.

Table 1 A summary of the size of compressed lines and the compression algorithms that lead to
the compression size

Compression
technique
(B = Bytes)

Minimum
compressible
blocks

Possible lengths (compressed
cache line + metadata)
(B = Bytes, b = bits)

Encoding (4
bits) or CoN

All zeros – 12b (8b + 4b) 0000
Base8B
Repeated

4 68 (8B + 4b) 0001

Base8B
Delta1B

4 104 (12B + 8b) 0010

Base8B
Delta2B

4 136 (16B + 8b) 0011

Base8B
Delta4B

4 200 (24B + 8b) 0100

Base4B
Delta1B

4 116(12B + 20b), 140
(15B + 20b), 164(18B + 20b)
188(21B + 20b), 212
(24B + 20b), 236(27B + 20b)

0101

Base4B
Delta2B

3 180(20B + 20b), 196
(22B + 20b), 212(24B + 20b)
228(26B + 20b), 244
(28B + 20b)

0110

Base4B
Repeated

8 36 (4B + 4b) 1001

Base2B
Delta1B

10 180(18B + 36b), 188
(19B + 36b), 196(20B + 36b)
204(21B + 36b), 212
(22B + 36b), 220(23B + 36b)
228(24B + 36b)

0111

No
Compression

– 260 (32B + 4b) 1111
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3.2 Decompression

For decompressing (see Fig. 2) a compressed cache line, the compression number
(CoN) indicates the technique used for compression (for example Base 4 delta 1, Base
4 delta 2, etc.) and also tells whether the base chosen is dynamic or fixed. If the base is
dynamic, then it will first check for the compression status of each block which informs
the deltas corresponding to each uncompressed block. The next step is to check the flag
bits and determine whether the base was smaller or greater than the uncompressed
block. The cache line can be finally decompressed using the base and deltas.

Fig. 2 A summary of the compression algorithms implemented. CoN stands for compression
number. DCB is decompressed cache block
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4 Simulation Results

The compression algorithms are implemented in Verilog and tested on a set of standard
images chosen from a wide variety of sources at [7, 8].

4.1 Compression Factor

We find that a large number of cache lines remain uncompressed with the fixed base
method as compared to the dynamic base methods. In Table 2, we present the total
number of bits, before and after compression. The ratio of the number of uncompressed
bits to the compressed bits is the compression factor. A ratio of less than 1 indicates
that the compressed image had more bits, which is due to the added metadata. This
essentially means that either the image did not get compressed or very few lines were
compressed. We find that there is an improvement in the compression factor by 3.45%
on an average across all workloads for the Dynamic B4 method and 3.95% on an
average for the Dynamic B2B4 method. The improvement in bits reduction for
Dynamic B2B4 method came out to be 52.31%.

4.2 Classification and Analysis of Size of the Compressed Lines

We report the percentage of compressed lines that got compressed into different sizes
with B2B4 algorithm in Table 3. The data for compression sizes such as 196, 192, 176,
132, 112, 100, 64, and 8 are not reported since the percentage of lines with such sizes
were either significantly less or zero. We classify all such lines as “Others” and sum up

Table 2 Comparison of the number of bits before and after compression

Image Total number of bits Compression factor

Uncompressed Compressed
fixed base

Compressed
B4

Compressed
B2B4

Compressed
fixed base

Compressed
B4

Compressed
B2B4

Goldhill 2,097,152 2,124,932 2,081,708 2,063,176 0.9869 1.0074 1.0165
Mountain 245,7600 2,483,296 2,428,400 2,408,148 0.9897 1.0120 1.0205
Lena 2097152 2,128,508 2,082,156 2,065,740 0.9853 1.0072 1.0152
Barbara 2,097,152 2,129,040 2091,232 2,076,264 0.9850 1.0028 1.0101
Boy 3145728 3,161,200 3,143,152 3,131,400 0.9951 1.0008 1.0046
Earth 4,601,856 3,210,688 3,148,732 3,145,224 1.4333 1.4615 1.4631
Sun 29,920,512 30,386,318 30,138,900 2,983,9016 0.9847 0.9928 1.0027
Brain 5,094,144 4,858,576 4,639,616 4,629,964 1.0487 1.0980 1.1003
Lungs 1,444,864 1,426,456 1,390,040 1,386,832 1.0129 1.0394 1.0418
Black hole 404,480 213,836 193,960 193,500 1.8915 2.0854 2.0903
California
fire

7,313,152 7,426,060 7,263,672 7,203,252 0.9848 1.0068 1.0153

Single
atom

3,206,400 3,230,312 3,131,176 3,124,804 0.9926 1.0240 1.0261

Arctic 3,417,600 3,397,900 3,250,520 3,244,264 1.0058 1.0514 1.0534
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their percentages. We find that the dynamic B2B4 algorithm results in more com-
pressed lines as compared to the B4 algorithm.

4.3 Cache Compaction Scheme to Utilize the B2B4 algorithm

We utilize the data presented in Table 3 (B2B4 scheme), to design a cache compaction
scheme for a 4-way set associative cache shown in Fig. 3. We assign two ways - way 1
and way 2 to store compressed data of size 256, 240, and 232 bits since they are the
maximum occurring instances. We reserve way 3 to store the next maximum occurring
instances such as 224, 216, 184,160, and 32 bits etc. The rest of the compressed data is
directed to way 4. The most interesting activity happens in way 3. For instance,
compressed lines of size 184 and 32 bits can be placed in the cache block adjacent to
each other if their index bits are the same, thus saving the space. Extra bits will be
needed along with the tag bits to reflect the compression factor. Such an ordered
arrangement of compressed blocks will not only save space but also reduce the access
latency since we need to search in a limited number of ways for a particular compressed
length.

4.4 FPGA Resource Utilization

In Table 4, we report the FPGA resource utilization for the compressor. From the table,
it can be noticed that hardware utilization by B4 algorithm is almost twice as compared
to fixed base technique. The algorithms are implemented through Xilinx Vivado 2017.4
on the Xilinx Basys3 Artix-7 FPGA.

Table 3 This table shows the data after applying the B2B4 algorithm. Each cell in the table
shows the percentage of cache lines belonging to a classification. 256,240 etc. indicate the size of
the cache line in bits after compression

Image 256 240 232 224 216 208 200 184 160 136 32 Others

Goldhill 80.70 1.46 4.00 4.11 2.48 3.14 0.95 1.25 0.62 0.28 0.01 1.00
Mountain 81.86 0.67 2.71 3.21 2.38 3.88 1.30 1.49 0.80 0.26 0.44 1.00
Lena 79.50 1.61 5.58 4.11 2.12 3.78 1.07 1.16 0.32 0.01 0.01 0.73
Barbara 82.74 1.34 4.58 3.59 2.09 3.14 0.79 0.90 0.28 0.05 0.00 0.50
Boy 92.46 0.57 1.28 1.79 0.76 0.83 0.24 0.26 0.27 0.15 1.11 0.28
Earth 57.79 0.07 1.10 0.21 0.07 1.16 0.06 1.04 1.13 0.97 35.97 0.43
Sun 86.81 1.69 1.84 4.15 2.27 1.89 0.70 0.25 0.04 0.01 0.00 0.35
Brain 74.58 0.40 2.93 0.78 0.31 4.18 0.18 3.58 4.13 1.71 6.57 0.65
Lungs 82.74 0.62 4.06 0.97 0.53 3.17 0.16 1.91 1.67 0.82 3.03 0.32
Black hole 23.73 0.70 3.67 0.32 0.06 5.13 0.00 3.92 4.11 2.34 55.06 0.96
California fire 78.13 1.92 6.86 4.65 2.03 4.37 0.47 1.00 0.31 0.05 0.01 0.20
Single atom 82.32 0.67 4.25 1.11 0.46 5.85 0.10 1.14 2.87 0.31 0.90 0.02
Arctic 75.14 0.76 5.78 1.16 0.34 7.64 0.12 2.29 3.60 0.75 2.30 0.12
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5 Conclusions

In this paper, we proposed a data compression technique that determines the base value
of a cache line dynamically and stores the deltas with respect to this base. We tested
these algorithms on image workloads and observed a 52.31% improvement in bits
reduction over the fixed base method on an average. In terms of compression factor,
this translated to a 3.95% improvement on an average and a maximum of 10.5% over
the fixed base approach. We find that such a scheme saves 8.2% of the cache area.
Overall, we have shown an improvised compression method that can be used for
efficient cache compaction.

Fig. 3 The proposed compaction scheme for a 4-way set associative cache

Table 4 Compressor resource utilization in the Xilinx Basys3 Artix-7 FPGA

Algorithm Look up tables (LUTs) Flip-flops (FF) Block RAMs

Fixed Base 3967 4637 19
B4 9099 4410 19
B2B4 18,541 4414 19
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Abstract. Hyperspectral images (HSIs) are contiguous bands captured beyond
the visible spectrum. The evolution of deep learning techniques places a massive
impact on hyperspectral image classification. Curse of dimensionality is one of
the significant issues of hyperspectral image analysis. Therefore, most of the
existing classification models perform principal component analysis (PCA) as
the dimensionality reduction (DR) technique. Since hyperspectral images are
nonlinear, linear DR techniques fail to reserve the nonlinear features. The usage
of both spatial and spectral features together improves the classification accu-
racy of the model. 3D-convolutional neural networks (CNN) extract the spa-
tiospectral features for classification, whereas it is not considering the
dependencies in features. This research work proposes a new model for HSI
classification using 3D-CNN and convolutional long short-term memory
(ConvLSTM). The optimal band extraction is performed by a hybrid DR
technique, which is the combination of Gaussian random projection (GRP) and
Kernel PCA (KPCA). The proposed deep learning model extracts spatiospectral
features using 3D-CNN and dependent spatial features using 2D-ConvLSTM in
parallel. Combination of extracted features is fed into a fully connected network
for classification. The experiment is performed on three widely used datasets,
and the proposed model is compared against the various state-of-the-art tech-
niques and found better classification accuracy.

Keywords: Hyperspectral images � Convolutional neural network �
ConvLSTM

1 Introduction

Remote sensing image analysis has become an emerging area nowadays. Various types
of remote sensing images such as radar images, multispectral images and hyperspectral
images are used for different applications based on their spatial resolution, spectral
resolution, data collection techniques, etc. The reflected energy from any material has a
unique footprint, which called spectral signature of that material [1]. This spectral
signature is used to discriminate various objects on the earth’s surface. Multispectral
images are having around 3–10 number of spectral components which are captured
beyond the visible spectrum. When the number of bands in multispectral images
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increases, then the bandwidth decreases, and reconstruction of the complete spectral
signature becomes easy. Therefore, researchers started the use of hyperspectral images
for crop monitoring [2], change detection, weather prediction, etc., due to its spectral–
spatial features and a large number of bands.

Hyperspectral images are contiguous band images that look like a 3D image cube.
Significant challenges in hyperspectral image classification are lack of ground truth
images and limited spectral library. Even though a large number of bands improve the
material discrimination, it leads to the curse of dimensionality due to the smaller
number of labeled samples and redundancy in bands. Hyperspectral images are non-
linear, and the application of linear reduction techniques fails in their processing [3].
Kernel PCA (KPCA), local linear embedding (LLE) and Isomap are different nonlinear
DR techniques, and they are highly computational complex for large volume images.

Various HSI classification techniques work by extracting features from image either
manually or through self-learning classifiers. Traditional classifiers such as SVM [4]
and random forest consider only the spectral features of HSIs for classification, and
thus, the classification accuracy is poor. The evolution of deep learning made a huge
impact on hyperspectral image classification. Deep learning models learn the features
automatically during the training phase and use them for classification.

Chen et al. [5] introduce the concept of deep learning for hyperspectral image
classification at first. Many CNN-based approaches consider both spectral and spatial
features [6–8]. Lee et al. [9] exploit the spatiospectral information for HSI classification
using multiscale filter banks. In 2018, Chen et al. [10] proposed another spatial–
spectral-based hyperspectral image classification. Different LSTM-based classification
techniques are evolved for hyperspectral images. Zhou et al. [11] designed spectral–
spatial LSTM for HSI classification. It is experienced that LSTM model found most
relevant dependencies in spatial and spectral dimension of hyperspectral images. Since
the HSIs having higher spatial resolution, neighborhood image patches will be corre-
lated. The usage of convolution technique in LSTM helps to retain the dependencies
and avoid this unfolding technique in standard LSTM. Inspired from bidirectional
convolutional LSTM [12] and spatial–spectral convolutional LSTM [13], a hybrid 3D-
CNN + 2D-ConvLSTM model is designed for hyperspectral image classification. With
the help of 3D-CNN and convolutional LSTM, most significant features are extracted
and improve the classification performance. The main contribution of the paper is: A
hybrid DR technique is used for optimal band extraction, which preserves nonlinear
features of hyperspectral images. Prior usage of Gaussian random projection reduces
the computational complexity of KPCA. Concatenation of ConvLSTM and 3D-CNN
features improves the classification accuracy.

The rest of the paper is arranged as follows. The detailed architecture of the
proposed hybrid model is discussed in Sect. 2. Section 3 contains the dataset
description and experimental setup. Section 4 compares the experimental results of the
proposed technique with state-of-the-art techniques. Finally, the work is summarized in
Sect. 5 with major findings.
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2 Proposed Hybrid CNN + ConvLSTM Model

The proposed methodology is divided into two subparts, namely band extraction and
classification. In classification technique, the proposed model uses the combination of
two models and extracts spatiospectral features. The detailed algorithm and architecture
of band extraction and classification are explained in the following subsections.

2.1 Hybrid Band Extraction

Hyperspectral image X is denoted as a 3D cube of size M � N � D, where M and N are
the spatial width and height of the image and D denotes the number of spectral bands.
Ground truth of the input image Y is converted using one-hot encoding and represented
as Y = (y1, y2, …, yC), where C denotes the number of classes present in the input
image. In hyperspectral images, there is a possibility of redundancy in the spectral
band, and this redundancy reduces the intraclass similarity. Band selection and band
extraction are the primary treatments to cure the curse of dimensionality, in which
dimensionality reduction through band extraction is the most popular and less com-
putational task. The proposed classification model uses a hybrid DR technique, which
is the combination of linear Gaussian random projection (GRP) and a nonlinear form of
PCA (Kernel PCA).

Random projection [14] is a dimensionality reduction technique, which maps the
high-dimensional data into a lower dimension by preserving the distance between the
data points. Suppose the input data X having size n� d random projection maps X into
a lower dimensional data Y of size n� k using a random projection matrix Rd�k. The
computational complexity of random projection is O kndð Þ.

Yn�k ¼ Xn�dDd�k ð1Þ

The idea behind random projection is Johnson–Lindenstrauss lemma; it states that
while converting input data from d dimension to k dimension, its Euclidean distance is
preserved with a factor of 1� e. The computational complexity of the nonlinear
technique diminished by applying GRP on input image X, thereby reducing the number
of bands from D to D/2. The desired dimension for the nonlinear technique is not
predefined. The experiment evaluation is carried out using different numbers of bands
ranging from 2 to 30. The proposed technique chooses KPCA as nonlinear DR and
finds the desired number of bands using cumulative eigenvalues of KPCA matrix.
Here, the spatial dimension of input image retained after DR, while the spectral
dimension reduced from D to B, minimum band number having cumulative eigenvalue
more than 95%.
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2.2 Classification Model

The input Y for the classification deep learning model is changed to M � N � B after
hybrid dimensionality reduction. The first step of the classification model is to extract
the features. The usage of both spectral and spatial features improves the classification
of accuracy of hyperspectral images rather than the usage of single feature alone. 3D-
CNN helps to extract both the features, while it lost the dependency between nearby
image patches. The proposed model is a hybridization of two deep learning models.
Most relevant dependent features from HSI are extracted using ConvLSTM. The
proposed model uses a window size w and generates M � N number of image patches
for classification. The summary of the proposed 3D-CNN model is shown in Table 1.
The time step in ConvLSTM is set to B, the output dimension of band extracted data.
The 3D input is converted into B number of 2D components. The summary of the
proposed 2D-ConvLSTM is represented in Table 2. The classification is performed
using fully connected neural networks. The features extracted from model 1 and model
2 (Output 1 and Output 2 in Tables 1 and 2) are concatenated. The summary of
classification network is represented in Table 3.

Table 1 Summary of the proposed 3D-CNN model

Layer (type) Output shape Kernel size

Input 15 � 15 � 15 � 1 NA
Conv3D 13 � 13 � 9 � 16 3 � 3 � 7
Batch norm 13 � 13 � 9 � 16 NA
Conv3D 11 � 11 � 5 � 32 3 � 3 � 5
Batch norm 11 � 11 � 5 � 32 NA
Conv3D 9 � 9 � 3 � 64 3 � 3 � 3
Output1 (reshape) 9 � 9 � 192

Table 2 Summary of the proposed 2D-ConvLSTM model

Layer (type) Output shape Kernel size

Input 15 � 15 � 15 � 1 NA
ConvLSTM2D 15 � 13 � 13 � 16 3 � 3
ConvLSTM2D 15 � 11 � 11 � 32 3 � 3
ConvLSTM2D 15 � 9 � 9 � 64 3 � 3
Output2 (reshape) 9 � 9 � 960
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Rectified linear unit (ReLU) activation function is used in all convolution layers,
and softmax is used for classification. The optimization of the proposed model is done
using adam optimizer with categorical-crossentropy loss function having learning rate
0.0001 and decay 1e−06. The training process repeats for 100 epochs of batch size 100
without any augmentation on input samples.

3 Dataset Description and Experimental Setup

The proposed method is evaluated by experiments in universally available hyper-
spectral image datasets. All executions are done on Intel(R) Xeon(R) Silver 4114 CPU
@ 2.24 GHz with a RAM of 196 GB under CentOS Linux release 7.4.1708 (Core)
using Python3 programming implementation. Three hyperspectral datasets are used to
evaluate the performance of the proposed method and state-of-the-art techniques. They
are Indian pines (IP), Pavia University (PU) and Salinas (SA) collected from the
website http://www.ehu.eus/ccwint\\co/index.php. Dimensionality reduction process
sets the desired dimension D for random projection to 100, 51 and 102 (D/2) for IP, PU
and SA datasets to maintain the experimental similarity. The cumulative eigenvalue of
principal components in KPCA for three datasets reaches more than 95% in the band
that ranges in between 12 and 18. Thus, the proposed model sets the desired dimension
for hybrid dimensionality reduction to 15 for all the datasets, i.e., B = 15.

4 Results and Discussions

The entire dataset is randomly divided into 20% training set, 10% validation set and
remaining 70% for testing. The proposed method is compared against six state-of-the-
art techniques which start from conventional SVM [4] classifier to new deep learning
techniques such as 2D-CNN [15], 3D-CNN [15], SSLSTM [11] and SSCL2DNN [13].
The classification performance of each method is compared against the proposed
method using the evaluation parameters, overall accuracy (OA), kappa statistics
(K) and average accuracy (AA). The classification result of IP, PU and SA dataset is
shown in Tables 4, 5 and 6, respectively. The classification map of three datasets is

Table 3 Summary of classification of fully connected network

Layer (type) Output shape Kernel size

Input 9 � 9 � 192, 9 � 9 � 960 NA
Concatenate 9 � 9 � 1152 NA
Flatten 93312 NA
Dense 16 NA
Dropout (0.2) 16 0
Dense 32 NA
Dropout (0.2) 32 0
Dense C
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shown in Figs. 1, 2 and 3. Analyzing the classification accuracy and classification map,
it is found that the proposed model performs better than that of the existing state-of-the-
art techniques.

Table 4 Classification result of Indian pine dataset

Class SVM 2D-CNN 3D-CNN SSLSTM SSCL2DNN Proposed

1 70.73 90.24 99.39 79.88 92.68 97.17
2 89.32 95.47 97.86 94.24 97.78 99.52
3 91.93 95.21 97.05 90.70 95.65 96.15
4 86.50 92.84 96.95 88.85 96.13 99.71
5 90.57 94.02 96.55 91.09 95.86 98.07
6 97.72 97.45 99.20 96.58 98.82 98.09
7 58.00 75.00 94.00 77.00 93.00 98.00
8 98.72 99.07 100.00 97.09 99.53 100.00
9 44.44 61.11 76.39 63.89 62.50 70.89
10 77.20 94.86 97.31 91.49 97.09 99.74
11 95.02 98.03 98.95 95.21 98.71 99.33
12 84.27 91.06 97.94 86.42 96.40 99.78
13 89.13 93.75 97.01 91.98 95.24 99.73
14 97.41 98.79 99.56 98.51 99.65 99.69
15 93.73 97.33 99.06 94.42 98.20 99.42
16 68.75 93.15 94.35 79.46 88.99 99.56
OA 91.20 96.21 98.28 93.69 97.72 99.19
AA 83.34 91.71 96.35 88.56 94.14 97.17
K 89.91 95.67 98.04 92.79 97.40 98.62

Table 5 Classification result of Pavia University dataset

Class SVM 2D-CNN 3D-CNN SSLSTM SSCL2DNN Proposed

1 52.21 79.64 82.91 70.57 90.32 97.62
2 89.78 93.79 96.25 89.90 98.72 99.95
3 17.73 44.26 66.25 32.20 55.37 82.96
4 55.23 77.30 90.61 69.21 78.87 96.52
5 68.05 77.76 93.83 77.69 87.42 98.51
6 39.14 70.75 85.72 50.47 87.04 97.75
7 15.19 38.22 77.80 35.20 35.91 93.61
8 60.56 84.19 88.48 68.19 91.34 97.41
9 53.39 79.13 68.64 85.37 75.59 88.60
OA 65.67 81.89 89.14 73.90 89.04 97.10
AA 50.14 71.67 83.39 64.31 77.84 95.44
K 51.52 75.86 85.59 64.42 85.16 96.14
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Table 6 Classification result of Salinas dataset

Class SVM 2D-CNN 3D-CNN SSLSTM SSCL2DNN Proposed

1 74.26 81.35 98.59 82.02 91.64 99.91
2 85.23 86.21 99.96 82.15 97.80 100.00
3 59.56 78.14 96.22 54.62 98.77 100.00
4 98.19 97.66 99.81 95.53 99.40 100.00
5 94.33 93.45 99.66 93.05 98.83 99.99
6 94.40 94.61 99.98 95.74 100.00 100.00
7 78.97 88.90 98.74 82.30 96.23 100.00
8 85.36 93.66 89.17 85.36 93.05 99.36
9 68.44 84.14 99.84 77.75 99.89 99.97
10 71.65 87.81 99.04 70.77 98.44 99.76
11 93.98 94.54 97.45 95.90 98.08 99.68
12 88.38 87.47 99.09 86.60 99.06 100.00
13 80.04 82.21 97.46 68.72 97.02 99.45
14 84.04 88.10 99.84 91.34 99.69 99.75
15 90.36 94.59 99.49 88.93 92.78 99.48
16 64.92 78.96 99.85 61.13 93.39 100.00
OA 82.39 89.65 97.17 83.10 96.30 99.29
AA 82.01 88.24 98.39 81.99 97.13 99.83
K 80.30 88.47 96.85 81.15 95.88 99.21

Fig. 1 Classification maps for the Indian pines dataset. a Sample band. b Ground truth. c SVM.
d 2D-CNN. e 3D-CNN. f SSLSTMs. g SSCL2DNN. h Proposed
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5 Conclusions

This work proposes a novel hybrid CNN model for hyperspectral image classification
considering spatial and spectral features. Dimensionality reduction technique used in
this model is a combination of linear and nonlinear methods. The proposed method is
compared against various state-of-the-art techniques on three widely used datasets. It is
found that the proposed technique produces a better result for classification. The usage
of ConvLSTM helps to find the dependency between features, and thus, it leads to
improve classification accuracy. The introduction of 3D-ConvLSTM model will
increase the classification accuracy in the future.

Fig. 2 Classification maps for the Pavia University dataset. a Sample band. b Ground truth.
c SVM. d 2D-CNN. e 3D-CNN. f SSLSTMs. g SSCL2DNN. h Proposed
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Abstract. Nowadays there is a boom in social network data streaming from
various fields of interest related to finance, engineering, medicine, and general
sciences. All these data are modeled as graphs for better analysis. Community
detection is one such mechanism for the analysis of such massive data. Many
community detection algorithms exist in literature. The existing algorithms are
compared by using either real-world or artificial networks (modeled as graphs)
but not both. This paper aims to make a comparative study of two popular
existing community detection algorithms both on real-world and synthetic data
and verify their performance. The approach in this paper makes good use of
recent advances in graphical modeling of different social networks. We gener-
ated a random graph that represents most of the observed properties of a real-
world dataset. The experimental results are tabulated and the computed metrics
help in inferring the suitability or scalability of an algorithm for small or massive
datasets.

Keywords: Community detection � Social networks � Evaluation metrics

1 Introduction

A Social Network (SN) modeled as a graph is a social structure that represents inter-
action among the social entities and their relationship. The relationship among the
social entities forms interactions in the SN. Social entities are represented as nodes and
the interactions are represented as edges in the graphical representation [1]. One
important aspect of such graphical representation is to identify a set of nodes that are
densely connected among themselves but are sparsely connected to the remaining
nodes of the graph. These sets of nodes are called, community [2]. Hence, Community
Detection (CD) can be used to find users that behave similarly, detect groups of
interests, and or cluster users in an e-commerce application. The increasing size of
social networks like Facebook (approx. 1.1 billion users), Twitter (approx. 300 million
users), LinkedIn (approx. 500 million users), etc. [3] has made CD more difficult. The
graph of such massive data can reach up to billions of nodes and edges.

As we know that some methods often tend to perform exceptionally well or poorly
on different kinds of graphs. Moreover, one might prefer to choose a specific method
depending on the target application or the properties of the graph that is to be analyzed.
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Thus, it is necessary to analyze the performance metrics of the community detection
algorithms on large size datasets. According to our study, most of the researchers [17,
18] have selected Louvain [4] (modularity based approach) and Label Propagation
(LP) [5] (diffusion-based approach) for a comparative study on synthetic datasets.
Hence, in this paper, we analyze the performance of two very popular community
detection algorithms in [4, 5] to explore their efficiency in the detection of communities
in massive real and synthetic datasets (randomly generated graphs).

The structure of the remaining paper is as follows: Sect. 2 gives a brief overview of
two community detection algorithms. Section 3 discussed the proposed work, Sect. 4
presents the experimental setup and performance analysis of the algorithms, and Sect. 5
concludes the work with some insights into our future work.

2 Background

This section briefly describes community detection algorithms and their and working.

2.1 Community Detection

Community detection is a method to find the sets of densely connected nodes in a
graphically represented social network [6]. These social networks can either be static or
dynamic. It is an unsupervised learning approach similar to the clustering technique in
data mining [7]. Existing community detection algorithms implement the following
steps to detect the communities. First, every node is considered as a single cluster.
Second, identify a set of high-density nodes as a community-based on a criterion. This
criterion (such as a set of densely connected nodes [8], similar topological properties
[9], similar structural properties [10], etc.) may vary for each algorithm. In this section,
we discuss the aforementioned two well-known community detection algorithms.

2.2 Louvain Algorithm

Louvain algorithm is a hierarchical bottom-up approach [4] to find a set of communities
in a given graph. It works on the principle of modularity to detect the existence of any
community in a given graph. This approach uses the greedy optimization strategy for
optimizing the modularity values of the detected communities. Initially, this algorithm
considers each node of the input graph as a single community (singleton set). In every
iteration, it considers each node and its connected neighboring nodes. When that node
is included in the neighboring community then the modularity gain of that community
is calculated by using the density of links inside communities. If the inclusion of that
node maximizes the modularity, then that node is permanently added to the commu-
nity. Otherwise, the node is added to other neighboring communities. This procedure is
repeated until there is no further improvement in the modularity of that community.
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2.3 Label Propagation (LP)

LP was introduced by Raghavan et al. [5]. It is a diffusion-based community detection
approach. The concept behind this algorithm is that similar type of nodes exchanges
more information and hence form communities. Initially, this algorithm assigns a
unique label to each node of the graph. The next steps are finding a similar set of nodes
and assign the same label to make them as one community. We can get a similar set of
nodes by applying a random walk. It is used for finding all the shortest distance from a
given node. They can be considered similar sets of nodes. The shortest distance
between node i and node j is calculated by averaging the number of edges that a
random walker has to traverse from node i to node j. To get this shortest distance
among all the nodes, the distances are stored in a distance matrix P, wherein similar
value nodes are grouped as communities. So, in this method modularity calculation is
not required. Only finding a similar set and assigning the same label to those nodes is
enough to detect the communities. This algorithm terminates when all the nodes are
visited.

3 Proposed Work

In this section, we show the experimental setup of our implementation of CD algo-
rithms on two different types of datasets. Then we compare their results in terms of the
following parameters: detected communities, modularity, clustering coefficient, and
performance speed.

We considered two well-known datasets: Zachary Karate club and Enron email
datasets. Along with these standard datasets, we randomly generated three graphs for
comparison purposes. The graphical model of the Zachary Karate club consists of 34
nodes and 78 edges. Whereas the graph of the Enron dataset consists of 36,692 nodes
and 367,662 edges. Based on our literature review, we generated three random graphs
following uniform distribution between edges and power-law distribution between
nodes. These random graphs are generated by using the Erdos–Rényi [11] model by
fixing the node size and generating random edges with the given uniform probability
for fixing the number of connecting edges between any two nodes. These generated
graphs represent datasets of varying size. The first random graph consists of 1000
nodes to represent a small size dataset, the second random graph consists of 50,000
nodes to represent a medium size dataset and the third graph consists of 100,000 nodes
to represent a large dataset. The required steps for our experimentation can be sum-
marized as given below:

1. Process the data to get the node and edge information.
2. Generate the graphical model of the corresponding datasets based on the node and

edge information.
3. Generate synthetic graphs.
4. Implement community detection algorithms on all the constructed graphs.
5. Compute the metrics and compare the results.
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Figure 1 shows the block diagram of the steps followed for the proposed com-
parative work. The generated graphs are given as input to the CD algorithms (Louvain
and Label Propagation). The communities detected by these algorithms are compared
based on some evaluation metrics mentioned in Sect. 4.

3.1 Detected Communities Visualization

Visualization provides an accessible way to see and understand the trends, outliers, and
patterns in data. In Fig. 2, we show the communities detected by the CD algorithms on
a synthetic dataset. Figure 2a shows the graphical model of the Synthetic dataset that is
given as input to Louvain and LP algorithms. Figure 2b shows the communities
detected by the Louvain algorithm. It detected 137 communities with the smallest and
largest communities consisting of 5 and 63 nodes, respectively. Similarly, Fig. 2c
shows that LP detected 116 communities with the smallest and largest community
consisting of 5 and 72 nodes, respectively. This kind of visualization gives an idea of
the number of detected communities. Such visualization neither help in interpreting the
importance of statistical measures nor speak about the performance of the algorithms.
Hence, it is important to analyze and answer the following research questions (RQs):

RQ1. Can random graphs and real-world datasets form the basis of comparing
community properties?
RQ2. Can evaluation metrics throw some insight into the performance of different
community detection algorithms?

Fig. 1 Block diagram for proposed comparative work
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4 Experimental Results

In this section, we discuss the obtained results, and comparative analysis of evaluation
metrics using illustrative methods (Table and Figures). All the experiments are con-
ducted on a computer server which is equipped with 4Quad-CoreAMD Opteron CPU,
32 GB memory, and 12 T disk storage. The mint OS 6.4 is installed as the operating
system. Other software environments include python 3.6 and pycharm 4.5.3. All the
graphs used in the experiments are generated using the igraph package in python.

RQ1. Can Random Graphs and Real-World Datasets form the Basis of Comparing
Community Properties?
We implemented the CD algorithms (Louvain and Label Propagation) on the graphical
representation of the two real-world datasets and generated random graphs. We exe-
cuted each algorithm 500 times to avoid any variation or biasness in the obtained
results. We have shown the average values of the results obtained from each execution.
The algorithms could process 34 to 367,662 nodes within an acceptable time duration.
Figure 3 represents the relation between the number of communities detected and the
size of the graph (in terms of nodes). In Fig. 3, X-axis corresponds to the number of
nodes and Y-axis shows the number of detected community values for the two algo-
rithms. Our results confirm that these two CD algorithms are detecting communities for
two types of datasets in a linear distribution [12]. In Fig. 3, the line named Louvain

Fig. 2 a Input to the CD algorithms [synthetic dataset(1000 nodes)]. b The output of Louvain.
c The output of Label Propagation
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(blue color) shows the performance of Louvain. This method detects communities in a
linear distribution with respect to the size of the graph. The average number of detected
communities is 2023 for a graph with an average of 103,739 number of nodes. So each
detected community consists of 51 nodes on average. The overall density of the
detected communities is the ratio of the average number of detected communities and
the average number of nodes in each detected community, which is 2023/51 = 40
(39.66). From the results, it can be inferred that the algorithm is able to detect com-
munities uniformly for all types of data.

Similarly, in Fig. 3, the line named Label Propagation (in red color) shows the
performance of LP. This method detects communities in a linear distribution with
regards to the size of the graph. We can interpret that the average number of detected
communities is 1617 for a graph with an average 103,739 number of nodes. So the
average number of nodes in each detected community is 64. The overall density of
each detected community is 1617/64 = 25. As the Louvain algorithm detects com-
munities with higher density, therefore unlike LP, Louvain is suitable to detect com-
munities uniformly for all the sizes of the dataset. Therefore, we can infer that random
graphs and real-world datasets form a good basis for comparing community detection
algorithms.

RQ2. Can Evaluation Metrics Throw Some Insight into the Performance of Different
Community Detection Algorithms?
The detected communities (output of two algorithms) are compared on the basis of
some evaluation metrics. These evaluation metrics are the number of communities
detected (C), Modularity (M), and Clustering Coefficient (CC) [12]. Table 1 displays
the performance of each algorithm expressed in terms of these evaluation metrics. The
first and the last row correspond to the results on Zachary and Enron datasets,
respectively. Whereas the middle rows correspond to the results on the synthetic dataset
(randomly generated). In total 518,696 nodes and 87,725 edges are processed. The
average time taken by the Louvain algorithm is approximately 0.14 s compared to
0.37 s taken by the LP algorithm. Modularity is one measure that signifies the strength
of a graph to undergo division for forming the communities. Graphs with high mod-
ularity have dense connections between the intra-modular nodes and sparse

Fig. 3 Comparative study on detected communities
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connections between inter-modular nodes. It is considered to be a good performance
measure for community detection and has been used in several studies [13–15]. The
clustering coefficient (CC) is a measure of the degree to which nodes in a graph tend to
cluster together. It indicates that in most real-world graphs, nodes tend to create tightly
knit groups characterized by a relatively high density of ties [16].

In Fig. 4, X-axis corresponds to the number of nodes and Y-axis shows the M and
CC values for the two algorithms. Initially, Louvain is tested on a small size dataset
having 34 nodes. It detected four communities with M = 0.41. Then this experiment is
tested with different sizes (1000, 50,000, 100,000, etc.) of nodes (in increasing order of
their node size) to find the number of detected communities. This experimental result is
plotted in Fig. 4, labeled LouvainM (blue color line). It exhibits linear growth with
respect to the number of detected communities versus the size of the graph. The
average value ofM is 0.55 for the synthetic graphs with an average node size of 50,333.
And the average value of M is 0.66 for the real-world graphs with an average node size
of 183,848. So, its average is greater than the mean modularity of 0.5, where modu-
larity ranges between 0 to 1. LP tested on a small size dataset of 34 nodes, detected 3
communities with M = 0.35. Then this experiment is tested with different sizes (1000,
50,000, 100,000, etc.) of nodes (in increasing order of their node size) to find the
number of detected communities. This experimental result is plotted in Fig. 4, named
Label PropagationM (red color). Its M value decreases, with the increase in graph size
(in terms of number nodes). The average value ofM is 0.45 for synthetic graphs with an
average node size of 50,333, and M = 0.46 for real-world graphs with an average node
size of 183,848. So, its average is less than the mean modularity of 0.5. Any CD
algorithm that detects communities with modularity greater than the mean value
indicates that those algorithms are efficient in detecting the communities [12]. So, we
can infer that Louvain gives better M value for real datasets as well as random graphs.

CC of the communities detected by the Louvain algorithm is shown in Fig. 4 and
labeled as Louvain CC (green color line). It exhibits a linear growth until the size of the
graph is the average of the node size. Once the number of nodes is greater than average,
this line is maintained at a consistent value of CC = 0.78. Hence, we can infer that CC
values of the communities are consistent in Louvain for large datasets. CC of the
communities detected by the LP algorithm is shown in Fig. 4 and named Label

Fig. 4 Comparative study on M and CC
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Propagation CC (violet color line). It exhibits a linear decrease in CC for graphs with
up to 1000 nodes. Once the node size of the graph is greater than 1000, CC is
consistent at 0.08. We can interpret that it is not maintaining consistent CC and M. So,
our observation is that Label Propagation is suitable for small size dataset. Thus,
evaluation metrics throw good insight into the performance of different community
detection algorithms.

5 Conclusion and Future Work

In this paper, we mined the hidden patterns of social networks to answer two important
research questions. We studied community properties by applying CD algorithms on
two different types of datasets of considerable size. We observed that Label Propa-
gation performed well for smaller datasets. Louvain algorithm performed better for
massive datasets. This work would help researchers to understand the ideas of com-
munity detection methods better, and help them in selecting the appropriate method in
their practical applications.

In the future, we aim to develop our own parallel community detection algorithm
and parallelize the existing algorithms to achieve faster computational results. We also
plan to apply meta-heuristic techniques to optimize the modularity of algorithms in the
detection of communities.
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Abstract. The performance of a molecular communication system depends on
various parameters like diffusion coefficients of the messenger molecules, the
distance between the two communicating nanomachines, the volume of the
nanomachines, the time taken for molecules to reach the receiver, and con-
centrations of molecules for different signals. Even after optimizing the adjus-
table parameters, sometimes nanomachines need to communicate with distances
between them being comparably large than their optimal distances, making the
communication to become unreliable. Hereby, in this paper, an intermediate
nanomachine called relay is incorporated to assist the molecular communication
process. Especially, network coding strategy is employed to improve the per-
formance of the system by reducing the time taken by the signals and mini-
mizing the error probability of detection. The numerical results will help to
choose reliable parameters for the considered relay-based model of the molec-
ular communication system.

Keywords: Diffusion � Molecular communication � Network coding � Error
performance � Detection threshold optimization

1 Introduction

Molecular communication (MC) is an emerging communication paradigm that occurs
at nano- and micro-scales [1, 2]. It is highly efficient and can be used for in vivo
biomedical applications [3]. As the name suggests, in MC, the signal transmission is
achieved by using molecules as the information carriers. These signal carrying mole-
cules can be transmitted and received by microscopic devices called nanomachines.

Based on how the molecules reach the receiver, MC can be divided into two types
[1]. If the signal carrying molecules travel to the receiver simply by diffusion, then it is
called as passive transport, and if they travel to the receiver using some directional
chemical energy, then it is called as active transport. In passive type of communication,
the molecules simply diffuse in all possible directions making them dynamic and
unpredictable; hence, it will be the best choice to use them in environments where we
cannot use a properly connected infrastructure. However, the time taken by molecules
to reach the receiver varies with square of the communication distance. As such,
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diffusion to the longer destinations would take longer time and large number of sig-
naling molecules would be needed for the proper detection of the signal. As a con-
sequence, passive transport is only effective for small distances. In active transport, the
signal molecules can travel over large distances by use of external means like micro-
tubules guiding it to the receiver and molecular motors which carry the signaling
molecules to the receiver. Thus, active transport needs smaller number of molecules to
be sent for a particular signal. However, the energy required to transport the molecules
must be replenished continuously. The attenuation of molecular concentration in MC
system limits the communication range along with the reduction in the transmission
rate and fidelity. Moreover, the propagation time increases with the square of the
distance [2]. Hence, it necessitates the use of a nanorelay for MC with distant receivers.

Several works have studied relaying and network coding in MC system to alleviate
the above problem. For instance, see [4–7] for decode and forward relaying, [4] for
sense and forward relaying, [5] for amplify and forward relaying, and [6, 7] for
network-coded MC. Different detection techniques have been covered in the literature
for MC systems such as amplitude and energy detection in [8], maximum likelihood
detection in [9], and weighted sum detection in [2, 5, 9, 10]. In [6], the authors have
calculated probability of error using energy detection for network-coded MC system
with an arbitrary threshold. However, in this paper, we calculate the probability of error
for optimal network-coded MC system with weighted sum detector since it is physi-
cally more reliable. The proposed error model explicitly considers diffusion noise and
the inter-symbol interference (ISI). The performance of the network-coded MC is
presented through numerical results along with the investigation highlighting the
impact of different parameters on error performance. The performance analysis for
optimal system is also examined with various key parameters.

2 System Model

We consider a network-coded MC system in which a nanomachine R (nanorelay) is
placed in between and equidistant from the two end nanomachines A and B. The
nanomachines A and B release different types of signaling molecules. We assume a
three-dimensional medium having a fixed diffusion coefficient D. The released number
of molecules corresponding to information bits 0 and 1 are N0 and N1, respectively. The
distance between nanomachines A and R is ‘r’, which is also the distance between
nanomachines R and B. Further, the radius of nanomachines is taken as q. Moreover,
T denotes the time taken by molecular signal to arrive at the nanorelay. More impor-
tantly, signals from A and B take the same time to reach the nanorelay and vice versa.

3 Network Coding

In network coding, nanomachines A and B use a nanorelay [11] as the signal repeater.
In such a case, the following four steps will be involved in the communication process.
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(a) Nanorelay receiving and analyzing the signal from A.
(b) Nanorelay transmitting the signal from A into the medium to B.
(c) Nanorelay receiving and analyzing the signal from B.
(d) Nanorelay transmitting signal from B into the medium for A.

Now, one can realize how the nanorelay responds to the incoming signals and make
it send a desired output. With network coding technique, instead of sending the
messages to A and B separately, it sends a message that has the information of both the
signals A and B, and the combined signal is transmitted into the medium. The
nanomachines A and B are coded in such a way that they can extract the required signal
from the combined signal of the nanorelay.

Hereby, the number of steps involved would be three.

(a) Nanorelay receiving and analyzing the signal from A, i.e., xA.
(b) Nanorelay receiving and analyzing the signal from B, i.e., xB.
(c) Nanorelay transmitting a combined signal to be received by both A and B.

As such, we use XOR logic to reduce the number of communication time slots. The
nanorelay is coded to apply XOR function on the incoming signals and transmit the
resulting signal. Hence, the combined transmitted signal would be xA � xB. Now, the
nanomachines A and B are coded to apply XOR function on the received signal and
their own signal to get the intended one as follows.

Received signal at A,

xA � ðxA � xBÞ ¼ xB ð1Þ

Received signal at B,

xB � ðxA � xBÞ ¼ xA ð2Þ

Hence, by using network coding, intended signal can be decoded at the respective
nanomachines in less time slots. Let x̂m, m � A;B;Rf g, denote the decoded symbol
corresponding to xm at the receiving nanomachine.

4 Error Performance Analysis

The molecular concentration corresponding to bit 0 at time t and distance r can be
expressed as

C0 r; tð Þ ¼ N0

4pDtð Þ32
:e

�r2
4Dt : ð3Þ

Consequently, the received number of molecules for information bit 0 can be given as

N0 r; tð Þ ¼ C0 r; tð Þ:V ; ð4Þ
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where

V ¼ 4
3
:pq3; ð5Þ

is the volume of spherical reception region.
Since C0 r; tð Þ and N0 r; tð Þ give instantaneous values, receiving nanomachine takes

L number of samples and adds them to be compared with the detection threshold s, i.e.,

Ts ¼ T
L
; ð6Þ

where Ts is the sampling duration. Thus, the observed number of molecules, when
information bit 0 was transmitted, can be written as

N0
obs ¼

XL
k¼1

N0 kTsð Þ: ð7Þ

Similarly, the observed signal, when information bit 1 was transmitted, can be
calculated as

N1
obs ¼

XL
k¼1

N1 kTsð Þ; ð8Þ

where

N1 r; tð Þ ¼ C1 r; tð Þ:V ð9Þ

is the instantaneous received number of molecules at time t and distance r when
information bit 1 was transmitted. Herein, C1 r; tð Þ is the molecular concentration
corresponding to information bit 1 and can be represented as

C1 r; tð Þ ¼ N1

4pDtð Þ32
:e

�r2
4Dt : ð10Þ

Now, we calculate the statistics of Brownian or counting noise for large N1, N0. As
such, variance of counting noise, n0 tð Þ, corresponding to information bit 0, can be
expressed as

r20 ¼
XL
k¼1

N0 kTsð Þ: ð11Þ

Likewise, variance of counting noise, n1 tð Þ, corresponding to information bit 1, can
be expressed as

Improving Performance of Relay-Assisted Molecular … 187



r21 ¼
XL
k¼1

N1 kTsð Þ: ð12Þ

Hereby, average probability of error when bxA is in error can be written as

PA
e ¼ PxA¼ 0

E P xA ¼ 0ð ÞþPxA¼1
E P xA ¼ 1ð Þ

¼ 0:5ðPxA¼ 0
E þPxA¼1

E Þ;

for equally likely symbols.

PxA¼ 0
E ¼ P½N0

obs þ n0ob [ s�; where n0ob ¼
XL
k¼1

n0 kTsð Þ:

As PxA¼ 0
E ¼ P n0ob [ s� N0

obs

� � ¼ 1ffiffiffiffiffiffiffi
2pr20

p R1
s�N0

obs

e

� n0
obð Þ2

2r2
0 d n0ob

� �
;

hence,

PxA¼ 0
E ¼ 1

2
erfc

s� N0
obsffiffiffiffiffiffiffi

2r20
p

 !
: ð13Þ

Similarly, PxA¼1
E ¼ P n1ob � s� N1

obs

� �
, where n1ob ¼

PL
k¼1

n1 kTsð Þ.
Therefore,

PxA¼1
E ¼ 1

2
erf

s� N1
obsffiffiffiffiffiffiffi

2r21
p

 !
: ð14Þ

Eventually,

PA
e ¼ 1

4
erfc

s� N0
obsffiffiffiffiffiffiffi

2r20
p

 !
þ erf

s� N1
obsffiffiffiffiffiffiffi

2r21
p

 !" #
: ð15Þ

Now, we calculate the probability of observing ISI causing molecules as

p tð Þ ¼ V

4pD T þ tð Þð Þ32
� e �r2

4D T þ tð Þ: ð16Þ

Then, we calculate ISI statistics as
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nISI ¼ N l; r2ISI
� �

;

where

l ¼ 0:5
X2L

k¼Lþ 1

fN1 kTsð ÞþN0 kTsð Þg;

and

r2ISI ¼ 0:5 N0 þN1
� �

:
X2L

k¼Lþ 1

p kTsð Þ: 1� p kTsð Þð Þ: ð17Þ

Further, average probability of error when bxB is in error can be written as

PB
e ¼ PxB¼ 0

E P xB ¼ 0ð ÞþPxB¼1
E P xB ¼ 1ð Þ

PxB¼ 0
E ¼ P½n0ob þ nISI [ s� N0

obs�:

¼ 1ffiffiffiffiffiffiffiffi
2pr2t0

p R1
s�N0

obs

e
�ðnt0�lt0Þ2

2r2
t0

:
dðnt0Þ, where nt0 �N lt0 ; r

2
t0

� �
,

with r2t0 ¼ r20 þ r2ISI and lt0 ¼ l.

PxB¼0
E ¼ 1

2
erfc

s� N0
obs � lffiffiffi
2

p
rt0

	 

: ð18Þ

Similarly, PxB¼1
E ¼ 1ffiffiffiffiffiffiffiffi

2pr2t1
p Rs�N1

obs

0
e
�ðn1�lt1Þ2

2r2
t1

:
dðnt1Þ,

where nt1 �N lt1 ; r
2
t1

� �
, r2t1 ¼ r21 þ r2ISI, and lt1 ¼ l.

PxB¼1
E ¼ 1

2
erf

lffiffiffi
2

p
rt1

	 

þ erf

s� N1
obs � lffiffiffi
2

p
rt1

	 
� �
: ð19Þ

Now, PR
e ¼ PA

e þPB
e , when xR is in error.

PR̂
e ¼ 1

2 ðPx̂R¼ 0
E þPx̂R¼1

E Þ, when x̂R is in error.

PR̂
e ¼ PA

e , since x̂R is not affected by ISI.
Finally, the overall probability of error in network-coded MC can be given as

Pe ¼ PR
e þ 2PR̂

e ¼ 3PA
e þPB

e ð20Þ
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Pe ¼ 3
4

erfc
s� N0

obsffiffiffi
2

p
r0

	 

þ erf

s� N1
obsffiffiffi

2
p

r1

	 
� �

þ 1
4

erfc
s� N0

obs � lffiffiffi
2

p
rt0

	 

þ erf

lffiffiffi
2

p
rt1

	 

þ erf

s� N1
obs � lffiffiffi
2

p
rt1

	 
� �
:

ð21Þ

5 Detection Threshold Optimization

Increasing detection threshold s enhances the probability of miss detection. However,
decreasing s increases the probability of false alarm. Hence, we are interested in finding
the optimal detection threshold, sopt, that minimizes Pe. Since s is a continuous
function, the minimum value of the function Pe would be at certain value of s such that

@Pe

@s
¼ 0:

Now, using erfc xð Þ ¼ 1� erfc xð Þ and d
dx erfc xð Þ ¼ �2p

p e
�x2 ,

one can arrive at

3
4

� ffiffiffi
2

pffiffiffi
p

p e
� s�Nffiffi

2
p

r

� �2
2
4

3
5� 3

4
� ffiffiffi

2
pffiffiffi
p

p e
� s�Nffiffi

2
p

r

� �2
2
4

3
5þ 1

4
� ffiffiffi

2
pffiffiffi
p

p
r
e
� s�N�lffiffi

2
p

r

� �2
2
4

3
5

� 1
4

� ffiffiffi
2

pffiffiffi
p

p
r
e
� s�N�lffiffi

2
p

r

� �2
2
4

3
5

¼ 0 ð22Þ

Finally, one can numerically get sopt ¼ s, such that N0
obs\s\N1

obs.

6 Numerical Results

In this section, we conduct numerical investigations to evaluate the performance of the
proposed system using MATLAB. The simulation parameters are listed in Table 1. In
Fig. 1, the error probability of a network-coded diffusive molecular communication
system is evaluated as a function of diffusion coefficient D, with s ¼ ðN0

obs þN1
obsÞ=2

and sopt, for system parameters N0 = 500, r = 350 nm, and q = 45 nm. Evidently, one
can observe that the error probability increases as diffusion coefficient increases. This is
because the molecular pulse decays more quickly as value of diffusion coefficient
increases. Moreover, one can see that the optimal detection threshold sopt minimizes the
error probability significantly.
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In Fig. 2, the error probability of the considered system is evaluated as a function of
communication distance r, with s ¼ ðN0

obs þN1
obsÞ=2, for system parameters

N0 ¼ 500; 600f g, q ¼ 45; 50f g nm, and D = 1 � 10−10 m2/s. One can notice that the
error probability reduces as the radius of receiver nanomachine increases due to
reduced variance of diffusion noise. Intuitively, the error probability increases as the
distance between nanomachines and the nanorelay increases. Moreover, for a fixed
value of N1, error probability increases with increasing value of N0 due to the reduced
constellation distance.

Table 1 Simulation Parameters

Parameters Notation Values

# molecules for sending bit 0 N0 {500, 600}
# molecules for sending bit 1 N1 1000
Diffusion coefficient D {1, 5–12} � 10−10 m2/s
Distance between R and {A, B} r {325–350} nm
Radius of A, R, B q {45, 50} nm
# samples L 10
Sampling duration Ts 20 ls

Fig. 1 Probability of error as a function of diffusion coefficient
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7 Conclusions

In this paper, the probability of error for a network-coded molecular communication
system with physically more realizable weighted sum detector is calculated. Moreover,
the detection threshold of the considered system is optimized to minimize the error
probability. Eventually, the effect of several parameters on the error performance is
demonstrated.
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Abstract. In this article, the design of a compact Yagi–Uda-shaped patch
antenna is presented for 5 GHz WLAN applications. The ground plane is
maintained partial with slots etched symmetrical on both sides of the strip feed,
the slots in ground plane are made, and the dimensions are tuned to achieve
compact size. FR4 material is used as substrate with a compact size of
15 mm � 15 mm � 1.6 mm. Various dimensions of the radiator can be varied
to tune the frequency. This tuning produces different channels around the 5 GHz
to suite 802.11a/h/j/n/ac/ax protocols. The antenna performance is presented
with the help of reflection coefficient, radiation pattern, and other antenna
parameters.

Keywords: Compact antenna � Yagi–uda � WLAN � 5 GHz

1 Introduction

Wireless communication systems are grown vastly in the past few decades due to the
technical advancements. The growing demand for new communication systems with
improved data rate, low cost, low power consumptive, and enhanced performance leads
to creation of different new antennas that are capable of handling the needs. Over the
years, several researchers invented different new antennas for various applications like
Wi-Fi, WLAN, and Bluetooth. One of the main concerns when developing the
antennas for these communication systems is that the size of the antenna should be
maintained short.

WLAN consists of majority of communication systems. WLAN follows IEEE
802.11 protocols which consist of different frequency bands around 900 MHz,
2.4 GHz, 3.65 GHz, 5 GHz, 5.8 GHz, and 60 GHz. Several antennas are developed to
operate at these bands, and some antennas are developed to have capabilities to cover
more than one frequency bands of WLAN. These WLAN systems need antennas which
are small in size and easy to realize. Different techniques have been invented to reduce
the size of the antenna. Fractal geometry or loops are most commonly used methods in
miniaturizing the antenna size. In our work, we concentrate on developing compact
antenna to work at 5 GHz for WLAN applications. In [1], a miniaturized monopole
antenna is developed to serve at 5.2–5.8 GHz, where the defective ground surface is
used to reduce the size of the antenna. A compact-sized double-dollar symbol antenna
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is designed for WLAN 5.1–6 GHz applications in [2]. In a similar way, these compact
antennas can be developed to serve dual- or multi-band applications. Fractals are used
mostly to miniaturize antenna size in several cases, and in [3], a dual-band elevated
slotted patch antenna is designed to cover 2.4–2.5 and 4.9–5.9 GHz bands; here dual-
reverse-arrow fractal geometry is used in reducing the size of the antenna. A compact
multi-band antenna for WLAN/WiMAX/ITU applications is developed in [4] using
metamaterial-based structures. Compact-sized dual-polarized multi-band antenna is
developed using slots for IEEE 802.11a/b/g/n/ac/ax applications in [5]. In a similar
way, the MIMO antennas are also developed for WLAN applications to increase the
throughput of the system. MIMO antenna is developed to cover frequency band from
5.3 to 6.7 GHz using meander line structure as radiator [6]. A dual-band MIMO
antenna is designed using metamaterial structures for LTE and WLAN applications [7].

Yagi class antennas can get compact-sized designs, and in [8], a Yagi class antenna
is designed for GSM, WLAN, and WiMAX applications. Where inverted L- and
inverted F-shaped wires are used as active and parasitic elements in the array, here the
antenna is not planar. In our current work, a planar Yagi class antenna is proposed. The
proposed antenna consists of an array having successive loop and straight-line com-
binations. The partial ground with slots helped in reducing the size of the antenna. The
variation in the dimensions of the Yagi class radiator can tune the antenna to different
bands around 5 GHz to suite the WLAN applications.

2 Design of the Proposed Antenna

The proposed antenna geometry is presented in the following Fig. 1. And its dimen-
sions are listed in Table 1. The proposed antenna used FR4 material with relative
permittivity 4.4 and dielectric loss tangent 0.02. Yagi class radiator is having different
shapes on top and bottom of the array to match impedance, and in between, it consists
of the loop and straight-line combinations. The ground is maintained partial with slots
etched to reduce the size of the overall antenna.

Fig. 1 Fractal antenna design. a Top view, b bottom view, and c front view
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2.1 Description of the Design

The proposed antenna is designed using ANSYS HFSS 19.2v software. The substrate
with dimensions S, used for this design, is FR4 epoxy with substrate thickness Hs. The
overall dimensions, i.e., length and breadth of the radiating surface, are Hd and La,
respectively. The length and width of the feed-line strip are Hc and Ld, respectively.
Partial ground shown in Fig. 1b dimensions is Ga and Gb. Slots were made in the
ground plane to achieve minimum return loss and compact size. The slots in the ground
Fig. 1b have dimensions Ga, Gb, Gc, Gd, Ge, and Gf with values 3 mm, 2 mm,
3.6 mm, 3.4 mm, 0.4 mm, and 0.8 mm, respectively.

2.2 Parametric Study and Comparative Analysis

The dimensions of the loop structures and slots in the antenna have been varied to get
the required target frequency with high radiation efficiency.

Lc Variation. In the patch, the first strip as shown in Fig. 1a is analyzed through
parametric analysis which has dimensions Lc and Ha in which Lc is varied with values
Lc = 8.7 mm, Lc = 9.7 mm, Lc = 10.7 mm, and comparative analysis is shown in
Fig. 2. From the graph, it has been observed that the variation “Lc = 10.7 mm”
reflection coefficient at 5 GHz and return loss with −22 dB has a bandwidth from 4.9 to
5.2 GHz. While other dimensions also cover bands in between 5 and 5.3 GHz.

Table 1 Dimensions of the proposed Yagi class antenna in mm

S. No. Symbol Value (mm)

1 S 15
2 Hs 1.6
3 La 12
4 Lb 4.5
5 Lc 10.7
6 Ld 0.8
7 Ga 15
8 Gb 5.5

Fig. 2 Reflection coefficient comparison for Lc variation
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La Variation. In this next analysis, the dimensions of the loop structure are sub-
jected to parametric analysis, i.e., length La is varied and analyzed for the following
values La = 11 mm, La = 12 mm, and La = 13 mm. The reflection coefficient com-
parison is presented in the following Fig. 3. Here, La at 11 mm it operates below
5 GHz at 4.8 GHz, at 12 mm it operates at 5 GHz, and at 13 mm it operates at
5.1 GHz.

Lb Variation. In this analysis, the length of the strip (Lb), which is present in
between the loop structures, is varied with different values, and comparative analysis is
presented in Fig. 4.

From the above graph Fig. 4, it is observed that after the parametric analysis with
various values of Lb, i.e., Lb = 2.5 mm, Lb = 3.5 mm, Lb = 4.5 mm, Lb = 5.5 mm,
Lb = 6.5 mm, it shows that for the Lb variation, the proposed antenna operates at
5 GHz and below 5 GHz range. The Lb variation shifts the resonant frequency to lower
range from 5 GHz.

By taking parametric analysis into consideration, the proposed antenna dimensions
are finalized as follows: “Lc = 10.7 mm,” “La = 12 mm,” and “Lb = 4.5 mm.” With
these dimensions, the antenna is fabricated and the reflection coefficient is measured
using FieldFox Microwave Analyzer N9915. The simulated and measured analysis is
presented in the following Results and Discussion section.

Fig. 3 Reflection coefficient comparison for La variation

Fig. 4 Reflection coefficient comparison for Lb variation
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3 Results and Discussion

The fabricated antenna along with its measurement setup is presented in the following
Fig. 5. The reflection coefficient comparison for the simulated and measured is pre-
sented in Fig. 6.

From the above graph Fig. 6, it can be seen that the simulated and measured results
were both covering the 5 GHz band. The slight deviation could be the result of
unavoidable fabrication issues. The fabricated antenna works in the required target
frequency with minimum return loss of −30 dB along with the radiation efficiency of
86%.

The simulated radiation gain is presented in the following Fig. 7.
Figure 7 represents the gain plot obtained which is omni-directional and also covers

most of its areas by being sensitive to signals from all the directions.
The VSWR curve for the proposed Yagi class antenna is presented in the following

Fig. 8.
Figure 8 represents the voltage standing wave ratio (VSWR). The standard value

for VSWR has been given from 0 to 2, and the value which we obtain is 1.669.
Therefore, the achieved VSWR is good for operation.

Fig. 5 Fabricated antenna and its reflection coefficient measurement
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Fig. 6 Simulated and measured reflection coefficient comparison

Fig. 7 Simulated radiation pattern at 5 GHz, Phi = 0o (red) and Phi = 90o (blue)

Fig. 8 VSWR curve for the proposed Yagi antenna
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4 Conclusion

The proposed antenna is designed using ANSYS HFSS, and dimensions of the patch
were determined by parametric analysis and after the comparative study. The simulated
and measured reflection coefficients are compared and found to be operating at 5 GHz.
The simulated radiation efficiency is 86%. The proposed antenna is suitable candidate
for WLAN applications at 5 GHz.
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Abstract. In this paper, a new multiport, hybrid green-fed DC-DC bidirectional
converter is designed and fed into the standalone system. This model is
developed and integrated to study the concept of generating systems. In this
model, a PV panel of 300 watts is designed and integrated to a bidirectional
converter with a battery backup to extract power, while the wind power is
harnessed with a transformer coupled a dual-half-bridge converter. The model
proposed is designed with a meritorious objective of sustainable, cost-effective,
less component count reduced losses, and good efficiency with a good relia-
bility. The system works day and night to produce output with good efficiency.
The simulation results are obtained using MATLAB software 2014a, and hence,
the performance is analyzed.

Keywords: Bidirectional converter (BDC) � Photovoltaic (PV) � Wind � Dual
half bridge converter

1 Introduction

Due to the fast depletion of fossil fuels, we are in a situation to extract power from the
renewable energy sources. Sun and wind are the chief sources of energy for planet
Earth, which are supportable and unlimited. Fortunately, our India is highly enriched
with solar insolation levels, and wind has its own impact throughout the year, making it
wise to harvest the energy from them. Among the many renewable energy sources
available, solar photovoltaic and wind energy have the highest potential to generate
green power clean and for all our future needs. Calculating of RES varies according to
availability, season, and their considerable instability [2]. Hence, this proposed system
is introduced and used intensively. This topology allows energy source diversification.
The buildings using this concept are transformed to independent energy system.

• Usage of RES in a useful way
• High efficiency
• Prolonged existence time
• Low cost and reliability
• Good power quality
• Low maintenance
• Low acoustic noises and losses
• Enhancement in battery charging efficiency
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The proposed system shown in Fig. 1 is the complementary behavior of solar
insolation and wind velocity with battery led to its usage in household applications.
This hybrid system works in either standalone mode or grid-connected mode [3]. This
use of multi-input converter for hybrid power system is attracting increasingly its
attention because of its numerous advantages with centralized control.

2 Converter Configuration

The basic circuit diagram of a bidirectional DC-DC converter is shown in Fig. 2. It
consists of two switches. It acts as a boost converter in a forward direction (mode 1)
and acts as a back converter in the reverse direction (mode 2). The complete analysis
and design of a bidirectional DC-DC converter are explained. The converter is
designed using these formulas.

Fig. 1 Proposed system using green energy systems

Fig. 2 Bidirectional DC-DC converter
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Io ¼ Po

Vo

R ¼ Vo

Io

DIo ¼ 0:2

AVo ¼ 1% of Vo

L ¼ D 1� Dð Þ2:Vo

2:fs:AIo

D ¼ 1� Vin

Vout

Cout ¼ D:Io
f � DVo

Thus, the values of inductors, capacitors, and gate pulses are designed to get the
good efficient output.

3 Proposed Topology for Standalone Systems

The proposed converter consists of PV-fed DC-DC converter and wind with a
transformer-coupled bidirectional converters fused with a single-phase inverter con-
nected to a RL load. This proposed system has reduced power-converting stages with
less component count and high efficiency. The system is described in Fig. 3.

There exists two DC links on both sides of high-frequency transformers. The
control of voltage on both sides is facilitated by these two DC links. Thus, simple
control strategy is followed. The boosting capacity is incorporated by pv coupled with a
converter and wind with a DC-DC converter [1]. This transformer provides the

Fig. 3 Schematic diagram of the proposed green energy system
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isolation to load from sources and battery. The extraordinary feature of the converter is
maximum power tracking using P&O algorithm of both pv and wind along with the
charging and discharging control of the battery. The solar- and series-connected bat-
teries are controlled by MPPT algorithm, and pulses are generated to control the
switches T1 and T2 as shown in Fig. 4. When the voltage level of the pv is greater than
the battery, the battery is charged and in the absence of pv, battery comes into role.
That is, when the voltage level of the battery is high when compared to solar, inductor
current reverses. The battery discharges. Thus, the wind fed to DC-DC converters is
coupled with BDC fed by PV through dc link connected to the high frequency
transformer then to the inverter to the load for domestic applications.

4 Simulation Results

The simulation studies are done with MATLAB 2014a platform [5]. The results
obtained for the proposed topology using green energy are fed to a bidirectional
converter to a standalone system. The PV panel and wind turbine are designed to
generate a voltage of 300 V when fed to a bidirectional converter to provide a smooth
DC link when connected to a multiport transformer. The simulation results obtained
from the PV panel are shown below in Figs. 5, 6, and 7.

Fig. 4 Circuit diagram of the proposed green energy system fed to bidirectional converter

Fig. 5 Output voltage from the PV source
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Thus, the output voltage from the converter fed with PV source is obtained as
300 V shown below in Fig. 8.

The simulated results of wind source are designed to effectively integrate with
bidirectional converter as shown below in Figs. 9, 10, and 11.

The output voltage from the bidirectional converter fed with wind source is
obtained as 300 V in order to have a smooth coupling of the DC link at the primary
side of the transformer shown below in Fig. 12.

Fig. 6 Output current from the PV source

Fig. 7 Output power from the PV source

Fig. 8 Output voltage from the bidirectional converter fed with PV source
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The pulses generated are shown below in Fig. 13 to control the switches of the
single-phase inverter fed to a RL load.

Thus, the output voltage and current are obtained from the proposed system to
justify the viability as shown in Figs. 14 and 15, respectively.

Fig. 9 Output voltage from the wind source

Fig. 10 Output current from the wind source

Fig. 11 Output power from wind source
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Fig. 12 Output voltage from the bidirectional converter fed with wind source

Fig. 13 Pulses generated to the switches of inverter

Fig. 14 Output voltage of the proposed green energy systems fed with bidirectional converter to
the standalone systems

Fig. 15 Output current of the proposed green energy systems fed with bidirectional converter to
the standalone systems
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5 Conclusion

A power emigration scheme using a standalone hybrid PV, wind, and battery for
domiciliary applications is proposed. The planned green energy hybrid system provides
efficient integration of PV and wind with battery backup to extract maximum power. It
is realized by a new multiport transformer-coupled bidirectional converter followed by
a full-bridge converter with an efficient control scheme, which utilizes PV, wind power,
and battery capacity for the application. Detailed simulation studies are carried out to
justify the viability of the scheme. Thus, in future the experimental studies can be
carried out and also the plan is to be carried out in grid-connected mode for better
results in future. Thus, the proposed model is highly efficient to provide uninterrupted
electrification all around the clock to ensure high reliability, and the values are
ascertained.
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Abstract. Wear debris is produced in all machines containing moving parts.
Wear debris or particles separate from these moving parts because of close
contacts and friction and are contained in oil in an oil-wetted system. Analysis of
wear debris provides important information about the condition of a machine.
The produced particles come in different shapes, sizes, colors, and surface
texture. This paper describes the morphological analysis of wear particles by
using computer vision and image processing techniques. The aim is to classify
these particles according to their shape attributes. Four particle shapes are
classified by using Histogram of Oriented Gradients (HOG) and shape attributes
including eccentricity, extent, major and minor axis length, equiv-diameter, and
centroid distance. The shape classification can be used to identify origin of
particle generation and thus predict wear failure modes in engines and other
machinery. The objective of particle classification obviates reliance on visual
inspection techniques and the need for specialists in the field.

Keywords: Computer vision � Image processing �Wear debris � Particle shape
classification � Histogram of oriented gradients

1 Introduction

Computer vision is being used in diverse fields of applications. One of the key fields is
the automation of visual inspection systems that facilitates the manufacturing industries
to improve economy, production, and quality. These visual inspection systems include
domain of microscopic applications such as wear debris analysis. The wear debris
present in the lubrication oil contains important information about the machine con-
dition. An early detection and recognition of the wear debris could help to prevent the
loss of expensive equipment thereby saving cost and time.

A few examples of wear particles are fatigue wear, rubbing wear, cutting wear,
abrasive wear, adhesive wear, severe sliding wear, etc. Research in the field has
suggested approximately 29 different types of wear particles [1].

Several methods are used to monitor machine wear such as X-rays and ultrasound.
Particles can be separated from oil for examination by using several methods. One of
the methods is the use of filters according to the particle size. Another method permits
particles to be deposited on glass slides. Ferrography is yet another method to separate
wear particles from oil. The particles are arranged according to their size on a trans-
parent substrate slide for examination and analysis. Another method to extract particles
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is Magnetic Chip Detector. These detectors (Mag. Plugs) are fitted with a powerful
permanent magnet and are located at suitable positions in the machine. Metal particles
attach to the plug that is later spread on a slide [2].

The number of types of wear particles depends on a relationship between the
condition under which they are formed and their properties. Each type relates to a
different machine condition and performance. Wear particle properties are segregated
in terms of their morphology, size, quantity, and composition. These four properties
exhibit the severity and rate of generation (quantity), the source of the particle gen-
eration (composition), the source, type, and rate of generation (morphology), and the
rate, type, and severity (size) [3].

Morphology is further divided into six attributes of size, shape, edge details,
thickness ratio, color, and surface texture. These attributes can support in predicting
wear failure modes [4].

Wear particles come in irregular and arbitrary shapes. Many of these particles have
similarity in shapes which make it difficult to classify them. For example, rubbing wear
particles are somehow similar in shape to severe sliding particles. This paper focuses on
automated classification of four different types of wear particles (including cutting,
rubbing, severe sliding, and spherical) by using shape-based features and Support
Vector Machine (SVM). Shape-based features like HOG, eccentricity, major/minor
axis length, extent, centroid distance are some of the salient attributes that can be used
to differentiate the wear particles. In addition to morphological features, some other
significant features are texture and color of the wear debris. Using a combination of
these features, i.e., color, texture, and morphology tends to improve better accuracy
results.

2 Literature Review

Enough research is being performed on the classification of wear particles using its
morphology, texture, and color. Li et al. proposed an extreme learning machine
(ELM) based technique to classify the wear particles. They used particle morphology,
color, and texture as features to train a single-hidden-layer feed forward neural network
by using ELM [5]. Stachowiak et al. used texture and shape features to do automated
wear particles classification by using linear SVM [6]. Peng et al. tried to find some
correlation between wear debris and vibration analysis for machine fault diagnosis [7].
The authors used Fourier descriptors to recognize the wear particle shapes [8, 9]. Yuan
et al. have used a particle boundary signal to analyze wear particle features in con-
junction with a new radial concave deviation (RCD) method [10]. Peng et al. used a
three-level search tree model approach to distinguish between six types of wear par-
ticles. Their approach uses multiclass Support Vector Data Description (SVDD) to
classify red-oxide, black-oxide, and other debris. It is followed by k-means clustering
to separate out cutting and spherical particles. Finally, an SVM classifier differentiates
between fatigue and sliding debris [11]. Authors in this paper have devised an
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interactive image analysis system to process and store quantitative information of
particle shape and edge details. Analysis of the stored data is described that allows
systematic morphological analysis of wear particles [12–15].

3 Proposed Methodology

This section describes different techniques used to classify wear particles based on their
shape. The main steps of these techniques are pre-processing, feature extraction, and
classification that is shown as a block diagram in Fig. 1.

3.1 Pre-processing

The images of wear particles have granular noise that is needed to be removed and also
edges are needed to be blurred to make the boundary smooth. Therefore, a median filter
is used to remove the granular dots in the image followed by Gaussian blur to make the
edges smooth. Mathematically, Gaussian smoothing is expressed as:

Inew i; j½ � ¼
Xk
u¼�k

Xk
v¼�k

I i� u; j� v½ �H u; v½ � ð1Þ

H u; v½ � ¼ 1
2pr2

e
� u2 þ v2ð Þ

2r2 ð2Þ

Then, global thresholding is applied to extract the boundary of the particle.
Thresholding introduced some unwanted regions, therefore the images are filtered
based on the area of the connected components (regions) and only that region is
preserved that has the largest area (boundary of the particle). After extracting the

Fig. 1 Block diagram of the proposed methodology
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boundary of the particle, morphological closing is performed with a circular structuring
element to fill any small gaps in the contour. Then, the interior region of the particle is
filled with foreground color. Finally, a clean foreground region of the particle is
achieved as shown in Fig. 2.

3.2 Feature Extraction

To classify the particles correctly, it is necessary to choose the essential features in the
image. Therefore, different types of features are used to represent the shape of the
particles. These include HOG and other shape features like centroid—the center of
mass of object, eccentricity—the ratio of the distance between the foci of the ellipse
and its major axis length, equiv-diameter—the diameter of a circle with the same area
as the region, extent—the ratio of pixels in the region to pixels in the total bounding
box, major axis length and minor axis length.

HOG uses the distribution of local intensity gradients that makes it a good prospect
to describe the structural shape and texture of an object. The HOG descriptors are
computed using default parameters [16], i.e., cell size of 8 � 8, block size of 16 � 16,
50% block overlap, and nine unsigned orientation bins. In HOG descriptors, first of all,
gradients of the image are computed using one-dimensional kernel [−1, 0, 1] in both
x and y directions. Then magnitude and angle of the gradients are calculated by using

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þG2
y

q
and h ¼ tan�1 Gy

Gx

� �
. After calculating magnitude and phase of the

gradients, orientation binning is performed by using nine evenly spaced bins. Then, the

block normalization is performed by using L2-norm, i.e.,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vj jj j22 þ 22

q
. Finally, all

block features are converted into a vector.

Fig. 2 Pre-processing steps
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3.3 Classification

A multiclass SVM classifier is used to classify the earlier mentioned four wears types
because SVM is more accurate, avoids overfitting, and provides better separability
between classes due to the optimal margin gap between hyperplanes. This classifier
uses a one-versus-one Error-Correcting Output Codes (ECOC) scheme by using binary
SVM learners. It assigns the class k^ to the new observation that minimizes the
aggregation of L binary learner’s loss, i.e.,

k^ ¼ argmink

PL
l¼1 mklj jg mkl; slð ÞPL

l¼1 mklj j ð3Þ

where g is the loss function expressed as

g mkl; skð Þ ¼ max 0; 1� mklskð Þ=2 ð4Þ

The classifier is trained by using computed features as described in the previous
step. Finally, the trained model is validated by using the test data.

4 Experimentation Results

This section describes the detailed experiments performed. The algorithm is imple-
mented and tested in Matlab 2015a.

4.1 Dataset

The dataset is gathered from the authors of this paper [17]. The dataset contains six
different types of wear particles however only four types are used for this investigation.
Eight images of each particle type of rubbing, severe sliding, cutting, and spherical are
used to reach a total count of 32 images. The size of each image is 900 � 600 pixels.
Some of the dataset images are shown in Fig. 3.

4.2 Testing Procedure

All the images are loaded and pre-processed as discussed in Sect. 3.1. Then, different
feature extraction techniques are used to extract features and an SVM model is built as
described below.

In the first technique, at least 100 strongest corner points are extracted from the
image by using Harris corner detector. At each interest point, HOG features are
computed and feature vector is extracted. A multiclass SVM is trained by using these
features and cross-validated on the dataset. The cross-validation accuracy achieved by
using this procedure is about 25%. So, it was decided to experiment with less and more
interest points for feature computation. As the number of interest points is increased,
cross-validation accuracy also increased, and vice versa.
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Observing the above results, interest points computation is removed and HOG
features of a complete image are computed. Now, by using these new features, a
multiclass SVM model is trained and cross-validated. It is observed that the accuracy of
the model is increased to about 69%. Therefore, the use of a complete image for HOG
features is better for shape classification instead of using only interest points.

The accuracy by using features described in the first technique was not achieved as
perceived. Therefore, it was necessary that some other features of eccentricity, extent,
equiv-diameter, major axis length, minor axis length, and distance of each boundary
point from the centroid are selected and are computed.

A maximum of 2000 points is used for centroid distance features. Those shapes
with points less than 2000 are padded with zeros. When classifier is trained with these
features, the accuracy is decreased to about 15%. These results were really discour-
aging. As contribution of boundary points was very large in this feature set, therefore, it

Fig. 3 Dataset after granular noise removal

214 M. S. Laghari et al.



is decided to train the classifier by removing the distance of boundary points from
feature vectors. The model is again trained and validated by using only five shape
features as described above. The results improved and an accuracy of about 90% is
achieved by using only these five features.

4.3 Discussion

For the corner points and HOG descriptors’ technique, accuracy is very low. This is
obviously due to not using the other boundary points of the shape which are con-
tributing to the shape separation. It is confirmed when HOG descriptors are computed
for a complete image, accuracy is improved. The confusion matrix for the technique
using a complete image for HOG descriptors is shown in Fig. 4.

The figure shows that more rubbing particles are classified as either spherical or
severe sliding which is due to some shape similarity in these particles. Similarly, some
severe sliding particles are classified as rubbing particles because the dataset has some
rubbing and severe sliding particles to be very similar in shape. The accuracy of this
technique can be improved by using a larger dataset that will certainly provide some
more distinguished features that will help in classifying the particles correctly. As this
dataset does not contain the surface texture of the particles, therefore, another option to
increase the accuracy could be the use of that dataset which contains particle images
with surface texture.

Alternatively, the technique which uses the above-mentioned shape features gives
better accuracy and its confusion matrix is shown in Fig. 5. However, a careful analysis
shows that the features like major axis length, minor axis length, and equiv-diameter
are scale-dependent and change in size of the particles will certainly affect the accuracy
of these features classifier.

Fig. 4 Confusion matrix using HOG features classification
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The above figure depicts that these features are able to distinguish rubbing and
severe sliding particles correctly which the HOG based classifier is unable to distin-
guish but some rubbing particles are still classified wrongly as spherical particles.

5 Conclusion

In this paper, wear particle classification is discussed by using shape-based features and
multiclass SVM classifiers. It is observed that HOG features have less accuracy
whereas other features like eccentricity, extent, equiv-diameter, major/minor axis
length give better accuracy. However, by using more attributes such as size, color, and
surface texture can certainly help in improving accuracy.
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Abstract. Land mobile satellite (LMS) systems have become prominent in the
fifth-generation broadband wireless communications by providing high quality-
of-services to terrestrial mobile users at low cost. However, with the increasing
smart technologies, wiretapping and security threats are becoming a major
concern in such systems. In this paper, we investigate the secrecy performance
of a downlink LMS system by employing a friendly jammer in the presence of
an eavesdropper on the ground. Specifically, we derive the secrecy outage
probability (SOP) and the probability of strictly positive secrecy capacity
(SPSC) expressions of the considered LMS system under the pertinent hetero-
geneous fading models for the satellite channels and terrestrial jamming chan-
nels. We validate our analytical hypothesis through simulations and reveal the
impact of jamming and key parameters on the secrecy performance of LMS
systems.

Keywords: Jamming � Land mobile satellite systems � Physical layer security �
Secrecy capacity � Secrecy outage probability � Shadowed-Rician fading

1 Introduction

Land mobile satellite (LMS) systems have emerged in the fifth-generation (5G)
wireless communication networks with a great promise owing to its advantages of
providing seamless connectivity to remote mobile users with a high transmission rate
[1]. The importance of such systems is continuously growing for a variety of appli-
cations such as broadcasting, navigation, disaster relief, military, etc. However, the
inherent broadcasting nature of LMS communication systems always gives an open call
to the wiretappers, and thereby, such systems are more vulnerable to wiretapping
attacks. The security concerns have rapidly increased and posed a challenge in LMS
systems. Traditionally, cryptographic methods have been utilized to achieve secure
communication in satellite systems [2, 3]. Recently, information-theoretic based
physical layer security (PLS) technique excelled cryptographic methods and has
become a leading candidate to ensure overall security [4]. The PLS technique basically
exploits the physical characteristics of wireless channels to strengthen communication
against security attacks [5]. Based on this pioneering technique, few works [6, 7] have
analyzed the PLS in LMS systems. Particularly, the authors have studied the secrecy
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outage probability (SOP) performance of an interference-limited LMS system in [6],
and average secrecy capacity performance of a basic LMS system in [7].

PLS performance can be further enhanced by employing a friendly jamming
technique where the jammer is utilized to disturb the eavesdropper by emitting the
artificial noise and to prevent it from wiretapping the information of a legitimate node
[8]. The authors in [9–11] have analyzed the secrecy performance using friendly
jammer for terrestrial communication. In [9], authors have employed friendly jammer
to improve the secrecy performance of a multi-user wireless network. A cooperative
jamming relay has been introduced to degrade the reception at eavesdropper in [10].
Further, the authors in [11] have optimized the secrecy rate in a wireless network using
full-duplex jamming receivers.

Although the above-said works have analyzed the PLS performance incorporating
friendly jamming, however, they are only limited to the terrestrial communication
scenarios. To the extent of the authors’ awareness, no results regarding the PLS per-
formance analysis of LMS systems with cooperative jamming have reported so far.
Note that the jammer, by sending an artificial noise signal, can confuse the eaves-
dropper and thereby enhance the secrecy performance.

With the above motivation, we investigate the secrecy performance of a downlink
LMS system considering a friendly jammer on ground to protect the communication
against an eavesdropper. For this system, we consider that the satellite channels
experience shadowed-Rician fading and terrestrial jamming channels follow the Nak-
agami-m fading. With these heterogeneous channel models, we derive the novel
expressions for SOP and probability of strictly positive secrecy capacity (SPSC) of the
considered LMS system. Numerical and Monte-Carlo simulation results are provided to
corroborate the analytical findings and to highlight the impact of various key param-
eters on the PLS performance of the considered LMS system.

2 System and Channel Model Description

2.1 System Model

As shown in Fig. 1, we consider a downlink LMS system which consists of a geo-
stationary satellite S, a legitimate terrestrial user U, an eavesdropper E, and a friendly
jammer J. In this system, S communicates with U in the presence of E at ground while
an outside friendly J is utilized to send a jamming signal to interfere with E. It is
assumed that each node, including the S, is equipped with a single antenna and operates
in a half-duplex mode. Further, we consider that the satellite channels i.e., S ! U and
S ! E; are assumed to experience shadowed-Rician fading distribution which accu-
rately characterizes the statistical behavior of the LMS communication channel [1].
Besides, the jamming channels, i.e., J ! U and J ! E follow Nakagami-m fading.
Both receiving terrestrial nodes, i.e., U and E are assumed to be inflicted by additive
white Gaussian noise (AWGN) with zero mean and variances r2u and r2e ; respectively.
Moreover, throughout this paper, we represent S ! U and S ! E channels as main and
wiretap channels, respectively, and use subscripts s, u, e, and j for denoting nodes S, U,
E, and J, respectively.
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We assume that the user and jammer cooperate with each other such that the impact
of jamming signal can be nulled out at the user, thus, jammer would not interfere with
the cooperative user [8]. Whereas, E receives both jamming signal and signal from the
satellite which keep E unclear, and hence, E needs extra effort to extract the confi-
dential information.

Let xs and xj denote the signal transmitted by satellite S and friendly jammer J,
respectively. Then, the received signals at the user U and eavesdropper E can be
expressed, respectively, as

ysu ¼
ffiffiffiffiffi
Ps

p
hsu þ vu ð1Þ

and

yse ¼
ffiffiffiffiffi
Ps

p
hse þ

ffiffiffiffiffi
PJ

p
hjexj þ ve; ð2Þ

where Ps and PJ are the transmit powers at satellite S and jammer J, respectively, hsu is
the channel coefficient between S and U; hse is the channel coefficient between S and E,
and hje denotes the channel coefficient between J and E. Herein, vu �CN ð0; r2uÞ and
ve �CN ð0; r2eÞ show the AWGN at U and E, respectively, with CN ð�; �Þ representing
the complex normal distribution. Based on (1), the instantaneous signal-to-noise ratio
(SNR) at user U can be given as

CU ¼ qujhsuj2 ¼ csu; ð3Þ

where qu ¼ Ps=r2u. Similarly, from (2), the instantaneous signal-to-interference-plus-
noise ratio (SINR) at eavesdropper E can be given as

Fig. 1 System model of LMS communication with a friendly jammer
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CE ¼ cse
cJ þ 1

; ð4Þ

where cse ¼ qejhsej2 and cJ ¼ qJ jhjej2 with qe ¼ Ps=r2e and qJ ¼ PJ=r2e :
Now, we formulate the secrecy capacity of the considered LMS system which is

defined as the non-negative difference between the channel capacity of main channel
and that of wiretap channel [12]. In this way, we first express the channel capacity of
the main and wiretap channels, using (3) and (4), as

CCU ¼ log2 1þCUð Þ ð5Þ

and

CCE ¼ log2 1þCEð Þ: ð6Þ

Hence, the secrecy capacity for the considered LMS system can be expressed as

Csec ¼ ½CCU � CCE �þ ; ð7Þ

where ½z�þ ¼ maxðz; 0Þ: Note that the secrecy capacity is an important metric which is
used to evaluate secrecy performance such as SOP and probability of SPSC in wireless
communication systems. We now characterize the statistics of the satellite and ter-
restrial channels in succeeding subsection.

2.2 Channel Model

As stated before, we assume that the satellite channels follow a shadowed-Rician
fading distribution, the probability density function (PDF) of jhsıj2 between S and
terrestrial node l, for ı 2 fu; eg; is given by [1]

fjhsıj2ðxÞ ¼ aıe
�bıx
1 F1 mı; 1; dıxð Þ; x� 0; ð8Þ

where aı ¼ ð2bımıÞ=ð2bımı þXıÞð Þmı=2bı;dı ¼ Xı=ð2bıð2bımı þXıÞÞ, bı ¼ 1=2bı; and
1F1ð�; �; �Þ is the confluent hypergeometric function of the first kind [13, Eq. 9.210.1].
Herein, Xı and 2bı represent the average power of line-of-sight (LOS) and multipath
components, respectively, and mı denotes the fading severity parameter of the pertinent
channel. Now, we can simplify (8) for integer-valued fading parameter mı and express
fjhsıj2ðxÞ as [12]

fjhsıj2ðxÞ ¼ aı
Xmı�1

j¼0

NıðjÞxje�ðbı�dıÞx; ð9Þ

where NıðjÞ ¼ ð�1Þjð1� mıÞjdjı =ðj!Þ2: Herein, ð�Þn represents the Pochhammer
symbol [13, p. xliii]. Further, by making a transformation of variable, the PDFs of csu
and cse can be derived, respectively, as
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fcsuðxÞ ¼ au
Xmu�1

j¼0

NuðjÞ
qjþ 1
u

xje�vux ð10Þ

and

fcseðxÞ ¼ ae
Xme�1

r¼0

NeðrÞ
qrþ 1
e

xre�vex; ð11Þ

where vu ¼ ðbu � duÞ=qu and ve ¼ ðbe � deÞ=qe: We can further obtain the corre-
sponding cumulative distribution functions (CDFs) FcsuðxÞ and FcseðxÞ by integrating
the respective PDFs, with the aid of [13, Eq. 3.351.2], as

FcsuðxÞ ¼ 1� au
Xmu�1

j¼0

NuðjÞ
ðquÞjþ 1

Xj
p¼0

j!
p!
v�ðjþ 1�pÞ
u xpe�vux ð12Þ

and

FcseðxÞ ¼ 1� ae
Xme�1

r¼0

NeðrÞ
ðqeÞrþ 1

Xr
s¼0

r!
s!
v�ðrþ 1�sÞ
e xse�vex: ð13Þ

On the other hand, assuming Nakagami-m fading distribution for the terrestrial
jamming channels, the PDF of the channel gain cJ is given as fcJ ðxÞ ¼
ðxmj�1=CðmjÞÞ mj=gj

� �mje�ðmj=gjÞx; with average power Xj and fading severity mj of the
pertinent channel, where gj ¼ qJXj: Now, we concentrate on the secrecy performance
analysis of the considered LMS system in the next section.

3 Secrecy Performance Analysis

In this section, we study the secrecy performance analysis by investigating the SOP and
the probability of SPSC for the considered LMS system.

3.1 SOP

The SOP is defined as the probability of the event when the secrecy capacity drops
below a predefined secrecy rate Rs and can be given as

Psec = Pr Csec\Rs½ � ¼ Pr
1þCU

1þCE
\cs

� �
; ð14Þ

where cs ¼ 2Rs . We can further write Psec as
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Psec ¼
Z 1

0
FCU ðxcs þ cs � 1ÞfCEðxÞdx: ð15Þ

To solve (15), we require CDF of CU which can be computed directly from (12)
using (3). Next, we can evaluate PDF of CE as fCEðxÞ ¼ dFCE ðxÞ=dFCEðxÞ: For this, we
simplify (4), considering high interference scenario due to jammer as CE ’ cse=cJ : We
first obtain FCEðxÞ using (13), apply fcJ ðxÞ along with the fact [13, Eq. 3.351.3], and
then by differentiating the resultant, fCE ðxÞ can be evaluated as

fCEðxÞ ¼ ae
Xme�1

r¼0

NeðrÞ
ðqeÞrþ 1

Xr
s¼0

r!
s!

mj

gj

 !mj
CðsþmjÞ

vðrþ 1�sÞ
e CðmjÞ

xve þ
mj

gj

 !�ðsþmj þ 1Þ

� xsðsþmjÞve � sxs�1 xve þ
mj

gj

 ! !
:

ð16Þ

Finally, by inserting (12), since CD ¼ csu, and (16) into (15), performing the
simplification using the identity [14, Eq. 22], and then solving the integration with the
help of [13, Eq. 7.813.1], we obtain the expression for the SOP of the considered LMS
system as

Psec ¼ 1� auae
Xmu�1

j¼0

NuðjÞ
ðquÞjþ 1

Xj
p¼0

j!
p!
v�ðjþ 1�pÞ
u

Xme�1

r¼0

NeðrÞ
ðqeÞrþ 1

Xr
s¼0

r!
s!
v�ðrþ 1�sÞ
e

CðsþmjÞ
CðmjÞ

�

ðsþmjÞvegj
mjCðmj þ sþ 1Þ csvuð Þqþ sþ 1 G

1;2
2;1

vegj
vucsmj

j
�ðqþ sÞ;�ðsþmjÞ

0

" #

� s csvuð Þ�ðqþ sÞ

Cðmj þ sÞ G1;2
2;1

vegj
vucsmj

j
�ðqþ s� 1Þ; 1� ðsþmjÞ

0

" #
0
BBBBB@

1
CCCCCA;

ð17Þ

where G1;2
2;1 �½ � denotes the Meijer’s G-function [13, Eq. 8.2.1.1].

3.2 Probability of SPSC

The SPSC is also a prime measure to analyze the secrecy performance which is said to
occur when the secrecy capacity of the system becomes positive. Hence, the probability
of SPSC can be expressed mathematically as

Psec
SPSC ¼ 1� Pr Csec\0½ �: ð18Þ

One can observe from (18) that the probability of SPSC can be evaluated readily
using the expression of SOP by setting Rs ¼ 0 in (14).
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4 Numerical and Simulation Results

In this section, we present the numerical and Monte-Carlo simulation results to
investigate the impact of terrestrial jamming and different shadowing scenarios of the
satellite channels on the SOP and the probability of SPSC performance of the con-
sidered LMS system. For this, we assume that the satellite channels undergo heavy
shadowing (HS) with parameters ðmı; bı;XıÞ ¼ ð1; 0:063; 0:0007Þ and average shad-
owing (AS) with parameters ðmı; bı;XıÞ ¼ ð5; 0:251; 0:279Þ [15]. Herein, we set PJ ¼
5 dB, mj ¼ 1; Xj ¼ 1; and qe ¼ 0 dB (unless stated otherwise).

In Fig. 2a, we plot the SOP curves versus qu considering four different sets of
shadowing scenarios (with AS and HS) for satellite channels. From this figure, it can be
observed that the system achieves better SOP performance when the main channel
experiences AS and wiretap channel undergoes HS scenario of shadowed-Rician
fading. This is owing to the fact that, with the HS scenario, the wiretap channel
condition becomes worse than that of the main channel. In contrast, when the main
channel experiences HS and wiretap channel undergoes AS scenario, the system SOP
performance deteriorates.

Figure 2b illustrates the impact of jamming power PJ and fading severity parameter
mj of J ! E channel on the SOP performance. We consider here that the S ! U
experiences AS and S ! E experiences HS scenarios of the shadowed-Rician fading.
As expected, the SOP performance of the considered LMS system improves when

Fig. 2 a SOP for different shadowing scenarios with Rs ¼ 0:2. b Impact of jamming power PJ

and fading severity parameter mj on the SOP with Rs ¼ 0:5
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either the jamming power or fading severity parameter mj increases. This can be easily
realized by comparing the SOP curves in Fig. 2b. With this, one can infer that better
security can be ensured by employing the jammer with a high transmit power.

In Fig. 3, we plot the probability of SPSC curves for different values of qe. For this,
we assume that both main and wiretap channels undergo HS scenario of shadowed-
Rician fading. We can see that the probability of SPSC performance degrades with an
increase in qe. This is due to the fact that the ability of eavesdropper to intercept the
information improves with a high value of qe and eavesdropper becomes more haz-
ardous to the system.

5 Conclusion

We studied the secrecy performance of a downlink LMS system using a friendly
jammer in the presence of an eavesdropper on the ground. We derived novel expres-
sions of SOP and probability of SPSC for the considered system by adopting
shadowed-Rician fading for the satellite channels and Nakagami-m fading for jamming
channels. Our results demonstrated that while the satellite channel conditions have a
severe impact on the LMS system performance, the jammer can notably improve the
secrecy performance. In our future work, we investigate the PLS performance of a
multi-user LMS system configuration by deploying multiple terrestrial jammers.

Acknowledgements. This publication is an outcome of the R&D work undertaken in the project
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Fig. 3 Probability of SPSC for different values of qe
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Abstract. The accurate prediction of power generation by the PV system is
crucial during the designing stage and subsequently in the operation and
maintenance phase. It provides a reference to evaluate the performance of the
PV system. PVSYST is widely accepted simulation software for the PV system
in the industry. In this study, a comparison of PVSYST simulation results and
experimentally collected data for fix oriented and azimuth tracking solar system
is analyzed. Five clear sunny days are selected for each case. The hourly average
data has been used for comparison. The deviation of predicted values in case of
fix oriented and azimuth tracking solar systems is 2.14% and 2.74%, respec-
tively. This variation is primarily due to the mismatch of predicted weather data
with real conditions. The results have concluded that PVSYST is reliable
software to use for the prediction of PV energy generation with an acceptable
margin. Further, the adaptation of azimuth tracking for the solar system is
feasible and improves the average power production by 17.28% as compared to
the fix-oriented solar system in the hot and humid environment of the UAE.

Keywords: PVSYST � PV system � Tracking system � Azimuth tracking

1 Introduction

The UAE has blessed with a substantial amount of solar light exposure, enabling it a
great opportunity and huge potential for renewable and sustainable energy development
[1]. The country is popular for its massive domestic oil and gas reserves. Since 2006, it
is focused on renewable energy development and has been participating in several
paralleled projects [2]. The UAE majorly depended on conventional energy resources
for its energy requirements. However, a high step to achieve financial diversification, to
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prevent significant product downturns accompanied by the oil-relied economy, has
resulted in new incentives and the appearance of the latest renewable energy tech-
nologies. Moreover, the population growth, quick industrialization and rapid increase
in water need from desalination plants have led to high energy demands. Consequently,
in the MENA, the nation is leading the renewable energy adaption and has resulted in
establishing the Masdar, an Abu Dhabi Future Energy Company and the first carbon-
neutral and zero-waste city in the region. According to Q1, 2019 report of the Business
Monitor International, the solar energy turns into the main source of renewable energy
in the UAE, with total solar generation improving from 1.25 terawatt-hour (TWh) in
2018 to 4.76 TWh in 2019 [3]. It is expected to grow up to 13.66 TWh in 2028.
Therefore, it is predicted to improve the renewable part of the total power generation
from 0.9% in 2018 to 3.4% in 2019 with a target of 6.9% in 2028. A number of under-
construction projects in Dubai and Abu Dhabi illustrates the increasing trajectory.
The UAE has also announced its aggressive “energy strategy 2050”, which is the first
energy policy to become law, for achieving the balance between supply and demand in
the energy market [3]. This strategy will expand the country’s energy production
include 12% from clean coal, 38% from gas, 6% from nuclear energy and 44% from
renewable energy (solar, wind and biofuels). The policy is willing to improve the part
of renewable electricity generation capacity to 44% by 2050. This goes in partnership
with the UAE’s Vision 2021 to fulfil 27% of energy needs from clean sources,
including nuclear power [4].

In this paper, a 2.88 kWp, the photovoltaic system is designed and installed on the
rooftop of the University of Sharjah, UAE. The main objective of this study is to
validate the simulation results and energy prediction of the residential-scale PV system
by PVSYST. PVSYST is a widely accepted software in the solar industry for the
simulation of an on-grid PV system [5–8]. Besides, the azimuth tracking system under
the hot and humid environment of Sharjah, UAE has also been studied. Experimental
work and data acquisition are conducted utilizing PV analyzer—Profitest. Finally, a
comparison of fixed and azimuth tracking systems in terms of irradiance collection and
thus power production has been conducted.

2 Photovoltaics and PV System

Photovoltaics, it is the production of electricity from light. Photovoltaic (PV) panels
have been functioning from more than 50 years with diverse applications [9]. Three
main classes of silicon-based materials were identified in use, monocrystalline, poly-
crystalline and amorphous cells. Besides the silicon, some other crystalline substances
are also used for PV solar cells known as, third-generation solar cells, a novel com-
pound semiconductor material, Gallium arsenide (GaAs). The organic PV cells are
manufactured from polymers. The transparency property has made polymer solar cells
useful in building integrated applications. On the other hand, one downside with third-
generation solar cells is that they generate a relatively lower efficiency compared to
silicon materials [10].
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This experimental study compares two system configurations, fix oriented and
azimuth tracking. Due to the movement of the Earth around the sun and the resulting
impact on solar radiation, some tracking systems are designed to track the sun and
consequently maximize the solar incident light that exposed on the modules by
maintaining an optimum orientation between the sun and the solar panels. Respecting
the tracking PV configuration, it usually employs a sophisticated control system. The
tracking system can be categorized as a single-axis and dual-axis tracking system. On
the other hand, in the case of the fix oriented PV system, the solar modules or arrays are
permanently fixed at a specific angle and orientation towards the sun, with the aim of
getting high solar exposure rate. In this study, the single-axis azimuth tracking system
has been considered.

2.1 System Configuration

The experiment was conducted on a clear sky at 25.34° N, 55.42° E, University of
Sharjah campus in Sharjah, United Arab Emirates. The system was installed on the
rooftop of the W-12 building as shown in Fig. 1. Nine polycrystalline silicon solar
panels of 320 Wp each, with an overall capacity of 2.88 kWp are installed. The total
surface area of 17.5 m2 is covered. The tilt angle of 20° is considered during the whole
experiment. The solar irradiance sensor, ambient temperature sensor, and PV module
temperature sensor are installed on the PV system to collect the data. The electrical
power production by the PV system is recorded through the Profitest PV analyzer. The
data is collected from 6:00 am to 5:00 pm with a resolution of 5 min.

Fig. 1 Experimental system setup
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3 Result and Discussion

3.1 PVSYST Simulation

For simulation, weather data is taken from the Meteonorm 7.1 software by adding the
user defined location [5]. The monthly solar irradiance and the ambient temperature
profile are presented in Fig. 2. The grid-connected solar system with a capacity of
2.88 kWp is simulated with PVSYST V6.4.3. Two separate cases fix orientation and
azimuth-tracking are considered. The hourly data is extracted from the simulation
results [11]. For each case, five clear sunny days are selected to compare the simulation
results by PVSYST and real power production by the solar PV system. The average
hourly data has been analyzed to compare the system.

3.2 Fixed Oriented System

The installed solar system has been fixed towards the south at the azimuth angle of 0°.
The tilt angle is fixed at 20°. Six clear sunny days, 11th Sep., 27th Sep., 28th Sep., 2nd
Oct., 4th Oct., and 5th Oct. of 2019 has been selected. The same day’s data has also
been extracted from PVSYST simulation to compare with real power production by the
solar system. In Fig. 3, a comparison of solar irradiance, ambient temperature, module
temperature and power generation by PVSYST and real measured values are presented.
The percentage error in power generation estimation is 2.14%. The difference in
irradiance value is 4.39% while in the case of ambient and module temperature is
13.06% and 10.67%, respectively, Table 1. The annual energy production estimation
from PVSYST is 4.7 MWh/year with a specific yield of 1637 kWh/kWp/year. The
predicted performance ratio of fix oriented PV system is 76.1%.

3.3 Azimuth Tracking System

An azimuth tracking system was installed to track the sun. For the tracking system, the
six days, 9th Sep., 20th Sep., to 24th Sep., of 2019 has been selected to do the
simulation and experimental work. The average values of hourly data of PVSYST and
experimentally recorded are presented in Fig. 4. The error in the prediction of power

Fig. 2 Monthly profile a Global and diffuse radiation, b Daily max. and min. Ambient
temperature
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production is 2.74%. The variation is due to the difference in the weather data. The
error in the irradiance value is 0.65%. While the error in ambient and module tem-
peratures is 9.58% and 6.84%, respectively, Table 2. The estimation of energy pro-
duction by azimuth tracking system is 5.46 MWh/year with a specific production of
1894 kWh/kWp/year. The estimated performance ratio of azimuth tracking PV system
is 76.6%.

The comparison has shown that the simulation through PVSYST is reliable with the
difference of 2.14 and 2.74% in the case of fixed oriented and azimuth tracking system.
It can be reliably used to estimate the power generation for the designed solar PV
system on the desired location. The estimation model can be improved by providing
more accurate weather data. In both cases, irradiance values considered by PVSYST
are more close to the real value. On the other hand, ambient temperature and module

Fig. 3 PVSYST and experimental average hourly data for the fixed system: a Irradiance,
b Ambient temperature, c Temperature of the module, d Power production

Table 1 Comparison of PVSYST and experimental data for the fixed system

Description T ambient (°C) Irradiance (W/m2) T module (°C) Power at
MPP (W)

PV SYST 32.82 522.20 45.61 1182.09
Experimental 37.75 500.23 51.05 1157.38
Error (%) 13.06 4.39 10.67 2.14

Experimental Validation of PVSYST Simulation 231



temperature have a considerable deviation from the real values. It causes a significant
effect on the estimation of power production by the PV system especially in hot
weather areas like UAE.

3.4 Comparison of the Fix Oriented and the Azimuth Tracking PV
System

In a fixed system, the solar panels are faced towards the south with the azimuth of 0°.
However, in the case of a tracking system, the solar system will always be oriented
directly towards the sun and will follow the sun from morning till evening. Hence, the
average solar irradiance collected by the tracking system is more than a fix-oriented
system and thus generates more power.

The comparison of power production by the fix oriented and tracking solar system
is presented in Fig. 5. The increment in power production with hourly data is also

Fig. 4 PVSYST and experimental average hourly data for azimuth tracking system: a Irradiance,
b Ambient temperature, c Temperature of the module, d Power production

Table 2 Comparison between PVSYST and experimental data for azimuth tracking system

Description T ambient (°C) Irradiance (W/m2) T module (°C) Power at
MPP (W)

PV SYST 34.31 617.56 49.54 1394.61
Experimental 37.95 613.58 53.18 1357.40
Error (%) 9.58 0.65 6.84 2.74

232 F. F. Ahmad et al.



illustrated in Fig. 6. It can be observed that the gain of power generation by azimuth
tracking system oscillates from the peak in the morning, reaches the lowest value at
noon and again increases in the evening time. The difference is negligible at noontime
due to the orientation of the sun in the south. The peaks appear during sunrise and the
sunset due to the perfect orientation of tracking solar PV systems towards the sun.

In Table 3, 22.6% more solar irradiance is collected by the solar PV system with
azimuth tracking as compared to the fix oriented system. The collection of more solar

Fig. 5 Comparison of fixed and tracking system a Irradiance on the plane of solar PV panel,
b Power generation

Fig. 6 Increment in power production by azimuth tracking system

Table 3 Comparison of fix oriented and azimuth tracking system

Description Irradiance (W/m2) T module (°C) Power at MPP (W)

Fixed 500.23 51.05 1157.38
Tracking 613.58 53.18 1357.40
Difference (%) +22.66 +4.16 +17.28
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irradiance causes an increment of 4.16% of the average module temperature. On
average 17.28% more power is generated by the azimuth tracking system over a day.
The power gain provides the basis to adopt the azimuth-tracking system for the solar
system.

4 Conclusion

The experimental study is conducted to validate the simulation results from PVSYST
software in case of fix oriented and azimuth tracking PV system. The variation in the
prediction of power generation by PVSYST from the measured data in case of fix
oriented and the azimuth-tracking system is 2.14% and 2.74%, respectively. The
deviation is observed due to the variation of weather data taken from Meteonorm 7.1. It
is also noted that the variance of considered solar irradiance value is 4.39% in the case
of fix orientation and 0.65% in the case of the tracking system. On the other hand,
variation in module operating temperature is considerably high which is the major
cause of error in power production estimation. More accurate weather data can improve
the prediction ability of PVSYST. It is also observed that the azimuth tracking system,
improves 17.28% power production by PV system as compared to fix oriented solar
system. Thus, it is feasible and promising to adopt azimuth tracking for PV System
under UAE weather conditions.
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Abstract. In the current era, since software automation is buzzing everywhere
and it is creating huge opportunities to pay heed on generating rules and rea-
soning. In the same direction, our research work has been carried out. If any
system to be context-aware its database should be in a position to provide few
facilities to its system. So, this research work elucidates different contexts and its
dimensions through the context dimension tree. The novelty of this research
work is, it has used context data for generating the rules and reasoning using
RETE rule-based algorithm, Rule assessment against facts/data and ordering of
statement is been simplified using a particular algorithm.

Keywords: ADLs � RETE � Context � Context dimension tree

1 Introduction

When the user’s context is observed, used same for monitoring purpose to know his/her
status and to respond accordingly the system should be context-aware. This type of
system can be achieved by generating rules using the available context data or facts.
When rules are been judged against facts or data in application scenario the process of
evaluation and ordering the statements will be costly. Using the RETE algorithm in a
context-aware environment we can avoid these shortcomings. This inference approach
saves both “Context is any information that can be used to characterize the situation of
an entity. It is a person, place, or object that is considered relevant to the interaction
between a user and an Activity of Daily Living application, including the user and
applications themselves.” [1].

The parameters to characterize the user’s contexts are role, interest topic, situation,
time, interface and location. Parameters will differ according to the application [2]. For
our research work, we have used the following parameters that are depicted pictorially.
The context dimension tree is a context data model which used to represent different
instances of the particular context. Context-aware software adapts according to the
location of use, the collection of nearby people, hosts, and accessible devices, as well
as changes to such things over time [3]. The context which we have used, its
dimensions and descriptions are as shown in Tables 1 and 2. If any system has the
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capability to interact with the user then such a system can be categorized as context-
aware system [4]. If any system doesn’t have this facility then such a system cannot
deal with dynamic data but they will be confined to static data. When the system is
context-aware it will be having a reasoning capability where it generates the rules by
evaluating different patterns. In such scenarios where reasoning plays a vital role,
where rule generation is required rule-based algorithms are of great help. So, in our
research work, we have used RETE rule-based algorithm for rule generation. RETE
algorithm is an efficient forward chaining algorithm.

In some organizations, someone writes the rules and reasoning will be done by
someone else. Indeed, expert systems will be having separate knowledge part and
reasoning part [4]. RETE algorithm is a pattern matching algorithm for implementing
rules. It offers a logical portrayal accountable for matching facts. This rule system
entails one or more conditions and diverse actions that may be commenced for each
complete set of facts that match the condition [5]. Against a certain dataset, the RETE
algorithm compares the rules [6] in the presented research work rules are defined to
predict the context of the users. Its aim is to match a set of facts against a set of
inference rules (productions) [7]. The rete algorithm is a well-known algorithm for
efficiently perorating the many patterns/many objects match problem [8]. The viable
anodyne of the Rete-evaluation would be the automatic runtime optimization of pro-
grams [9]. All data in the RETE network are firstly processed on root node of the Rete

Table 1 ADLs activity labels for user

UserID Start_time End_time Activity

User1 2011-11-28 02:27:59 2011-11-28 10:18:11 Sleeping
User1 2011-11-28 10:21:24 2011-11-28 10:23:36 Toileting
User2 2011-11-28 10:34:23 2011-11-28 10:34:41 Breakfast
User2 2011-11-28 10:34:44 2011-11-28 10:37:17 Breakfast

Table 2 ADLs sensor events for user

UserID Start time End_time Location Place Type

User1 2011-11-28
02:27:59

2011-11-28
10:18:11

Bed Bedroom Pressure

User1 2011-11-28
10:21:24

2011-11-28
10:23:36

Cabinet Bathroom Magnetic

User2 2011-11-28
10:34:23

2011-11-28
10:34:41

Fridge Magnetic Kitchen

User2 2011-11-28
10:34:44

2011-11-28
10:37:17

Cupboard Magnetic Kitchen
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network, and the data rhymed with conditions of each node are recurring to be pro-
cessed on the lower nodes [10]. The Rete algorithm primarily figures a Rete network,
and then it offers an efficient implementation for the expert system by the network for
pattern matching [11]. The activity of Daily using dataset (ADLs) is used in this
research work.

In Sect. 1 context data is used as an input for RETE algorithm where it generates
the rules and context dimensions are been discussed. In Sect. 2 deals with methodol-
ogy. Section 3 explains RETE algorithm framework and Sect. 4 briefs about Experi-
mental results.

1.1 Context Dimension

Context Dimension Tree (CDT) [4, 12] as shown below is a common context data
model as shown in Fig. 1. It is used to embody different contexts of the users. It
embraces two types of graphical nodes one is black nodes and another is white nodes.
Black nodes personify context dimensions and white nodes typify context values. CDT
has one double circled node which is called a root node of the tree. Each leaf of the tree
is a value node and it surfaces many parameters. Parameters are epitomized by white
squares. So, CDT supports to characterize the different instances of users under various
circumstances.

2 Methodology

The methodology comprises of three stages. The first stage is sensing the user/objects,
second stage storing the sensed data and third stage generating rules and reasoning it.
When actors/users are been observed by the sensor network it collects the context

Fig. 1 Context dimension tree
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information about them and stores in the database. The data/facts available in the
database will be utilized by the RETE rule-based to generate rules, if conditions sat-
isfied otherwise rules will be discarded. The architecture is depicted as shown in Fig. 2.

2.1 Dataset

3 RETE Algorithm Framework

Facts are an element of working memory and rules are of long-term memory. Match
phase receipts data or facts as input and yields a set of rules which are matching with
the data and these are called conflict sets. This will be fed to resolve the phase where it
picks rules from the conflict set which is given to execute. Execute phase yields
positive or negative token these are fed back into the network (Fig. 3).

3.1 Creating the RETE Network

RETE network is the heart of the RETE algorithm. It has nodes that consist of many
objects which satisfy the specific or associated conditions. This algorithm works on
facts. The first phase of the RETE network is a discrimination tree where it starts with

Fig. 2 Context rule-based architecture
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alpha nodes connected to classes [4, 13]. RETE network is a representation of rules. All
instances of a given class will be listed in the alpha node. The network can be con-
structed as below.

a. First, alpha nodes are created for each class as shown in Fig. 4.
b. Conditions are then appended as shown in Fig. 5.
c. Finally, the nodes are connected across classes.
d. The path eventually ends with the action part of the rules (Fig. 6).

Fig. 3 RETE algorithm framework

Fig. 4 Alpha node creation
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4 Experimental Results

After creating the root node of the discrimination tree and appending the conditions to
it, different classes will be joined through the joint nodes and then finally evaluated.
The data used in the evaluation phase is ADLs context data [12]. The evaluation phase
consists of running the data through the RETE network to identify the applicable rules.
If conditions are satisfied with some rules then they are active on the agenda. The
agenda consists of a list of rules and objects which will be executed together that are
responsible for the conditions to be true. As shown in Fig. 7 When some instances of
classes match and if conditions are satisfied then the rules are valid otherwise, they will
be invalid [14]. Our example follows a RETE network where it has alpha nodes, joint
nodes through which two classes will be combined and the final stage represents the
conditions as shown in Fig. 7.

Fig. 5 Rete network
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Table 3 shows evaluation results which is very clear that when the condition is
satisfied with some rules then they are valid and will be active on the agenda. If the
conditions are not satisfied with the rules then they are invalid and will not be active on
the agenda.

Evaluation results are graphically represented below. Figure 8a–c depict the valid
and invalid rule. When Location is bed it is clear that activity will be sleeping. In this
context conditions are apt. So it is valid and rules are generated. In the second context,
the data, conditions are not apt, place is bedroom and activity is cooking. So, it is
invalid and no rules will be generated.

Fig. 6 Integration of classes
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5 Conclusion

In a context-aware system user’s dynamicity can be captured and stored in a database.
If the database has to be context-aware then it should interact with the user. For this
data/fact stored in the database should be converted into rules and reasoned. In this
research work ADLs context data is used and context dimensions descriptions are
portrayed through context dimension tree. We have designed a context rule-based
architecture that infuses sensor data into rule-base. In this research work, we have made
an attempt to showcase how the discrimination tree is constructed and evaluated. This
research work also explains the feasibility of using RETE rule-based algorithm and the
way it simplifies the assessment of rules against data/facts and ordering of statements.

Fig. 7 Pattern matching

Table 3 Evaluation results

Rule DATA Condition Remarks

Rule1 User1 Location=‘Bed’ Activity=Sleeping Valid
Rule2 Start_time Place=bedroom’ Activity=cooking Invalid
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Abstract. Internet of things widens the scope of communication by connecting
the physical objects to the Internet. These physical objects are vulnerable to
various malicious activities, thus strong security features are required in IoT
devices. Low power resource constrained-IoT devices limit the use of compu-
tational complex algorithm. In this paper, a lightweight authentication scheme
has been proposed for fog-assisted IoT network to authenticate IoT devices at
low computation cost. It uses three-way handshake with challenge response
mechanism to verify the authenticity of the participating device. The perfor-
mance is evaluated by using IFogSim tool kit and MATLAB, which shows that
the proposed scheme is authenticating the user devices at low computational
cost and storage utilization. It takes less handshake duration and average
response time between the authenticating devices and the fog devices to improve
the quality of service.
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1 Introduction

Internet of things (IoT) is a platform where different embedded devices are connected
via Internet. These devices can gather and exchange data with each other as per the use
of without any human interference. Wearable devices are in trends everywhere and it
become very easy to monitor heart rate, fit bits, and other parameters that are required
in medical field as it provide the accurate real-time data. Another application of IoT is
smart farming in which sensors are used to measure the moisture needed to the soil and
amount of fertilizer required in the soil. Along with lots of advantages, there are
security breaches as the devices used in IoT system are vulnerable to the attackers. The
aggregated data from various devices is uploaded in the cloud. The increase in number
of devices causes increase in network latency. It also increases the chance for the
adversary to attack at the cloud layer. It becomes very important to maintain the
confidentiality of the sensitive data aggregated in the cloud layer. Security of the data
from outsource cannot be guaranteed. Considering the drawbacks, fog layer is intro-
duced in the IoT system. This layer is basically an extension of the cloud layer to
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minimize the latency, collect and secure wide range of data, and better analysis of local
data. Devises used in fog layer is called fog nodes that can be deployed anywhere with
a network connectivity. In this paper, an authentication scheme named LASF—A
Lightweight Authentication scheme for fog-assisted IoT network is proposed to
authenticate the IoT user devices at low computation cost. In LASF, a fog-assisted IoT
(FIoT) environment is designed as depicted in Fig. 1 to authenticate users by using
two-way handshake between user and fog layer. The two-way authentication of this
scheme prevents from many malicious activities, like replay attack, DoS, man-in-the-
middle attack, and false data injection attack.

The rest of the paper is organized as follows: Sect. 2 deals with the state-of-the-art
study in the related field Sect. 3 describes the proposed work, the performance is
evaluated in Sect. 4 followed by conclusions in Sect. 5, and references.

2 Related Works

The state-of-the-art study reveals that in fog-enhanced IoT system, there are several
issues that need to be solved for the secure and fast communication among the IoT
devices. The research related to the existing security solutions in FIoT environment is
discussed in this section.

Sicari and Rizzardi [1] have done a survey on authentication schemes and other
security issues in IoT. The stored data in the fog layer is more open to the IoT attacks.
Attribute-based encryption [2] is used to secure the data stored in fog layer and helps to
prevent from chosen cypher-text attack (CCA). Sania and Yuan [3] have designed a
cyber-security framework which uses an identity-based security mechanism
(I-ICAAAN). This mechanism efficiently manages the energy requirement. They also
propose an Intelligent Security System for Energy Management (ISSEM) to ensure the
security of the system. No doubts that comparative to use of cloud computing, and fog

Fig. 1 Fog-assisted IoT environment
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computing is much better when it comes to low latency and security issues. There are
still some security threats in the fog layer that need to be dealt in an efficient manner. In
[4], the authors have designed an anonymous and secure aggregation scheme in fog-
based IoT. In this approach, fog node helps the terminal device to collect and store the
data in public cloud server. They have proposed a way to secure the data by using
homomorphic encryption technique, in which pseudonyms is used to hide the identity
of terminal device. Application of any security protocols in the IoT devices is difficult
because of their constrained resources. Farash and Turkanovic [5] have proposed a user
authentication and key aggregation scheme (UAKAS). They presented that user can
authenticate directly to the particular sensor node in a heterogeneous WSN. No need to
communicate with the gateway node. The data gathered by the sensor node can be
accessed by the user. Jana and Khan [6] have proposed payload-based mutual
authentication scheme in which four-way handshake process is used for verifying the
authenticity of the participants. Implementation of CoAP [7] relies on DTLS [8] for the
exchange of resources among the participating objects. This scheme uses payload
technique in place of DTLS-enabled CoAP stack.

There are several papers for the detection and prevention of data from different
attacks [9, 10]. However, Table 1 shows a comparative analysis of security issues
addressed by various schemes.

3 Proposed Work

The resource-constrained IoT network is vulnerable to various types of attacks like
replay attack, man-in-the-middle attack, DoS attack, etc. A huge amount of data is at
risk which can interrupt the functioning of the IoT network. An adversary might
intercept the data and replay the data to various IoT devices or gateway nodes. If any
adversary will replay the message repeatedly to any fog, it will increase the number of
requests for the fog. Thus results in DoS attack at the fog level, resulting which
legitimate users will not get the service on time. To reduce various types of attacks, a
lightweight secure protocol must be designed considering the resource constraint,

Table 1 Security comparison between existing schemes

Name of attacks Ahmad
et al. [6]

Farash
et al. [5]

Wang
et al. [4]

Sicari et al.
[10]

Sani
et al. [3]

Replay attack ✗ ✗ ✓ ✓ ✓

Man-in-the-
middle attack

✓ ✗ ✗ ✓ ✓

DoS attack ✗ ✗ ✗ ✗ ✓

False data
injection attack

✓ ✓ ✗ ✓ ✓

Sybil attack ✓ ✓ ✗ ✓ ✓

Repudiation attack ✓ ✗ ✗ ✓ ✓

Sinkhole attack ✗ ✓ ✓ ✓ ✗
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limited power nature of the IoT device. Most of the authentication schemes are based
on DTLS protocol which uses complex and resource consuming cipher for providing
the security to the IoT device. It is expensive in terms of memory consumption, storage
cost, and computation cost. The proposed scheme LASF is designed to address the
above-mentioned issues. It is a lightweight authentication technique, which uses a
three-way handshake scheme. It uses simple XOR operation along with challenge
response pairs for authentication which results in low computation cost. The proposed
scheme requires less storage space as the devices only need to store the pre-shared keys
permanently, and challenge is stored for the short duration of time till the time response
is received from the other party. This makes the proposed scheme suitable for low
power resource-constrained IoT device.

In the proposed model, there are three steps for the two-way authentication of user
and the fog layer. In two-way authentication, both the devices are authenticated to each
other. A lightweight authentication scheme is designed that provides authentication
using computationally inexpensive operation such as XOR. With the help of three
handshake messages, authentication process is completed. Three-way handshake is a
three-step method that authenticates the user and fog layer. The three steps are as
follows: User challenge, fog response-challenge, and user response as depicted in
Fig. 2.

1. User sends the challenge {Mi, i}

2. Fog sends the response and 
challenge { res, Mj, j}

3. User sends the response { res , i2}

User Fog

Fig. 2 Three-way authentication handshake
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In these three steps, challenge and response are shared between the user and the fog
layer. Once they are authenticated, a connection is created between the user and fog
layer for the transmission of the message for a particular session.

An offline provisioning phase is introduced before the user challenge phase, in
which user shares the secret key KG with the fog layer. In the proposed model, it is
assumed that secret keys are embedded in the physical object during the manufacturing
phase. If any adversary will try to interfere with the secret key, then a notification will
be generated. The generated notification will help the user to deal with the security
breach.

In the user challenge phase, user sends a message, Mu to the fog layer, so that it can
check the authenticity of the fog layer. Along with the message, it sends the random
generated nonce vu. Nonce is a random-generated number that is used only once in the
authentication process. It prepares and sends the cipher text encrypted using the shared
session key to the fog layer, the packet format of which is as follows:

Cipher1½E fKGj jj jðMu; vuÞg�

In the next phase, i.e., fog response and challenge phase fog sends the response to
the user in reply to the challenge. It also challenges the user, so that it can check
whether user is authentic or not. When the fog receives the text, it decrypts the ciphered
text and generates the response. To generate the response, fog computes a message by
performing XOR operation on Mu and KG as explained in Eq. 1.

kres ¼ Mu � KG ð1Þ

Another XOR is performed on the resultant message kres of Eq. 1 and vu to generate
the response for the user as in Eq. 2.

gres¼kres � vu ð2Þ

This resultant message ηres is transmitted as the fog response to the user along with
the challenge MF and the random nonce vF generated by the fog. All these details are
transmitted in the ciphered form to the user. The packet format is

Cipher2½E fKGj jj jðgres;MF ; vFÞg�

Once the user receives the text, the user has to decipher the ciphered text. When the
user deciphers the text, it gets the response and challenge of the fog layer. First, the user
needs to extract kres from the response ηres of the fog by using its vu. The XOR
operation is performed on ηres and vu by the user to get kres. To obtain the message, it
again needs to perform the XOR operation on kres using the shared secret key KG. Once
user will extract the message sent by the fog, it will check whether the extracted
message match with the message sent by the user or not. If both are a match then the
fog is authenticated, otherwise it is unauthenticated.

In the user response phase, user will generate the response according to the chal-
lenge MF sent by the fog layer. It computes the message by performing the XOR

250 A. K. Das et al.



operation on the challenge message MF and the secret key KG shared between the user
and fog layer as in Eq. 3.

wres ¼ MF � KG ð3Þ

To generate the response for the fog layer, user needs to perform the XOR oper-
ation on the computed wres and vF as described in Eq. 4.

Xres ¼ wres � vF ð4Þ

Once all task are done, the user will send the response to the fog in ciphered text
with the following packet format

Cipher3½E fKGj jj jðXres; vu2Þg�

Fog needs to decrypt the text after receiving the message. It extracts the value of the
intermediate result wres from the response Xres of the user by using its nonce vF. To
obtain the message MF sent by the user, fog again needs to perform the XOR operation
on wres and KG. Once it extracts the message MF sent by the user, it checks whether the
extracted message matches with the message sent by the fog layer. If both match, then
the user is authenticated otherwise user is unauthenticated.

4 Performance Analysis

In this section, the performance of the proposed scheme is evaluated. IfogSim toolkit is
used for calculating the computation time and storage consumption, while MATLAB is
used for calculating the handshake duration and response time. The comparison based
on different parameters with other existing schemes is discussed in next subsections.

4.1 Handshake Duration

Handshake duration is the total time taken by the round trip message, i.e., user chal-
lenge phase, acknowledged by fog layer response and challenge, and again acknowl-
edged back by the user response. Handshake duration is calculated at the user’s end as
defined in Eq. 5.

rhs ¼ Hchallenge þHresponse þHproc ð5Þ

where Hchallenge is the time taken by the round trip of user challenge, Hresponse is the
response time of the user to the fog’s challenge, and Hproc is the time taken by the client
to process the request. Handshake duration is calculated by executing 20 random
handshakes. The standard deviation is calculated as in Eq. 6.

r ¼
ffiffiffi
1

p
=H

XH
i¼1

ni � Xð Þ2 ð6Þ
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where r is the standard deviation, n is the duration of the handshake, X is the mean
value, and H is the total number of actual handshake.

Figure 3 compares the proposed scheme LASF with the CoAP [6]-based payload
authentication scheme and DTLS [8]. DTLS shows the handshake between client and
server, where the execution of complex encryption and decryption added with
exchange of complex ciphered text and certificates consumes more handshake duration.
In CoAP-based payload authentication scheme AES encryption algorithm is used for
encryption of the data for authentication purpose, whose execution takes longer time
and hence increases the handshake duration. Thus, LASF performs better compared to
DTLS and CoAP scheme.

4.2 Memory Consumption

Memory consumption is the amount of memory utilized in storing the details regarding
the IoT devices and communicating messages. In LASF, only three handshake mes-
sages are used for two-way authentication. XOR operation has been used for com-
puting the messages which is computationally cheap. The performance is compared
with payload authentication scheme [5], CoAPBlip [7] and HTTP for a message of 500
bytes as depicted in Fig. 4, which shows proposed scheme LASF outperforms the other
schemes.
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4.3 Average Response Time

Response time usually depends on the number of request handled by the fog layer at a
given time. Figure 5 shows that the average response time of LASF is less compared to
CoAPMicro [7] and DTLS [8]. However, it is higher than NoSEC that is sacrificing its
security.

4.4 Computation Cost

Computation cost is the time required for the processing of information such as gen-
erating time stamp for time synchronization technique, computation of complex cipher,
and encryption. Table 2 shows that the computational cost of LASF is less than other
schemes as it is not using any complex cryptographic algorithm or time synchro-
nization technique.

5 Conclusion

In this paper, a lightweight authentication scheme for fog-assisted IoT has been pro-
posed to verify the authenticity of the user and fog layer, where three-way handshake
with challenge response mechanism is used. The pre-shared symmetric key and random
generated nonce are used to mask the messages. The experimental result and evaluation
show that our scheme is computationally cheap, consumes less memory, and its
handshake duration is also less as compared to other existing schemes.
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Table 2 Computational cost of various schemes

Scheme User Fog layer

Farash et al.’s scheme [5] 11Th 14Th
Yuxiang Feng et al.’s [9] 4Th 6Th
Proposed scheme LASF 2Th 4Th
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Abstract. Biochemical oxygen demand (BOD) is the measurement of the
amount of dissolved oxygen used by aerobic microbes for oxidizing organic
matter in water bodies and used for analyzing the water quality. The actual BOD
prediction method is cumbersome. Instead an automatic prediction model is
required that is accurate, faster and less expensive. This paper presents a data-
driven model for predicting BOD, in a lower-dimensional space obtained using
dimensionality reduction techniques that help remove irrelevant properties of
high-dimensional data. Machine learning algorithms, namely decision stump,
SVM, MLP, linear regression (LR), and instance-based learner (IBK), were
trained with the full dataset with 11 parameters. The training set was later
transformed into a lower-dimensional space using principal component analysis
(PCA) and correlation-based feature selection (CFS). The performance of the
learners on the full training set and transformed dataset was analyzed using
correlation coefficient, RMSE, and MAE. The algorithms are able to preserve
their predictive accuracy on the lower-dimensional space.

Keywords: BOD � Machine learning � SVM � MLP � LR � IBK � PCA � CFS

1 Introduction

Real-time monitoring of water quality for water bodies is required for efficient treat-
ment plan and design because it provides information on the precise loading of pol-
lutant to wastewater treatment facilities. There is a wide variety of organic pollutants
(e.g., pesticides, furans, PAHs, bacteria, viruses, protozoa, etc.) usually found in sur-
face water. Biochemical oxygen demand (BOD), an indirect indicator of organic
matters, is a representative parameter for water quality [1]. However, it is very difficult
to obtain continuous water quality data because of the scarcity of accessible space
within the sewer systems and the necessity of separate laboratory experiments.
Moreover, at least five days are required to acquire BOD data from the experiment and
BOD itself may be biased by the presence of toxic substances that might cause the
inhibition of the oxidizing bacteria.

Data mining is a powerful tool of applying a computer-assisted approach to obtain
hidden meaning and information from the enormous datasets in order to make valid
predictions on future data trends in areas like biological data analysis and other
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scientific approaches [2]. The data mining model can be built using supervised or
unsupervised learning approaches.

Many data mining techniques are unable to accurately predict the future trends in
high-dimensional space due to the high dimensionality. Dimensionality reduction
(DR) allows the representation of observed properties of data in terms of minimum
number of dimensions from the original dataset. DR helps in better visualization, noise
removal, and compression of high-dimensional data [3]. The two techniques for DR are
feature projection which maps the high dimensions from original dataset to lower
dimensions by the formulation of linear combinations of the parameters in the original
dataset (e.g., PCA), and feature selection which selects a subset of features that are
most relevant to the feature to be predicted based on some heuristic measure (e.g.,
CFS).

In this paper, a data-driven model for predicting BOD is proposed. The machine
learning algorithms used in modeling are regression models. The predictive accuracy of
the models is analyzed both on the full training set and on the PCA and CFS trans-
formed lower-dimensional datasets.

2 Related Work

Machine learning techniques find their applications in water quality prediction. The
most common data mining-based models include artificial neural network (ANN),
multivariate statistical analysis, regression models, and support vector machines
(SVM). Data mining techniques have been applied to predict BOD by [4–6]. Multi-
variate statistical techniques using feature projection and feature selection algorithms
for DR also find a wide range of applications for water quality prediction and man-
agement. Feature selection algorithm canonical correlation analysis (CCA) was used on
data with 28 parameters collected over 5 different sites of Perak River basin followed
by neural network predictive model, to determine the effects of BOD and COD on the
river water quality [7]. More description is given in the Appendix (available with
authors).

3 Methodology

The following sections give a description of the various machine learning algorithms
that were used to induce a BOD prediction model in this paper.

3.1 Decision Stump

The decision stump was devised by Wayne Iba and Pat Langley in 1992 [8]. In
machine learning, decision stump is a decision tree model consisting of a single layer,
i.e., having just one internal node, the root node, connected to its terminal nodes.
A stump, unlike a multilayer decision tree, ends the tree after its first split and thus
predicts a decision based on single attribute input and is often used as base learners for
ensemble methods. More description is given in the Appendix.
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3.2 Support Vector Machine (SVM)

SVM in machine learning, developed by Cortes and Vapnik in 1995 [9], is models
developed by supervised learning approach. This classification technique is based on
statistical learning theory that is used in many practical applications of pattern
recognition. SVM works well with high-dimensional data. The SVM determines an
intuitive model indicating a technique for nonlinear classification, regression and
outlier detection [10]. A recent efficient technique that uses unsupervised learning for
training data using SVM [11] shows the improved ability to learn from large imbal-
anced dataset.

3.3 Multilayer Perceptron (MLP)

Multilayer perceptron is a feedforward neural network model consisting of more than
one hidden layer in the network that uses supervised network learning [12]. MLP
consists of more than one (multiple layers) of input nodes, each layer connected to the
next one. It takes in the input data with a desired output for training the model. The
learning of the MLP neural networks uses backpropagation algorithm. (More
description is given in the Appendix.)

3.4 Multiple Linear Regression (MLR)

Linear regression is a statistical modeling approach and the most extensively used
approach of regression analysis [13]. The model developed by linear regression is
based on a relationship between one or more explanatory independent variables X with
a dependent variable Y [14].

3.5 Instance-Based Learners (IBK)

Instance-based learning (IBK) is an extension of k-nearest neighbor (k-NN) supervised
algorithms. IBK uses supervised learning algorithms where input is a series of instances
each described by n feature-value pairs for training the model [15]. The IBK framework
mainly includes a similarity function, classification function, and concept description
updater. Regression function is used for predicting the target value of a new instance
depending on the results of similarity function, concept description instances, and their
performances [16].

3.6 Principal Component Analysis (PCA)

PCA is statistical technique to determine characteristics of similarities and differences
among different attributes of huge dataset that cannot easily be represented graphically.
PCA takes in largely correlated dataset as input and translates it to uncorrelated
principal components easier for prediction and analysis [17].

PCA maximizes the linear combination of the factors or variables of the dataset.
This is a technique focused on single sample of data with certain p variables that
consist of observations without any groupings among them and no subset partitions of
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variables. The principal components obtained after analysis represent different
dimensions. The first principal component is the linear combination of attributes having
maximal variance among observations. The second principal component is also a linear
combination with maximal variance; but it is in the orthogonal direction to the first
principal component, and this goes on for rest of the components [18].

PCA uses statistical techniques such as finding mean and variance, calculating the
covariance matrix or correlation matrix based on the type of dataset and evaluation of
eigenvectors and eigenvalues [19].

The following steps include a description of the PCA algorithm:
Step 1. Calculate the mean of the given data dimension

MeanðXÞ ¼ 1
N

XN
i¼1

Xi ð1Þ

where X[i] is each data value and N is the total number of observations.
Step 2. Calculate the deviations from the mean; subtract the mean from each data

value.

Deviation D ¼ Xi � X ð2Þ

where D is the new dataset containing calculated deviations.
Step 3. Calculate the covariance matrix of D (correlation matrix for invariant data)

S ¼ Cov x; yð Þ ¼
Pn

i¼1ðXi � XÞ Yi � Y
� �

n� 1
: ð3Þ

(where the formula for S is applicable to two-dimensional data x and y)
Step 4. Calculate eigenvectors and eigenvalues from covariance matrix.
This can be calculated geometrically or by algebraic methods.
Step 5. Rearrange the eigenvectors based on eigenvalues.
Sort the eigenvectors in the column of matrix (called FeatureVector matrix) in

decreasing order of eigenvalues.

FeatureVector ¼ eig1; eig2; . . .; eignð Þ ð4Þ

These eigenvectors are represented in the order of their significance. These are
principal components.

Step 6. Choose eigenvectors depicting maximal representation of data from
FeatureVector.

Eigenvectors are retained based on different strategies namely (1) based on decided
threshold of variance %., for example, components that explain 95%, (2) retaining
components having covariance greater than average covariance value of dataset, and
(3) based on scree plot representations.
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Step 7. Derive new dataset

FinalData ¼ FeatureDatað ÞT � Dð ÞT ð5Þ

where FinalData is data in terms of chosen eigenvectors, (FeatureData) T represents the
eigenvectors in the rows of matrix(D)T that represents each new dimension in each
row.

Step 8. Get original data back in terms of selected principal components.

Dð ÞT ¼ FeatureVectorð Þ � FinalDatað ÞþOriginalMeanðXÞ ð6Þ

Once principal components are found, dimensionality reduction of data can be done
by removing certain less significant data without much loss of information from the
original dataset.

3.7 Correlation-Based Feature Selection (CFS)

Feature selection algorithms help us to reduce the number of parameters and obtain a
subset of original attributes that are most correlated with the class to be predicted. The
correlation-based feature selection (CFS) approach uses correlation measure with a
hypothesis that the features to be selected in the subset should be highly correlated to
the parameter which is to be predicted by the data-driven model and should be less
correlated with other features present in the original feature dataset [20]. For choosing
the best feature subset among the many predicted, CFS uses search method to rank the
feature subsets based on the heuristic correlation function for evaluation called the
‘merit’ of the subset.

The CFS algorithm consists of various steps (see Appendix for description).

4 Experimental Analysis

4.1 Dataset Description

Data for the experimental analysis was taken from the Web site of the Department of
Environment, Food and Rural Affairs, UK Government [21]. The annual statistics
include average concentrations of parameters of river water quality by its location.
Parameters include temperature (°C), pH, conductivity (lS/cm), suspended solids
(mg/L), DO (mg/L), ammoniacal nitrogen (mg/L), nitrate (mg/L), nitrite (mg/L),
chloride (mg/L), total alkalinity (mg/L), orthophosphate (mg/L), and BOD (mg/L). The
dataset is given in the Appendix as Table 1.

4.2 Performance Evaluation Metrics

For analyzing the performance of the models with the given dataset as well as with
transformed dataset, root-mean-squared error (RMSE), mean absolute error (MAE),
and correlation coefficient were used as the evaluation metrics. Detailed description is
given in the Appendix.
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The RMSE can be calculated using the following formula:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 ðYi � XiÞ2
n

s
ð7Þ

MAE is calculated using the following formula:

MAE ¼ 1
N

XN
i¼1

pi� aij j
 !

ð8Þ

The coefficient correlation can be calculated using the following formula:

Correlation coefficient ¼ 1
n� 1

Xn
i¼1

Pi� p
Sp

� �
Xi� x
Sx

� �
ð9Þ

where p is the sample mean of predicted values, x is the sample mean of observed
values while Sp and Sx are the sample variances of predicted values p and observed
values x, respectively [6].

5 Results and Discussion

The performance of the various machine learning algorithms discussed in the previous
section on the full dataset with 11 features was evaluated using the WEKA machine
learning framework. The predictive models were trained using tenfold cross validation.
Table 2 (in the Appendix) shows the parameter settings used for running these models.

The dataset was then transformed into a lower-dimensional space using PCA in
Weka machine learning framework. It returns a set of transformed attributes namely
PCA directions that can be ranked according to the amount of variance each accounts
for. In this work, ‘ranker’ is the search method used for evaluating the attribute subsets.
This method returns a list of principal components sorted according to their individual
attribute scores called the cumulative variance.

Number of principal components is chosen such that it accounts for 95% of the
cumulative variance. The dataset was also transformed to lower-dimensional space
using CFS for evaluating the feature subset set.

The predictive accuracy of the various regression models on the full dataset with 11
features is given in Table 1. Predictive accuracy of these regressors is measured in
terms of correlation coefficient, RMSE, and MAE.

The instance-based regression model (IBK) and the support vector machine-based
regression model (SMO) have a high correlation coefficient. However, SMO also has a
lower RMSE and MAE compared to all the other learners. Using PCA, the features are
then transformed to a lower-dimensional space which has 7 attributes. The performance
of the regression models on these transformed features is given in Table 2.

Any feature selection method should result in less number of features and either has
to improve or maintain the predictive accuracy when compared with the original set of
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features. The results in Table 2 show that the predictive accuracy of all the regression
models after dimensionality reduction using PCA is similar to the higher-dimensional
space with all the features. The performance of the IBK learner has improved in this
lower-dimensional space in terms of all three performance measures. The CFS algo-
rithm for feature selection has identified four features to be more predictive, namely
pH, SS, DO, and nitrite. Table 3 shows the performance of the regression models
trained using these features.

The results in Table 3 show that the performance of the SMO and MLP regression
models with features selected by CFS is similar to that on the full dataset with all
features. However, the performance of IBK and decision stump has degraded in terms
of all three evaluation measures. Comparing the performance of the models on all three
datasets namely dataset with full features, with features transformed using PCA and
features selected using CFS, the following could be inferred that the performance of the
IBK learners has improved on the features transformed using PCA. Since the principal
components identified by PCA captures 95% of the variance in the data, this has helped
IBK to identify the right set of nearest neighbors of a given test data.

Table 1 Performance analysis of various prediction models on full dataset

Prediction Models Correlation Coefficient RMSE MAE

Decision stump 0.8492 0.8247 0.6699
SMO 0.9086 0.6588 0.4604
MLP 0.887 0.7514 0.545
MLR 0.898 0.6917 0.5109
IBK 0.9 0.7074 0.5485

Table 2 Performance analysis of various prediction models on PCA transformed dataset

Prediction models Correlation coefficient RMSE MAE

Decision stump 0.8074 0.9225 0.7079
SMO 0.8811 0.7422 0.5677
MLP 0.8715 0.7826 0.5795
MLR 0.8856 0.727 0.5585
IBK 0.9049 0.6837 0.5289

Table 3 Performance analysis of various prediction models on CFS selected features

Prediction models Correlation coefficient RMSE MAE

Decision stump 0.7947 0.9514 0.7155
SMO 0.8926 0.709 0.5188
MLP 0.865 0.7937 0.6471
MLR 0.8988 0.6855 0.5094
IBK 0.8545 0.8337 0.6232
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6 Conclusions

This study has explored a data-driven model for predicting BOD in river water using
data mining techniques. Two dimensionality reduction strategies, namely feature
projection (PCA) and feature subset selection (CFS), have been used to reduce the size
of the training data before training the prediction models. The performance of the
regression models has been explored on the full dataset with all features and with the
dataset after dimensionality reduction. Experimental results on a real-life dataset have
shown that there is no compromise on the performance of the regression models on the
reduced dataset. Dimensionality reduction methods have helped to remove the irrele-
vant and redundant features in the training phase.
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Abstract. Diabetic macular edema (DME) is one of the major causes for visual
impairment and can even lead to permanent blindness if not treated early.
Manual screening by ophthalmologists is time-consuming and error-prone
which necessitates the need for automated detection and grading of DME. In this
paper, a deep learning-based DME-grading model is proposed for automatic
DME grading of retinal fundus images. The model consists of an autoencoder
network and a DME-grading network. The autoencoder network learns features
of retinal fundus images. The DME-grading network uses the learned features to
detect and grade the risk of DME. The proposed method is evaluated using the
IDRiD dataset. The class imbalance of IDRiD dataset is overcome by using
image augmentation and class weights. The highest accuracy, precision, recall,
and F1-score achieved by the proposed method are 68%, 66%, 68%, 65%,
respectively.

Keywords: Diabetic macular edema � Deep learning � Autoencoder � Semi-
supervised learning � Transfer learning

1 Introduction

Diabetic macular edema (DME), the leading cause of permanent blindness, is a
complication that may arise due to diabetic retinopathy (DR). Macular edema is the
swelling of the macula, caused by the accumulation of fluids leaking from the vitreous
humor or retinal blood vessels [1]. Fundus photography (FP), fluorescein angiography,
and optical coherence tomography are the imaging methods usually used to diagnose
DME out of which FP is most widely used because it is non-invasive and cost-effective.

According to [2], DME is diagnosed and is graded into three classes, namely Grade
0, Grade 1, and Grade 2, from fundus images by ophthalmologists. Examining fundus
images by a specialist in order to detect and grade macular edema can be very time-
consuming and is prone to human error. This arises the need for automated detection
methods that are less time-consuming and can tackle these problems. These automated
systems can accurately detect patients having DME, thereby reducing the workload of
the ophthalmologists and helps in early diagnosis of DME which can reduce the risk of
permanent visual impairment [3].
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The use of deep learning in medical image processing is a rapidly growing field.
The key feature of deep learning algorithms is the ability to automatically learn and
extract information or features [4]. In this paper, we propose a deep learning model that
automatically grades retinal fundus images into three classes or grades as mentioned
earlier. The proposed approach uses a combination of semi-supervised learning and
transfers learning with fine-tuning for multi-class DME classification [5, 6].

The reminder of the paper is organized as follows: Sect. 2 provides the literature
survey; Sect. 3 mentions the dataset used in this paper; Sect. 4 explains the method;
Sect. 5 describes the various experiments conducted; Sect. 6 provides the results and
discussions; and Sect. 7 concludes the paper.

2 Literature Survey

Literature reveals that a lot of works had used traditional machine learning techniques
for DME grading [7–10]. The presence of exudates in the fundus images is used as a
marker to identify and grade DME. One approach to grade DME is to segment exu-
dates and classify the images. Prentašić and Loncaric [11] uses a deep learning con-
volutional neural network model to classify each pixel into exudate or non-exudate.
Chudzik et al. [12] proposes a model using fully convolutional neural network (FCNN)
to segment exudates with Inception modules along with transfer learning.

Perdomo et al. [13] proposes a two-stage classification that combines localization
and segmentation of exudates with DME classification. In the first stage, an eight-layer
CNN architecture is used to localize exudate. AlexNet architecture is used in the second
stage for DME classification. The model proposed in [14] consists of three CNN
architectures that are trained on one of three varying sizes of images for DME grading.
Computation time is reduced by using the weights of the architecture trained using the
smaller size images on the subsequent architecture. Juan et al. [15] proposes a two-
stage model consisting of exudates segmentation followed by DME classification. In
the first stage, fully connected residual networks are used to segment the exudates.
Pixels having the maximum probability map are passed as input to another residual
network in the second stage which performs DME classification.

3 Dataset Used

This work uses unlabeled images from Kaggle’s diabetic retinopathy detection chal-
lenge dataset [16] to train the autoencoder network. Out of the 88,702 images in the
dataset, 88,000 images are used for training and 702 images for validation.

Indian Diabetic Retinopathy Image Dataset (IDRiD) is used for training and testing
the DME-grading network [2]. This dataset consists of 413 and 103 retinal fundus
images for training and testing, respectively. Table 1 shows the different grades of
DME and the distribution of the images in the IDRiD dataset into test and train set for
each grade. The size of all images in the dataset is 4288 � 2848 pixels.
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4 Method

The proposed method shown in Fig. 1 consists of a convolutional autoencoder network
(model) and a DME-grading network. The convolutional autoencoder network is
trained on unlabeled fundus images from Kaggle dataset so that it learns various
features of the retinal fundus images. DME-grading network consists of the encoder
layers from the autoencoder followed by additionally added fully connected layers. The
weights of the pre-trained autoencoder network are used to initialize some layers of the
DME-grading model which is then trained and tested on the Indian Diabetic
Retinopathy Image Dataset (IDRiD). The following sections detail the proposed
network.

4.1 Preprocessing

All of the input images from both the dataset are resized to 512 � 512 using bilinear
interpolation. Real-time data augmentation is performed on the images so that there is
an increase in the number of input images. The various augmentations performed are
horizontal shift, vertical shift, and horizontal flip. All input images also are normalized
so that each pixel is in the range [0, 1]. Contrast limited adaptive histogram equal-
ization (CLAHE) is also applied on the low contrast images from the IDRiD to enhance
the contrast of the images.

Table 1 IDRiD dataset

Grade Train images Test images

Grade 0 177 45
Grade 1 41 10
Grade 2 195 48

Fig. 1 Overview of the proposed method
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4.2 Class Imbalance

It is evident from Table 1 that the total number of images in each grade (class) in the
IDRiD is highly imbalanced. Only around 9% of the dataset belongs to Grade 1 and
over 40% belongs to Grade 0 and Grade 2. In order to overcome the problem of class
imbalance, we used either of the two methods, namely (1) augmenting training data in
each grade up to a predefined number and (2) class weights.

Augmentation of training dataset. In this method, the total number of training
images is increased to 1000 images per class. This is done by applying various aug-
mentation on training set like flipping, addition of noise, Gaussian blur, and translation
of images to left and right before runtime.

Class Weights. In this method, class weights are computed for each of the class so
that each output class gets a weight or bias in order to balance the classes. The majority
class gets a lower weight, whereas the minority class gets a higher weight.

4.3 The Autoencoder Network

Autoencoder is a type of unsupervised deep learning model that aims to copy the input
as the output. The autoencoder consists of two parts, namely the encoder and the
decoder. The encoder reduces the input image into its latent view representation
(bottleneck) where it is compressed to the maximum, preserving important information.
The decoder reconstructs the original image from the latent view representation.

In this work, we use a convolutional autoencoder model where the encoder consists
of four convolutional layers of 64, 64, 32, and 32 filters of size 5 � 5. Each convo-
lutional layer is followed by a max-pooling layer of size 2 � 2. Each convolutional
layer extracts features of the input image and creates a feature map. This feature map is
sensitive to the location of features and can cause overfitting.

Pooling layers downsample the feature maps to reduce the number of parameters at
the same time preserving important information, thereby controlling overfitting as well
as reducing the computational load. Similarly, in this work, the decoder consists of five
convolutional layers of 32, 32, 64, 64, and 3 filters of size 5 � 5. The first four layers
of the decoder are followed by a 2 � 2 upsampling layer.

Rectified linear unit (ReLu) is used as the activation function of each convolutional
layer which adds nonlinearity. The autoencoder model consists of skip connections to
connect different layers. Skip connections help to pass information from initial layers
that might have been lost to latter layers. This helps in increasing the accuracy as more
information will be retained in the latter layers.

4.4 DME-Grading Network

The DME-grading network consists of the encoder from the autoencoder network
followed by a fully connected layer of 512 neurons and a classification layer of 3
neurons for classification. Figure 2 shows the structure of the DME-grading network.
The fully connected layer consists of one dense layer of 512 neurons. The classification
or the output layer consists of a dense layer of 3 neurons.
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Since ReLu activation function results in dead neurons and bias shift, the DME-
grading network uses the leaky rectified linear unit (Leaky ReLu) as the activation
function for the fully connected layer. Softmax is used as the activation function for the
output layer. The weights of the pre-trained encoder are used for training the classi-
fication model as the encoder has already learned the features of the retinal fundus
images.

5 Experiments Conducted

5.1 Training of the Autoencoder

The autoencoder is trained on the Kaggle dataset for 20 epochs, 3000 steps per epoch
with a batch size of 64. The optimizer used is Adam with a learning rate of 0.001.

5.2 Training of the DME-Grading Network

In order to find the best network configuration, the DME-grading network is trained on
the IDRiD train dataset by varying parameters like epochs, learning rate, and fine-
tuning (allowing few encoder layers to be trainable). All the experiments use a batch
size of 64 and Adam optimizer. Categorical cross-entropy is used as loss function, and
5% of the training images are used for validation. Training is done either using class
weights or augmentation of training dataset to tackle class imbalance.

Fig. 2 Overall architecture of the DME-grading network
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Training using class weights. Table 2 details the various experiments that are
conducted using the preprocessed training dataset for different values of learning rates,
fine-tuning details, and epochs using class weights. As shown in Table 2 while fine-
tuning the DME-grading network, the encoder part is frozen completely (uses the pre-
trained weights) or some of the layers can be unfrozen. Early stopping is used to
prevent overfitting in these models.

Training using augmentation of dataset. Table 3 details the various experiments
that are conducted using the preprocessed training dataset with 1000 images in each
class for different values of learning rates, fine-tuning details, and epochs.

5.3 Testing of the DME-Grading Network

All the models specified in Tables 2 and 3 are evaluated on IDRiD test set which
consists of 103 retinal fundus images. Preprocessing techniques used on the training set
are applied on the testing set. The proposed method is evaluated based on accuracy,
precision, recall, and F1-score.

Table 2 Training various DME-grading networks using class weights on the IDRiD train
dataset

Model Learning rate Trainable Epochs

M1 0.001 Last 1 covnet 131
M2 0.0001 Last 1 covnet 54
M3 0.0001 None 63
M4 0.001 Last 1 covnet 60
M5 0.001 None 35

None trainable indicates all the encoder layers are frozen. Last 1 covnet trainable indicates the
last convolutional layer of the encoder is unfrozen

Table 3 Training various DME-grading networks using augmentation on the IDRiD train
dataset

Model Learning rate Trainable Epochs

M6 0.001 Last 1 covnet 200
M7 0.0001 None 200
M8 0.001 None 200
M9 0.001 Last 1 covnet 150
M10 0.001 Last 1 covnet 100
M11 0.001 Last 2 covnet 150
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6 Results and Discussion

Tables 4 and 5 provide the results of the DME-grading models mentioned in Tables 2
and 3, respectively. From Tables 4 and 5, it can be noted that the highest accuracy
achieved is 56.31% (M5) and 68% (M9) for class weights and augmentation, respec-
tively. Thus, the results indicate that augmenting the training dataset to have 1000
images per class achieves overall better results. Some of the possible reasons the
proposed model achieved less accuracy is due to the quality of the images in IDRiD
dataset and insufficient representative images for each grade. It can be noted from the
literature that there are two other works [17, 18] that used IDRiD dataset for automatic
DME grading using deep learning techniques and achieved better accuracy of 95.45%
and 96.12%, respectively. These works augmented IDRiD dataset with other datasets
and also used ensemble of CNNs to classify the images into different DME grades. In
contrast to these works, the proposed method has not resorted to other data sources but
aimed at solving the DME-grading problem with the available data. Also, the proposed
approach used semi-supervised learning and transfer learning techniques.

Table 4 Results of various DME-grading networks mentioned in Table 2 on IDRiD test set

Model Accuracy Precision Recall F1-score

M1 46.6 59 47 51
M2 53.33 49 53 50
M3 54.36 49 54 51
M4 548 45 50 46
M5 56.31 51 56 53

Table 5 Results of various DME-grading networks mentioned in Table 3 on IDRiD test set

Model Accuracy Precision Recall F1-score

M6 64.07 65 64 64
M7 35.9 62 36 44
M8 46.6 59 47 51
M9 68 66 68 65
M10 62.13 59 62 60
M11 40.3 41 41 41
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7 Conclusion

In this paper, we proposed a model for DME grading with the help of pre-trained
convolutional autoencoder. The main problem of the dataset was the class imbalance.
In order to resolve this, several deep learning models were trained using class weights
or augmentation. Among these methods, the highest accuracy of 68% was achieved by
the model which is trained on augmented dataset having 1000 images per class. The
proposed method can be further enhanced using ensemble methods.
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Abstract. This paper shall model the Stator Inter-turn Faults (SITF) in a
Brushless DC (BLDC) motor using a novel fault modeling approach. In order to
comprehensively analyze the effect of SITF on the machine performance, the
proposed hybrid analytical-numerical approach is adopted for modeling the
BLDC motor under SITF conditions. The hybrid modeling techniques take less
computation time and are more accurate than the existing analytical methods.
The behavior of the motor in terms of phase currents, back-EMF (EB), elec-
tromagnetic torque, and mechanical speed is studied to investigate the change in
the characteristic performance of the machine during fault conditions. The
significant change encountered in motor back-EMF is more realistic since the
actual magnetic flux density (BM) profile obtained through numerical analysis is
emulated in the analytically developed model of a motor. In addition, the out-
comes obtained through hybrid modeling techniques, are further validated
completely through Numerical Methods (NMs) like Finite Element Analysis
(FEA) to validate the authenticity of the proposed methodology. The significant
changes investigated in motor electromagnetic quantities draws an inference to
the SITF in the BLDC motor.

Keywords: Brushless DC (BLDC) motor � Electrical equivalent circuit
(EEC) � Finite element analysis (FEA) � Numerical methods (Nms) � Stator
Inter-Turn faults (Sitfs)

1 Introduction

1.1 Fault Modeling Methods in Brushless DC Motors

BRUSHLESS DIRECT CURRENT (BLDC) MOTORS are the special types of Per-
manent Magnet (PM) synchronous motors with high dynamic performance, high torque
density, and better efficiency [1, 2]. Due to high deployment of BLDC motors in
industrial applications, they are widely been operated for longer durations. During this
continuous operation of these machines, they are subjected to unfavorable environ-
mental conditions which include thermal and physical stresses leading to the emer-
gence of fault. Faults in Brushless PM motors can be either on the stator or on the rotor
of the machine [3]. It has been reported in [4] about the detailed classification of faults
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related to the PM motors and further an inference on the preferable methods for
different types of fault conditions has been illustrated.

The performance of a BLDC motor during fault conditions can be better analyzed
through mathematical representation of the machine which is obtained through mod-
eling of a machine. It has been apprehended from vast literature [5–9] that for the
modeling of demagnetization faults Magnetic Equivalent (MEC) based methods are
used [6] while for the SITF, the use of Electrical Equivalent Circuit (EEC) based
methods is mostly preferred [7]. Since both these methods compromise accuracy
therefore, the fault diagnosis is obtained numerically using Numerical Methods
(NMs) like Finite Element Analysis (FEA) for better accuracy [7–9]. However, NMs
require more computational time.

The authors have therefore recently proposed a novel fault modeling technique
using Hybrid Analytical-Numerical approach for modeling the faults in the BLDC
motor. This fault modeling methods take less computational time and is more accurate
than EEC and MEC based methods. Earlier in [10, 11] the demagnetization faults have
been modeled using this technique. However, this paper shall model and analyze the
SITF in BLDC motor using hybrid analytical-numerical approach, thereby investi-
gating the motor performance in terms of phase currents, back-EMF, electromagnetic
torque, and mechanical speed.

2 Modeling of BLDC Motors

2.1 Analytical Modeling of Ideal BLDC Motor

For the modeling of an ideal BLDC motor, the mathematical modeling equations can
be referred from [1–4, 10, 11]. However, the modeling equations related to the voltage
and ideal back-EMF shaping function of a motor are given from (1) to (6).

va ¼ Rsis;a þ L�Mð Þ dia
dt

� �
þ dkPM;a

dt

� �
ð1Þ

va ¼ Rsia þ Ls
dia
dt

� �
þ ea ð2Þ

vb ¼ Rsib þ Ls
dib
dt

� �
þ eb ð3Þ

vc ¼ Rsic þ Ls
dic
dt

� �
þ ec ð4Þ

where
va; vb; vc are the phase voltages,
ia; ib; ic are the phase current,
kPM is the flux linkage of a PM for respective phases
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Ls ¼ L�M, where, L is a self-inductance while M is the mutual inductance
between two windings.

ea; eb; ec are the back-EMFs due to PMs given by

ea ¼ Ke

2
xmF heð Þ; for phase A ð5Þ

where he is an electrical angle of rotor, xm is the mechanical speed and F(he) is a back-
EMF reference function as given in (6).

F heð Þ ¼
l1 0� he\ 2p

3
1� 6

p he � 2p
3

� �
2p
3 � he\p

�1 p� he\ 5p
3�1þ 6

p he � 2p
3

� �
5p
3 � he\2p

8>><
>>:

ð6Þ

The closed-loop BLDC motor drive is developed using the parameters as given in
Tables 1 and 2 and an equivalent block diagram is given in Fig. 1 while the ideal
trapezoidal back-EMF obtained from (6) is given in Fig. 2.

Table 1 Analytical parameters

Symbol Parameters Value

Po Output power 850 W
V Supply voltage 48 VDC
PW Windage loss 20 W
N Rated speed 2650 rpm
I Rated 21 A
Te Current rated torque 3.06 N m
u No. of phases 3
η Efficiency 85%

Table 2 Numerical parameters of BLDC motor

Symbol Material parameter Material value

PM Permanent magnet (8-poles) NdFeB 40MGOe (N35SH)
Stator material Steel

Hc Magnetic field strength 979,000 A/m
l Permeability 4p � 10−7 H/m
lrm Relative permeability of the material 7400
Hc faulty Faulty coercivity 489,500 A/m
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2.2 Hybrid Analytical-Numerical Modeling Of A Healthy BLDC Motor

The hybrid analytical-numerical model of a BLDC motor can be developed through the
replacement of an ideal back-EMF profile in the analytical model developed in the
preceding subsection, with the numerically obtained BM plots (excluding slotting
effect). The Finite Element Method Magnetics (FEMM) tool is preferred over the other
Numerical Methods (NMs) in this work, because of two significant advantages. First, it
is an open-source software tool that is readily available and second in contrary to the
transient analysis, the magnetostatics solver been used for analysis, analyzes the steady-
state performance of the machine. This significantly reduces the computational time of
the simulation. The numerical (FEMM) model of a BLDC motor is developed using the
parameters listed in Tables 1 and 2. The magnetic flux density (BM) profile, obtained

Fig. 1 Equivalent representation for a closed loop BLDC motor drive

Fig. 2 Ideal back-EMF (trapezoidal) profile obtained through a shaping function given in (6) for
a BLDC motor
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from the FEMM simulation is extracted and replaces the back-EMF (EB) shaping
function block of the analytically modeled BLDC motor drive developed in Sect. 2. For
the calculation of EB, the motor back-EMF constant (KE) obtained from the machine
rating, is multiplied with the shaping function and mechanical speed of the motor. As
given in (5), KE is multiplied with the obtained BM and the motor’s speed to give the
required back-EMF.

The FEMM model of a BLDC motor with PMs is shown in Fig. 3a. The model has
eight poles with the corresponding airgap magnetic flux density of BM = 0.53 T as
shown in Fig. 3b. By adjusting the value of KE in the analytical-numerical model of a
motor, the actual back-EMF of the machine is obtained. For the KE = 0.0900 V/rad/s
(as per the given machine rating) and speed x = 50 rad/s, the corresponding back-
EMF obtained is EB = 4.5 V given in Fig. 4a. The respective phase currents Iph
= 3.2 A and expected electromagnetic torque TE = 0.6 N m obtained is given from
Fig. 4b, c. The steady-state speed is given in Fig. 4d.

2.3 Modeling of SITF in BLDC Motor

During Stator Inter-turn fault (SITF) in the machine, the insulation breakdown
undergoes the change in resistance from infinite to a finite value which leads to the
heavy inrush of current in the windings resulting in damage. In our study, the SITF is
emulated in the hybrid model through the short-circuit of the winding coils through a
finite resistance. The fault resistance in this study is taken as Rf= 0.1 X. The resistance
and inductance have been split into two sub coils. The machine winding of phase a is
shorted at 33.3% winding and the inductance for healthy and faulty parts are referred to
as La1 and La2 respectively. The mutual inductance is represented as Ma1a2 and given
by:

La1 ¼ 1� lð Þ2La ð7Þ

Ma1a2 ¼ l 1� lð ÞLa ð8Þ

(a)                               (b)

Fig. 3 aMeshed FE model of a healthy BLDC motor, bMagnetic density BM profile of the PMs
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La2 ¼ lð Þ2La ð9Þ

where l represents the fraction per unit of faulty turns.
The analytical equations in support of the SITF in a BLDC motor are given from

(7) to (10).

Vs ¼ Rs Is½ � þ Lss½ � d Is½ �
dt

þ Es½ � � R0½ �if � L0½ � dif
dt

ð10Þ

Fig. 4 a Back-EMF for a healthy Hybrid BLDC motor drive EB = 4.5 V. b Phase currents for a
healthy Hybrid BLDC motor drive Iph = 3.2 A. c Healthy motor electromagnetic torque TE
= 0.6 N m. d Healthy motor speed x = 50 rad/s
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where [Vs], Is½ � and Es½ � are the stator voltage, current and back-EMF vectors given
from (11) to (13)

½Vs� ¼ vas vbs vcs½ �T ð11Þ

½Is� ¼ ias ibs ics½ �T ð12Þ

½Es� ¼ eas ebs ecs½ �T ð13Þ

Rs is the phase resistance and Lss½ � is the inductance matrix of the healthy BLDC
motor respectively. ½R0� and L0½ � are the fault resistance and inductance matrix in the
faulty part of the winding given from (14) to (15). Inductance matrix is given in (16).

R0½ � ¼ Ra2 0 0½ �T ð14Þ

L0½ � ¼ ½La2 þMa1a2 Ma2b Ma2c� ð15Þ

Lss½ � ¼
Ls M M
M Ls M
M M Ls

2
4

3
5 ð16Þ

Ls is the phase self-inductance and M being the mutual inductance between phase
windings of the healthy BLDC motor. Ra2 and La2 are the resistance and self-
inductance of the faulty windings. Ma1a2;Ma2b and Ma2c are mutual inductances
between the faulty winding and the healthy windings of phase a, b and c. The fault
current between the insulation fault resistance rf is referred to as if . Fault current can be
evaluated from (17) as:

Ra2ia þ La2 þMa1a2 �Ma2bð Þ dia
dt

þMa2b
dib
dt

þMa2c
dic
dt

þ ea2 ¼ Ra2 þ rf
� �

if þ La2
dif
dt

ð17Þ

The faulty electromagnetic torque is given by (18) and (19):

Te ¼ ½Es�T½Is� � ea2if
x

ð18Þ

Te � Tl ¼ J
dx
dt

ð19Þ

J is the moment of inertia and Tl is the load torque, x is an angular mechanical
speed.

During the SITF in the hybrid BLDC motor, the machine quantities undergo a
realistic change which is investigated through the results shown in Fig. 5. The expected
change in electromagnetic quantities, viz. phase currents (Fig. 5a), motor back-EMF
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Unsteadiness in speed

High rise in currenta

b

c

d

Fig. 5 a High rise in phase currents under SITF conditions. b Reduction and change in phase
sequence in back-EMF of a machine under SITF conditions. c Unsteadiness in mechanical speed
for SITF conditions. d High ripples in motor electromagnetic torque for SITF conditions
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(Fig. 5b), mechanical speed (Fig. 5c) and electromagnetic torque (Fig. 5d) deduced
from (19) validates with the analytical equations discussed above. As reported in the
literature [7–9] that during the SITF conditions, there is a high rise in the motor phase
current while the back-EMF decreases significantly. This is well validated through
Fig. 5a where the current increases to approximately ten times the rated current value
during the SITF conditions. The motor back-EMF has a significant drop in magnitude
as can be observed from Fig. 5b. This is due to an increase in current in order to
maintain the constant power operation. Since the mechanical speed is directly pro-
portional to the motor back-EMF, therefore any reduction in back-EMF will have a
direct impact on the motor speed. This can be validated through Fig. 5c where the
motor speed decreases consequently. Cumulatively, the change in speed will adversely
affect the motor back-EMF as its frequency will decrease gradually.

The expected change in electromagnetic torque in terms of high ripples is observed
through Fig. 5d. The detrimental changes observed under SITF conditions in the
BLDC motor, modeled through hybrid analytical-numerical methods, thus authenticate
the validity of the proposed approach. Moreover, the results obtained under SITF
conditions for a hybrid model are further compared and validated with the outcomes
obtained through numerical analysis, as will be discussed in the subsequent section.

3 Numerical Analysis of SITF in BLDC Motor

The FE model of a BLDC motor is developed using the parameters given in Tables 1
and 2. SITF in the BLDC motor is induced through the short-circuit of the winding
coils through a finite resistance, Rf= 0.1 X. The turns per coil nT = 6. The coil_1 and
coil_1re have been split into two sub coils as shown in Fig. 6. Each disintegrated coil is
assigned two turns while the parental coil is given four turns each (coil_1 and coil_1re)
respectively. The machine winding of phase a is shorted at 33.3% (two out of six turns
per coil are short-circuited) winding. The model is validated using (7)–(19) as discusses
before. The developed SITF model is co-simulated at rated speed of N = 2650 rpm

(a) (b)

Two turns 
undergone 

SITF

Fig. 6 a The meshed co-simulated model of a BLDC motor (quadrant view) showing two turns
undergone SITF. b Splitting of a healthy coil into sub coil to emulate SITF
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(x = 277.50 rad/s), with the driver circuit developed in Simplorer. The sudden high
rise in phase current for a SITF winding can be observed from Fig. 7a. At the rated
speed and rated back-EMF constant (same as in Hybrid model), KE= 0.0900 rad/s, the
expected EB is found to be 25 V which is given in Fig. 7b. The other changes in
electromagnetic quantities are given in Fig. 7c, d.

High rise in current
a

b

c

d

Fig. 7 a Sudden high rise in phase current for the shorted windings. The current increases to 480
from 2.7 A. b Reduction in back-EMF for the shorted turns during SITF conditions.
EB_faulty = 5 V. c Mechanical speed of a BLDC motor during SITF conditions. d High rise
accompanied with torque ripples during SITF conditions
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4 Results and Discussions

The detrimental high rise in phase currents to more than ten times the rated value was
observed in the winding under SITF conditions as shown in Fig. 7a. The rise in current
is the same as had been investigated in the hybrid model of SITF in BLDC motor given
in Fig. 5a. The decrease in motor back-EMF under SITF condition can be observed
through Fig. 7b where the winding (under SITF condition) reduces its back-EMF to
one-fifth of the healthy value along with changing the phase sequence. This has been
earlier observed in the case of hybrid analytical-numerical approach also, where the
back-EMF reduced significantly, and the phase sequence changed significantly as given
in Fig. 5b. Moreover, the changes observed in mechanical speed and electromagnetic
torque validates with the changing behavior as has been earlier observed through
hybrid modeling approach. The unsteadiness in mechanical speed shown in Fig. 7c
(and also, in Fig. 5c), and the existence of high ripples in the torque as can be observed
from Fig. 7d (and also, in Fig. 5d) thereby validates the authenticity of the proposed
approach in modeling the SITF in the BLDC motor. It is to be noted that the com-
putational time taken for the numerical analysis was very high in comparison to the
simulation time taken by the hybrid analytical-numerical approach. Thus, the proposed
hybrid modeling approach has the advantage of consuming less computational time for
modeling the motor under fault conditions.

5 Conclusions

The proposed hybrid analytical-numerical method replaces the default ideal back-EMF
of the BLDC motor, with the more realistic numerically obtained back-EMF profile.
The distinguished performance of the machine is obtained in terms of phase currents,
motor back-EMF, electromagnetic torque, and mechanical speed. In contrary to other
existing fault modeling methods, the proposed hybrid model approach is found to have
better accuracy, consuming less computation time. Moreover, through this approach,
the electromagnetic quantities inclusive of machine geometrical effect like shape of the
magnet (which alters the ideal trapezoidal shape of the back-EMF to the more realistic
characteristic) can be investigated. The other significant changes in machine quantities
like high rise in phase currents and the reduction in machine back-EMF confirms the
existence of stator inter-turn fault in the motor. The ongoing experimental validation is
in progress and shall be the extension of this research work.
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Abstract. Silicon Carbide (SiC) MOSFET devices exhibiting several advan-
tages, including high blocking voltage, lower conduction losses, and lower
switching losses, when compared to silicon-based devices have become com-
mercially available, enabling their adoption into power supply products. This
paper presents a novel approach to designing a cycloconverter using SiC
MOSFETs as opposed to the conventional usage of IGBT. A comparative study
is attempted between the two with respect to distortion and system efficiency.
MATLAB/Simulink models and simulations are used to analyze the results for
the above.

Keywords: Cycloconverter � IGBT � Silicon carbide MOSFET � System
efficiency � Switching frequency

1 Introduction

Wide-bandgap (WBG) based semiconductors such as Silicon Carbide (SiC) or Gallium
Nitride (GaN) are ready to carve out a niche in applications that demand the ability to
work at high voltages and temperatures while demonstrating high efficiency and rel-
atively smaller dimensions owing to their intrinsic properties. These WBG-based
semiconductors offer several advantages over the equivalent silicon devices available in
the market today, few of which include, lower leakage current, significantly higher
operating temperatures, better conduction, and switching properties. For these reasons,
the WBG devices have been identified to have a promising future in the power
semiconductor industry.

Here the focus is only on the Silicon Carbide based power devices and its appli-
cations. There has been a tremendous amount of research effort on developing power
semiconductor devices with Silicon Carbide (SiC) in the pursuit of higher efficiency
and smaller dimensions [1, 2]. The availability of SiC wafers on a commercial basis has
led to the demonstration of many types of metal-oxide-semiconductor (MOS)-gated
devices that exploit its unique properties. These emerging Silicon Carbide
(SiC) MOSFET power devices promise to displace silicon IGBTs from the majority of
challenging power electronics applications by enabling superior efficiency and power
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density, as well as the capability to operate at higher temperatures [3]. Research-based
on the comparison of a SiC-based DC/DC converter and an IGBT based DC/DC
converter concluded that the efficiency of a SiC converter is greater than that of the
IGBT converter over an output power range [4]. An electro-thermal analysis of an
automotive traction inverter platform based on SiC MOSFET and SiC IGBT tech-
nology is discussed in [5] and the results show that there is a higher total loss reduction
in the SiC MOSFET model compared to the IGBT model. For all these reasons, in this
paper, we are designing a cycloconverter using SiC MOSFET as opposed to the usage
of IGBT in doing the same.

In a cycloconverter, a constant voltage and frequency AC waveform is converted
into another AC waveform of lower or higher frequency without using any DC link in
the conversion process thus making it highly efficient [6]. A single-phase to single-
phase cycloconverter consists of two full-wave converters that are linked back to back.
There has been extensive research carried out to explore the several possibilities for
realizing an AC variable speed drive with cycloconverter. Various different solutions
and the performance analysis of the cycloconverter in rolling mill drive applications is
presented in [7]. A cycloconverter can be programmed to generate variable-frequency
variable-voltage to drive an induction motor [8].

The objective of this paper is to design an efficient cycloconverter using
SiC MOSFET and compare the performance of that with a cycloconverter designed
using IGBT. The forthcoming sections give a better understanding of the above.
SiC MOSFET is modeled using MATLAB/Simulink and a novel approach to design a
cycloconverter using the same is presented. An analysis of all the simulation results and
comparison of the performance of SiC MOSFET with IGBT pertaining to various
characteristics such as system efficiency and distortion is dealt with upon in the later
sections. Thereafter all the main results are concluded.

2 Simulink Model Analysis

2.1 Silicon Carbide MOSFET Model

An accurate SiC MOSFET Model is built using MATLAB/Simulink. Extensive
research on the SiC device has demonstrated it to be a superior material to silicon in
many properties for the construction of power switching devices [9]. The SiC MOSFET
as a majority carrier switch eliminates the minority carrier current tail experienced with
silicon IGBTs, resulting in much lower switching losses. An added benefit of using the
SiC MOSFET in place of the conventional IGBT is their overall system efficiency
improvement, the capability of higher frequency operation, and the reduction in size.
Figure 1 shows the Simulink model of the SiC MOSFET.
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The above SiC MOSFET Model uses three main MATLAB functions, namely, the
Core Design Function, ETemp Function, and the FTemp Function.

Core Function Design The core model which uses the Core Design MATLAB
function is shown in Fig. 2.

The core function includes the SiC MOSFET characteristics with respect to the
drain current and the drain-source voltage (Id − Vds). The relationship between the two
is described by the following equations [10]:

If Vgs\Vth

Id ¼ 0 ð1Þ

If 0\Vds\
Vgs � Vth
� �

1þ að Þ

Fig. 1 Silicon carbide MOSFET simulink model

Fig. 2 Core simulink model
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Id ¼ k Vgs � Vth
� �

Vds � 1þ að ÞV2
ds

2

� �
1þ kVdsð Þ ð2Þ

If 0\
Vgs � Vth
� �

1þ að Þ \Vds

Id ¼ K
2 1þ að Þ 1þ kVdsð Þ Vgs � Vth

� �2 ð3Þ

In the above equations, the parameter ‘a’ represents the growth of the depletion
layer and depends on the intrinsic structure of the SiC material and its properties. k is
the channel width modulation. K is the transistor gain which is related to the electron
mobility by:

K ¼ lCox
W
2L

ð4Þ

where L is the channel length, W is the channel width and Cox is the oxide capacitance.
The mobility l [11] is directly proportional to the drain current Id and the

transconductance gm. The threshold voltage characteristic equation for the
SiC MOSFET can be written as [12]:

Vth ¼ Vfb þVit þWsin v � Qb

Cox
ð5Þ

Vfb ¼ Um � USic � Qf þQit

Cox
ð6Þ

Here, Vfb is the flat band voltage and Vit is the interface trap voltage. Vfb is related to
the work function of the metal contact before the gate-oxide (Um), the work function of
the SiC USicð Þ, the Fermi potential in the bulk and the thermal voltage. The threshold
voltage Vth contains a linear temperature dependence.

ETemp Function The linear temperature dependence of the threshold voltage Vth is
expressed by the ideal voltage generator Etemp whose Simulink model is shown in
Fig. 3.

Fig. 3 ETemp simulation block
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The voltage generator ETemp, which is present at the gate terminal adds its con-
tribution in opposition to the gate voltage. The ETemp function can be described as
follows: where a is the slope of the temperature variation of the threshold voltage Vth

which can be represented as:

ETemp ¼ T � Tstdð Þa½ � ð7Þ

a ¼ Vth2 � Vth1

T2 � T1

� �
¼ 1:8V� 2:5V

125 �C� 25 �C

� �
¼ �0:007

V
�C

ð8Þ

where Vth2 and Vth1 are threshold voltages evaluated at T2 and T1, respectively. The
standard temperature, Tstd, is 25 °C.

FTemp Function FTemp is a current generator and it adds its contribution in the same
direction to that of the drain-source current. Its Simulink model is depicted in Fig. 4. The
carrier mobility increases in the working temperature range of [300–500]K for each of the
operating regions of the device such as subthreshold, linear, and saturation region [13]. This
behavior is due to the decrease in the occupied trap charge density with the rising temper-
ature. The consequence of this is that more electrons in the channel are available at a given
gate voltage, hence,when the temperature increases, amovement of Fermi level towards the
bandgap can be observed. At temperatures higher than 500 K [14], the mobility decreases
since the lattice scattering dominates and begins to release the interface trap charges.

According to the above considerations, the main mechanisms affecting the carrier
mobility of the SiC MOSFET inversion layer are the phonon and interface traps
scattering. The mobility of the MOSFET strongly depends on temperature and it can be
expressed as follows [15],

l T;Eeffð Þa 1
lph T ;Eeffð Þ þ

1
lit T ;Eeffð Þ

 !
ð9Þ

Here, the phonon scattering mobility lph depends on the temperature through the
following expression,

lphaT
�1:5 ð10Þ

For the interface traps, it is possible to consider a quite similar behavior, i.e.,

litaT
b ð11Þ

Fig. 4 FTemp simulation block
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According to Eqs. (9), (10), and (11), an ideal current generator FTemp can be
introduced and its value can be expressed as,

FTemp ¼ Idstd
T
Tstd

� �b

� T
Tstd

� ��1:5
" #

ð12Þ

Here, the two parameters ‘a’ (in Eqs. (2) and (3)) and ‘b’ [16] (in Eq. (11)), are
determined with a least-square fit procedure, making a regression using the device
curves given by the manufacturer.

2.2 Cycloconverter Design Using IGBT

A cycloconverter for converting AC power at supply frequency to AC power at a
higher frequency is modeled in Simulink using IGBT as the switching element. This is
shown in Fig. 5. To control the cycloconverter circuit, we need to produce trigger
pulses in a particular sequence and feed them to the two separate converters called the
P-converter and the N-converter; each behaving like an H-bridge inverter. These sig-
nals are produced using the signal builder and the transport delay block which helps in
the switching operation of the IGBTs by carefully triggering the gate terminals. For the
positive cycle of the input voltage, the IGBTs P1 and P2 conduct for a particular time
period. Next, for the same time period, P1 and P2 are switched off which results in the
conduction of IGBTs N1 and N2. The same operation continues for the negative cycle
of the input voltage where IGBTs P3, P4, N3, and N4 take part in the conduction. The
below model is used as the standard of comparison for the SiC model which is
designed in this paper.

Fig. 5 Cycloconverter model using IGBT
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The input voltage to the cycloconverter is 100 V at a frequency of 50 Hz shown in
Fig. 6. The output frequency observed across the resistive load of 1 ohm is six times
that of the supplied input frequency, i.e., the output is alternating at a frequency of
300 Hz at 33 V as seen in Fig. 7.

Fig. 6 IGBT cycloconverter

Fig. 7 IGBT cycloconverter output waveform
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3 Simulation Analysis

3.1 Silicon Carbide MOSFET Simulation

The final subsystem model which will be used in the design of the cycloconverter is
depicted in Fig. 8. The proposed Simulink model is validated using the standard
SiC MOSFET datasheet.

The parameters used for the design of the SiC MOSFET are obtained from the
manufacturer’s datasheet. The model in Fig. 1 is simulated with all the key formulae
and values plugged into the interpreted MATLAB functions which are the core
function, ETemp function, and the FTemp function. The output characteristics, i.e., the
drain current vs the drain-source voltage (Id − Vds) plot is shown in Fig. 9.

The Id − Vds plots are obtained for four different values of Vgs, i.e., 10, 12, 14, and
16 V. Furthermore, the transfer characteristics for the simulated model at Vds = 20 V is
shown in Fig. 10. The cutoff voltage (Vth) for the MOSFET is taken as 2.1 V as
obtained from the datasheet.

Fig. 8 Silicon carbide MOSFET simulink subsystem

Fig. 9 Output characteristics of silicon carbide MOSFET from simulation
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3.2 Cycloconverter Using SiC MOSFET

The cycloconverter modeled in Fig. 5 using IGBT is replaced by the Silicon Car-
bide MOSFET subsystem as seen in Fig. 11.

The model uses the same configuration as the IGBT cycloconverter with eight SiC
MOSFETs, in place of IGBT, with the back-to-back connections to form two full-wave
rectifiers. The input voltage and frequency given to this model are the same as that of
the IGBT cycloconverter in Fig. 5, i.e., 100 V and 50 Hz respectively. The output
voltage across the resistive load of 1 O is measured and depicted in Fig. 12. The output
frequency is 6 times the input frequency, which results in a 300 Hz signal same as
obtained in the IGBT model. The model is simulated for 0.1 s.

Fig. 10 Transfer characteristics of silicon carbide MOSFET from simulation

Fig. 11 Cycloconverter simulation model using silicon carbide MOSFET
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3.3 Performance Comparison

The output graphs in Figs. 7 and 12 for IGBT and SiC Cycloconverter respectively, are
observed and it is seen that a slight distortion exists at the zero crossing in the IGBT
cycloconverter while the switching effect is taking place. The distortion can be clearly
observed in Fig. 13. This distortion is absent in the SiC Cycloconverter as seen evi-
dently in Fig. 14. Thus, the cycloconverter using SiC can change from one cycle to
another more smoothly with no crossover distortion which can be particularly useful
for higher frequency operation. Therefore, the better switching application of the
SiC MOSFET can be concluded from above.

Fig. 12 Output waveform of cycloconverter using silicon carbide MOSFET
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Fig. 13 Zero-crossing observed in IGBT cycloconverter
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Furthermore, a comparatively greater voltage drop is also observed in the IGBT
model for the same input voltage of 100 V. The peak voltage of the IGBT cyclo-
converter is 33 V as opposed to the peak voltage of the SiC MOSFET cycloconverter
which is 38 V. Thus, the efficiency of the SiC model is 1.15 times higher than that of
the IGBT model.

4 Conclusion

A novel approach to design a cycloconverter using SiC MOSFET in
MATLAB/Simulink has been proposed in this paper. The SiC MOSFET used in the
cycloconverter is designed in Sect. 2 and the simulation results of this MOSFET
involving the output characteristics, transfer characteristics, and threshold voltage are
matched and validated by comparing it with the characteristics of the actual
SiC MOSFET pertaining to its datasheet.

The performance analysis of the IGBT and the SiC Cycloconverter model con-
cluded that the peak voltage obtained at the output in the SiC Cycloconverter is less
attenuated resulting in a higher efficiency by a factor of 1.15. Furthermore, the zero
crossing distortion is absent in the SiC Cycloconverter model which makes it useful for
higher frequency operation.

Time
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Fig. 14 Zero-crossing observed in SiC cycloconverter

A Novel Approach to Design Single-Phase Cycloconverter 295



References

1. Biela J, Schweizer M, Waffler S, Kolar JW (2011) SiC versus Si—evaluation of potentials
for performance improvement of inverter and DC-DC converter systems by SiC power
semiconductors. IEEE Trans Industr Electron 58(7):2872–2882

2. Stevanovic LD, Matocha KS, Losee PA, Glaser JS, Nasadoski JJ, Arthur SD (2010) Recent
advances in silicon carbide MOSFET power devices. In: Twenty-fifth annual IEEE applied
power electronics conference and exposition (APEC), Palm Springs, CA, 2010

3. McBryde J, Kadavelugu A, Compton B, Bhattacharya S, Das M, Agarwal A (2010)
Performance comparison of 1200 V Silicon and SiC devices for UPS application. In: IECON
2010—36th annual conference on IEEE industrial electronics society, Glendale, 2010

4. Nielsen RØ, Török L, Munk-Nielsen S, Blaabjerg F (2013) Efficiency and cost comparison
of Si IGBT and SiC JFET isolated DC/DC converters. In: IECON 2013—39th annual
conference of the IEEE industrial electronics society, Vienna, 2013

5. Kempitiya A, Chou W (2018) An electro-thermal performance analysis of SiC MOSFET vs
Si IGBT and diode automotive traction inverters under various drive cycles. In: 34th thermal
measurement, modeling & management symposium (SEMI-THERM), San Jose, 2018

6. Biabani MAKA, Pasha MA (2016) Performance analysis of step up and step down cyclo
converter. In: 2016 international conference on electrical, electronics, and optimization
techniques (ICEEOT), Chennai, 2016

7. Hagmann R (1991) AC-cycloconverter drives for cold and hot rolling mill applications. In:
Conference record of the 1991 IEEE industry applications society annual meeting, Dearborn,
Michigan

8. Brindha B, Porselvi T, Ilayaraja R (2018) Speed control of single and three phase induction
motor using full bridge cycloconverter. In: 2018 international conference on power, energy,
control and transmission systems (ICPECTS), Chennai, 2018

9. Shillington R, Gaynor P, Harrison M, Heffernan B (2010) Applications of silicon carbide
JFETs in power converters. In: 2010 20th Australasian universities power engineering
conference, Christchurch, 2010, pp 1–6

10. Pratap R, Singh RK, Agarwal V (2012) SPICE model development for SiC power MOSFET.
In: 2012 IEEE international conference on power electronics, drives and energy systems
(PEDES), Bengaluru, 2012, pp 1–5

11. Kaushik N, Haldar S, Gupta M, Gupta RS (2006) Interface traps distribution and temperature
distribution and temperature-dependent 6H-SiC MOSFET analysis. Semiconductor Sci
Technol 21(6):6–12 (2006)

12. Potbhare S, Goldsman N, Lelis A, McGarrity JM, McLean FB, Habersat D (2008) A
physical model of high-temperature 4H-SiC MOSFETs. IEEE Trans Electron Dev 55
(8):2029–2040

13. Chain K, Huang JH, Duster J (1997) A MOSFET electron mobility model of wide
temperature range for (77–400 K) IC simulation. In: Semiconductor science and technology,
vol 12, issue 4, pp 355–358 (1997)

14. Sze SM (1981) Physics of semiconductor devices. John Wiley and Sons
15. Ryu SH (1997) Development of CMOS technology for smart power applications in silicon

carbide, PhD dissertation, Dept Elect and Comp Eng Purdue Univ West Lafayette, US
(1997)

16. Wang J et al (2008) Characterization, modeling, and application of 10-kV SiC MOSFET.
IEEE Trans Electron Dev 55(8):1798–1806 (2008)

296 M. Shetty et al.



Demagnetization Fault Diagnosis in BLDC
Motor Using Low-Cost Hall Effect Sensors

Vivek Kumar Sharma(&) , Adil Usman,
and Bharat Singh Rajpurohit

Indian Institute of Technology Mandi, Kamand, Mandi, HP 175001, India
vivek.sharma@ieee.org

Abstract. This paper proposes a demagnetization fault diagnostic method for a
brushless direct current (BLDC) motor using Hall effect (HE) sensor sequence.
The low-cost Hall effect sensors positioned 120° apart are used on the stator of a
BLDC motor in order to monitor the change in the sequence during demag-
netization fault conditions. Demagnetization effect in the permanent magnets
(PMs) can be due to various causes; however, the broken PM defects are taken
in our study. In contrary to the healthy operation of the motor, the significant
change observed in the Hall sequence pattern during the demagnetization fault
conditions is used as the fault signatures in this study. The change in machine
quantities in terms of phase currents and magnetic flux density (BM) charac-
teristics is investigated numerically through a developed co-simulation model of
a BLDC motor with the Simplorer drive circuit in Maxwell 2D tool. The
numerically obtained results are validated experimentally, and the change in
Hall sequence signals is investigated in order to detect, diagnose and identify the
demagnetization fault in the BLDC motor. The diagnosis of the broken PM
demagnetization fault using the low-cost Hall sensor’s sequence is the novel
contribution to this work.

Keywords: Brushless direct current (BLDC) motors � Demagnetization � Hall
effect (HE) sensors � Permanent magnet (PM)

1 Introduction

Brushless direct current (BLDC) motors are the special type of synchronous motors
having permanent magnets (PMs) on the rotor and three-phase concentrated windings
on the stator [1, 2]. The applications of BLDC motors have increased significantly in
the past few years due to its several effective impacts like higher torque density, higher
efficiency and better dynamic performance [3]. Due to the continuous operation of the
motor and the adverse ambient conditions, they are subjected to faults. Fault in the
machine can degrade its output performance characteristics which can finally lead to
the complete failure of the system [4]. Thus, the diagnosis of fault in its incipient stage
is vital to prevent the complete system from breakdown.

In a BLDC, motor fault can be either on the stator or rotor of the machine. The
stator-related faults mainly include the stator winding faults such as stator inter-turn
faults and inter-phase faults [5, 6], while the rotor-related faults comprise of
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demagnetization faults and rotor eccentricity faults, which have been widely reported in
the literature [7, 8]. However, there is very less work been done on the rotor magnet
defects, which is also a type of demagnetization faults accounted widely in BLDC
motors [9]. Broken PMs demagnetization fault is more vulnerable in the BLDC motor
running at varying loads, bearing high operating stresses and ageing of magnets with
time. Broken PM fault detection has been reported in some literature through phase
currents and back-EMF signatures [8–10]. Advance methods of diagnosing the
demagnetization faults using magnetic flux signatures have also been recently used in
[9, 10].

Since it has been observed that for the detection and diagnosis of faults in the
machine motor current signature, back-EMF and flux density or flux linkage signatures
are only used. However, in this study the authors have given a novel contribution of
diagnosing the broken PM demagnetization fault through the output of a Hall effect
sensor sequence. The change in Hall sensor sequence observed during the demagne-
tization fault conditions validates the demagnetization fault conditions.

It is to be noted that since the Hall sensor sequence is monitored directly through the
PM magnetic flux density (BM) in the machine, therefore the change in Hall sensor
sequence is caused due to the changing BM during the demagnetization fault conditions.
Thus, in this study the numerical model of a BLDC motor is developed under healthy
and broken PM fault conditions. The change in magnetic flux density is observed which
is ultimately the cause of changing Hall sensor sequence during broken PM fault con-
ditions. Other electromagnetic signatures like phase currents and the motor back-EMF
are also investigated, and the detrimental changes are further reported in this work.

In this paper, Sect. 2 elaborates on the modelling of demagnetization effect in
BLDC motor using electrical equivalent circuit (EEC) and numerical methods (NMs)-
based approaches. Section 3 illustrates the experimental investigation of the broken PM
defects in a BLDC motor using author’s proposed low-cost Hall sensor’s sequence.
The outcomes obtained are validated and further explained in detail for the authenticity
of the proposed diagnostic technique.

2 Modelling of Demagnetization Effect in BLDC Motor

The broken PM defects are modelled as a demagnetization fault in BLDC motor. The
demagnetization fault effects can be modelled mathematically through electrical
equivalent circuit (EEC)-based equations and numerically through finite element
analysis (FEA). The subsequent sections will elaborate on both the methods.

2.1 Electrical Equivalent Circuit (EEC)-Based Analysis of a BLDC
Motor

The EEC-based modelling of a BLDC motor can be referred from the earlier work in
[1–3]. However, the significant equations required for modelling the BLDC motor and
the PM demagnetization effect through back-EMF (EB) and magnetic flux density (BM)
signatures can be given from (1) to (4).
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va ¼ Rsis;a þ L�Mð Þ dia dt
� �

þ dkPM;a

dt

� �
ð1Þ

va ¼ Rsia þ Ls
dia
dt

� �
þ ea ð2Þ

ea ¼ Ke

2
wmF heð Þ ð3Þ

The comprehensive mathematical modelling of the broken PM demagnetization
effect can be studied in detail in [5]. However, the investigation through the change in
EB and BM can be illustrated from (4).

ea ¼ dua dt ¼ dhr dt
dua dhr ¼ xm

dua dhr ð4Þ

Similarly, the equations for vb & vc and eb & ec can be written.where

Ls ¼ L�M

va; vb; vc are the phase voltages,
ia; ib; ic are the phase currents,
ea; eb; ec are the back-EMFs due to PMs,
hm is a mechanical angle of rotor,
he is an electrical angle of rotor.

he ¼ p
2
hm

p is number of poles,
F(he) is a back-EMF reference function as can be referred in detail from [10].

2.2 Numerical Methods (Nms)-Based Analysis of a BLDC Motor

The finite element method (FEM) is used for the numerical analysis of a BLDC motor
and the effect of demagnetization faults. The FE model of a 16-poles, 18-slots outer
rotor BLDC motor is developed on a Maxwell 2D tool using the parameters as given in
Table 1. The Simplorer-based electric drive circuit operating through hysteresis current
controller (HCC) is co-simulated under healthy and faulty conditions. The co-
simulation is run for time t = 0.12 s with a step size of 0.001 s, as shown in shown in
Fig. 1. The findings from the co-simulation-based mathematical modelling of the
BLDC motor under healthy and broken magnets fault conditions have been illustrated
through Fig. 2a–e. The no-load phase currents for a healthy motor can be observed
from Fig. 2a. The peak value is found to be 1.5 A, while during the broken PM fault,
this phase current as shown in Fig. 2b increases significantly. The detrimental
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reduction and distortion in back-EMF can be observed from Fig. 2c. The magnetic flux
density (BM) for a healthy BLDC motor as shown in Fig. 2d is found to be 0.3T.
During the broken magnet fault conditions, the BM gets distorted, and the peak mag-
nitude decreases to 0.22T with respect to 0.3T of other healthy poles as shown in
Fig. 2e. Therefore, the significant changes in phase currents, back-EMF and BM signify
the existence of broken PM demagnetization fault in the machine.

3 Experimental Investigations of Demagnetization Fault

3.1 Development of a Test Bed for a Broken PM Demagnetization Fault
in a BLDC Motor

An 18-slots, 16 poles outer rotor motor BLDC motor as shown in Fig. 3a is used in our
study. The stator is embedded with three Hall sensors positioned at 120° apart from
each other as shown in Fig. 3b, c. To imitate the broken PM demagnetization fault in a
BLDC motor under study, one of the poles (PM) is broken and paced in the rotor of the
machine as shown in Fig. 3c.

A complete experimental test bed along with the Hall sequence measuring
arrangement for the investigation of rotor demagnetization faults (broken PM) has been
set-up as shown in Fig. 4a. A set of three-BLDC motor which comprises of a
demagnetized motor and two healthy motors is used for simple switching between the
healthy and faulty operations. A three-phase voltage source inverter (VSI) and a DAQ
is used for the operation and recording of data. The Hall sensor sequence arrangement
is exclusively shown in Fig. 4b.

Table 1 BLDC motor parameters

Symbol Parameters Value

V Rated voltage 24 VDC
P No. of poles 16
h Rotor position Outer
Po Output power 600 W
N Reference speed 3000 rpm
ODS Outer stator 8.12 cm
IDS Inner stator 3.4 cm
ls Length of stator 3.87 cm
NT No. of slots 18
ODR Outer rotor 9.26 cm
IDR Inner rotor 8.681 cm
lR Length of rotor 3.62 cm
NdFeB Magnet type Surface mounted
bT Magnet thickness 0.25 cm
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The three Hall effect sensors positioned at 120° apart from each other in the stator
of a machine are used for fault diagnosis in our study. These sensors used for acquiring
the rotor position and also act as an electronic commutator. The change in Hall sensor
sequence has been considered as the fault diagnosis signature for the investigation of
demagnetization fault in the BLDC motor. It is to be noted that the Hall sensor
sequence is changed due to the change in flux caused due to demagnetization effect;
therefore, the relation of Hall voltage (sequence) and the magnetic flux can be derived
as follows:

VH ¼ �IB
ned

¼ RH
IB

d ð5Þ

where n = carrier density, d = conductor length and RH is a Hall coefficient.

(a) (b)

(c)

Broken PM

Fig. 1 a FE model of healthy BLDC motor. b FE model of a broken magnet in BLDC motor.
6th Pole undergoes demagnetization effect. c Co-simulation of FE built BLDC motor and
Simplorer built drive system
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a

b

c

d

e

Fig. 2 a Phase currents of healthy BLDC motor. No-load current of 1.5 A flows through the
stator winding of a motor. b Phase currents of broken PM BLDC motor. The current peak value
increases and has harmonics due to the occurrence of faults. c Change in motor back-EMF during
broken PM demagnetization fault. d Magnetic flux density of BM = 0.3T of a healthy BLDC
motor. e Distorted BM for broken 6th pole
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Thus, through the significant change in Hall sensor sequence due to the change in
flux density, the effect of demagnetization can be validated. Moreover, the change in
magnetic flux density (BM) as has been earlier investigated through analytical and
numerical analysis for demagnetization fault diagnosis is now experimentally validated
through the change in Hall sensor sequence (VH / B) which will be discussed in the
subsequent section. This is an additional information to the existing fault detection
signatories used in BLDC motors.

3.2 Results and Discussions

The phase currents of BLDC motor during healthy and broken PM demagnetization are
shown in Fig. 5a, b. For a healthy BLDC motor, the expected no-load phase current
(phase A) of 1.24 A can be observed from Fig. 5a. During the demagnetization fault,

(a) (b) (c) (d)

In-built Hall-sensors

Fig. 3 Internal structure of a BLDC motor used for the experimental study. a Outer rotor motor
and the Stator getting detached. b 18-slots stator with three-phase winding. c 16-poles outer rotor
with a broken PM

Fig. 4 a Test bed for broken magnet BLDC motor with current and hall sequence measurement.
b Zoomed view of input, output and measurement junction of Hall sensor
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the significant rise in phase current is observed which is shown in Fig. 5b. The change
in current is observed when phase A comes in vicinity of a broken PM and is found to
be almost five times the healthy current (as encircled in Fig. 5b).

The three Hall sensor sequences, i.e. output of inbuilt Hall effect sensors for both
healthy and broken PM faulty condition, are shown in Fig. 6a, b. The three Hall
sequences of a healthy BLDC motor display a constant magnitude of 4 V having 120°
displacement with respect to each other as shown in Fig. 6a. Moreover, the constant
duty cycle is also observed throughout the complete rotation of a BLDC motor.
However, for a broken PM demagnetization fault, the duty cycle observed from Fig. 6b
is not constant (as encircled in Fig. 6b) throughout the complete rotation of the motor
even though the phase displacement and magnitude still remain the same as that of a
healthy motor. In addition, the motor back-EMF also reduces (as encircled in Fig. 6c)
for the corresponding broken PM, illustrated through Fig. 6c.

Therefore, the significant observable changes reflected in the Hall sensor sequence
during the broken PM defects justify the existence of demagnetization faults in the
machine. The changes in Hall sequence are due to the change in magnetic flux density
(BM) due to broken PM, which directly affects the Hall voltage (vH) and hence the Hall
sequence. In contrary to the healthy operation of the motor, the Hall sequence does not
remain constant and varies consequently during the demagnetization fault conditions,
justifying the broken PM fault existence. The changes in other electromagnetic sig-
natures (like phase currents, back-EMF and magnetic flux density), as investigated
experimentally and through numerical analysis, validate the proposed broken PM
demagnetization fault diagnostic technique using inbuilt Hall sensors. Thus, it can be
inferred that the change in Hall sequence characteristics and manifests the existence of
broken PM fault in a BLDC motor. This Hall sequence signature can be used as an
auxiliary information for demagnetization fault diagnosis along with the conventionally
adopted currents and back-EMF signatures.

(b)(a)

Fig. 5 a Experimentally obtained phase current (phase A) of healthy BLDC motor. b Expre-
mentally obtained phase current (phase A) of broken magnet demagnetized BLDC motor [Y-axis:
1 div = 2 A, X-axis:1 div = 4 ms]
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4 Conclusion

In this paper, author has detected demagnetization fault on the basis of Hall sequence,
i.e. output of inbuilt Hall sensor of BLDC motor used as electronic commutator and
also used for acquiring rotor position. This Hall sequence can be used as an additional
signature along with conventionally used back-EMF and current signatures for
detecting abnormality of BLDC motor. Although the output of Hall sensor, i.e. Hall
sequence during fault, was 120° phase displaced like healthy motor and having same

a

b

c

Fig. 6 a Exprementally obtained output (Hall sequence) of in-built Hall sensors of healthy
BLDC motor [Y-axis: 1 div = 4 V, X-axis:1 div = 4 ms]. b Exprementally obtained output (Hall
sequence) of in-built Hall sensors of BLDC motor during broken magnet demagnetization fault
[Y-axis: 1 div = 4 V, X-axis:1 div = 4 ms]. c Exprementally obtained back-EMF of BLDC motor
during broken PM demagnetization fault depicting the significant change in magnitude [Y-axis: 1
div = 10 V, X-axis:1 div = 4 ms]
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magnitude, duty cycle was not constant throughout the rotation as it was in healthy
motor and the variation in duty cycle was found to follow a particular pattern. The
inconstant nature of duty cycle manifests the broken magnet demagnetization fault.
Numerical modelling of the same BLDC motor is also shown along with suitable
results to validate the experimental results.
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Abstract. An integral subsystem of a satellite is its Electrical Power System
(EPS). Spacecraft power systems have undergone significant new developments
in the last decade and will continue to do so even at a faster rate in the current
decade. The EPS functions to supply continuous power during the satellite
mission life, control and distribute power, support power requirements for peak
and average electrical load, and protect payload operations against failures
within the EPS. The design of the solar panels and batteries depends on the
payload/s power demand and the mission lifetime. This paper studies the design,
management and characteristics of the power subsystem of small satellites.
The EPS for small satellites is required to have high efficiencies and low masses
because of volume and weight constraints. Based on the power utilized by
onboard equipment and devices, this paper proposes an efficient and durable
power system.

Keywords: Electrical power systems � Design � Satellite � Solar array � Battery

1 Introduction

A satellite is an artificial-specialized transmitter/receiver that is intentionally placed in
an orbit around the earth or any other body in space. Satellites are indispensable for
performing vital functions such as weather forecasting, navigation, broadcasting,
search and rescue operations, international communication, research and experimen-
tation in space, and more [1]. However, their design and construction involve adher-
ence to stringent requirements, such as size, cost, technical efficiency, reliability, and
capability to resist significant changes in temperature and exposure to severe radiation.

A typical satellite system is segregated into numerous subsystems. This paper will
mainly focus on the Electrical Power Subsystem. The EPS is responsible for genera-
tion, storage, conditioning, and supply of power to the satellite bus and payload. For a
large 3-axis body stabilized satellite, the EPS contributes to approximately 30% of
the spacecraft’s dry mass [3]. Regardless of specific design prerequisites, the basic
building blocks for any satellite power generation and distribution system are all
essentially the same. Because satellites are non-serviceable autonomous remote
machines, it is crucial to have a secure and reliable power system with a long lifespan
[2]. Without power availability, we can neither locate the spacecraft nor monitor its
system performance. Without power, a satellite is simply debris in space.

© Springer Nature Singapore Pte Ltd. 2020
N. Goel et al. (eds.), Modelling, Simulation and Intelligent Computing,
Lecture Notes in Electrical Engineering 659,
https://doi.org/10.1007/978-981-15-4775-1_33

https://orcid.org/0000-0002-9388-7434
https://orcid.org/0000-0003-3504-9974
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_33&amp;domain=pdf
https://doi.org/10.1007/978-981-15-4775-1_33


2 Electrical Power System

The fundamental units of any satellite power system are the primary power source,
backup batteries, bus voltage regulators, fuses, load switches, and the distribution
harness (Fig. 1).

Solar radiation is the only available external source of energy in space. A satellite
EPS not using solar energy must be fitted with its own onboard energy source such as a
primary battery, fuel cells, or even nuclear and chemical fuels [3]. The most widely
used sources of power for satellites that do consume solar energy, are solar photo-
voltaic (PV) cells arranged into arrays that provide power during sun-on peri-
ods and also serve to recharge the battery packs during sun-off periods. The battery
functions as a backup power source in the event of a solar eclipse. The main power line
connects to the solar cells and battery packs and also feeds a number of DC–DC
converters that are responsible for regulating and supplying intermediate voltages to
the various satellite electronic devices. These include onboard computers, cameras,
transceivers, amplifiers, magnetometers, magnetorquers, etc. Unlike earth-bound sys-
tems, satellites cannot plug into power outlets to satisfy their power demands.
Therefore, mechanical and electronic switches in a power switching network are
needed to manage satellite power consumption and distribution. A battery monitor is
also incorporated in the system design to assess and facilitate sustainable power
management [4].

In order to reduce solar array size, battery size, and overall costs, the EPS design is
configured to minimize the required load power in standby mode. This is accomplished
by providing power only to the components that are ON constantly. For instance, the
CDHS receives power supply continuously whereas the communication security net-
work and radio frequency (RF) sections receive power only when the satellite is
communicating with the ground station [5]. Furthermore, the satellite EPS can supply
conditioned power to the other systems with the help of the DC–DC converters as
mentioned earlier. The converters themselves are synchronized to be switched on and
off with the payload. This ON/OFF duty cycle conserves energy and decreases con-
verter contribution to the satellite standby power mode.

Fig. 1 Satellite EPS block diagram
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3 Solar Arrays

3.1 Array Power Generation

A photovoltaic cell harvests energy by converting solar radiation into electrical
energy. Silicon (Si) and Gallium Arsenide (GaAs) with efficiencies ranging from 14–
19% to 18.4–28.8%, respectively, are the semiconductors typically used for satellite
solar cells. Solar panels need to have a lot of surface area that can be pointed toward the
sun as the spacecraft moves. More exposed surface area means more DC voltage can be
created from the incident solar energy. However, since spacecrafts must be small,
compact, and economical, this limits the amount of power that can be produced.

Any steady-state satellites EPS module assumes that the power collected during the
daylight periods provides all the power required by the load during that period and to
recharge the batteries from their use during the eclipse period. Based on this assumption,
the figure below represents a simplified equivalent circuit for the power system.

The equations in the following discussion have been developed with the help of [6].
Based on our assumption, the solar array power (Psa) should be sufficient to simultane-
ously charge the batteries (Pbc) and also supply the load during charging (PLc). Pd is the
average power required by the load during daylight. Now, consider the EPS model to be
predicated on a single orbit energy balance equation. This signifies that the amount of
energy consumed from the batteries in a single orbit must be restored during the satellite’s
non-eclipse period on that same orbit. This can be mathematically represented by:

Pd � Td �Pbc � Te ð1Þ

where Td and Te refer the eclipse and daylight durations, respectively. The Psa based on
the EPS model is hence given by:

Psa ¼
PdTd

g2gcgdg3
þ PLcTe

g1

Te
ð2Þ

The efficiencies in Eq. (2) depend on the structure of the EPS equivalent circuit
such as the one shown in Fig. 2. The efficiencies g2; gc; gd; g3 can be clubbed together
as the variable Xe representing the efficiency of the satellite EPS to supply the power
from the array to the batteries for charging during daylight and from the batteries to the
loads during eclipse. Similarly, g1 and any other efficiencies depending on the satellite
equivalent circuit can be collectively termed as Xd to represent the efficiency of the
satellite EPS to supply the power from the array to the loads in daylight. The term PLc,
the supply to the load during charging, is essentially the average power required by the
load during eclipse and can hence be termed as Pe for simplicity. Therefore, the solar
array power capability is given by:

Psa ¼
PdTd
Xd

þ PeTe
Xe

Td
ð3Þ
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3.2 Array Performance Characteristics

A vital measure of the photovoltaic cell performance is its photoelectric energy con-
version efficiency and its cost per watt capacity. These two parameters determine the
competitive advantage of the PV cell over alternative power generation technologies
[3].

Because a satellite revolves around the earth, its solar panels generate power
intermittently. That is, the sun and eclipse phases alternate, and each panel can generate
power only during their respective sun phase.

With increase in temperature, the PV cell open-circuit voltage (Voc) decreases,
whereas the short-circuit current (Isc) increases, with an overall decrease in power. In
fact, for Silicon cells, the power output decreases by 0.5% for every degree centigrade
rise in operating temperature [3].

Array performance is also sensitive to the input solar irradiation. Its I–V charac-
teristic shifts down at lower sun intensity with a slight reduction in voltage. However,
the efficiency of the cell is indifferent to the solar radiation in the practical working
range [3]. Another characteristic is the efficiency degradation of the satellite solar array.
Due to ultraviolet degradation, fatigue (thermal cycling), material outgassing, and
micrometeoroid loss, the efficiency of the solar arrays decreases over time [1].

Overall, the amount of power generated by all solar panels (Sup(t)) in a satellite at
time ‘t’ is a function of solar panel configuration at design time such as the number, the
arrangement, and the type of solar panels (e.g., mono crystalline or polycrystalline
panels) represented by nS, the satellite’s position and attitude s(t), solar panel efficiency
eS(t), and temperature h(t). The function is as follows:

Sup tð Þ ¼ Fsup nS; s tð Þ; eS tð Þ; h tð Þð Þ ð4Þ

Fig. 2 A general simplified EPS equivalent circuit [6]
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4 Battery System

Batteries are the most widely used energy storage technology. Internally, a battery
converts chemical energy into electrical energy during discharge and the opposite
during charge.

The internal construction of a typical cell includes positive and negative electrode
plates with insulating separators submersed in a chemical electrolyte in between. Each
cell stores electrochemical energy at a low electrical potential. The cell voltage depends
solely on the electrochemistry, whereas the cell capacity (C) measured by Ampere-
hours depends on physical size. The battery voltage rating is stated in terms of the
average voltage during discharge. The higher the required voltage, higher is the number
of cells required in series [3].

A battery is made up of multiple of electrochemical cells connected in series–
parallel circuit combinations to obtain the necessary current and voltage value. Two
battery assembly configurations can be proposed depending on the mission type and
requirements: The S–P topology is characterized by serial strings of cells assembled in
parallel. The P–S topology constitutes cells being connected in parallel as a module or
cell package that defines the battery capacity and these modules are then serially
connected to comply with the satellite voltage range [7] (Fig. 3).

4.1 Battery Performance and Properties

Rechargeable battery cells are known to possess unique, non-linear characteristics such
as discharge efficiency. The more the discharge rate the lesser is its efficiency [1]. Like
solar arrays, batteries too are affected by temperature and efficiency. As per the cal-
endar fade effect, battery performance or efficiency at time ‘t’, represented by eB tð Þ,
deteriorates over time regardless of whether it is used or not [1].

In both charge and discharge modes, a small percentage of energy is dissipated as
heat. The battery charge status is represented using the term state of charge (SoC). The
SoC at a given time is directly proportional to the available charge at that instant. The
battery SoC affects the cell voltage, electrolyte freezing point and specific gravity [3].

Fig. 3 Two satellite battery assembly configurations. a S–P topology; b P–S topology [7]
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The SoC is usually expressed as a percentage and can be mathematically represented
by:

SoC ¼ Ah capacity remaining in the battery
Rated Ah capacity

ð5Þ

The battery depth of discharge (DoD) indicating the percentage of the battery that
has been discharged relative to the overall capacity of the battery is simply given by:

DoD ¼ 1� SoC ð6Þ

The three most commonly used batteries for spacecraft missions are Nickel–Cad-
mium (NiCad), Nickel–Hydrogen (NiH2), and Lithium-ion (Li-ion) batteries. NiH2

batteries can provide twice the specific energy than that of NiCad. Li-ion cells notably
provide higher energy levels, lower thermal dissipation, and a longer cycle life at a
lower weight and in smaller volumes than any NiCad or NiH2 batteries [7]. Today,
98% of newly manufactured satellites are powered by Li-ion batteries.

Some of the parameters that affect battery selection are maximum load current,
operating temperature range, charge cycles, shelf-life, specific energy, cost, time-
averaged DoD, resistance to shock and vibration, and power management schemes [5].

4.2 Battery Overcharge

Controlling battery overcharge is of immense importance in order to maintain battery
temperature and overall battery life. When a battery is completely charged, it reaches
the maximum voltage beyond which all input power is converted into heat. For every
electrochemistry, there is a well-defined relationship between voltage and temperature
(V–T) at the end of charging [3]. This relationship can be used to determine when the
battery is fully charged and then cut back to the trickle charge rate equal to the self-
discharge rate. For Li-ion batteries, generally, failure to accommodate the limitations of
the electrochemistry of a cell, with regard to trickle charging after reaching a fully
charged state, can lead to overheating, release of gasses and, possibly to a fire or
explosion [12].

To diminish any damage done to the battery as a result of overcharge, the EPS
should be able to detect when the reconstitution of the active chemicals is complete and
to stop the charging process before any damage is done while at all times maintaining
the cell temperature within its safe limits [13]. Identifying this cut off point and ter-
minating the charge are critical in preserving battery life. This can be done by setting a
predetermined upper voltage limit, often called the termination voltage. As soon as
termination voltage is reached, charging is discontinued.

A risk of overcharging the battery can still exist, either from errors in determining
the cutoff point or from any battery damage. A resettable fuse can be used to disconnect
the charger when danger signs appear. This additional safety precaution is especially
important for high power batteries used in large satellites where the consequences of
failure can be both serious and expensive [13]. Many Lithium-ion cells have built-in
current interruption devices (CIDs) that help protect them from overcharging. The CID
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is activated when the cells build up excessive pressure that typically occurs when the
cells are overcharged to voltages close to or above 5 V. Large cells consist of shut-
down separators, vents, and a fusible link to the electrode as supplementary levels of
protection [14].

5 Power System Design Process

5.1 Power Budget

In order to begin with the design process, we need to compile a detailed load power
profile of each satellite component that must be powered. This is known as the power
budget or power allocation. The power for the ON and OFF durations of all equipment,
peak power during ON time, quiescent power during OFF time, duty ratio, and thermal
dissipation are all listed to create a load power profile. Any parameters that may vary
during sunlight, eclipse, during BOL, or EOL are accounted for.

Duty ratio D is expressed as a percentage of the ON time. The average power
consumed by any equipment is the product of this duty ratio to its peak power. The
average power is used to calculate the solar array and battery ratings.

The power budget for a generic small satellite has been created using Microsoft
Excel in Fig. 4. Details regarding the mission have been provided in Table 1.

Considering a 30% design margin, the day power and eclipse power comes out to
12.26 W and 4.86 W respectively. These are calculated keeping in mind all individual

Fig. 4 Satellite power budget
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power demands of the satellite subsystems, including the battery charging circuitry and
the energy used during power conversion and regulation. Now we can design the solar
arrays and batteries necessary to fulfill these power demands.

5.2 Solar Array Design

The solar array area Asa is calculated by dividing Eq. (3) by the amount of power
developed by a solar cell per unit area. The amount of output power per unit area (Po) is
the product of the production efficiency of solar cells (ηcell) and the solar intensity
(approximately 1358 W/m2). Po is presented as:

Po ¼ 1358� gcell
Watts
m2

� �
ð7Þ

Variation in solar intensity is ±4% from the average. Hence, the value of Po varies
depending on the season and due to solar cell efficiency degradation over time.

The Beginning of Life (BOL) power per unit area is given by the equation:

PBOL ¼ PoId cos h ð8Þ

where Id is the inherent degradation referring to temperature related losses, design and
assembly losses, and even shadowing due to appendages. The value of Id typically
varies from 0.49 to 0.88. The incidence angle h constantly varies making Eq. (8) an
approximation.

Ld, the life degradation factor throughout the satellite lifetime is calculated as:

Ld ¼ 1� degradation per yearð Þsatellite life ð9Þ

The End of Life (EOL) power per unit area is given by the equation:

PEOL ¼ Ld PBOL ð10Þ

Now, solar array area (Asa) required to meet the power requirement of the satellite is
represented by:

Table 1 Satellite mission information

Initial orbital period 90.39 Mins
Percent of time in sunlight 59.49% Percent
Daylight duration (Td) 53.77 Mins
Eclipse duration (Te) 36.62 Mins
Mission lifetime 0.5 Years
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Asa ¼ Psa

PEOL
ð11Þ

Finally, to estimate the solar array mass Msa, take power density to be 45 W/kg.
Usually power density varies from 14 to 47 W/kg. Msa is calculated as:

Msa ¼ 1
45

� �
Psa ð12Þ

To determine the total array string length, we divide Psa by Pcell, the power pro-
duced by a single solar cell.

N ¼ Psa

Pcell
ð13Þ

125�125 mm monocrystalline Silicon cells (Mono Cell 125�125 Series) have
been considered for the satellite solar array. These cells have a maximum power
capacity of 2.30 Watts each with an efficiency of 15.5% [9]. Based on the calculations
conducted in Fig. 5, it is found that five Silicon cells would be required to constitute the
solar array. The solar array would hence be able to produce a Psa of 12.28 W. The solar
array area is estimated to be 0.083 m2 and the solar array mass is estimated to be
0.27 kg, assuming a specific performance of 45 W/kg.

5.3 Battery Design

The first step to determine the size of the battery is to calculate the number of cells (N).
This is calculated as:

N ¼ Vbus

Vcell
ð14Þ

The amount of energy the battery must be able to store is called the capacity Creq.
This is expressed as follows:

Fig. 5 Solar array sizing design calculations
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Creq ¼ Pe � Te Wh½ � ð15Þ

The total capacity at EOL (CEOL) of the battery is:

CEOL ¼ Creq

DOD � gbattery
Wh½ � ð16Þ

Over the satellite lifetime (Nyears), the batteries will degrade. Due to this degra-
dation, it is clear that the EOL capacity will be considerably lower than the BOL
capacity. This is accounted for by using the fading factor Ffading which typically has a
value of 0.92%/year for Li-ion batteries [8]. The battery cell storage capacity at BOL
CBOL hence be given by:

CBOL ¼ CEOL

Ffading � Nyears
Wh½ � ð17Þ

The final step is to estimate the total mass and volume of the batteries. This is done
using empirical relations, using specific mass (msp) and energy density (edensity) [8].
The msp for Lithium-ion batteries typically ranges from 100 to 265 Wh/kg and the
edensity from 250 to 693 Wh/L. The mass and volume of the battery are calculated as
follows:

Mbattery ¼ CBOL

msp
kg½ � ð18Þ

Vbattery ¼ CBOL

edensity
l½ � ð19Þ

As mentioned earlier, there are several battery choices for use in satellites. For
comparison, calculations have been performed for both Nickel–Cadmium and Lithium-
ion batteries. The VRE Cs 1600 Series NiCad batteries with 1.6 Ah capacity and the

Fig. 6 Battery design calculations
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VL 18650 Series Li-ion batteries with 2.2 Ah capacity were selected for the design
process [10]. Calculated results for NiCad show a requirement of 12 cells that will
together contribute to a capacity of 23 Wh, a mass of 0.314 kg, and a volume of
0.13 L. Similarly, the calculated results for Li-ion show a requirement of four cells that
will together contribute to a capacity of 33 Wh, a mass of 0.098 kg, and a volume of
0.051 L. As shown in the results, the selected Li ion batteries can fulfill the same
storage power requirements using a lower mass, volume, and capacity constraints, as
compared to the NiCad batteries [11] (Fig. 6).

6 Conclusion

In this paper, an optimum design of a satellite power system has been presented. The
main idea behind the design procedure is to enhance the satellite power during daylight
and eclipse while profitably reducing the area, mass, volume, and budget constraints.
The construction features and performance of solar arrays and batteries are discussed to
understand the available technology prior to design. A systematic power budget is
assembled for a generic nanosatellite to determine the individual subsystem and the
overall satellite power demands during daylight and eclipse periods. As per the data
collected from the power budget, the solar arrays and backup batteries are designed
accordingly. The design considers Silicon solar cells for energy harvesting and con-
version and Lithium-ion batteries for energy storage. As per numerical analysis, the
Lithium-ion batteries outperform the Nickel–Cadmium batteries by a significant margin
in the required storage capacity, total mass, and total volume.
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Abstract. This paper presents a way to realize three configurations of second-
order band reject filters (BRFs). Only single operational transresistance amplifier
(OTRA) and few passive components have been used in this work. CMOS
realization of OTRA using 180 nm model has been implemented in PSPICE for
simulation works. Simulated filter characteristics matches very well with the
theoretical analysis for all the three configurations. Monte Carlo analysis and
non-ideal analysis have been done. Analog design environment (ADE) tool of
cadence virtuoso has been used to perform the layout of the proposed
configurations.

Keywords: Band reject filter � CMOS � Layout � OTRA � PSPICE

1 Introduction

The band reject filters are used to remove a selected band of frequency components
from the signal to obtain the desired output. Many works which are reported in liter-
atures showing the realization of different filters using various building blocks dis-
cussed below. Implementation of MOS-C voltage-mode low-pass filter (LPF), high-
pass filter (HPF), band pass filter (BPF), notch filter (NF) and all pass filter (APF) has
been described in [1] with OTRA as an active block. A single OTRA-based voltage-
mode APF and NF have been implemented in [2]. First-order APF operation has been
demonstrated in [3] using OTRA. Another OTRA-based first-order APF operation has
been realized in [4]. In [5], current differencing buffered amplifier (CDBA)-based APF
and BPF operations have been demonstrated. A method for controlling the quality
factor has also been described in this paper. Realization of voltage-mode LPF, HPF and
BPF using OTRA has been described in [6]. Another CDBA-based LPF, BPF, HPF,
BRF and APF operations have been established in [7]. So, the implementation of more
than one configuration of band reject filter using OTRA in a single work is limited.
This work describes a method to realize three configurations of OTRA-based second-
order BRF operations. Subsequent paragraphs, however, are indented.

© Springer Nature Singapore Pte Ltd. 2020
N. Goel et al. (eds.), Modelling, Simulation and Intelligent Computing,
Lecture Notes in Electrical Engineering 659,
https://doi.org/10.1007/978-981-15-4775-1_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_34&amp;domain=pdf
https://doi.org/10.1007/978-981-15-4775-1_34


2 Circuit Description

To overcome the limitations of conventional op-amps (limited gain–bandwidth product
and limited slew rate), the OTRA has drawn the attention of many researchers because
of the advantages offered by the current mode circuits. The OTRA is a three-terminal
analog building block represented in Fig. 1. The CMOS realization of OTRA is shown
in Fig. 2 [8]. The port relationship is characterized by the following equation as,

Vp ¼ Vn ¼ 0; V0 ¼ IpRm � InRm ð1Þ

where the voltage and current at input terminal p are represented by Vp and Ip, the
voltage and current at input terminal n are denoted by Vn and In and V0 is the output
voltage at terminal z, respectively. Rm, the transresistance gain is infinity in ideal
situation which forces the currents at the input terminals to be equal. So, OTRA has to
be used in a negative feedback configuration. The input terminals of OTRA are vir-
tually grounded and the difference of the two input currents multiplied by the tran-
sresistance gain produces the output voltage. OTRA also provides high bandwidth
independent of closed-loop gain [9].

The proposed configuration of BRFs along with the component values has been
shown in Fig. 3. Three different configurations of BRF can be realized by varying the
status of the switches SW1, SW2 and SW3 which is given in Table 1.

Fig. 1 Block diagram of OTRA

Fig. 2 CMOS implementation of OTRA
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For 1st configuration of BRF the transfer function can be derived as,

V0

Vin

� �
1
¼ R21 s2C1C4R1R4 þ sðC1R1 þC4R4 � C4R1Þþ 1½ �

R1 s2C21C4R21R4 þ sðC21R21 þC4R4Þþ 1½ � ð2Þ

Centre frequency (f0)BRF1 and quality factor (Q)BRF1 for 1st configuration can be
derived from Eq. (2) as,

ðf0ÞBRF1 ¼
1
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

C21C4R21R4

r
ð3Þ

ðQÞBRF1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C21C4R21R4

p
C21R21 þC4R4

ð4Þ

The transfer function of the BRF for 2nd configuration can be represented as,

V0

Vin

� �
2
¼ R3 s2C1C4R1R4 þ sðC1R1 þC4R4 � C4R1Þþ 1½ �

R1 s2C3C4R3R4 þ sðC3R3 þC4R4Þþ 1½ � ð5Þ

From the above expression, the centre frequency (f0)BRF2 and quality factor (Q)BRF2
for 2nd configuration is given by,

ðf0ÞBRF2 ¼
1
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

C3C4R3R4

r
ð6Þ

Table 1 Status of the switches

Conf. Status of the switches
SW1 SW2 SW3

1st Open Close Open
2nd Close Open Open
3rd Close Open Close

Fig. 3 BRFs: proposed configurations
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ðQÞBRF2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C3C4R3R4

p
C3R3 þR4C4

ð7Þ

Similarly for 3rd configuration the transfer function of the BRF can be given by,

V0

Vin

� �
3
¼ s2C1C4R1R4 þ sðC1R1 þC4R4 � C4R1Þþ 1

s2C22C3R22R3 þ sðC22R22 þC3R3 � C22R3Þþ 1
ð8Þ

Again for 3rd configuration, from Eq. (8), the centre frequency (f0)BRF3 and quality
factor (Q)BRF3 is given by,

ðf0ÞBRF3 ¼
1
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

C22C3R22R3

r
ð9Þ

ðQÞBRF3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C22C3R22R3

p
C22R22 þC3R3 � C22R3

ð10Þ

3 Simulation Outputs

The CMOS realization of OTRA as shown in Fig. 2 using 180 nm technology has been
implemented for simulation work. The aspect ratio of the transistors as given in [9] has
been represented in Table 2. From Eqs. (3), (6) and (9), the theoretical centre fre-
quency of BRF for all configurations can be calculated as 5.31 MHz. Figure 4a–c,
respectively, gives the theoretical and simulated frequency response characteristics for
all three configurations along with the corresponding phase plots. From the simulated
characteristics, the centre frequency of operation has been found as 5.42 MHz for all
configurations which is in close accord with the calculated value. Also, the simulated
result matches well with the theoretical characteristics. From Eqs. (4), (7) and (10), the
quality factor can be calculated as 0.5 for 1st and 2nd configuration and 1 for the 3rd
configuration. Monte Carlo analysis has been performed for 100 samples with 5%
variation in the values of all passive components and the result is shown in Fig. 5.

4 Layout

To validate the compatibility of the work with integrated circuit applications, layout of
the proposed circuits has been performed in ADE tool of cadence virtuoso. Figure 6a
represents the layout of the 1st configuration which consumes an effective area of
7022.196 µm2 (91.15 µm � 77.04 µm). The values of the passive components chosen
are R1 = 3 kΩ, C1 = 1 pF, R21 = 3 kΩ, C21 = 2 pF, R4 = 1 kΩ and C4 = 5 pF.

Similarly for layout of the 2nd configuration, the chosen passive components values
are R1 = 500 Ω, C1 = 1 pF, R3 = 500 Ω, C3 = 3 pF, R4 = 1 kΩ and C4 = 3 pF. Fig-
ure 6b gives the layout of the proposed BRF for 2nd configuration which consumes an
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effective area of 7663.7214 µm2 (92.49 µm � 82.86 µm). Again in Fig. 6c, the layout
of the proposed BRF for 3rd configuration is achieved by choosing the passive com-
ponents of R1 = 1 kΩ, C1 = 3 pF, R22 = 1 kΩ, C22 = 3 pF, R3 = 1 kΩ, C3 = 3 pF,
R4 = 1 kΩ and C4 = 1.2 pF, which consumes an effective area of 9801.8277.196 µm2

(109.31 µm � 89.67 µm). With the above value of passive components for layout, the
centre frequency for 1st configuration is 29.05 MHz, for 2nd configuration is
75.02 MHz and for 3rd configuration is 53.05 MHz, respectively. Post-layout results
are shown in Fig. 7a–c respectively. The centre frequency obtained from post-layout
simulations is 22.18 MHz for 1st configuration, 67.76 MHz for 2nd configuration and
44.72 MHz for 3rd configuration respectively. It is examined that all results are in close
matching.

Table 2 Aspect ratios

Transistor No. W/L (µm)

MA, MB, MC 36/0.9
MD 3.6/0.9
ME, MF 10.8/0.9
MG 3.6/0.9
MH, MI, MJ, MK 18/0.9
ML, MM 36/0.9
MN 18/0.18

Fig. 4 Characteristics of BRF for; a 1st configuration for b 2nd configuration, c 3rd
configuration
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n samples = 100 sigma = 2.94927e-6 median = 0.0103591 3*sigma=8.84781e-6  n 
divisions = 10  minimum = 0.0103515  90th % ile = 0.0103632 mean=0.0103592  
10th % ile=0.0103553    maximum = 0.0103644

Fig. 5 Monte Carlo analysis of BRF configurations showing the variation of quality factor

Fig. 6 Layout of a 1st configuration for b 2nd configuration, c 3rd configuration
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5 Non-ideality Analysis

The transresistance gain of OTRA actually has a finite value, although considered as
infinite quantity in ideal case [9]. For a single-pole model of Rm we get,

RmðsÞ ¼ R0

1þ s
w0

¼ R0w0

sþw0
¼ 1

s
R0w0

þ 1
R0

ð11Þ

In Eq. (11), w0 and R0, respectively, give the pole angular frequency and dc
transresistance gain of OTRA. For filter operations, considering large frequency values
and by putting Cp ¼ 1= R0w0ð Þ Eq. (11) reduces to,

RmðsÞ � 1
sCp

ð12Þ

Taking this into account, for 1st configuration the non-ideal transfer function is
given by,

Fig. 7 Post-layout output for a 1st configuration for b 2nd configuration, c 3rd configuration
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V0

Vin

� �
1
¼

sC4
1þ sC4R4

� 1
R1
� sC1

1
R21

þ sC21 � sCp
ð13Þ

By similar analysis, the non-ideal transfer function for 2nd and 3rd configuration
can be derived as,

V0

Vin

� �
2
¼

1
R1

þ sC1 � sC4
1þ sC4R4

1
R3

þ sC3 þ sCp
ð14Þ

V0

Vin

� �
3
¼

1
R1

þ sC1 � sC4
1þ sC4R4

1
R3

þ sC3 � sC22
1þ sC22R22

þ sCp
ð15Þ

Inspection of Eq. (13) reveals that the effect of Cp can be compensated by
increasing the capacitance value C21 by an amount of Cp. Similarly from Eqs. (14) and
(15), it can be seen that the effect of nonlinearities can be absorbed within the circuit
itself by decreasing the value of C3 by an amount of Cp. Thus the circuit provides
complete self-compensation and there is no need to connect external capacitors for
compensation.

6 Comparative Study

A comparative study of the proposed configuration with the previously published
works [1–7] is shown Table 3.

It is observed that although topologies [1, 2] and [7] have implemented BRF, but in
all cases only one configuration has been reported, whereas in the proposed work, three
configurations of BRF are shown. Moreover, topology [1], topology [5] and topology
[7] use five active devices, three active devices and two active devices, respectively, but
the proposed configuration uses only one active device. Moreover, the proposed work
uses comparable no of passive components as in others.

Table 3 Comparison table

Ref. No. Active block and No. R count C count Type of filter Order

1 OTRA-5 12 2 LPF, BPF, HPF, BRF, NF 2nd
2 OTRA-1 2–3 2–3 APF, NF 1st 2nd
3 OTRA-1 3–4 1–2 APF 1st 2nd
4 OTRA-1 2 1 APF 1st
5 CDBA-3 5 3 APF, BPF 1st
6 OTRA-1 4 2 LPF, HPF, BPF 2nd
7 CDBA-2 4 2 LPF, HPF, BPF, BRF, APF 2nd
Proposed OTRA-1 3–4 3–4 BRF(3 configurations) 2nd
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7 Conclusion

This work proposes three novel realization of second-order BRF using a single OTRA
and few passive components (resistors and capacitors). Some significant features of this
work are pointed out in this section. (i) Without modifying the entire circuit, three BRF
functions can be realized by altering the condition of the switches, (ii) Post-layout
outputs confirm the viability of the work, (iii) frequency response characteristics (both
simulated and theoretical) are in close agreement, (iv) centre frequency of operation
obtained from simulated characteristics matches very well with the calculated values,
(v) hardware outputs authenticate the feasibility of the proposed configuration.
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Abstract. Aiming at the problem of orthogonal frequency division multiplex-
ing (OFDM) signal subcarrier number estimation, a subcarrier number estima-
tion method based on Novel Test (NT) distance is proposed using the Gaussian
nature of OFDM signal. The NT distance output at detection-end DFT module is
smallest when DFT points match the transmitter. Theoretical analysis and
simulation results show that this method can distinguish Gaussian distribution
from non-Gaussian distribution and correctly estimate the number of subcarriers
of OFDM signal.

Keywords: Novel test (NT) � Empirical distribution function (EDF) �
Subcarrier number estimation � Blind estimation � Orthogonal frequency
division multiplexing (OFDM)

1 Introduction

Orthogonal frequency division multiplexing (OFDM) allocates high-speed data streams
to orthogonal subcarrier for transmission, effectively reducing the symbol rate of each
path. In actual communication, OFDM can select a subchannel with better conditions
according to the channel situation, instead of using [1, 9] per-path carrier. In OFDM
blind parameter estimation, modulation recognition is carried out first, and it is con-
firmed that parameters are estimated only after OFDM modulation, such as carrier
frequency, symbol width, cyclic prefix length, subcarrier number, and so on. Among
them, estimation of the number of subcarriers is an important item. At present, it is
mostly the length estimation and cyclic prefix estimation of IFFT when OFDM
modulation is produced, instead of the number of subcarrier actually used by OFDM. If
the number of subcarrier is further estimated, subcarrier interval can be estimated.

Small research has been done on subcarrier estimation. In the literature [2], the
inverted spectrum is introduced into the estimation of OFDM subcarrier number, but
this method does not perform well under the condition of low signal-to-noise ratio. In
the literature [3], a method is proposed to estimate using high-order cyclic cumulates.
These methods are essentially high-order statistics, resulting in a large amount of
computation, which is not conducive to practical use. In the literature [4], OFDM signal
subcarrier number blind recognition algorithm based on AWGN channel is proposed.
The algorithm utilizes the characteristics of strong normality of baseband OFDM
modulation signal when FFT points mismatch and uses Gaussian detection algorithm to
estimate the number of OFDM signal subcarrier. The Gaussian test of samples in
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statistics has been widely studied. In this paper, based on the practical application,
using the asymptotic Gaussianity of OFDM signals, the Novel Test (NT) method in
mathematical statistics is introduced to realize the fast identification of a number of
OFDM signal subcarriers.

2 Empirical Distribution Function and Novel Test

2.1 Empirical Distribution Function

Let x1; x2; . . .; xnð Þ be a set of sample observations of the population X, and arrange
them in order of magnitude xð1Þ � xð2Þ � . . .� xðnÞ; x is any real number and its
weighing function is:

F nð Þ xð Þ ¼
0 x\xð1Þ
k
n xðkÞ � x\xðkþ 1Þ
1 x� xðnÞ

8<: ð1Þ

It is an empirical distribution function (EDF). The graph of the empirical distri-
bution function is a step curve. If the observed value is not repeated, each hop of the
step is 1=n; if there is a repetition, it is stepped up by a multiple of 1=n. For any real
number x, the value of FðnÞ xð Þ is equal to the frequency of the sample observation
x1; x2; . . .; xnð Þ that does not exceed x. From the relationship between frequency and
probability, FðnÞðxÞ can be used as an approximation of the distribution function FðxÞ of
the population X. As n increases, the degree of approximation is better. For the
empirical distribution function FðnÞðxÞ, the following result is proved: for any real
number x, when n ! 1, then FðnÞðxÞ converges to the distribution function FðxÞ with
probability 1, i.e.,

P lim
n!1 sup|{z}

allx

FnðxÞ � FðxÞj jð Þ ¼ 0

8<:
9=; ¼ 1 ð2Þ

The empirical distribution function is defined by Eq. (1). Figure 1 depicts an EDF
with a sample size of 100 for the signal sample sequence to be tested. The purpose is to
test whether the sample is from a standard normal population, and the distribution
function (CDF) of N 0; 1ð Þ is also depicted in Fig. 1. In short, the object of the EDF test
is the maximum distance between the two curves in Fig. 1. If the maximum distance of
the signal sampling sequence EDF from the ideal normal distribution is small, it can be
considered as a Gaussian distribution.
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There are several options for FðnÞðxÞ, such as F1ðnÞðxÞ, F2ðnÞðxÞ [5, 6], and this
article uses the following FðnÞðxÞ:

FnðxÞ ¼
1

nþ 2 x\xð1Þ
kþ 1
nþ 2 xðkÞ � x� xðkþ 1Þ
nþ 1
nþ 2 x� xðnÞ

8<: ð3Þ

The NT is based on EDF and is used to determine if a sample is from a population
of a particular distribution [7]. Let x1; x2; . . .; xnð Þ be a sample from the total X sample
size n, sort them in ascending order, and form order statistics x 1ð Þ � x 2ð Þ � . . .� x nð Þ.
Then, construct the NT statistic (NT distance) as:

Dn ¼ max|{z} Fn xið Þ � F xi; hð Þj jð Þ
allx

ð4Þ

where Fn xið Þ; the empirical distribution, is a function of the signal sample; F xi; hð Þ is
theoretical distribution of the parameter vector h estimated by the signal sample. The

normal distribution is taken as an example bh ¼ bu; brð Þ, which is the sample mean and
standard deviation. The null hypothesis is accepted or rejected at significance level a by
calculating themaximumdistance betweenFn xið Þ andF xi; hð Þ and then comparing it with
normal distribution threshold. If the NT statistic is smaller than the critical value, accept
the null hypothesis that the sample is from a normal distribution population [8–14].

Fig. 1 Empirical distribution function and theoretical distribution function
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3 OFDM Subcarrier Number Estimation Model

3.1 Analysis of OFDM Received Signals with Unknown DFT Points

Regardless of Gaussian white noise, it is assumed that the IDFT conversion point of the
transmitting end is N, the DFT point of the DFT module of the detecting end is MN,
and M is a positive number. The OFDM transmit signal expression is:

ymn ¼ 1ffiffiffiffi
N

p
XN�1

i¼0

dmi exp j
2pin
N

� �
; i ¼ 0; 1; . . .;N � 1 ð5Þ

where ymn is the nth IDFT output of the mth OFDM symbol; dmi is the ith bit of mth
baseband symbol. The signal processed by the data stream through DFT module of the
detection end is:

Yi ¼ 1ffiffiffiffiffiffiffiffi
MN

p
XM�1

m¼0

XN�1

i¼0

ymn exp �j
2pi
MN

mN þ nð Þ
� �

¼ 1ffiffiffiffiffiffiffiffi
MN

p
XM�1

m¼0

XN�1

l¼0

dml exp �j
2pim
M

� �
�
XN�1

n¼0

exp j
2pn
N

l� i
M

� �� � ð6Þ

The description of the derivation (6) is that if the transformation point of the
receiver is assumed to be greater than the transformation points N of the transmitter, the
receiving end of the DFT transformation will have more than one OFDM symbol, as
shown in Fig. 2. If i

M is a positive integer and l ¼ i
M, Eq. (6) is further simplified:

Yi ¼ 1ffiffiffiffiffi
M

p
XM�1

m¼0

XN�1

i¼0

dml exp �j
2pim
M

� �
d l� i

M

� �
¼ 1ffiffiffiffiffi

M
p

XM�1

m¼0

dmi
M

ð7Þ

where dð�Þ is a unit sample function. Equation (7) can be understood as follows. If i is
an integer multiple of M, then the DFT output of MN point is only the sum of M binary
symbols. In general, the multiple M is not too large, and Yi will exhibit non-Gaussian.
If i

M is not an integer, i.e.,

XN�1

n¼0

exp j
2pn
N

l� i
M

� �� �
¼ 1� exp j2p l� i

M

� �� �
1� exp j 2pN l� i

M

� �� � ð8Þ

Fig. 2 Schematic diagram of DFT transformation at the receiving end
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Substituting Eq. (8) into Eq. (6) gives:

Yi ¼ 1

N
ffiffiffiffiffi
M

p
XN�1

n¼0

1� exp j2p l� i
M

� �� �
sin p l� i

M

� �� �
1� exp j 2pN l� i

M

� �� �
sin p l� i

M

� �� � : XM�1

i¼0

dml exp �j
2pim
M

� �" #
ð9Þ

Therefore, if i is a non-integer multiple of M, then the DFT output of MN point is
that each point includes the sum of code bits between code bits and OFDM symbols
within each OFDM symbol, i.e., the sum of multiple random variables, and Yi will
show obvious Gaussian nature.

3.2 Subcarrier Estimation Process Based on NT

According to the above analysis, the OFDM signal can be subjected to DFT modules
with different transform points to obtain DFT outputs with different transform points,
and then NT check is performed to select the largest value, and the maximum number
of transform points corresponding to the value is OFDM. The number of subcarriers
with the rapid development of hardware technology, the speed of DFT computing is no
longer a problem. Moreover, the number of existing OFDM signal subcarriers is
basically a number of powers of two, then the subcarrier number set
N ¼ 2K ;K[ 1; k 2 Zð Þ can be constructed, so that a few special points (such as 16,
32, 64, 128, 256, etc.) and several points in the vicinity are tested to further speed up
the identification process. Taking the 512 subcarrier OFDM signal as an example, the
hypothesis test model is established as follows:

H0: The OFDM signal subcarrier number is 512.
H1: The OFDM signal subcarrier number is not 512. Inductive rapid estimation of

OFDM subcarrier number processing steps is:

Step 1 DFT is performed on the input OFDM signal ymn and the real part (or
imaginary part) of the output Yið Þ is obtained, and N samples x1; x2; . . .; xnð Þ
are obtained.

Step 2 Estimate the parameter vector bh ¼ bu; brð Þ by means of maximum likelihood
estimation (MLE) or moment estimation to obtain a normal distribution
function F xi; hð Þ.

Step 3 The real part (or imaginary part) of N samples from large to small, com-
posing order statistics, and calculating the empirical distribution function
Fn xið Þ.

Step 4 Traverse the real part (or imaginary part) of the sample, and select the
maximum value of absolute value Dn of subtraction between the two in Step
2 and Step 3 as the NT distance under the N value.

Step 5 Change the value N and repeat Step 1–Step 4 to get the NT distance under
different N. The largest one corresponds to N.
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4 Numerical Analysis

4.1 NT Distance with Different DFT Points

Simulation conditions: The number of OFDM signal subcarrier is 512, and the signal-
to-noise ratio of Gaussian white noise channel in the transmission channel is more than
10 dB. The DFT operation of the point 300–500 is obtained, and the output sequence

Fig. 3 NT distance under different points

Fig. 4 Relationship between average correct estimation rate and SNR in dB
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of each transformation point is calculated, and then the maximum distance between the
empirical distribution function and the theoretical distribution function of the corre-
sponding sample points is calculated, i.e., NT distance. As shown in Fig. 3, NT dis-
tance has a maximum value of N = 512, which is consistent with the theoretical
analysis.

The simulation conditions are unchanged and 1012 Monte Carlo simulations are
performed under different SNR conditions. If the maximum value of the simulation is
512, then this simulation is correct to determine the average correct estimation rate for
this method. It can be seen from Fig. 4 that the OFDM subcarrier number estimation
method based on the maximum NT distance has a probability of correctly estimating
0.9 when the signal-to-noise ratio is 11.5 dB, which is effective.

5 Conclusion

Blind parameter estimation of OFDM signals is becoming increasingly important with
the widespread use of OFDM techniques in the field of radio spectrum management,
communication measures, and cognitive radio. The estimation of the number of sub-
carriers is an important part of parameter estimation. Many studies have focused on
OFDM symbol width and cyclic prefix length estimates with less carrier estimates. In
this paper, the method of statistics is introduced into the OFDM signal subcarrier
estimation. Through theoretical derivation, the feasibility of estimating the carrier
number based on the maximum NT distance is proved. Finally, the simulation results
show that the proposed method can effectively estimate the number of OFDM sub-
carriers. Introducing other methods of normality testing into subcarrier estimation is a
problem to be studied in the future research problem.
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Abstract. In this paper, an optimization algorithm for cooperative spectrum
sensing in cognitive radio (CR) is proposed, to maximize the spectrum sensing
efficiency under the condition of limited interference, an optimization scheme of
cooperative spectrum sensing mechanism for cognitive radio system. The sys-
tem model is defined, and the cooperative spectrum sensing is used to jointly
optimize the system targets, including sensing time, transmission time, and the
number of sensing users participating in the collaboration. The simulation
results show that the optimization scheme can maximize the spectrum sensing
efficiency under the condition that the interference is limited.

Keywords: Cognitive radio (CR) � Cooperative spectrum sensing (CSS)

1 Introduction

In recent years, cognitive radio (CR) has received more and more attention because of
its ability to obtain sufficient spectrum efficiency through spectrum sharing and
dynamic access. It is considered to be an important way for next-generation wireless
communication systems to solve the problem of spectrum scarcity. As an intelligent
wireless communication system, cognitive radio first needs to perceive the surrounding
radio environment. Therefore, spectrum perception is an important prerequisite for
cognitive radio communication. Spectrum sensing must be able to quickly and accu-
rately detect the presence of the primary user signal, so that the secondary user
dynamically occupies the licensed frequency band with low utilization and at the same
time avoids harmful interference to the primary user. Once the main user appears, the
secondary user should be able to detect it immediately and quickly exit the frequency
band it occupied [1, 2]. Commonly used spectrum sensing methods include matched
filter detection, energy detection, and cyclo-stationary feature detection. Energy
detection is simple to implement and performs well in the case of high signal-to-noise
ratio. Under actual conditions, the secondary performance is seriously degraded due to
factors such as channel fading and shadowing. Cooperative spectrum sensing is a
method that can effectively improve the secondary user performance, and has become a
research hotspot.

The main goal of spectrum sensing is to maximize the spectrum sensing efficiency
of cognitive radio systems while meeting the constraints of interference. In the periodic
spectrum sensing process, the spectrum sensing and data transmission of the sensing
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user cannot be performed simultaneously. Therefore, it is necessary to comprehensively
consider the allocation of the sensing time and the transmission time. The longer the
sensing time, the higher the accuracy, and the less interference it can cause to the
primary user. However, when the sensing time becomes longer, the transmission time
of the secondary user will be reduced, resulting in a decrease in the sensing efficiency
of the secondary user. Therefore, sensing time and transmission time are two key
parameters affecting spectrum sensing efficiency and interference problems. The choice
of this parameter will have an important impact on the performance of cognitive radio
networks. At the same time, in cooperative spectrum sensing, the number of users
participating in cooperative network also affects spectrum sensing efficiency.

At present, there has been a lot of research on the parameter optimization problem
of cooperative spectrum sensing. Literature [3, 4] optimizes the number of sensing
users participating in cooperation to minimize the probability of error or maximize the
probability of detection. In [5], a set of parameters including the perceived time and the
number of recognized users participating in the cooperation are optimized under the
condition, satisfying the system detection performance, so that the cognitive user’s
throughput is maximized. Literature [6–11] studied the problem of maximizing the
perceived efficiency in the case of limited interference, taking into account the influ-
ence of two key parameters of sensing time and transmission time. In this paper, by
jointly optimizing the sensed parameters including the sensing time, the transmission
time, and the number of sensed users participating in the collaboration, the spectrum
sensing efficiency is maximized under the condition of limited interference.

2 System Model

2.1 Problem Definition

CR Network: M secondary users, one base station, and one primary user. Each sensing
user makes a decision whether the primary user signal exists by periodic spectrum
sensing, and sends the decision result to the base station, and the base station makes a
final decision according to the received information. The typical frame structure of
periodic spectrum sensing (see Fig. 1) includes the sensing time (Ts) and the trans-
mission time (T) [5].

Fig. 1 Spectrum sensing frame structure
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To solve the problem, the following questions are first introduced:

Step 1 Sensing efficiency refers to the ratio of the resources used to transmit data to
the entire frame resource after spectrum sensing. The definition is as
follows:

g ¼ 1� mTs
M:T þmTs

ð1Þ

where M is the number of perceived users in the CR network; m is the number of
sensed users participating in the collaboration.

Step 2 The ratio of interference time to the duration of data transmission is defined
as follows:

e ¼ TI
T

ð2Þ

where TI represents the duration of interference, i.e., the time when primary fre-
quency band is busy, and the user is sensed to communicate.

The goal of spectrum sensing is to find a set of optimal sensing parameters that
maximize the sensed efficiency when the interference is limited, i.e.,

Find: m�; T�
s ; T

�

max: g m�; T�
s ; T

�� � ¼ 1� mTs
MT þmTs

s:t: e�C; 1�m�M

ð3Þ

where m�;T�
s ; and T�, respectively, represent the optimal number of sensed users

participating in the cooperation, the optimal sensed time, and the optimal transmission
time; Г represents the maximum interference limit that the system can tolerate.

2.2 Energy Detection Based on Statistical Characteristics of Licensed
Frequency Band Occupancy Status

The occupancy statistics of the licensed band is seen as a periodic change in the
transition between busy and idle states. The busy and idle states, respectively, indicate
that the band is occupied and unoccupied by authorized users, and the busy and idle
durations are subject to exponential distribution. The probability density functions are:

fB tð Þ ¼ ae�at ð4Þ

fI tð Þ ¼ be�bt ð5Þ

where a and b represent the probability of transitioning from the busy state to the idle
state and the probability of transitioning from the idle state to the busy state,
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respectively. These two values are estimated from the spectrum sensing of the licensed
frequency band, so they are assumed to be known to the cognitive user. Then, for a
certain frequency band, the probability of being in a busy state and an idle state
is:PB ¼ b

aþ b and PI ¼ a
aþ b :

H0 indicates absence of primary user signal, H1 indicates presence of primary user
signal, and the signal received at ith sensed user is:

xiðkÞ ¼ ni kð ÞH0

s kð Þþ ni kð ÞH1

�
; i ¼ 1; 2; . . .;M ð6Þ

where s(k) represents the primary user transmitting signal; ni kð Þ represents the additive
white Gaussian noise with mean 0, and variance is d2n; sðkÞ and niðkÞ are independent of
each other. When the number of sampling points N is large enough, according to the
central limit theorem, Yi approximates a Gaussian distribution:

Yi ¼ N Nd2; 2Nd4
� �

H0

N N 1þ cið Þd2; 2N 1þ 2c2i
� �

d4
� �

H1

(
ð7Þ

According to literature [4], the statistical characteristics of the licensed band are
taken into consideration, for a given licensed frequency band, assuming N ¼ 2TsW ,
W for the bandwidth, and then, the first user’s false alarm probability (PF) and
detection probability ðPDÞ are:

PF;i ¼ a
aþ b

Q
ki � 2TsWd2

2d
ffiffiffiffiffiffiffiffiffi
TsW

p
� �

ð8Þ

PD;i ¼ b
aþ b

Q
ki � 2TsW 1þ cið Þd2
2d2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TsW 1þ 2c2ið Þ

p
 !

ð9Þ

where ci is the ith perceived user receiving signal-to-noise ratio: QðtÞ ¼ 1
2p

Rþ1
t

e
�u2
2 du.

2.3 Cooperative Spectrum Sensing

It is assumed that there are m users participating in the spectrum sensing in the above
cognitive radio network, i.e., 1�m�M. Using the logical “OR” criterion, the detec-
tion probability and false alarm probability of the cooperative spectrum sensing are:

QF ¼ 1�
Ym
i¼1

1� PF;i
� � ð10Þ

QD ¼ 1�
Ym
i¼1

1� PD;i
� � ð11Þ
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Without loss of generality, it is assumed that all sensed users have the same sensing
performance, so here, PF;i and PD;i are represented as PF and PD. The false alarm
probability and detection probability of a single-sensed user are:

PF ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� QFð Þm

q
ð12Þ

PD ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� QDð Þm

q
ð13Þ

3 Optimization of Cooperative Sensing Parameters

3.1 Interference Analysis Model of Licensed Bands

The interference duration in the entire frame is first analyzed. In fact, the probability of
licensed band state changes two or more times during each data transfer process which
is small and is ignored. Therefore, the user communication can cause interference to the
primary user in the following two cases:

1. During the data transmission process, the licensed frequency band is in a busy state
and the sensing result is judged as an idle state;

2. The sensing result is idle, and the licensed frequency band is changed from the idle
state to the busy state during the data transmission.

Assuming that TI;1 and TI;0 represent the average interference time in these two
cases, respectively, the total statistical average interference time is:

TI ¼ TI;1 1� QDð Þþ TI;0 1� QFð Þ ð14Þ

When sensing error occurs, the user is sensed to be harmful to the primary user
during data transmission. If the licensed band status changes from the time of data
transmission to the idle state after the time s, the time of occurrence of the interference
is s, then TI;1 is:

TI;1 ¼ Z1

T

fBðsÞ:Tdsþ ZT

0

fBðsÞ:sds ð15Þ

If the licensed band changes from data transfer to a busy state after the time s, the
interference occurs at t � s, then TI;0 is:

TI;0 ¼ ZT

0

fB sð Þ: T � sð Þds ð16Þ

In the periodic frame structure sensed, considering the strict interference limitation
to the primary user, the average time for the licensed band to be in the busy and idle
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state is much larger than the data transmission time, i.e., T ¼ 1
a, and according to the

Taylor series, the formula (14)–(16) is substituted into Eq. (2), which gives:

e ¼ 1� QD þ aT
2

QD � QFð Þ ð17Þ

3.2 Optimization of Cooperative Sensing Parameters

Assume that the false alarm probability QF and the detection probability QD that a
given system should satisfy.

1. Sensing time Ts combining Eqs. (8) and (11), respectively, to determine the
detection thresholds and make them equal, and the sensing time is:

Ts ¼ 1
Wc2

Q�1
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� QF

� �mq
PI

0
@

1
A�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2c2

p
:Q�1

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� QD

� �2q
PB

0
@

1
A

2
4

3
5
2

ð18Þ

2. The transmission time T is obtained by Eqs. (3) and (17), and the transmission time
must satisfy:

T � 2
a
C� 1þQD

QD � QF
ð19Þ

Using Eq. (3), T is derived by partially differentiating Eq. (3) with respect to T, i.e.,
@g
@T [ 0 is seen. Therefore, the maximum value of T is taken.

3.3 Program Steps

The proposed scenario uses a one-dimensional search, and the detailed steps are as
follows:

Step 1 Initialization a; b;QD;QF ;C; gmax ¼ 0, calculation PI ;PB; T ¼ 2
a
C�1þQD

QD�QF
;

Step 2 For m from 1 to M, calculate Ts; g, if g[ gmax, then
m� ¼ m; T�

s ¼ Ts; T� ¼ T :

4 Simulation Results

The simulation conditions are as follows: M ¼ 70;QF and QD are 0.02% and 99.98%,
respectively, signal-to-noise ratio c�4 dB, and bandwidth W ¼ 105 Hz. Figure 2 shows
the relationship between the sensed efficiency of cooperative spectrum sensing and the
number of sensed users participating in cooperation in different licensed band
occupancy.
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It is observed that when the statistical characteristics of the licensed frequency band
are certain, as the number of participating user’s increases, the sensed efficiency g
increases initially and then decreases, there is a maximum value, and there is a set of
optimal cooperative sensing parameters (see Fig. 2 for labeling). Maximize the spec-
trum sensing efficiency of cognitive radio networks. When comparing the statistical
characteristics of different licensed frequency bands, the frequency band with high
availability needs to allocate more resources for sensing, so its sensing efficiency is
lower than the frequency sensing efficiency with lower availability.

Figure 3 shows the relationship between sensed efficiency and the number of
sensed users participating in cooperation under different interference constraints. It is
observed that when the interference limit that the system can tolerate is certain, there is
a set of optimal cooperative sensing parameters (labeled in Fig. 3) for the convex
function of the number m of users participating in the collaboration when the same
efficiency η is perceived. The spectrum sensing efficiency of the radio network is
maximized. For interference limits that is tolerated by different systems, the greater the
interference limit, the longer the transmission time, and the higher the perceived
efficiency.

Fig. 2 Comparison of cooperative spectrum sensing efficiency under different licensed
frequency band occupancy probabilities
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5 Conclusion

In this paper an optimized algorithm for spectrum sensing for CR system is proposed.
By jointly optimizing the perceptual parameters including sensing time, transmission
time, and the number of sensing users participating in collaboration, the spectrum
sensing is analyzed under the condition of limited interference. The problem of max-
imizing efficiency is verified by simulation. The current work is mainly for the case of a
single primary user channel, and the next step will be to study the situation of multiple
primary user channels.
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Abstract. With the advancement in the computational efficiency, there is also
simultaneous increase in many efficient and secure biometric systems that are
capable for the use of multiple sources of access authorization. Single biometric
systems are inefficient and less secure which give rise to the advancement of
multimodal biometric systems. Also, fusion of many biometric modalities is
high area of interest, and here, many methods are deployed for the fusion of
biometric data. Multimodal biometric system provides many evidences for the
same person. In this paper, the design of multimodal biometrics based on face,
ear, and iris modalities with multilevel fusion-based approach is preferred. In the
presented work with multilevel multimodal fusion, 95.09% accuracy has been
obtained which is better than highest unimodal accuracy; in this case, it is iris
94.06%. The obtained results are better than similar multimodal fusion-based
model with single classifiers such as RNN with 90.58% accuracy and KNN
classifier with 91.22% accuracy. So, in this work multilevel fusion of (i) dif-
ferent unimodal methods with (ii) feature level fusion of multiple traits has been
proposed for person identification.

Keywords: Multilevel fusion � Biometric modalities �Multimodal biometrics �
Feature level � Score level

1 Introduction

As to fulfill the present higher user demand and drastic advancement in the technology,
unimodal biometric system faces serious problems. So, the solution for this is multi-
modal biometric system as it possesses better noise sensitivity, accuracy, reliability,
interclass variability, and interclass similarity. Here, in this presented research work,
the main objective is multilevel fusion of feature level results with other level of
unimodal results and to design efficient authentication system for face, ear, and iris.
Here, in this present context of research, fusion at feature level is applied for the
consolidation of the information presented by face, ear, and iris feature sets obtained
from the same person. Also, this feature level fusion depicts valuable information as
compared to match score level or decision level fusion. Here, multiple-level fusion
strategy is proposed to enhance system accuracy. It is found that multilevel combi-
nation of fusion increases accuracy at the cost of complexity.
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Now here, for the classification, KNN classifier and SVM both are used. KNN is
basically an instance-based learning algorithm in which the estimation of function is
performed locally, and all other computations are performed during classification.
Apart from KNN, SVM, i.e., support vector machine, is also preferred for classification
of input vectors in this research work.

2 Related Work

Basically, in this section, we discuss the relevant literature present in the field of
development for multimodal biometric system (MBS) which is based on multilevel
fusion-based methodology. Since our proposed system works using face, iris, and ear
as biometric traits so for multiclassification purpose, multiclass SVM and KNN has
been deployed. Feature extraction is major step of image processing including iden-
tification and authentication systems. V. H. Gaidhane, et al. have presented a specific
experimental analysis where flame and fire image analysis which is based on local
binary patterns, double thresholding, and Levenberg–Marquardt optimization. In this
work, the presented algorithm detects the sharp edge and removes the noise and
irrelevant artifacts. This gives the explanation of specific feature-based analysis [1]. In
fusion-based biometric model classification is crucial, and Levenberg–Marquardt
algorithm-based classifier can be classical way to find out accurate results. V. H.
Gaidhane et al. have presented emotion recognition using eigenvalues and Levenberg–
Marquardt algorithm-based classifier. The robustness of this algorithm is tested on low-
resolution images and recognition rate of 94.6 and above were reported with different
databases [2]. Kang et al. stated rank-level fusion for vein and single finger geometry as
biometric trait. This reduces the size of the recognition device which is involved in the
mechanism. Now for the extraction of feature, they used Fourier descriptors, and for
rank-level fusion, they applied max, min, and sum rule. They demonstrated the results
by showing that there will be a decrease in the equal error rate of this proposed method
by 1.089% as compared to finger vein recognition method and 1.627% for finger
geometry recognition methods [3]. Poh et al. also discussed about the classification of
fusion techniques. According to the authors, fusion before matching and fusion after
matching are the two broad classifications of fusion techniques [4]. Vishi et al.
experimented the overall performance of MBS by taking help of fusion at score level.
Authors first extracted the feature from fingerprint and iris, and after comparing feature
template with database, each score took into account and these scores are combined by
min score, max score, simple sum, and user weighted sum rules. Then, final decision is
made on the basis of comparison between the combined score and threshold [5]. N. T.
Vetrekar, et al. suggested various classes of fusion approach named hyperspectral
method which is quite different from conventional fusion procedure. They could obtain
the recognition rate of around 96.92% at Rank-1 [6]. Paul et al. introduced a new
method for decision fusion using social network analysis. For the feature extraction of
multibiometric traits, they have taken Fisher linear discriminant analysis and measured
the similarity and then the result is fused with the social network analysis for each trait
[7]. Mondal et al. have designed a feature-level fusion of multibiometric recognition
system in which a feature adaptive approach is defined to improve the multimodal
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recognition [8]. Somashekhar et al. proposed two types of fusion, viz. feature level and
decision level for the purpose of face- and fingerprint-based MBS designing [9].
Prabhakar et al. suggested nonparametric approach for score fusion which is based on
joint multivariate densities, and based on those, posterior probabilities are computed by
the help of Bayes rule [10]. Hao et al. proposed an effective method for the
improvement of K-nearest neighbor algorithm-based text classifier and conducted
exhaustive experiments to illustrate that a significant improvement in performance of
classification has been achieved by the help of adapted KNN [11]. U. Gawande, et al.
proposed the development of a fingerprint and iris fusion system which uses a single
hamming distance-based matcher to provide higher accuracy than the individual uni-
modal system which results in accuracy of 94.07% with FAR and FRR of 1.46% and
6.87%, respectively [12]. Xiaona et al. have suggested an algorithm which is based on
KCCA, i.e., kernel canonical correlation analysis, and they also tested it for face and
ear biometrics. By this method, authors have suggested a nonlinear associated feature
which was basically proposed for recognition and classification purpose. [13]. Kaur
et al. provided a detailed review of rank-, feature-, and decision-level fusion for
multimodal biometric system. Their proposed system works very well for 50 test
images with EER of 0.45% [14]. Elmir et al. proposed feature- and score-level-based
multilevel fusion model where they have used max of scores as multimodal fusion
approach for face, voice, and online signature modalities [15]. Soltane suggested
feature-level-based multilevel fusion model and as a part of multimodal fusion
approach. For the experimental purpose, they have used eNTERFACE 2005 multi-
modal biometric databases and obtained the test performance with EER of 5.04% for
GEM (Greedy EM Algorithm) and EER of 3.91% for FJ (Figueiredo Jain Algorithm)
[16].

3 Methodology

For the purpose of passive individual distinguishing proof, human ear is the good
solution because ear pictures are easy to take and even their structure and shape does
not change drastically as the time elapsed. Now, in our research work, as illustrated in
Fig. 1, three biometric traits such as face, ear, and iris are taken for fusion-based
multimodal biometric system. The ear has certain unique biometric features such as
helix, anti-helix, tragus, anti-tragus and lobe. The geometric and shape-based analysis
may generate unique feature set for identification. Skin color segmentation approach
with standard feature extraction gives improved feature set. The universality and ease
of data collection makes ear a good choice for biometric systems. The complete process
is divided into three stages as segmentation stage, feature extraction stage, and
recognition stage.

3.1 Segmentation Stage

Segmentation is basically a mechanism which is used to partition a digital image into
multiple objects. The main goal of this segmentation is to change the image repre-
sentation to make it more meaningful for analysis purpose. Now here, all the three

Multimodal Multilevel Fusion 347



input test images of face, ear, and iris have undergone through segmentation mecha-
nism. Firstly, for face detection, test images of face are acquired from the gallery and
then computer vision face detection tool is used to detect the face present in the test
image. After that, the detected face was cropped for the next process of feature
extraction. Secondly for ear detection, ear was cropped by automatic cropping method
and then it was detected by skin color-based ear detection mechanism. Thirdly for iris
detection, Canny edge detection is used for the generation of edge map, linear Hough
transform is used for localizing occluding eyelids, whereas circular Hough transform is
used for localizing the iris and pupil regions.

Fig. 1 Structure of proposed method
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3.2 Feature Extraction Stage

In this stage, for the respective output image from previous stage using Harris Spatio,
interest points are detected. In our research work, we have used SURF, viz. speeded-up
robust features for the temporal corner detector and strong key points detection. SURF
is basically an in-plane rotation detector and descriptor in which the detector locates the
key points in the image and the descriptor describes the features of the key points and
then it constructs the feature vectors of the key points (Figs. 2 and 3).

SURF is a fast, reliable, and robust algorithm for local, similarity invariant repre-
sentation and comparison of images which involves two steps: One is feature extraction
and the other is feature description. Given a point p ¼ x; yð Þ in an image I, the Hessian
matrix H p; rð Þ at point p and scale r is:

S x; yð Þ ¼
Xx

i¼0

Xy

j¼0

I i; jð Þ ð1Þ

ð2Þ

where etc. is the convolution of the second-order derivative of gaussian with
the image I i; jð Þ at the point.

npgrapproximation ¼ current filter size ðbase filter scale=base filter size Þ� ð3Þ

Fig. 2 Face processing

Fig. 3 Ear processing
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3.3 Fusion

In first step, extracted features from different traits are fused together to create multi-
modal feature vector, and this vector is compared with stored template for getting
feature-level score. This score gives accuracy of feature-level fusion. In alternate
process, individual traits are matched with respective stored template and a matching
score is generated for each trait. Respective scores of traits generate individual accuracy
for unimodal systems. These scores are also fused together to generate major score
index for multimodal score level fusion.

At final stage, score generated from feature level fusion process is again fused with
multimodal score and a final score is generated for entire system.

4 Results

The experiments were performed on the system with Intel core i5 processor using
MATLAB 9.4, R2018a Software and its image processing toolbox as the simulation
platform.

For face, ear, and iris, unimodal accuracy obtained is 92.4%, 93.0%, and 94.06%,
respectively. For feature-level fusion, some improvement has been noted and result was
94.16%. In the proposed method, accuracy was improved significantly compared with
unimodal accuracies, and the resultant accuracy was 95.09%. Figures 4, 5, 6, 7, 8 and 9
depict above-mentioned details, and Table 1 summaries all methods. The recall rate,
precision, and specificity were 96.16%, 94.12%, and 93.03%, respectively. The per-
formance of multilevel fusion has been reported better in many experiments with
constrained databases. The work with multilevel fusion of multimodal biometrics is
comparatively obtained with increase in complexity but with improved accuracy
(Fig. 10 and Table 2).

Fig. 4 Iris processing
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Fig. 5 ROC curve for unimodal face

Fig. 6 ROC curve for unimodal ear
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Fig. 7 ROC curve for unimodal iris

Fig. 8 ROC curve for feature level fusion
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Fig. 9 ROC curve for proposed multilevel fusion

Table 1 Accuracy obtained for different experiments

Parameter Face
(%)

Ear
(%)

Iris
(%)

Feature fusion
(%)

Proposed multilevel fusion
method (%)

Accuracy 92.44 93.00 94.06 94.16 95.09

Fig. 10 Comparison of all the unimodal with proposed method
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5 Conclusion

Here in this work, MBS which is based on multilevel fusion of face, iris, and ear was
presented. The feature-level fusion is applied as this technique generates feature set
which contains excellent information regarding unprocessed biometric data as com-
pared to other fusion methodologies. On next stage, score-level fusion is also applied,
and score generated is mixed with the results of feature-level fusion results, obtained in
the previous stage. The accuracy achieved from this proposed multilevel fusion is
95.09% which is far better than other competitive methods. Apart from this, the
experimental values obtained by the proposed method for precision, specificity, and
recall rate are 94.12%, 93.03%, and 96.16%, respectively. The work can be enhanced
by adding more fusion schemes like decision and rank-level fusion with used methods.
In future, the results can also be tested with other standard databases and compared
with neural network-based results in similar conditions.
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Abstract. With the advent of technology, the modern warfare systems are
becoming sophisticated. Such systems working as targets have very high
acceleration capabilities. In future, it is expected that this acceleration capacity is
going to increase many times. To chase such targets is a difficult task for the
present-day missiles. Such an attempt would produce quite high demand of
lateral acceleration. To address these issues, a novel guidance strategy is pre-
sented here which not only tracks such targets but also ensures that the required
latex is contained.

Keywords: Bounded rate of control (BRC) � Sliding mode control (SMC) �
Control rate � Missile guidance

1 Introduction

Modern war technologies are getting smarter and stronger day by day. Various self-
defense measures used in modern ships are discussed in [1]. The close-in weapon
system (CIWS) is an important attribute of this self-defense mechanism used in ships
for providing protection against missiles. Sliding mode-based guidance considering
impact time and impact angle constraints can be found in [2]. Evasive targets with
significant acceleration capabilities are quite ubiquitous. In the days to come, we could
expect even smarter targets with even higher acceleration and maneuverability.
Tracking such targets with contained lateral acceleration would be a challenge. We
should update our existing technologies for such a cause. Therefore, in this paper, we
primarily consider such class of targets and provide a guidance structure that tracks
such targets with acceptable miss-distance and keeps the required latex within bounds.

The case of stationary target and non-maneuvering target moving with small
velocity is given in [2]. Sliding mode strategy has been extensively used in designing
the guidance laws owing to its robustness character. But sliding mode introduces the
chattering phenomenon. Some methods to reduce the required latex are discussed in
[3]. There the authors have considered highly maneuverable target by considering
weaving target scenario, but they have taken the maximum acceleration to be 80 m/s2.

Proportional navigation (PN) is a widely used successful guidance strategy for
stationary and non-maneuvering targets [4]. Investigation of the performance of
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proportional navigation against weaving targets has been carried on in [5, 6]. If some
relaxation in miss-distance is allowed, then one can consider PN guidance law for
chasing weaving targets.

Another important aspect that has been overlooked so far is the amount of extra
burden that the actuator has to face if the boundedness of the rate of control is not
considered. By rate of control, we mean the rate of change of latex. It is an important
consideration since it decides the faithfulness of the actuator. A lot of published works
that use SMC imply signum function (or its approximation) in the control structure and
thus have inevitably introduced unbounded rate of change of control at the points of
discontinuity [2, 3, 7, 8]. The objective of this paper is to formulate a guidance law
form that gives a bounded rate of control action. Targets with very high acceleration
capabilities have been considered here, and the proposed guidance law is used to
intercept them with contained latex rate.

2 Problem Formulation

For the missile system, the control is actually the lateral acceleration given to the
missile. For SMC-based guidance, this control comprises of signum function. For the
simple scalar case, control is u ¼ ksgnðxÞ, where u 2 R and x 2 R. It is evident that the
control rate _u contains impulse and thus becomes unbounded.

Thus, in sliding mode-based guidance strategies, the implied signum function could
produce unbounded control rate. This can be considered to be one drawback of using
sliding mode-based guidance. The usual practice is to use a sigmoidal function instead
of signum function, but even this approximation leads to high control rate at the
moment states tend to zero. This exerts enormous pressure on the actuator. So, the
prime objective is to remove this burden from the missile actuator. The proposed
technique tries to find out a solution to this problem, taking inspiration from the work
of Jonathan Laporte et al. [8]. There, the authors have spoken about the boundedness of
control and its successive derivatives. Moving along the same line, we implement this
idea for missile guidance application.

3 Bounded Rate of Control-Based Guidance

3.1 Engagement Geometry

Consider the planar 2D engagement between missile and target (Fig. 1). The relative
kinematics between missile and target is presented here. We have considered a 2D
planar model. Missile and target are assumed to be point masses. Moreover, their
velocities are assumed to be constant throughout the engagement. The autopilot and
seeker dynamics are assumed to be perfect.
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The dynamical equations can be written as:

_R ¼ vt cos ct � hð Þ � vmcos cm � hð Þ
_h ¼ 1

R
vt sin ct � hð Þ � vm sin cm � hð Þ½ �

_ct ¼
at
vt
; _cm ¼ am

vt
¼ ac

vt

ð1Þ

where R; _R = relative range and range rate between missile and target; vm; vt = missile
velocity and target velocity, respectively; am; at = missile lateral acceleration and target
lateral acceleration, respectively; ac = commanded acceleration of the missile;
cm; ct = flight path angle of missile and target, respectively; h; _h = LOS angle and LOS
angle rate.

3.2 Bounded Rate of Control (BRC)-Based Guidance

From Eq. (1), we have,

€h ¼ 1
R

�2 _R _hþ at cos ct � hð Þ � am cos cm � hð Þ
h i

ð2Þ

This is a second-order system and am is the actual control that can be exerted upon

the missile. Consider the guidance law form given by ac ¼ N 0Vc
_hffiffiffiffiffiffiffiffiffi

1þ _h2
p , where

ac = commanded acceleration of the missile, N 0 = effective navigation constant, and
Vc = closing velocity between missile and target. This law is actually derived from the

PN guidance law by replacing _h with _hffiffiffiffiffiffiffiffiffi
1þ _h2

p . This type of transformation brings a

saturating effect which bounds the value of ac and its rate. It may be noted that we have
used 2-norm; however, any other p-norm can also be used. It is to be observed that if

Fig. 1 Missile and target engagement
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the values of _h are very small then this law is equivalent to the PN law. This law is
effective for the situation where a higher LOS rate condition is encountered. For such a
case, PN law produces high lateral acceleration demand, whereas this law keeps that
demand within bounds.

For implementation, the proposed guidance law is as simple as PN law but is still
very elegant and exhibits its own benefits. The sliding mode-based guidance strategy
usually tends to produce complex guidance law forms, which are challenging to
implement.

3.3 Comparison of Rate of Control for PN and BRC

For simplicity, we consider the form of PN law as:

ac ¼ N 0vm _h ð3Þ

So, the rate of control for PN law can be given as:

_ac ¼ N 0vm€h ð4Þ

Similarly, for BRC we consider ac ¼ N 0vm
_hffiffiffiffiffiffiffiffiffi

1þ _h2
p and the rate of control for BRC

can be evaluated to be,

_ac ¼ N 0vm
€h

1þ _h2
� �3=2 ð5Þ

From (4) and (5), it can be inferred that for similar variations in €h the rate of control
is less in BRC as compared to PN law. However, it may be noted that the range of €h
depends upon the guidance law form, and hence, it is possible to encounter situations
where BRC might produce higher variations in €h. For those cases, BRC may produce a
comparable or even higher rate of control as compared to PN law.

4 Stability Analysis

For a non-maneuvering target, at ¼ 0. Therefore, Eq. (2) can be rewritten as,

€h ¼ 1
R

�2 _R _h� ac cos ct � hð Þ
h i

ð6Þ

Let us consider the Lyapunov function, V ¼ 1
2
_h2. Then, its time derivative is given

by _V ¼ _h€h ¼ _h
R �2 _R _h� ac cos ct � hð Þ
h i

. Now, for PN law, we have ac ¼ �N0 _R _h
cos cm�hð Þ.

Thus, _V ¼ _h
R �2 _R _hþN 0 _R _h
h i

¼ N 0 � 2½ �R _h2

R , since _R\0 and R[ 0 during the
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engagement. Therefore, for N 0 � 2, _V � 0. This assures the stability. If N 0 [ 2, then
_V\0, asymptotic stability is achieved. Consider BRC, ac ¼ �N 0 _R

cos cm�hð Þ
_hffiffiffiffiffiffiffiffiffi

1þ _h2
p . Then,

_V ¼ N 0 � 2½ � R _h2

R
ffiffiffiffiffiffiffiffiffi
1þ _h2

p \0 if N 0 [ 2. So, this assures asymptotic stability. Therefore,

similar to the PN law, BRC works fine for the non-maneuvering targets for N 0 [ 2.

5 Simulation and Results

Missile and target engagement that incurs a higher LOS rate can be effectively handled
by this guidance law. Such a class of targets is weaving targets. Weaving targets have
been considered to be difficult to track. We have considered weaving targets with high
acceleration capabilities. The utility of this law can be seen easily in tracking such
targets. The following assumptions are considered:

(i) The point mass models for missile and target are considered.
(ii) The missile is capable of producing large lateral acceleration.
(iii) The angle between missile velocity vector and LOS remains acute so that the

target remains in the field of view of the seeker throughout the engagement.

The acceleration profile is considered as at ¼ asin ptð Þ where, for case (i), a ¼ 500,
for case (ii), a ¼ 550, and for case (iii), a ¼ 600. For simulations, the initial geometry
is taken as in [3]. For comparative analysis, we have considered classical PN law and
SBPN guidance law [6]. The initial geometry and other data required [3] are as follows:
R 0ð Þ ¼ 4500 m; h 0ð Þ ¼ 200�; ct ¼ 140�; ct ¼ 60�; vm ¼ 500ms ; vt ¼ 500ms :

The classical PN guidance law form used for comparison is ac PNð Þ ¼ N 0Vc
_h where

closing velocity, Vc ¼ � _R. The SBPN guidance law [6] is,

ac SBPNð Þ ¼ 1
cos cm � hð Þ �N 0 _R _hþwsgn _h

� �h i

An approximation for the signum function is used so as to produce the following
guidance law which has been used for the comparative study,

ac SBPNð Þ ¼ 1
cos cm � hð Þ �N 0 _R _hþW

_h
_h
�� ��þ d

 !" #

where W is the bound on target acceleration taken as 500 for the case (i), 550 for case
(ii), and 600 for case (iii) for simulations under ideal conditions.

5.1 Simulations with Constant Missile Velocity

Here, we consider constant missile velocity. The target is also considered to be moving
with a constant velocity. Only the kinematic model is used for this simulation. The
initial conditions and target acceleration profiles are given as in the above section. The
control appears in the form of the commanded latex. In this study, the prime focus is on
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bounded rate of control. Therefore, we are concerned with the rate of change of
commanded latex. This factor is associated with the pressure that the actuator goes
through during engagement. Table 1 gives a comparison of the three laws.

In the table, the maximum values of latex and rate of change of latex during the
engagement are given. These maximas usually occur in the end phase. However, in the
case of SBPN apart from the end-phase spikes, there are peaks in between as well (as
evident in Fig. 2). These are the zero-crossing points of LOS rate. The higher number
of peaks in the SBPN case presents the limitation of using sliding mode-based tech-
niques. This also leads to an increased burden on the actuator. It can be observed that
the maximum latex rate is minimum in the case of BRC. Even the maximum latex is
minimum in case of BRC with the exception of case (i), where the slight increase in
maximum latex is due to higher variations in _h in comparison with other laws. Leaving
aside the end phase, it can be observed from Fig. 2 that the variations in _ac are similar
in case of PN and BRC. We have also found in simulations that the variations in ac are
similar for PN and BRC.

5.2 Simulations Under Realistic Conditions

Now, we consider the realistic scenario where we take into account the effects of thrust
and drag. With slight alterations, most of the data for realistic simulation is similar as in
[3]. Here, the missile velocity varies as _v ¼ T�D

m where T is thrust, D is the drag force
acting on the missile, and m is its mass.

The mass m includes the mass of the propellant mp (here it is taken to be 7 kg).
When the propulsion system is ON, then the propellant is being utilized, and hence, the
mass varies as mðtÞ ¼ mi � _mfðtÞ where mi is the initial mass of missile (taken here as
167 kg), and _mf is the fuel mass flow rate given by _mf ¼ mp

tb
where tb is the burn time

Table 1 End-phase performance comparison among PN, BRC, and SBPN

PN SBPN BRC

Case (i) at ¼ 500 sin ptð Þ
Miss dist. 35 73.07 39.61
max acj j 1064.10 1353.10 1083.20
max _acj j 1.91 � 105 1.87 � 106 1.80 � 105

Case (ii) at ¼ 550 sin ptð Þ
Miss dist. 28.47 34.68 35.75
max acj j 1051.80 3093.60 1045.60
max _acj j 2.10 � 105 4.00 � 106 1.84 � 105

Case (iii) at ¼ 600 sin ptð Þ
Miss dist. 30.34 80.22 40.94
max acj j 1003.40 1542.30 980.70
max _acj j 1.93 � 105 2.30 � 106 1.58 � 105
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(taken here as 3.5 s). For simplicity, it is assumed that this engagement occurs at
constant altitude on a horizontal plane. The altitude here is assumed to be 3000 m, and
following standard atmosphere, the corresponding density of air is q = 0.909 kg/m3.
The drag force acting on the missile is given by D 1

2 qv
2
mCDA where q is the density of

air, A is the reference area, and CD is the drag force coefficient.
Let us assume the parabolic model for the drag coefficient given by CD ¼

CD0 þ kC2
L where CD0 is the zero-lift drag coefficient, CL is the lift force coefficient, and

k is the induced drag parameter. As the lift force is given by L ¼ 1
2qv

2
mCLA, the

resulting lateral acceleration is given by ac ¼ L=m. The drag equation can be rewritten

as D ¼ k1v2m þ k2
a2c
v2m

where k1 ¼ 1
2 qCD0A and k2 ¼ 2k2mqA. For the purpose of simu-

lation, the following data is considered [4]: CD0 = 0.74, k = 0.03, A = 0.0324,
k1 = 0.0109 kg/m, and k2 = 55,464 kg-m. The thrust of 6200 N acts for a duration of
3.5 s. The initial velocity of the missile is taken as vmð0Þ = 900 m/s.

The maximas for the latex and rate of change of latex, given in Table 2, have
occurred in the end phase (in the last few milliseconds). The overall performance of the
BRC is found to be satisfactory. For the case (i), both maximum latex and maximum
rate of change of latex are less in BRC as compared to PN and SBPN. For the case (ii),
both maximum latex and maximum rate of change of latex are less in BRC as com-
pared to PN, but higher as compared to SBPN. But, SBPN produces mid-phase
maximas. Therefore, BRC performance is still better than SBPN. Similar performance
can be seen for BRC in case (iii) but with an added advantage of lesser miss-distance.

Fig. 2 Performance comparison between PN, BRC, and SBPN. a Case (i) latex rate for PN and
BRC. b Case (i) latex rate and LOS rate for SBPN. c Case (i) end-phase latex rate for SBPN.
d Case (ii) latex rate for PN and BRC. e Case (ii) latex rate and LOS rate for SBPN. f Case
(ii) end-phase latex rate for SBPN. g Case (iii) latex rate for PN and BRC. h Case (iii) latex rate
and LOS rate for SBPN. i Case (iii) end-phase latex rate for SBPN
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For realistic case, the bound W as used for ideal case simulation for SBPN case
yields huge miss-distance and hence has not been used. The formulations given in [6]
for choosing gains are rather complex to be used and neither using W as bound on
target acceleration as suggested in [3] yields realizable results. Using W as a bound on
target acceleration works fine to suppress the variations in _h but does not fulfill the
objective of achieving acceptable miss-distance. This presents a generic issue with the
sliding mode technique where we find the target is able to escape even though the
variations in _h are minimized. The value used forW for case (i) is 80, case (ii) is 20, and
for case (iii) is 10. However, in Table 2, it can be seen that for the case (iii), still a large
miss-distance is observed. Decreasing the value of W could produce lesser miss-
distance but only at the cost of higher jerk produced in the end phase.

From Fig. 2, it is evident that in case of SBPN, the rate of control (i.e., rate of
change of latex) has peaks at the points where _h lies in the vicinity of zero. These peaks
are obviously due to the use of signum approximation in SBPN.

6 Conclusion

A new dimension of performance analysis, i.e., latex rate, has been explored in this
paper. With the prime focus on this performance parameter, a novel idea of the
bounded rate of control (BRC)-based guidance strategy has been introduced to reduce
the burden on the actuator. The performance of this strategy has been compared with
the classical PN law and sliding mode-based SBPN law for the class of weaving targets
with large accelerations. It is seen that BRC has an end-phase advantage over PN law.
The BRC law is also superior as compared to SBPN since SBPN produces significant
latex rates during the engagement.

Table 2 End-phase performance comparison among PN, BRC, and SBPN under unrealistic
condition

PN SBPN BRC

Case (i) at ¼ 500 sin ptð Þ
Miss dist. 70.10 22.68 81.22
max acj j 940.79 974.14 940.39
max _acj j 9.31 � 104 1.86 � 105 8.20 � 104

Case (ii) at ¼ 550 sin ptð Þ
Miss dist. 22.82 38.35 25.48
max acj j 2189.40 1128.50 1246.10
max _acj j 1.11 � 106 1.69 � 105 2.32 � 105

Case (iii) at ¼ 600 sin ptð Þ
Miss dist. 97.01 406.40 75.69
max acj j 6731.10 5488.80 2020.60
max _acj j 3.74 � 106 1.56 � 106 3.09 � 104
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Abstract. In this paper, a proxy sliding mode control (PSMC) is designed for a
DC–DC buck converter. The mathematical form of the controller combines the
proportional–integral–derivative controller and a sliding mode controller in an
algebraic way. The objective of the control is to regulate the output voltage of
the DC–DC buck converter in the presence of line voltage and load uncertainty.
Simulation and experimental results of the DC–DC buck converter are carried
out to demonstrate the efficacy of the proposed controller.

Keywords: Sliding mode control (SMC) � Proportional–integral–derivative
(PID) � Buck converter

1 Introduction

Sliding mode controllers (SMCs) have been widely used for DC–DC converters
because of their inherently structured behavior [1–3]. In [4–6], SMCs are based on
hysteresis or delta modulation. A demerit of this method is the variable switching
frequency of operation. To overcome this issue, an additional mechanism required to
ensure a constant switching frequency. An alternative way is the use of an equivalent
control (derived using a sliding mode control approach) to modulate the pulse width
modulator. In this way, the controller acts like a traditional duty cycle controller with a
constant switching frequency [7–10].

In the proposed paper, we use proxy sliding mode control (PSMC) as an equivalent
control to modulate the pulse width modulator. PSMC controller is a modified version
of SMC control and PID controller. A physical interpretation of the above approach can
be understood with the aid of Fig. 1.

In a PSMC, the virtual object, also known as a proxy, is connected to an actual
controlled object (DC–DC buck converter) through a virtual coupling that acts as PID
control. The other end of the proxy is connected to the SMC controller. In the theory of
PSMC, the discontinuous signum-type function algebraically transferred to saturation
function, which provides chattering-free phenomena.

The primary motivation to use PSMC is firstly to avoid the chattering effect, which
is undesired behavior for practical systems [11, 12]; secondly, robustness against load
and input voltage uncertainties. Authors Kikuuwe and Fujimoto developed the PSMC

© Springer Nature Singapore Pte Ltd. 2020
N. Goel et al. (eds.), Modelling, Simulation and Intelligent Computing,
Lecture Notes in Electrical Engineering 659,
https://doi.org/10.1007/978-981-15-4775-1_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_39&amp;domain=pdf
https://doi.org/10.1007/978-981-15-4775-1_39


control approach in [13–15]. Due to various industrial applications, this concept attracts
attention from numerous control research group. To the best of the author’s knowledge,
this is the first attempt to use a PWM-based PSMC controller for DC–DC buck
converter.

This paper is constructed as follows: Sect. 2 presents mathematical preliminaries
and the system model description. Section 3 provides the PSMC design for the DC–DC
buck converter. Section 4 demonstrates the simulation and experimental results. Later,
concluding remarks are provided in Sect. 5.

2 Mathematical Preliminaries and Model Description of DC–
DC Buck Converter

2.1 Mathematical Preliminaries

In this paper, ℝ denotes the set of all real numbers, ℕ denotes the set of all the natural
numbers, || • ||p denotes the p-norm, whereas || • ||2 denotes the 2-norm or induced
matrix norm. The signum and saturation function is defined as follows:

sign(zÞ ¼
�1 if z\0
�1; 1½ � if z ¼ 0
1 if z[ 0:

8<
: sat zð Þ ¼

�1 if z\� 1
z if z 2 �1; 1½ �
1 if z[ 1:

8<
: ð1Þ

The analytical relation between signum function and saturation function is given
here:

x ¼ sign z� xð Þ ) x ¼ sat zð Þ; 8x; z 2 R: ð2Þ

Fig. 1 Physical illustration of PSMC
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The proof of the above relation is as follows:

x ¼ sign z� xð Þ x ¼ sat zð Þ

x ¼
�1 if z� x\0

�1; 1½ � if z� x ¼ 0

1 if z� x[ 0:

8><
>: x ¼

�1 if z\� 1

z if z 2 �1; 1½ �
1 if z[ 1:

8><
>:

The graphical representation of relation (2) is shown in Fig. 2. Some other
important relations which are used in this paper are defined as follows:

x ¼ Wsign Y z� xð Þð Þ ) x ¼ Wsat
z
W

� �
: ð3Þ

In a similar manner

xþUy ¼ Ysign z�Wxð Þ ) x ¼ �Uyþ Ysat
z
W þUy

Y

� �
: ð4Þ

where U; Y ;W [ 0 and x; y; z 2 R: This relation holds because of sign Yzð Þ ¼
sign zð Þ; 8Y [ 0; z 2 R.

2.2 Model Description of DC–DC Buck Converter System

A basic PWM-based DC–DC buck converter is shown in Fig. 3, where iL is the
inductor current, vin is the input voltage, vo is the capacitor voltage, L is the inductor,
C is the capacitor, and R is the load resistance. Under continuous conduction mode, the
dynamics of the buck converter is as follows:

Fig. 2 Block diagram representation of (2)

Fig. 3 Average model circuit of the buck converter
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L diLdt ¼ uvin � vo

C dvo
dt ¼ iL � vo

R :

8<
: ð5Þ

3 Proxy-Based Sliding Mode Control (PSMC)

The physical model of PSMC is illustrated in Fig. 1. In PSMC, a controlled object
(DC–DC buck converter) is connected to a proxy through a virtual coupling that
performs a PID control action to maintain its length to be zero.

Let vo 2 R is the output voltage of the controlled object (DC–DC buck converter),
vp 2 R is the voltage of proxy object, and vd 2 R is the desired output voltage for the
controlled object. FPID 2 R is the force produced by the PID-type virtual coupling
which can be defined as

FPID := KIaþKP _aþKD€a ð6Þ

where

a :=
Zt

0

vp � vo
� �

dt ð7Þ

and KI ;KP;KD are positive real coefficient which represents the integral, proportional,
and derivative gains, respectively. The selection of these parameters value is such that
vo is controlled to follow vp. Force FSMC 2 R produced by the SMC controller, which
is applied to the virtual object, as follows

FSMC := Ksign vd � vp þH _vd � _vp
� �� � ð8Þ

where K[ 0. The force FPID is directly connected to the controlled object (DC–DC
buck converter), and its repulsive force is applied to the virtual object (proxy).
Therefore, the dynamics of the proxy can be defined as

m€vp ¼ FSMC � FPID: ð9Þ

Figure 4a shows the block diagram interpretation of the controller along with m. A
proxy is a virtual object whose mass can be selected as zero. Then, (9) can be written as
F ¼ FPID ¼ FSMC. Equations (6) and (8) can be rewritten as

r := vd � vo þH _vd � _voð Þð Þ ð10aÞ

F ¼ KIaþKP _aþKD€a ð10bÞ

0 ¼ F � Ksign r� _a� H€að Þ: ð10cÞ
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These equations are a continuous-time state-space representation of PSMC.
Equation (10c) can be seen as an implicit state equation representing the state vector
[a; _a]. Equation (10b) presents the actuator force F, which should be instructed to the
actuator. Figure 4b is the block diagram of (10) and the block of F and a is inter-
changed. In Fig. 4, signum function is enclosed within a closed loop in the controller.
Therefore, a signum function can be algebraically transferred to saturation
(sat) function.

Using Eq. (4), we can rewrite (10) as follows:

r ¼ vd � vo þH _vd � _voð Þð Þ ð11aÞ

€a ¼ �KP _aþKIa
KD

þ K
KD

sat
KD

K
r� _a
H

þ KP _aþKIa
KD

� 	� �
ð11bÞ

F ¼ Ksat
KD

K
r� _a
H

þ KP _aþKIa
KD

� 	� �
: ð11cÞ

From the above discussion, the signum function can be rolled out as a sat function.
Equations (10) and (11) are algebraically similar, which implies that (10) is a saturated

Fig. 4 Block diagram representation of PSMC
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controller that is genuinely different from directly changing the signum function by
saturation function via approximations. Therefore, the presented control law does not
cause chattering. Afterward, apply the controller (11c) in the PWM block to get a
constant switching frequency.

4 Simulation and Experimental Results

4.1 Numerical Simulations

First, the average model (5) of the DC–DC buck converter is numerically simulated. To
show the advantage of the proposed method over conventional sliding mode control,
we will use simulation results to compare the performance among them for the average
model (5) (Table 1).

The parameter values for PSMC controller is K ¼ 5;KP ¼ 300;KD ¼ 50;KI ¼
25;H ¼ 0:1: Assume that the conventional SMC controller has a sliding surface
s := K1e1 þ e2, where e1 := vo � vd and e2 := iL=C � vo= RCð Þ. At the sliding surface,

one can calculate u := LCvþ vdð Þ=vin, where v := � e2 þ e1
LCð Þ þ

e2
LCð Þ � K2sign(sÞ;,

with K1 = 1, K2 = 10.
With these values of the parameter, we have simulated both the controller in

MATLAB/Simulink, as we can see from the simulation result of Fig. 5 the proposed
controller provides better results over conventional SMC Controller in the presence of
sudden input voltage changes. Therefore, the simlation results confirm that the pro-
posed controller is robust against sudden input changes.

4.2 Experimental Results

To verify the efficacy of the proposed controller, experimental results are presented.
The experimental setup is shown in Fig. 6. The experimental hardware is performed
with a DSP processor with MATLAB/Simulink, and parameter values are the same as
the simulation part. Buck converter performance under varying input voltage (vin) is
shown in Fig. 7.

Table 1 Component values of DC–DC buck converter

Description Parameter Nominal value

Input voltage vin 20 V
Desired output voltage vd 13 V
Inductance L 1.5 mH
Capacitance C 100 pF
Load resistance R 100 Q
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Figure 7 shows that despite the change in input voltage (vin), the proposed con-
troller maintains output voltage (vo) as desired and inductor current (iL) constant.
Figure 8 shows that despite the variation in load resistance (one can see via varying
inductor current), the proposed controller maintains output voltage as desired. There-
fore, the experimental results of the DC–DC buck converter show that the proposed
converter is robust against sudden change in input voltage and load variations.

Fig. 5 Output voltage of the DC–DC buck converter using both PSMC and conventional SMC

Fig. 6 Experimental setup of the DC–DC buck converter
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Fig. 7 Performance of the converter with the input voltage varying vin periodically stepwise
between 20 and 30 V. (Top) Input voltage vin (5 V/div). (Middle) Output voltage vo (5 V/div).
(Bottom) Inductor current iL (0.2A/div)

Fig. 8 Performance of the converter with the load resistor varying periodically stepwise between
30 and 300 X. (Top) Output voltage vo (10 V/div). (Middle) Input voltage vin (10 V/div).
(Bottom) Inductor current iL (0.2 A/div)
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5 Concluding Remarks

This paper is proposed a PSMC controller for the DC–DC buck converter. With the
help of experimental and simulation results, it has been shown that the controller is
robust in the presence of sudden input voltage changes and load variations. The
advantage of PSMC is chattering-free action, which is desirable condition for the
industrial applications. The future extension of this work can be used in the design of
another DC–DC converter such as buck, buck–boost, and Cuk converter.
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Abstract. Air, soil and water pollutions have the greatest risk factors for human
health. There are different types of air pollutants which are emitted from human
activities. One of these pollutants is nitrogen dioxide (NO2) which is produced
from fossil fuel-based energy and use of motor vehicles. Since India is facing
deteriorated air quality due to economic development, air quality management is
becoming a real challenge. In 2015, an emission inventory (EI) was developed
for India with 2015 as the base year. This EI is developed on an engineering
model approach which is based on a technology-linked energy emission mod-
eling approach. Accurate EI is important for future air quality modeling and air
quality management. Since EI has uncertainties in data, some kind of estimation
is essential. Estimation through extended fractional Kalman filter (EFKF) is
considered in the present paper, and its performance is found to be superior as
compared to a standard extended Kalman filter (EKF).

Keywords: Extended fractional Kalman filter � Emission inventory � Nitrogen
dioxide

1 Introduction

Nitrogen oxides (NOX) are pollutants which are playing an important role in both
stratospheric and tropospheric chemistry. NOX are defined as the sum of nitrogen
dioxide (NO2) and nitrogen oxide (NO). Formation of ozone (O3) in the troposphere is
due to the catalytic reaction of NOX which contributes to the formation of secondary
aerosols in atmosphere [1, 2]. NOX also play an important role in the production of
greenhouse gases like ground level O3 in local, regional and global scales. Power plants
and manufacturing industries are the main sources of NOX. Road transports have also
contributed NOX level increase in India. The potential for increase in NOX emitted
outdoors to exacerbate climate change by increasing the amount of NO and NO2
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released to the atmosphere is receiving less attention in India. Climate change study
will require accurate emission inventories for both NO and NO2.

There are two types of emission inventory (EI) estimations which are based on the
top-down approach and the bottom-up approach. In [3], authors used the top-down
approach to develop EI which was more accurate. The top-down approach is based on
real data, whereas the bottom-up approach is based on detailed provincial economic
and energy data [4]. However, in the real data having high process uncertainties and
measured only at some specific location, some kind of estimation is unavoidable for a
more reliable monitoring and management of air quality across a vast area. To this end,
Matern function-based extended Kalman filter (EKF) and extended fractional Kalman
filter (EFKF) have been used in the literature for air quality estimation in Sydney,
Australia [5]. In the present paper, the same is extended for the state of West Bengal,
India, for the base year data of 2015 [6]. Moreover, the fractional orders in EFKF are
tuned using the Grünwald–Letnikov method (unlike genetic algorithm as done previ-
ously in [5]), and a higher-order Matern function is considered for modeling (fourth
order instead of three). The results show definite improvement in estimation of NO2

level as compared to an EKF.

2 Method

Methodology for this study is an extension of that presented in [3]. The information
from [3] is briefly summarized here, and then the extended data analysis is described in
detail.

2.1 Study Area

Near-road measurements of air pollutants were obtained at a study area in the state of
West Bengal, India (Fig. 1). NO2 data were recorded at 24 monitoring stations across
West Bengal; out of them one was in a metropolitan city Kolkata and one in a major
industrial city Durgapur. Data were recorded from the near-road site between January
1, 2015, and December 31, 2015. Other 22 locations are suitably chosen covering the
whole state.

2.2 Emission Inventories and Uncertainties

Figure 2 shows the top-down approach to develop EI. Monitoring data have uncer-
tainties due to measurement errors, process uncertainties and other factors. The
extended fractional Kalman filter has the potential of providing an improved estimate
of the actual pollutant levels.

2.3 Extended Fractional Kalman Filter

The EFKF is particularly suitable for accurate and effective state estimation of highly
nonlinear systems, where additive noise, initial deviation, process disturbance and
inevitably missing measurements do not affect the prediction performance appreciably
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[7]. In outdoor air quality modeling, an EFKF with Matèrn function-based covariances
has been applied for pollutant prediction [5] to improve the accuracy of inventories to
complement missing data taking into account the spatial distribution of the indoor air
quality profiles. Here, by adopting a Matèrn correlation function for a length scale
l ¼ ffiffiffi

5
p

=k, the model for EKF is proposed as

Fig. 1 Study area, West Bengal in India

Fig. 2 Approaches to EI development using top-down method
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df tnð Þ
dt

¼
0 1 0 0
0 0 1 0
0 0 0 1
�k4 �4k3 �6k2 �4k

2
664

3
775f tnð Þþ

0
0
0
1

2
664
3
775w tnð Þ

y tnð Þ ¼ 1 0 0 0½ � f tnð Þþ d tnð Þ ð1Þ

where k is a positive constant for the system quadruple pole (at—k) depending on the
correlation length l of the Gaussian process involved [5], f(tn) represents monitoring
station data assumed to have initial zero mean and covariance matrix diag{0.1} with
measurement variance 0.52 and spectral density of process noise 10−6. In the present
case, the length scale is taken as the average distance between the monitoring stations
which turns out to be about 85 km.

2.4 Fractional-Order Identification

Fractional-order systems are considered as a generalization of integer-order systems to
improve the mathematical representation of the actual dynamic system. In this work,
the fractional-order derivative is modeled using the Grünwald–Letnikov method and
implemented using the fractional-order modeling and control (FOMCON) toolbox in
MATLAB [8] with data collected in the time domain from monitoring station data. Air
pollutant concentrations, after conversion, are to be processed for prediction of
abnormalities using the EFKF where the fractional-order transfer function is identified.
Here, the black box modeling [9, 10] is applied to infer a dynamic system model based
upon experimentally collected data. This filter model represents a relationship between
system inputs and outputs under external stimuli in order to determine and predict the
system behavior. Let yr denote the experimental pollutant profile using Eq. (1) as the
plant output and ym the identified model output. We consider the single-input and
single-output (SISO) case where both yr and ym are N � 1 vectors with the model
output error:

e ¼ yr � ym; ð2Þ

where estimation performance can be evaluated via the mean squared error:

eMSE ¼ 1
N

XN
i¼0

e2i ¼
ek k22
N

ð3Þ

From conventional system identification methods, a corrected indoor air quality
profile can be obtained from the corresponding rational transfer function as follows:

F sð Þ ¼ 1
a4s4 þ a3s3 þ a2s2 þ a1sþ a0

ð4Þ
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where a4 = 1, a3 = 1.058 � 10−1, a2 = 4.2 � 10−3, a1 = 7.408 � 10−5, and a0 = 4.9 �
10−7.

In fractional-order modeling, right-hand side of Eq. (1) is considered to be a
fractional-order derivative, and therefore, Eq. (4) generalizes to a fractional-order
transfer function given by

Fa sð Þ ¼ 1
a4saa4 þ a3saa3 þ a2saa2 þ a1sa1 þ a0saa0

: ð5Þ

Table 1 shows the values of fractional orders obtained by using the FOMCON
toolbox with the initial transfer function from Eq. 5 for five monitoring stations.

3 Results

In order to evaluate the performance of prediction, we introduce several model per-
formance measures including mean absolute percentage error (MAPE), root mean
square error (RMSE) and R2 (the coefficient of determination), defined, respectively, as
follows:

MAPE ¼ 100
n

Xn
j¼1

aj � bj
�� ��

aj
�� ��

 !
; ð6Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
j¼1

aj � bj
� �2vuut ; ð7Þ

R2 ¼ 1�
Pn

j¼1 bj � aj
� �2

Pn
j¼1 bj
� �2

 !
; ð8Þ

where aj and bj are the forecast and observed values, and n is the number of samples.
MAPE and RMSE are applied as performance criteria of the prediction model to
quantify the errors of forecasting values. The coefficient of determination R2 is used to

Table 1 Fractional-order system estimated by using FOMCON

Station Fractional-order system eMSE

Durgapur 1= 3:2s3:5 þ 10:63s2:8 þ 16:8s1:5 þ 0:5s0:67 þ 6:8s0:01
� �

0.21

Haldia 1= 1:2s4:5 þ 18:63s2:7 � 1:5s1:05 þ 9:8s0:91 þ 0:01s0:61
� �

0.58

Kolkata 1= 6:7s3:1 þ 18:1s2:6 þ 0:8s1:08 þ 7:5s0:86 þ 0:8s0:05
� �

0.33

Siliguri 1= 0:2s4:1 þ 81:64s2:7 þ 1:66s1:8 þ 0:01s0:91 þ 0:12s0:72ð Þ 0.41

Malda 1= 0:02s4:1 þ 11:3s2:8 þ 0:7s1:6 þ 1:5s0:99 þ 0:17s0:55
� �

0.53
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assess the strength of the relationship of the estimation to the accurate observation.
Table 2 provides comparative statistics of EKF and EFKF prediction data at the five
key monitoring stations considered.

Figure 3a, b shows the time series and estimation error plots for NO2 emission at
the Kolkata monitoring station. The EKF shows 4.1% as MAPE, and the EFKF shows
3.1% MAPE at the Durgapur monitoring station. From Table 2, it can be easily

Table 2 Performance statistics of EFK and EFKF

Station Latitude Longitude EKF EFKF
MAPE (%) RMSE R2 MAPE (%) RMSE R2

Durgapur 23.5204° 87.3119° 4.10 2.9707 0.931 3.10 2.3142 0.957
Haldia 22.0627° 88.0833° 7.60 1.8831 0.839 6.24 1.5195 0.898
Kolkata 22.5726° 88.3639° 7.79 5.6743 0.954 6.60 4.7103 0.968
Siliguri 26.7271° 88.3953° 7.78 2.4279 0.857 6.15 1.9317 0.911
Malda 25.0108° 88.1411° 5.31 1.4439 0.845 4.30 1.2136 0.893

Fig. 3 a Time series plot of NO2 at Kolkata monitoring station; b Estimation error plot; c NO2

distribution on November 16, 2015, based on station data
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concluded that the EFKF is more accurate than the EKF. The EFKF can handle
uncertainties better than the EKF in terms of the pollutant profile estimation. Figure 3c
shows the spatial plot of NO2 level across the whole state and the surrounding areas
obtained from extrapolating the 24 station data using Kriging method. From the cli-
matic point of view, it can also be interpreted from Fig. 3c that NO2 emissions pro-
duced by motor vehicle exhaust and industrial plants in Kolkata and surrounding areas
have high concentration levels.

Durgapur, being another industrial town having power plants, steel manufacturing
plants and other industries, similar trend is observed therein. Similar trend is observed
from the extrapolation of the two filter outputs in Fig. 4a, b. The EKF estimated data
and the EFKF estimated data are compared in Fig. 4. Figure 5 shows the difference
between monitoring station data and the outputs of the two filters, namely EKF and
EFKF. It is readily observed that EFKF has more accurate estimation than the EKF.
Therefore, to develop EI, the EFKF is more reliable than the EKF.

Fig. 4 NO2 distribution on November 16, 2015, based on filter outputs: a EKF; b EFKF
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4 Conclusion

NO2 concentration level is an important factor of air quality of an area. Hence, mon-
itoring this level in key NO2 producing cities such as Kolkata and Durgapur in West
Bengal, India, forms a part of the policy of the state government. For accurate air
quality monitoring across the state, either the underlying mathematical model of air
quality dynamics should be accurately known or a large number of monitoring stations
should be established. In the present paper, it is shown that instead a Matѐrn covariance
function-based EFKF can very faithfully estimate both in time and spatial domains the
NO2 level from a few key station data. The proposed filter is shown to outperform a
standard EKF. Accurate estimation of NO2 pollutant in achieved by using the EFKF
with Matѐrn function-based covariance taking into account the correlation length and
smoothness of the spatiotemporal pollutant profile, which is not possible with con-
ventional EKF. As further research, other filters such as the unscented Kalman filter or
Ha filter may be extended to fractional versions, and it may be investigated if they can
provide further accuracy in air quality estimation.
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Abstract. Recent years have seen an increased demand in negotiation tech-
nologies, seen as a key coordination mechanism for the interaction of providers
and consumers that optimize the selling of different kind of goods in industries
like real estate and used car marketplace. Suggested applications range from
modeling interactions between customers and merchants in retail electronic
commerce, to the online sale of information goods, or reducing operational
procurement costs of large companies. A new tenant could use an AI agent to
negotiate the final lease for his or her apartment. Usually tenants, landlords, and
their respective brokers typically shed in a lot of time discussing and negotiating
details of the lease terms, to achieve fair pricing. AI can help the negotiation
process by grounding it in hard data and clear analysis. During this project,
several laboratory-based focus group studies will be held to generate initial
dataset and train a neural network-based AI model to negotiate the best deals.

Keywords: Artificial intelligence � Negotiation and bargaining

1 Introduction

Negotiation comes into play in almost all kinds of social, political, and economic
setting, but still people avoid it because of lack of skill or domain expertise in that
particular sector like the real estate market, etc. This ends up creating a high-income
inequality and results in unfair trade. An attempt to fix these issues has led to an
increasing focus on development of artificial intelligence-based negotiation agents
which automatically negotiate with others using its vast domain knowledge and
negotiation experience.

Negotiation is simultaneously both a language-based and reasoning-based problem
in which an idea/deal must be formulized and the projected using dialogues. Such
dialogues will contain both cooperative and non-cooperative aspects which an auton-
omous agent must understand plan and generate to win the negotiation battle. We have
used a mechanical Turk [1], to collect information from human users, negotiating a
better deal on a few items where the mode of payment is items kind of like a barter
system. The goal is to show that end to end neural models can be trained to negotiate
by allowing them to make human like dialogues. Providing an expandable and topic
independent does not incorporate the skills required to negotiate perfectly. The goal of
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the autonomous agents during training is to maximize reward instead of just closing a
deal; this is implemented by using self-play reinforcement learning. In total, we gen-
erated and used up to 5000 dialogue pieces between two humans to land multiple
negotiation deals [2]. On the mechanical Turk interface, each user has a set of items in
his possession with a value for each; they are asked to negotiate and exchange those
items with another person who has different items but undisclosed cost function
(Fig. 1).

Artificial intelligence-based negotiation agents can offer a lot of perks like better
winning deal ratio, reduction in negotiation time, cost, stress, and cognitive and
intellectual effort required by the negotiator. To accommodate the wide spectrum of
negotiation, the AI agent has to have different kinds of features including self-reliance
and freedom to perform its actions and consequently remain dependent on the user.
Design and implementation of a fully self-sufficient, self-directed, and interdependent
AI-based negotiation agent is what we are trying to achieve in this paper. We examine
and address the main challenges associated with autonomous negotiation and how we
attempt to tackle them based on various frameworks and neural networks [3].

After analyzing the results given by our autonomous agents, we find complex never
before seen negotiation strategies. For example, we find our agents fake value a val-
ueless case scenario or item so that it can later win a better deal by reversing the
situation. Lying is a complex skill that requires understanding the other agents’ beliefs
and usually found in newborn children also. Even our autonomous agents learnt the art
to lie to steer the deal in their best interests.

The applications of autonomous negotiating agents can be found in almost all
industries nowadays. Salesperson or customer service representative could asses a
particular situation and offer a better more accurate proposal or discount to solve the
situation. The AI can process a lot of data across multiple real-life representatives and
try to understand wherever there are learning opportunities and better negotiation
opportunities. The AI-based negotiation agent can be applied as a chatbot, which are
really good at negotiating (Fig. 2).

Autonomous negotiation largely consists of three main features. First one is self-
sufficiency; it is the ability to take care of itself. Secondly, it should have self-

Fig. 1 A sample user experience of our negotiation interface
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directedness, ability to act under certain restrictions, or directions preset; thirdly, the
support for interdependence so that the agent can be influenced and trained to behave
based on certain dialogues by the user.

2 Accumulating Training Dataset

2.1 Overview

To initially train our AI negotiation agent, we initially build up a novel negotiation task
and furthermore collected a dataset of human–human dialogues for this training. This
undertaking and dataset pursue our proposed general system for examining semi-
cooperative discourse. At first, every agent is provided information indicating the
nature of the situation or the deal and a reward function which will score the result of
the negotiation. These agents alternatively send each other messages until a final
decision has reached. At the point when one agent chooses that an understanding has
been made, the two agents freely yield what they think the concurred choice was. In the
event that clashing choices are made, the two agents are given zero reward.

2.2 Task for Negotiation

Two agents are both indicated a similar gathering of things and trained to partition them
with the goal that everything doled out to one operator. Every agent is given an
alternate arbitrarily produced worth capacity, which gives a non-negative an incentive
for every item. The value functions of each item are set to certain restrictions such as:

Fig. 2 Three perpendicular axes of autonomous negotiation research
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(1) Every product has non-negative value
(2) The accumulative total value of each person’s total assets should be 10.

These requirements uphold that it is not workable for the two agents to get the
highest score and that no item is useless to the two agents, so the negotiation will be
always aggressive. After 10 turns, we permit agents the alternative to finish the
negotiation with no understanding, which is worth 0 points to the two clients. We
utilize 3 thing types (books, caps, balls), and somewhere in the range of 5 and 7
absolute things in the pool. Figure 1 shows our interface.

2.3 Data Collection

We gathered a lot of human–human discoursed utilizing Amazon Mechanical Turk.
Laborers were paid $0.15 per exchange, with a $0.05 reward for maximal scores. We
just utilized specialists situated in the USA with a 95% endorsement rating and at any
rate 5000 past HITs. Our information gathering interface was adjusted based on Policy
Network with two stage training for dialogue systems [4]. We gathered a sum of 5000
discoursed, in view of 2200 interesting situations (where a situation is the accessible
things and qualities for the two clients). We held out a test set of 250 situations (500
exchanges). Holding out test situations implies that models must sum up to new case
scenarios.

3 Building AI Models

We propose a straightforward however viable standard model for our conversational
agent, in which a grouping to arrangement model is prepared to create the total
exchange, adapted on an agent’s info.

3.1 Data Encoding

Every conversation is changed over into two training datasets, indicating the total
discussion from the point of view of every agent. The models vary on their information
objectives, yield decision, and whether dialogues were read or composed. Training
models contain a negotiation task objective g, indicating the available things and their
qualities, a chat message x, and a yield choice o determining which things every
autonomous agent will get. In particular, we speak to g as a rundown of six whole
numbers relating to the check and estimation of every one of the three thing types. Chat
message x is a rundown of tokens x0–t (where t represents the time during the running
period of our RNN model) [5], containing the turns of every operator interleaved with
images checking whether a turn was composed by the agent or their accomplice, ending
in an exceptional token showing one specialist has denoted that an understanding has
been made. End result o is six whole numbers portraying what number of every one of
the three thing types are allocated to every specialist. See Fig. 3.
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3.2 Training the Agents

We trained an end-to-end network to automize the negotiation agent’s dialogues based
on input chat messages and required deal output requirements. Our training network
included 4 recurrent neural networks (RNN). It is trained and modeled as gated
recurrent unit (GRU) [6], which is basically a gating mechanism for the normal RNN
models that were initially used. We use the input variables defined in Sect. 3.1 to define
the states for our AI model. The negotiation scenario’s objectives g is represented as
GRUg. For the training of the model, we represent each token by xt. Each step or state
derives values from its previous state. The time during running period of the training
experiment is given by t. The final state represented as hg is given by the following
equation:

ht ¼ GRUw ht�1; Ext�1; h
g½ �ð Þ ð1Þ

The above equation predicts the tokens for each step using an embedding matrix
E using the previous hidden state ht−1 and previous token xt−1. This model derives
alternating agent’s dialogues and allowing to be forwarded it to the consequent models
as shown in Fig. 4. Toward the finishing point of the deal, the autonomous agents give
a progression of tokens or let the other party know about its choice of items. We
produce each yield restrictively freely, utilizing a different classifier for each negotia-
tion event occurrence.

Supervised learning [7] plans to mimic the activities of human clients; however, it
does not expressively attempt to boost an agent’s objectives. Rather, we investigate
pretraining with supervised learning, and afterward calibrating against the assessment
metric utilizing reinforcement learning [8]. During reinforcement learning, an auton-
omous agent endeavors to improve its parameters from discussions with another agent
B. While the other agent B could be a human, in our tests, we utilized our fixed

Fig. 3 Publicly collected chat messages (left) encoded into two training models (right)
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supervised model that was prepared to emulate humans. The subsequent model is fixed
as we found that dynamically updating the parameters of both the agents prompted
disparity from the human language. As a result, agent A figures out how to improve by
reenacting discussions with the assistance of a surrogate forward model.

4 Experimental Observations

All the testings for our autonomous negotiation agents were carried out using PyTorch.
All the variables were selected from the test dataset which we mined using Amazon
mechanical Turk. During our learning state, we compared different approaches. One
was supervised learning; another one was reinforcement learning (deal output-based
self-play) and last a mixture of both. Our results show that normal supervised learning
model produces the best humanly dialogues and the alternative one causes a negative
effect on the dialogues making it more abstract. Nevertheless, majority output of the
dialogues was human-readable responses.

4.1 Model Comparisons

We then compared the end-to-end output results of both supervised learning model and
human-to-human dialogues on mechanical Turk. We analyzed a few stats for our model
like:

(1) Negotiation Score: A ranking out of 10 for the autonomous agents which could be
real life or our AI.

Fig. 4 The first shows AI model in supervised training stage and the second during RL stage
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(2) Agreement Level: Cases where equality of opinions was established that is, they
both wanted the same set of items.

(3) Pareto Optimality [9]: Pareto optimality refers to a situation where both the agents
scores are balanced like a see-saw if one has to increase the other has to decrease
and, in our case, decrease in score means insufficient negotiation.

Be that as it may, we likewise find fundamentally more instances of the objective-
based models neglecting to concur an arrangement with people—to a great extent a
result of their progressively forceful negotiation strategies. Another major conclusion
derived from our analysis is that “Goal-based models negotiate harder”. This model has
more conversation duration than supervised training model, suggesting that the
autonomous agents are hard at work on their negotiation tactics and not quickly giving
in on the deal and trying to achieve a max possible score for themselves. But side effect
of this is that people could walk away from the deal and that would end up in a negative
scoring for the agent. Figure 5 shows one of the negotiation situations where our model
is very persistent and has a long conversation.

Table 1 Some stats of our mechanical Turk dataset

Metric Training result

Number of dialogues 5000
Average duration of deal 6.6 turns
Average length of dialogue 7.6 words
Agreement score 80.1%
Avg. negotiation score 6.0/10.0
Pareto optimality 76.9%

Fig. 5 Example of a very persistent negotiation agent holding out for higher score
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During our training sessions, we also found out that “Models learn to deceive”
during negotiation. One of the methods used by our autonomous agents is to negotiate
a high scoring deal. Another common behavior we noticed was that the agents started
out with a low-ball offer to later propose a counter offer in their favor.

5 Conclusion

We have used end-to-end learning of natural language negotiations as an assignment
for AI, contending that it challenges both semantic and thinking abilities while having
vigorous assessment measurements. We assembled a huge dataset of human–human
negotiations, which contain an assortment of fascinating strategies. We have demon-
strated that it is conceivable to prepare chatbots from start to finish and, however, that
their capacity can be significantly better by training and decoding to amplify their
objectives, as opposed to increasing their probability. The formation of autonomous
negotiating agents that can bolster people with their negotiations is a multidisciplinary
challenge. The characteristic semantic issue and the emotional matters involved implied
that negotiation cannot be taken care of by AI alone, and a human–agent collaboration
is required at multiple levels. By training several neural network-based GRU models on
the negotiation datasets, we realized the potential advantages and shortcomings of the
autonomous agents, key zones of agent innovation, man-made tactics, and AI-made
strategies: Autonomous negotiating agents can beat individuals in terms of deal opti-
mality, with influencing figuring for taking care of feelings, and inclination to realize
what is significant in the negotiation.
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Abstract. An alternative computational model was developed to predict the
level-dependent changes in the identification scores of both vowels for same and
different fundamental frequency (F0) conditions. In this current study, the
temporal-responses of the auditory-nerve model were the input layer to a multi-
layer perceptron for predicting the identification scores of both vowels. The
perceptron was trained to obtain the similar identification score (as observed in
normal-hearing listeners) for different-F0 condition at 50 dB SPL. The training
was done using the gradient descent with momentum and adaptive learning rate
backpropagation algorithm, Finally, the perceptron was tested for same-and
different-F0 conditions across various range of vowel levels. The model was
successful qualitatively in predicting the level-dependent changes in concurrent
vowel scores for same-and different-F0 conditions.

Keywords: Concurrent vowel identification � Neural network � F0 difference

1 Introduction

To study the effect of fundamental frequency (F0) difference, the concurrent vowel
identification experiment is often studied (e.g., [1, 2, 5–7, 15]). In this experiment, two
synthetic vowels, with equal level and duration, are presented simultaneously to lis-
teners’ one ear (i.e., monaural presentation) and they responded by identifying both the
vowels, that were present. The general observation from these behavioral studies is that
the percent identification score of both vowels improves with increasing F0 difference
and then eventually asymptotes at *3-Hz F0 difference or higher. Additionally, these
studies are conducted at a specific vowel level. To understand the level-dependent
changes in the ability to utilize F0 difference cue for identification, Chintanpalli et al.
[4] collected the concurrent vowel data as a function of vowel level for same (0-Hz)
and different (26-Hz) F0 conditions. Figure 1 shows the percent correct identification
of both vowels for same- and different-F0 conditions, as a function of vowel level
(modified from [4]). Their younger normal-hearing listeners (aged between 20 and 26
years) showed that there was an increase in concurrent vowel score as the level was
increased from 25 to 50 dB SPL and then the score was decreased as the level was
changed from 65 to 85 dB SPL. The F0 benefit is a quantitative metric used in the
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concurrent vowel literature and is a difference in the identification scores between the
26-Hz and 0-Hz F0 difference conditions. The F0 benefit was increased from 25 to 50
dB SPL and then fairly remained constant from 65 to 85dB SPL. Settibhaktini and
Chintanpalli [14] developed a computational model, involving the auditory-nerve
responses [17] with a modified version of Meddis and Hewitt’s [11] F0 segregation
algorithm, to successfully capture these level-dependent changes in scores and F0
benefit, at least qualitatively.

The current study here attempts to provide an alternative computational model for
predicting these level-dependent changes in identifications scores of concurrent vowels
for same-and different-F0 conditions. The proposed model utilized the same auditory-
nerve responses but a multi-layer perceptron was used for identification instead of the
F0-based segregation algorithm. This type of neural network-based modeling is limited
in concurrent vowel literature and only Culling and Darwin [8] had used this frame-
work to predict the identification scores of both vowels with increasing F0 difference.

2 Methods

2.1 Stimuli

The current study utilized the same procedure for generating the concurrent vowels,
which was used in Chintanpalli et al. [4] and Settibhaktini and Chintanpalli [14]. Five
synthetic English vowels (/i/,/ɑ/,/u/,/æ/,/ɝ/) were generated using a cascade formant
synthesizer [9]. Each vowel is characterized by a fundamental frequency (F0) and
formant frequencies (F1–F5). The formant frequencies and its bandwidth associated

Fig. 1 Percent identification scores of both the vowels for same F0 (squares) and different F0
(triangles) as a function of the vowel level. Note that the figure shown is the percent identification
scores rather than the rationalized arcsine transformed scores, modified from Chintanpalli et al.
[4]. Error bar denotes ± 1SEM. The F0 benefit is indicated by an arrow
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with each of these vowels are shown in Table 1 and were similar to those used in
previous studies on concurrent vowel identification (e.g., [1, 4, 14, 15]). The duration
of individual vowel was 400-ms, including 15-ms raised cosine rise and fall ramps.

A concurrent vowel pair was obtained by adding any two individual vowels. For
26-Hz (or different) F0 condition, one vowel had F0 = 100 Hz and the other vowel had
F0 = 126 Hz. There were 25 vowel pairs for this condition. To maintain the equal
number of vowel pairs, the 0-Hz (or same) F0 condition had five identical vowel pairs
and ten different vowel pairs but repeated twice. A total of 50 concurrent vowel pairs
(25 vowel pairs � 2 F0 difference conditions) were used at each level. The individual
vowels were ranged from 25 to 85 dB SPL. Overall, there were 300 vowel pairs (50
vowel pairs � 6 levels). These vowel pairs were presented as an input to the com-
putational model for predicting the concurrent vowel scores across F0 difference
conditions and levels. There were two stages to the computational model: (1) popula-
tion responses of the auditory–nerve fibers, and (2) multi-layer perceptron for con-
current vowel identification.

2.2 Computational Model Stage 1: Auditory-Nerve Responses

Zilany et al. [17] auditory model was used to predict the auditory-nerve responses to
concurrent vowels. This phenomenological model is an extension of previous models
(e.g., [3, 16, 18]), that had been successfully tested against neurophysiological data
obtained from cats to simple and complex stimuli including vowels. The model also
captures the level-dependent changes in phase locking of auditory-nerve fibers (as
reflected due to changes in cochlear nonlinearities) to concurrent vowel pairs. This
feature is relevant for studying the effect of level to avail F0 difference cue on con-
current vowel identification.

The input to the model was the vowel pair and the output was the time-varying
discharge rate of a single auditory-nerve fiber (in spikes/sec) from a specific charac-
teristic frequency (CF). The 100 CFs were selected that were ranged between 125 Hz
and 4000 Hz (logarithmically spaced). The overall discharge rate at each CF was the
weighted sum of the discharge rates as per the distributions of the spontaneous rate
(high SR = 0.61, medium SR = 0.23 and low SR = 0.16; Liberman [10]). The sam-
pling frequency was 100 kHz, as this is the minimum value required to run Zilany et al.
[17] model in MATLAB. These were the same discharge rates that were collected and
used in Settibhaktini and Chintanpalli [14].

Table 1 Formants in Hz for five different vowels. Values in parenthesis of first column
correspond to bandwidth around each formant (in Hz)

Vowel /i/ /ɑ/ /u/ /æ/ /ɝ/

F1 (90) 250 750 250 750 450
F2 (110) 2250 1050 850 1450 1150
F3 (170) 3050 2950 2250 2450 1250
F4 (250) 3350 3350 3350 3350 3350
F5 (300) 3850 3850 3850 3850 3850
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2.3 Computational Model Stage 2: Supervised Multi-Layer Perceptron

The discharge rates from auditory-nerve fibers were the input layer to a multi-layer
perceptron (MLP) for concurrent vowel identification. The auditory-nerve responses
were obtained for 100 CFs to each 400-ms concurrent vowel. Thus, each vowel pair
had a matrix dimensionality of 100 (i.e., the number of CFs used) � 40000 (i.e., 400
ms � 100 kHz sampling frequency). Overall, for all 25 concurrent vowel pairs, the
matrix dimensionality of the input layer was 2500 (100 CFs � 25 vowel pairs) �
40000 for each level. For the output layer, one hot encoding matrix with 2500 � 25
(i.e., the number of vowel pairs) dimension was used as the target patterns. In each
column, only the CF rows corresponding to a specific vowel pair were set to 1;
otherwise 0. For example, /i, i/ was allotted to the first column and only the first 100
rows were set to 1 and the rest of the 2400 rows were set to 0.

As the first formant (F1) and the second formant (F2) are generally important for
vowel identification [12], this allowed us to reduce the dimensionalities of the input and
output layers. Only discharge rates those CFs were around ± 0.5 octaves of F1 and F2
of each vowel of the pair were selected. All five vowels (except /æ/) had 20 CFs around
F1 and 20 CFs around F2. However, /æ/ had 20 CFs around F1 and 19 CFs around F2.
Hence, the vowel pair /æ, æ/ had 78 CFs, four different vowel pairs /æ, x/ had 79 CFs,
four different vowel pairs /x, æ/ had 79 CFs and 80 CFs for other 16 vowel pairs, where
/x, x/, where x is some other vowel except /æ/. Thus, the number of CFs now reduced
to 1990 (78 + 8 � 79 + 16 � 80) instead of 2500 in both the input and output layers.
Only corresponding 1990 CFs were selected, and thus, this reduction in the input
features from 2500 � 40000 to 1990 � 40000 was beneficial for training the neural
network.

A nine-layer (i.e., with eight hidden layers) perceptron was used. The number of
neurons in each of the hidden layers was 40. The log-sigmoidal activation function was
used for each neuron in this network architecture, indicating that the output ranged
between 0 and 1. Each row of the input features (i.e., 1990 � 40000) was passed to
the input layer and its corresponding output at the output layer from the perceptron was
computed. This procedure was repeated to all the rows (i.e., CFs associated with F1 and
F2 of the vowel pair) of the input features. Finally, at the output layer, the softmax
activation function was applied to the neuron’s actual response to generate the prob-
abilistic value for each CFs of the concurrent vowel pair. The weights for each of the
layers in the nine-layer perceptron were trained using the gradient descent with
momentum and adaptive learning rate backpropagation algorithm [13]. The weight
updation at a current instant was equal to the sum of the current weight updation using
the gradient descent algorithm and the previous instant’s weight updation multiplied by
the momentum value. The inclusion of the momentum with the previous instant’s
weight updation has been shown to increase the convergence rate than using the
traditional gradient descent algorithm. In MATLAB, “traingdx” command was used for
the gradient descent with momentum and adaptive learning rate backpropagation
algorithm. The momentum value and the initial learning rate (η) were 0.9 and 0.01,
respectively. For each epoch, if the performance decreased toward the error goal
(default value = 0), then η was increased by the factor of 1.05. If the performance was
greater than the maximum performance (default = 1.04), then η was decreased by the
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factor of 0.7 and there was no change in weight updation. The network training was
stopped when validation error increased more than 6 times since it was last decreased
(early stopping). All these are the default values, used in the MATLAB. The cross
entropy cost function was used to measure the performance of the neural network with
a small regularization value of 0.1024. This regularization value was used to improve
the accuracy of model’s scores and to prevent overfitting and underfitting of the data.

3 Methods

The nine-layer perceptron with the input dimensionality of 1990 � 40000 and the
output dimensionality of 1990 � 25 was used to predict the level-dependent changes in
concurrent vowel scores for same-and different-F0 conditions. The MLP model was
trained for 50 dB SPL at different F0 difference because the F0 benefit was maximum at
this level in the concurrent vowel data (see Fig. 1). For a given vowel pair, the outputs
of the softmax activation function were averaged across the corresponding CF range of
that particular vowel pair. For example, /ɑ, ɑ/ was allotted to the second column of the
output dimensionality and only the rows from 81 to 160 (i.e., corresponding to its CFs)
of the 1990 were averaged. If the individual output was greater than the average value,
then the output was set to 1; otherwise 0. The MLP model identified the correct vowel
pair if more than 60% (user-defined value) of the outputs produced 1. More specifi-
cally, if more than 60% of CFs are responding correctly, then the MLP model identified
the correct vowel pair. This procedure was repeated for all 25 vowel pairs at 50 dB SPL
for different F0 condition to obtain an overall accuracy rate = 76%. In order to achieve
this accuracy rate (similar to the score in the concurrent vowel data) at the training
stage, the number of hidden layers had to be 8 and number of neurons in each hidden
layer had to be 40. Finally, the MLP model was then tested for 25 vowel pairs for
same- and different-F0 conditions across six vowel levels, ranged between 25 and 85
dB SPL.

Figure 2A shows the MLP model scores for both vowels as a function of vowel
level for same (squares) and different (triangles) F0 conditions. The identification score
improved as vowel level increased from low-to-mid levels and declined at higher levels
for both F0 conditions. These patterns of identification scores are qualitatively similar
to that of listeners’ identification scores (see Fig. 1) and model scores (see Fig. 2B)
from Settibhaktini and Chintanpalli [14].

Figure 3 shows the actual (dashed line) and predicted F0 benefit (squared symbol)
at each vowel level. Even though the MLP model’s F0 benefit was lower across levels,
the model was successful in capturing the pattern of variation in actual F0 benefit with
vowel level, qualitatively. Additionally, the predicted F0 benefit from this current study
matched perfectly with Settibhaktini and Chintanpalli [14], except at 35 dB SPL, where
the MLP model matched closely with concurrent vowel data (compare circle and
squared symbols of the solid lines in Fig. 3).
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4 General Discussions

The current neural network model provides an alternative approach that is qualitatively
successful in predicting the concurrent vowel scores for same-and different-F0 con-
ditions across vowel levels. In both F0 difference conditions, the MLP model score
increased from low-to-mid levels and then decreased from mid-to-high levels (see
Fig. 2A). The predicted F0 benefits across vowel levels from this study were

Fig. 2 Percent identification of both vowels for same and different F0 conditions as a function of
vowel level. (A) MLP model, and (B) F0-based segregation model [14]. Both the models used
the same peripheral model [17]. Note that the model scores from Settibhaktini and Chintanpalli
[14] are used in panel (B) for comparison purposes only

Fig. 3 Effect of vowel level on percent F0 benefit on concurrent vowel identification. Legend
indicates different studies. Note that the predicted F0 benefit from Settibhaktini and Chintanpalli
[14] is shown only for purpose comparisons
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qualitatively similar to concurrent vowel data (see Fig. 3, compare dashed line with
squared symbol). Additionally, the predicted F0 benefit matched very closely with
Settibhaktini and Chintanpalli [14] as a function of vowel level (see Fig. 3, compare
circle and squared symbols of the solid lines).

For all 25 concurrent vowel pairs, the matrix dimensionality of the input layer was
2500 � 40000 for each level. With these inputs, the MLP model had very slow
convergence rate and also yielded poor scores across levels. However, when the CFs
were extracted based on F1 and F2, the MLP model produced the scores that were
qualitatively (see Fig. 2A) similar to the concurrent vowel data for same-and different-
F0 conditions. This suggests that F1 and F2 of each vowel of the pair contribute to the
correct identification [4].

The concurrent vowel data [4] as well as the previous modeling study [14] had
shown that the correct identification of one vowel of the pair was always 100%
regardless of the F0 difference and vowel level. However, the current MLP model had
failed to predict this effect of one vowel correct identification. One possible explanation
could be that the MLP model was designed to train only for identification of two
vowels. Perhaps, two stages of training may be required: (1) Identification of one vowel
of the pair, and (2) Identification of both vowels of the pair. One possible approach
could be that two neural networks can be cascaded together such that the first network
can be used to predict the identification of one vowel and the second network can be
used to predict the identification of both vowels. Nevertheless, the current study had
open up new approach based on neural network to predict the concurrent vowel data for
normal-hearing and hearing-impaired listeners that are published in the literature.
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Abstract. A dual-band planar rectenna, consisting of a modified quadrilateral
square slot antenna with rectangular microstrip patch connect to a 50 Ω feed line
to improve the impedance matching and a single-series diode configuration-
based half-wave rectifying circuit for high conversion efficiency, operate in
frequency bands of universal mobile telecommunication service UMTS
(2.1 GHz) and higher WLAN/Wi-Fi (5 GHz), is proposed for RF energy har-
vesting and wireless power transmission. The inverted L-section transmission
line is introduced between the diode and dc pass filter to eliminate the harmonics
within the operating frequencies. The antenna is connected to the rectifying
circuit by using a pair of 50 Ω SMA coaxial connectors. The peak measured
conversion efficiency of proposed rectenna is 59.4% achieved at the input power
of −9.8 dBm and optimized load resistance of 560 Ω, respectively.

Keywords: Dual-band antenna � Feedline patch � Rectenna � Series diode
rectifier � UMTS and Wi-Fi bands

1 Introduction

Energy harvesting and wireless power transmission have received more attraction
recently in RF and microwave regime for the implementation of autonomous battery-
less wireless sensor nodes, radio frequency identification devices (RFID), and elec-
tronic devices powered by low input dc power. A decoupled dual-dipole antenna
integrated with the Villard voltage doubler rectifier for 2.4 GHz ISM band is described
in [1]. A compact folded dipole-based slot-loaded dual-band rectenna operating in
frequencies of 915 MHz and 2.45 GHz has been presented in [2] with the measured
efficiency of 37% at the input power of −9 dBm and optimized load resistance of 2.2 K
Ω. In [3], the combination of solar cell and dual-band rectenna in a compact structure
for ambient electromagnetic energy harvesting is proposed. This rectenna obtain RF-dc
conversion efficiency of 15% at the input power of −20 dBm and at the frequencies of
850 and 1850 MHz. The implantable rectenna working in the medical communication
service band for lithium-ion rechargeable batteries is presented in [4]. A dual-band
rectenna at 915 MHz and 2.45 GHz and on-body wireless energy harvester at
460 MHz are implemented [5]. A dual ISM band (915 MHz and 2.45 GHz) Yagi-Uda,
narrowband 1.96 GHz, and broadband 2–18 GHz rectenna arrays have been presented
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in [6]. A broadband rectenna over the frequency range from 1.8 to 2.5 GHz is reported
in [7] with the measured efficiency of 55% at the input power of −10 dBm. A dual-
band rectifier with an extended input power range from 0 to 15 dBm using a single-
series diode-transistor configuration is discussed in [8] with 30% power conversion
efficiency with the input power range from −15 to 20 dBm. Loop antenna over the
AMC surface is implemented for dual-band rectenna operating at digital TV and cel-
lular band frequencies [9].

In this paper, a modified quadrilateral square slotted antenna with a rectangular
microstrip patch connected to a 50 Ω feedline is proposed to enhance the performance
of rectenna for RF power harvest from UMTS and Wi-Fi bands. The rectifier is
designed by integrating a T-shape matching network with a half-wave rectifying cir-
cuit. Simulation and measurements are performed to validate the proposed rectenna.
The proposed design is useful for harvesting RF energy from both cellular and Wi-Fi
bands simultaneously.

2 Antenna Design Details and Result Analysis

2.1 Design Procedure

The configuration of proposed dual-band receiving antenna, designed and fabricated on
a low-cost FR4 substrate with the characteristics of tand = 0.025, er = 4.3, and t ¼
1:6 mm is displayed in Fig. 1. The substrate dimension is 84 � 74 mm2 (Ls � Ws).
The antenna consists of a square slot with the quadrilateral side length of 43 mm, and
two symmetrical V-shaped and U-shaped slots are extended with this slot to enhance
the bandwidth of operating frequency bands, and rectangular feed line patch (RFLP)
connects to a feed line for improving the impedance matching. This slot is excited by a
50 Ω feed line along with the RFLP. The side length of symmetrical V-shaped slot is
13 mm, vertical and inclined side lengths of symmetrical U-shaped slot are 9 mm and
13 mm, respectively. The dimensions of rectangular patch and feedline are
39 � 20 mm2 (Lp � Wp) and 32 � 3.1 mm2 (Lf � Wf). The proposed modified
quadrilateral square slot dimensions are keeping constant and only varying the feed
length and dimension of rectangular patch to obtain the required resonant frequencies.
The performance of antenna in terms of reflection coefficient magnitude |S11| (dB) with
the parametric analysis of feed line length and a rectangular patch dimensions, and 2D
radiation patterns are discussed in the Sects. 2.2 and 2.3.

2.2 Simulation Results and Parametric Analysis

The parametric analysis of proposed antenna has been carried out by varying the feed
line length and dimensions of a rectangular feed line patch (RFLP). The variation of
simulated result of |S11| (dB) versus frequency of the antenna without and with RFLP at
different feed lengths (Lf) and with RFLP at fixed feed length are labeled in Fig. 2. The
poor impedance matching at lower and higher feed lengths and good impedance
matching at medium feed lengths are observed in Fig. 2a for without RFLP. This
configuration possesses resonance at 5 and 9 GHz frequencies. The antenna size is
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increased by connecting the rectangular patch to the feed line in order to obtain the
required resonance at lower frequencies. It is observed that the impedance matching at
required frequencies of 2.1 and 5 GHz is absolutely controlled by dimensions of RFLP
is shown in Fig. 2b, c. The proposed dual-bands are achieved at optimized feed length
of Lf = 32 mm, and rectangular patch dimensions of Lp = 39 mm, Wf = 20 mm,
respectively and without altering the modified quadrilateral square slot dimensions.
This proposed slot is similar to the “Modern Aztec Quatrefoil Shape” which is popular
in textile designs. These fixed slot dimensions are randomly chosen according to the
general compact structure of planar antennas. The realized gain values of 2.5 and 8.2
dBi at the operating frequencies of 2.1 GHz and 5 GHz, respectively, are obtained. The
omnidirectional radiation pattern is accomplished at a lower band frequency of
2.1 GHz.

2.3 Antenna Measurement Results

The proposed configuration of antenna design and simulation of various parameters is
carried out by using Computer Simulation Technologies (CST) Microwave Studio,
fabricated using the S103 Proto Mat LPKF PCB machine and measured using the
Agilent Technologies E8363C PNA network analyzer. The simulated and measured |
S11| (dB) versus frequency and 2D radiation patterns of the antenna are shown in
Figs. 3 and 4, respectively. The dual-band frequencies of measured results exactly
match with the simulated result, but less impedance matching noticed because of the
variation of dielectric constant, thickness of the substrate, and fabrication tolerances.

Fig. 1 Configuration of the proposed dual-band antenna a front view, b back view
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Fig. 2 Variation of simulated result of |S11| versus frequency of dual-band antenna a without
RFLP and at different feed lengths (Lf), b with RFLP-fixed patch width (Wp), and at different
patch lengths (Lp) and feed lengths (Lf), c with RFLP-fixed patch length (Lp) and feed length (Lf),
and at different patch widths (Wp)

Fig. 3 |S11| versus frequency of the proposed dual-band antenna
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3 Rectifier Design and Result Analysis

3.1 Design Details

The proposed dual-band rectifier operating at the same frequencies (2.1 and 5 GHz) of
the antenna is designed and fabricated using FR4 substrate with the characteristics of
tand = 0.025, er = 4.3, and t = 1.6 mm. The dimension of rectifier circuit is
104 � 52 mm2. The rectifier design and simulations are carried out by using Keysight
Technologies Advanced Design System (ADS) high-frequency RF simulator. The
schematic of proposed dual-band rectifier along with impedance matching network,
inverted L-section transmission line for harmonics elimination, and dc pass filter is
displayed in Fig. 5.

The Schottky diode (SMS7630-079LF) from Skyworks is used for converting the
input RF signals to output dc voltage. The single T-shape dual-band matching network
is designed for matching the input impedance of dual-band (2.1 and 5 GHz) to 50 Ω
source impedance, and a dc pass filter is designed with the help of short stub trans-
mission line along with 100 pF chip capacitor from Murata for blocking the RF signals
and not reaches to the load. The ceramic resistor with an optimized load resistance (RL)
of 560 Ω (using simulation) is connected between the top strip line and bottom ground
to measure the output dc voltage. In addition to this, an inverted L-section transmission
line for harmonics elimination between two operating bands is introduced between the
diode and dc pass filter without disturbing the resonant frequencies. The Schottky diode

Fig. 4 Simulated and measured 2D radiation patterns of the proposed dual-band antenna
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has been chosen with a series resistance (Rs) of 20 Ω, breakdown voltage (Vbr) of 2 V,
a threshold voltage (Vth) of 147 mV, and zero-bias junction capacitance (Cj0) of
0.14 pF [10], respectively. The design parameters of the rectifier circuit with the dual-
band matching network are given in Table 1.

3.2 Result Analysis

The simulated and measured reflection coefficient magnitude |S11| versus frequency of
the proposed dual-band rectifier is shown in Fig. 6. The measured result matches with
the simulated one with small deviation due to tolerances of the substrate characteristics
and fabrication. The variation of output voltage and efficiency at different load resis-
tances and input powers are shown in Figs. 7 and 8. The simulated and measured
maximum RF-dc conversion efficiency of 73.6 and 65.7% have been achieved at the
input power of 0 dBm and load resistance of 560 Ω. It is observed that the efficiency is
increased and maintains almost stability within the load resistance range from 0 to 5 K
Ω when the input power is less than 0 dBm. Similarly, the efficiency is decreased
gradually when the input power and load resistance are increased.

The proposed single-series diode configuration-based half-wave rectifier circuit is
more suitable for achieving the high conversion efficiency at low input power. The
simulated and measured maximum output dc voltage of 2.8 and 2.1 V have been

Fig. 5 Schematic of the proposed dual-band rectifier

Table 1 Parameters and dimensions of the rectifier with the dual-band matching network

Parameter Length/width (mm) Parameter Length/width (mm)

TL1 18.5/1.2 TL6 23.8/1.6
TL2 15.4/1.4 TL7 14/1.6
TL3 21.2/1.2 TL8 15.8/1.6
TL4 14.4/1.7 TL9 21/1.6
TL5 19/1.8
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Fig. 6 |S11| versus frequency of the proposed dual-band rectifier

Fig. 7 Simulated output voltage and efficiency versus load resistance (RL) of the proposed dual-
band rectifier at different input powers (Pin)

Fig. 8 Simulated and measured output voltage and efficiency versus input power (Pin) of the
proposed dual-band rectifier at optimized load resistance (RL) of 560 Ω
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obtained at the input power of 20 dBm and optimized load resistance of 560 Ω. It is
observed from Fig. 8, the diode goes through an electrical break down when the input
power is beyond the value of 0 dBm, and then the conversion efficiency is also
decreased and reaches a minimum value. The rectifier design and simulations of S-
parameter and harmonic balance are carried out for reflection coefficient |S11| and
output voltage by using Keysight Technologies Advanced Design System (ADS) high-
frequency RF simulator.

4 Simulated and Measured Results of Rectenna

4.1 Simulation Results

The co-simulation of antenna and rectifier circuit is important before analyzing the
measurement results of the rectenna. The Z-parameter file of receiving antenna from the
CST simulator is exported into ADS simulator and integrated to the rectifier circuit
instead of the position of RF power source. This power source could be considered as
antenna while executing all the rectenna simulations. The simulated result of |S11|
versus frequency and output voltage and efficiency of proposed dual-band rectenna are
shown in Fig. 9. The results of |S11| versus frequency of antenna and rectifier and
rectenna are analyzed. The good agreement has been achieved among each other. From
Figs. 6 and 9, an intermediate resonance distinguished between the desired operating
frequencies and it is recognized closely at 4 GHz, which is controlled by the harmonics
elimination network. So, the proposed rectifying circuit not only resonates at essential
frequencies but rejection of harmonics in the middle of two operating frequency bands
and at higher frequency bands also. The rectenna maximum simulated efficiency of
61.8% has been achieved at the output voltage of 0.84 V and input power of –5 dBm,
respectively. The antenna is connected to the rectifying circuit by using a pair of 50 Ω
SMA coaxial connectors in order to transfer the maximum RF power from antenna to
rectifier and for measurement of complete rectenna prototype.

Fig. 9 Simulated result of |S11| versus frequency and output voltage and efficiency versus input
power of the proposed dual-band rectenna
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4.2 Measurement Results

A standard double ridged broadband transmitting horn antenna has varying gain from 3
to 16 dB in 0.8 to 18 GHz range of frequency is used for the measurement of proposed
rectenna. The distance between transmitting antenna and rectenna has been chosen
such that the far-field condition is valid for two operating frequencies. The power
received by the receiving antenna is measured using the spectrum analyzer. The dis-
tance increased gradually by 0.2 m greater than the far-field distance and measures the
received power at different distances. The rectifier is connected to antenna in the
position of a spectrum analyzer. The output voltage is measured using the multimeter at
similar distances at which the received power was measured. The RF-dc conversion
efficiency of rectifier and rectenna using corresponding output voltages and load
resistance of 560 Ω can be calculated using the following Eq. (1).

Efficiency %ð Þ ¼ V2
0

RL
� 1
Pin

� 100 ð1Þ

where V0 is output dc voltage at the load resistor (RL) and Pin is input power received
by the antenna.

The peak measured conversion efficiency of rectenna is 59.4% achieved at the input
power of –9.8 dBm is shown in Fig. 10. The fabrication prototype of antenna and
rectifier connected by a pair of 50 Ω SMA coaxial connectors is displayed in Fig. 10.
The input impedance (Zin) of rectifier is a function of input power (Pin), operating
frequency (f), and load resistance (RL). The input RF power in an environment is
continuously varying and available at low level. The complex impedance compression
networks (CICN) are use to compress the variable input impedance (Zin) in the medium
range of input power in order to achieve the constant output voltage and conversion
efficiency in addition to the frequently used general conventional rectifier topologies of
half-wave rectifier circuit, single-stage voltage doubler, Greinacher charge pump, and
Dickson charge pump circuits in the RF energy harvesting and wireless power trans-
mission applications.

Fig. 10 Measured efficiency and fabricated prototype of the proposed dual-band rectenna
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5 Conclusion

In this paper, a modified quadrilateral square slotted rectenna working in UMTS
(2.1 GHz), and Wi-Fi/WLAN (5 GHz) frequencies have been proposed. The designed
antenna has been realized by etching one square, two V-shaped, and two U-shaped
slots coupled to each other in the ground plane. The measured gains of antenna at 2.1
and 5 GHz of frequencies are 1.9 dB and 7.2 dB, respectively. The dual-band rectifier,
along with the single T-shape matching circuit and inverted L-section harmonic net-
work has been separately designed, fabricated, and measured to achieve the desired
performance. Finally, the quadrilateral modified square slot antenna has been con-
nected with the rectifier circuit by a pair of 50 Ω SMA coaxial connectors to realize the
proposed dual-band rectenna. The maximum measured conversion efficiencies of
rectifier and rectenna are 65.7 and 59.4% achieved. The proposed dual-band rectenna is
suitable for RF energy harvesting and wireless power transmission applications at low
input RF power levels.
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Abstract. In order to maximize the inductive link efficiency in wireless electric
vehicle (EV) chargers, a ferrite layer is added to focus the magnetic field lines,
improve the coupling performance, and reduce the leakage of flux to the sur-
rounding ferrous materials. The geometry of ferrite directly affects the self and
mutual inductances of the primary and secondary coils and accordingly their cou-
pling factor. Three ferrite geometries are investigated in this work, and their cou-
pling behavior is studied and compared to that of a ferrite sheet. Due to the inherent
misalignment variations in wireless EV chargers, the simulation is conducted over a
range of air gaps as well as lateral and longitudinal misalignments. Based on the
simulation results, the geometry with long ferrite bars is recommended for dynamic
EV charging scenarios in which large lateral misalignments are expected, whereas
shorter bars aremore recommended for static charging scenarios due to their smaller
volume and cost-effectiveness despite their lesser tolerance for lateral misalignment
in comparison to long ferrite bars.

Keywords: Electric vehicle � Wireless charging � Rectangular coil � Ferrite
geometry � Wireless power transfer � Inductive link efficiency

1 Introduction

With the increasing interest in adopting electric vehicles (EVs) as part of establishing an
environment-friendly transportation system, extensive research is globally conducted to
develop efficient EV charging solutions. Although plug-in EV chargers were initially
developed, the associated hazards and limitations of wired charging have motivated the
development of wireless EV chargers. In particular, resonant inductive power transfer
(RIPT) systems are being utilized due to their high efficiencies and high safety levels [1,
2]. RIPT systems utilize concepts of Ampere’s and Faraday’s laws to wirelessly couple
AC power from a primary coil buried under the ground to a secondary coil fitted at the
bottom of the EV. This inductive charging process can take place while the vehicle is
statically parked at a charging station or in a dynamicmodewhile the vehicle is inmotion.
Dynamic EV charging aims to relieve the range anxiety experienced by EV users due to
fear of battery depletion during their journeys [3] by enabling the EV to recharge its
battery from wireless charging pad installed along its route.
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The key objective for designing a RIPT system, for both stationary and dynamic
charging modes, is to maximize the power transfer efficiency from the mains grid to the
EV battery. Several circuits constitute this power transfer system, each of which needs
to be optimized to achieve this objective. Nevertheless, one of the most important
design stages is the design of the inductive link comprising the primary and secondary
coils, as it directly impacts the wireless power transfer process by controlling the flow
of magnetic fields from the primary coil to the secondary one. Several coil structures
have been used in the literature including circular, rectangular, and bipolar coils [3–6].
For each coil structure, a ferrite layer is typically included on the primary and sec-
ondary sides, in order to improve the self and mutual inductances of the coils, their
coupling performance and their power transfer efficiencies. This work focuses on
studying the impact of the geometry of the ferrite layer on the different parameters of
the IPT coils in order to provide recommendations on the selection of the ferrite
geometry for both stationary and dynamic wireless charging systems.

The rest of this paper is organized as follows: Sect. 2 provides preliminary math-
ematical analysis on the inductive link efficiency and highlights the need for
enhancements in the coils’ inductive parameters to maximize the power transfer effi-
ciency. Section 3 then provides the details of the design specifications and the simu-
lation setup required to study the effect of different ferrite geometries on the coil
parameters. Results of the conducted simulations are then reported and discussed in
Sect. 4 before the paper is concluded in Sect. 5.

2 System Model

The block diagram of a typical RIPT EV charging system is shown in Fig. 1.
In order to evaluate the grid-to-vehicle power transfer efficiency of this wireless EV

charging system, the efficiency of each block in Fig. 1 needs to be studied. The
inductive link efficiency is particularly investigated in this work, as it comprises the
primary and secondary coils and their corresponding equivalent series resistances
(ESRs), and hence can be used to evaluate the coupling performance of these coils with
different ferrite geometries, independent of the loading conditions. The expression for
the inductive link efficiency, denoted by glink, is given by Zargham and Gulak [7]:

Fig. 1 Block diagram of RIPT EV charging system
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glink ¼
k2QpQs

1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ k2QpQs
p� �2 ; ð1Þ

where k is the coupling factor and Qp and Qs are the quality factors of the primary and
secondary coils, respectively. The coupling factor, k, can be calculated as follows:

k ¼ M
ffiffiffiffiffiffiffiffiffi

LpLs
p ; ð2Þ

where M is the mutual inductance between the primary and secondary coils, and Lp and
Ls are the corresponding self inductances of the two coils, respectively. The coil quality
factors, on the other hand, can be evaluated using the following expressions:

Qp ¼ x0Lp
Rp

; Qs ¼ x0Ls
Rs

; ð3Þ

where x0 denotes the operating frequency of the power transfer system, and Rp and Rs

represent the ESRs of the primary and secondary coils, respectively.
In order to increase the inductive link efficiency in (1), the coil quality factors, Qp

and Qs, need to be increased as well as the coupling factor, k. By studying (2) and (3), it
can be noted that Qp and Qs can be increased by increasing the coil self inductances Lp
and Ls, and reducing their ESRs, whereas k can be increased by increasing their
corresponding mutual inductances. The mutual inductance between the primary and
secondary coils varies with respect to the vertical distance between the coils, i.e., the air
gap (z–distance), as well as their lateral and longitudinal misalignments (x- and y-
displacements, respectively), assuming the EV’s front-to-rear orientation is along the y-
axis. The use of ferrite layer enhances the self and mutual inductances of the coils, and
hence enhances their coupling performance and inductive link efficiency.

The coil quality factors are also directly related to the operating frequency of the
inductive link, x0. The SAE J2954B standard [8] identifies 85 kHz as the nominal
operating frequency for stationary RIPT EV chargers, ensuring that it complies with the
maximum safety exposure limits identified in IEEE C95.1 standard [9]. Since the same
secondary coil is expected to operate in stationary and dynamic charging modes,
85 kHz is recommended to be used for the design of dynamic wireless charging
systems as well [10] and is selected as the link operating frequency in this work.

3 Design Specifications

3.1 Coil Construction

As explained in Sect. 2, the inductive link efficiency depends on the coils’ inductances
and their ESRs, which are determined according to the coil material and geometry.
For EV charging coils, Litz copper wires are recommended in the literature as their
stranded structure helps reduce the coils’ ESRs [11, 12]. For this work, an 8 mm
diameter wire is simulated to model a 4140 strands/AWG 38 Litz wire with a DC
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resistance of 0:18X=1000ft and an AC resistance of 0:3623X=1000ft [13]. As for the
coil dimensions, the secondary coil area is restricted to the available space in the
bottom chassis of the vehicle, estimated to be around 0.48 m2 for a typical sedan
vehicle [4]. While the size of the primary coil can be more freely selected, the use of
comparable coil dimensions helps minimize variations in the resonant frequency and
the power transfer efficiency [11]. For this work, the primary and secondary coils are
designed to be identical rectangular coils with outer dimensions of 800 � 600 mm2

and 11 turns of conductor wire, since typical values for the number of turns are reported
in the literature to be between 6 and 20 turns [4, 14]. This guarantees a reasonable
simulation time and a fair comparison between the ferrite geometries.

3.2 Ferrite Layer

At the high power transfer levels expected in an EV wireless charging system, the use
of a ferrite layer guides the magnetic field lines to the area between the two coils and
thereby reduces flux leakage to any surrounding magnetic objects [5]. This layer acts as
a core of ferrite material that is placed below the primary coil and on top of the
secondary coil with proper electrical insulation. The relative magnetic permeability of
ferrite, lr; is significantly higher than that of copper, typically ranging from 1000 to
3000 [15]. However, a generic ferrite material with lr ¼ 1000 is used in this work as
the main focus is to compare the geometry of the ferrite layer rather than studying the
effect of the ferrite material.

The most generic structure of a ferrite layer is to use an extended ferrite sheet that
spans the entire coil area. While this expectedly provides best field guidance, it
introduces the risk of ferrite cracking, and in some cases, breaking, due to the brit-
tleness of ferrite sheets [15]. In addition, the cost of ferrite depends on the volume of the
material used. Moreover, since the weight of the EV affects its consumed power [16],
the higher the ferrite volume used, the larger the weight of the inductive link and the
higher the power consumed by the EV during its motion, hence translating to faster
battery depletion. As a result, different ferrite configurations need to be studied in
which smaller ferrite pieces are distributed over the coil area to reduce the overall
ferrite volume required [17, 18], and the impact of each configuration on the coupling
performance of the coils and their inductive link efficiencies needs to be investigated. In
this work, three ferrite arrangements are studied using long and short ferrite bars of
equal widths, thickness, and edge-to-edge bar spacing, while having different lengths
depending on the configuration. The ferrite geometries under investigation in this work
are presented in Fig. 2, and a summary of their construction details is presented in
Table 1.

By studying the geometries presented in Fig. 2, it can be noted that the ferrite
volume used for each of the first three structures is significantly smaller than that used
for the ferrite sheet. This can be also observed by comparing the percentage ferrite
occupancy of each structure, as shown in Table 1, which is the ratio occupied by the
ferrite material of each geometry in comparison to the ferrite sheet arrangement. This
can be used in conjunction with results of coupling performance to provide recom-
mendations on the most effective ferrite geometry to be used with rectangular EV coils.
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4 Simulation and Results

In order to compare the coupling performance of the four ferrite geometries in Fig. 2,
FEM simulations are conducted on ANSYS Maxwell simulator over a realistic range of
air gaps and lateral and longitudinal misalignments. The air gap between the coils is
varied from 10 to 30 cm in steps of 5 cm and is then held constant at 20 cm to vary the
lateral and longitudinal displacements, each at a time, in steps of 100 mm from a
complete no overlap at (x ¼ þ =� 600 mm; y ¼ 0Þ and x ¼ 0; y ¼ þ =� 900 mmð Þ,
to full overlap at x ¼ 0; y ¼ 0ð Þ. The variations of the coupling factor versus air gap,
lateral and longitudinal misalignments are presented in Figs. 3, 4, and 5, respectively.

By studying the graphs in Figs. 3, 4, and 5, few observations are made. First, Fig. 3
demonstrates that the coupling coefficient decreases with increasing air gap for all four
ferrite geometries, which is expected due to the increase in the leakage of magnetic flux
to the surrounding environment as the vertical distance between the coils increases. It is
also observed that the performance of the ferrite sheet is superior to the other three
geometries at different vertical distances, providing higher values of coupling coeffi-
cients over the complete range of air gaps. On the other hand, geometries 2(a) and 2(c)
in Fig. 2 provide almost similar behavior for the coupling factor variations and are both
superior in performance to geometry 2(b) in Fig. 2.

Figures 4 and 5 show bell-shaped curves for the coupling coefficients versus lateral
and longitudinal misalignments, respectively. As expected, the maximum coupling
coefficient occurs at zero misalignment in both the x- and y-directions, and the coupling
coefficient decreases as the secondary coil is misaligned to either sides of the perfectly

Fig. 2 Ferrite geometries simulated in this work: a long ferrite bars across entire structure,
b long ferrite bars along the length and short bars along the width, c short ferrite bars
perpendicular to the current conduction path, and d reference ferrite sheet

Table 1 Ferrite dimensions for simulated geometries

Parameter Geometry 2(a) Geometry 2(b) Geometry 2(c) Geometry 2(d)

No. of ferrite bars 8 12 18 1
Ferrite length 8 � 900 mm 4 � 900 mm + 8 � 250 mm 18 � 250 mm 900 mm
Ferrite width 37.5 mm 37.5 mm 37.5 mm 800 mm
Edge–edge spacing 75 mm 75 mm 75 mm N/A
Ferrite thickness 16 mm 16 mm 16 mm 16 mm
Net ferrite area 270,000 mm2 210,000 mm2 168,750 mm2 720,000 mm2

Percent. occupancy 37.5% 29.2% 23.4% 100%
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aligned position. The same superior performance of using a ferrite sheet is also
observed in the longitudinal misalignment variation results in Fig. 5 demonstrating
better coupling factors over the entire range of longitudinal misalignments simulated.
Figure 5 also reveals that the use of short ferrite bars, i.e., geometry 2(c), provides
better longitudinal misalignment tolerance in comparison with geometries 2(a) and 2(b)
accordingly. Figure 4, however, demonstrates that while the ferrite sheet performs best
over a lateral misalignment range from −200 to 200 mm, the long ferrite bars make the
inductive link more tolerant to lateral misalignments beyond 200 mm, providing higher
values of coupling factors in comparison with all other geometries.

Since lateral misalignments are inevitable in dynamic wireless charging systems,
the inductive link performance at larger lateral misalignments can be used as the key
metric for the choice of the most recommended ferrite geometry for dynamic charging
systems. Accordingly, long ferrite bars are recommended, due to their higher lateral
misalignment tolerance compared with all other geometries. On the other hand, since
lateral misalignments can be more effectively controlled in static charging, the decision
can be based on other factors including ferrite volume and cost. While the ferrite sheet
provides better coupling performance versus air gap and longitudinal misalignments, it
adds significantly to the overall inductive link volume and hence increases the EV
power consumption and its battery depletion rate. As a result, the use of short ferrite
bars is a better option for stationary EV chargers as they provide similar air gap
performance to that of long bars with better longitudinal misalignment tolerance, while
utilizing a smaller ferrite volume than all other geometries. The least recommended
topology is geometry 2(b) in which a combination of long and short ferrite bars is used.

5 Conclusions and Future Work

The presented work focuses comparing multiple designs of the ferrite layer of inductive
wireless EV chargers in order to enhance the coupling behavior and inductive link
efficiencies. Three ferrite bar arrangements have been designed and simulated with
rectangular charging coils, and the results are compared to those obtained using a flat
ferrite sheet that covers the entire coil surface area. Based on the conducted simula-
tions, it is concluded that using long ferrite bars provides superior lateral misalignment
performance above all other geometries including the ferrite sheet, and hence is highly
recommended for dynamic EV charging systems in which lateral misalignments are
inevitable. On the other hand, short ferrite bars shall be more effective for static
charging systems in which lateral misalignment can be more easily controlled. Future
work shall study the impact of the ferrite material itself on the lateral and misalignment
tolerance of the inductive link in order to further optimize the design of the ferrite layer.
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Abstract. Synchronous static compensator (STATCOM) can also be used to
improve the dynamic performance of a power system apart from being used for
reactive power compensation. This article performs a comparative study for
robust STATCOM control designs based on graphical loop-shaping and
simultaneous tuning using Particle Swarm Optimization (PSO) for a single
machine infinite bus system (SMIB) equipped with STATCOM. The power
system working at various operating conditions is considered as a finite set of
plants. Fixed parameter robust controllers were designed considering the voltage
magnitude of the voltage source converter (VSC), a part of the STATCOM
system, as the input and speed deviation of the generator as the system output.
Simulation studies are conducted on a simple power system which indicates that
the designed robust controllers by the two methods provide very good damping
properties over a wide range of operating conditions, but the simultaneous
tuning method using particle swarm optimization is easy to implement com-
pared to the cumbersome graphical loop-shaping technique.

Keywords: Power system damping � STATCOM � Voltage source converter
(VSC) � Robust control � Loop-Shaping � Simultaneous tuning � Particle swarm
optimization (PSO)

1 Introduction

Flexible AC transmission system (FACTS) devices are well known for their ability to
improve the power system dynamic and transient performances. FACTS devices vary
the admittance between the two points in a transmission network and hence dynami-
cally control the power flow through the transmission network. With the advent of the
Voltage Source Converters (VSC) static synchronous compensator (STATCOM) is
made possible. STATCOM is a controllable synchronous voltage source and is
increasingly being used in power systems to control the real-time power flow and for
rotor oscillation damping. The STATCOM is similar to the static var compensator in a
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way that it provides shunt compensation, but STATCOM uses a voltage source con-
verter instead of shunt capacitors and reactors as in the case of static var compensator
[1–5]. STATCOM provides a large number of performance benefits. The control circuit
in the STATCOM has auxiliary signals that can be used for damping enhancement of a
power system in terms of its rotor angular stability [3–5]. Many control strategies for
dynamic performance improvement of power system using STATCOM control have
been reported in the literature. A rule-based control strategy for STATCOM is pro-
posed in [4]. The multivariable sampled regulator was designed for STATCOM to
control the rotor angle oscillations in [5]. Some control techniques for STATCOM
control that show robust performance have also been studied [6–8]. In [8] robust
control of SVC and STATCOM using the H∞ design approach is presented. Designing
robust controllers using H∞ approach is a tedious task. A simple loop-shaping tech-
nique, that produces a robust controller with fixed parameters, has been reported in [6,
7]. The design of robust controllers using evolutionary optimization techniques for
damping enhancement of power system oscillations by the simultaneous stabilization
technique has been presented in [9, 10]. Simultaneous stabilization is known to be a
very challenging problem and no general systematic solution is obtainable. Iterative
optimization techniques are proven to be the best alternatives in the absence of analytic
solutions. A single set of PSS parameters can be found using a simultaneous stabi-
lization method to guarantee the stabilization of the power system over the wide range
of operations as reported in [9, 10].

In this paper, robust controllers were designed by the graphical loop-shaping
technique and simultaneous stabilization approach using PSO for a single machine
infinite system installed with STATCOM. In the graphical loop- shaping technique
changes in the system loading conditions were included as a structured uncertainty
model. In the simultaneous stabilization technique, the power system operating at
different operating points is considered as a finite set of system transfer functions. The
problem of selecting a fixed parameter robust controller is transformed into a simple
optimization problem which is solved by Particle Swarm Optimization (PSO) and an
eigen value-based objective function. The effectiveness of both methods is compared
through nonlinear simulations of the power system installed with STATCOM.

2 The Power System Model Installed with STATCOM

Figure 1 shows a SMIB with a STATCOM installed in the middle of the transmission
line. The generator is represented in terms of two electromechanical swing equations
and an internal voltage equation. The dynamic model of the power system installed
with STATCOM at the mid-point of the transmission line can be represented by a set of
nonlinear equations given by (1) [11]. In (1), d and x are the rotor angle and generator
speed whereas Efd and eq′ are the field voltage and internal voltage, respectively.
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_d ¼ x� xo

_x ¼ � 1
M

Pm � Pe � D x� xoð Þ½ �

_e
0
q ¼

1
T 0
do

Efd � eq
� �

_Efd ¼ � 1
TA

Efd � Efdoð Þþ KA

TA
Vto � Vtð Þ

ð1Þ

The STATCOM is connected to the transmission line through a step-down trans-
former (SDT) with a leakage reactance equal to XSDT. A three-phase GTO-based
voltage source converter, and a D.C. capacitor is an inherent part of the STATCOM
system. The dynamic relationship that exists between STATCOM current (Idc) and the
capacitor voltage (Vdc) can be represented by (2),

dVdc

dt
¼ Idc

Cdc
¼ m

Cdc
ILod coswþ ILoq sinw
� � ð2Þ

The direct and quadrature axes components of STATCOM current ILo are repre-
sented as ILod and ILoq. The output voltage phasor is given by (3),

�Vo ¼ mVdc\ w ð3Þ

In (2) and (3), w is the phase and m is the modulation index.
If the state and control vectors are taken as,

Fig. 1 SMIB power system with STATCOM
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Then the nonlinear state equations given by (1) and (2) for the SMIB with
STATCOM can be represented as in (4),

_x ¼ f ðx; uÞ: ð4Þ

3 The Design of Robust Controller for STATCOM Using
Graphical Loop-Shaping Technique

The design of robust controller for the SMIB with STATCOM, begins by linearizing
the nonlinear model of (4), around a nominal operating point

_x ¼ AxþBu

y ¼ Hx
ð5Þ

In the state space model of (5), control u is the modulation index m which is a
measure of the STATCOM voltage magnitude. The nominal plant transfer function is

P ¼ H sI � A½ ��1B ð6Þ

Perturbations in the plant operating points is incorporated by a structured uncer-
tainty model as

~P ¼ ð1þDW2ÞP ð7Þ

Equation (7) is the multiplicative uncertainty model where, W2 is a fixed stable
transfer function, D is a variable transfer function satisfying Dk k1\1. If Dk k1\1
then

~PðjxÞ
PðjxÞ � 1

����
����� W2ðjxÞj j; 8x ð8Þ

Therefore, W2ðjxÞj j is the uncertainty profile and in the frequency domain is the
upper boundary of all the normalized plant transfer functions away from 1. For a
controller function C in series with the plant P, the robustness criteria are

1. The nominal performance measure is W1Sk k1\1
2. C provides robust stability if

W2Tk k1\1 ð9Þ
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3. Necessary and sufficient condition for robust nominal and robust performance is
W1Sj j þ W2Tj jk k1\1:

It is to be noted here that W1 is a real, rational, stable and minimum phase function.
T is the input-output transfer function, S is the complement of the sensitivity function,
and is given by

T ¼ 1� S ¼ 1
1þ L

¼ 1
1þPC

ð10Þ

Loop-shaping is a graphical method to design a robust controller C satisfying
performance criteria and robust stability criteria as given in (9). The method relies on
graphically constructing the open-loop transfer function, L = PC to satisfy the robust
performance criterion approximately, and then finally the robust controller is obtained
from the relationship C = L/P. The constraints of this graphical method are internal
stability of the plants and properness of C. Open-loop transfer function L should be
constructed such that PC should not have any pole zero cancellation. An essential
condition for robustness is that either or both |W1|, |W2| must be less than 1 [7]. For a
monotonically decreasing function W1, it can be shown that at low frequency the open-
loop transfer function L should satisfy

Lj j[ W1j j
1� W2j j ð11Þ

while for high frequency

Lj j\ 1� W1j j
W2j j � 1

W2j j : ð12Þ

4 The Particle Swarm Optimization (PSO)

4.1 Introduction to PSO

The PSO is a heuristic optimization algorithm based on the social behavior of bird
flocking and fish schooling and it was developed by Abdel-Magid et al. [9]. Similar to
other evolutionary algorithms like Genetic Algorithms, PSO is also an optimization
technique based on population. Unlike GA no operations in PSO are inspired by
evolution to find new generations of candidate solutions, but instead, PSO depends on
the exchange of information between individuals known as particles of the population
[12–14]. The particles in the swarm update their own velocity and position according to
the following equations given by (13) and (14), respectively.

Vi ¼ QVi þK1rand1ð ÞðXpbest � XiÞþK2rand2ð ÞðXgbest � XiÞ ð13Þ
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X ¼ Xi þVi ð14Þ

In (13) K1 and K2 are two positive constants, rand1 ( ) and rand2 ( ) are random
numbers in the range [0, 1], and Q is the inertia weight. Xi represents the position of the
ith particle in the swarm and Vi is particle velocity in Eq. (14).

4.2 PSO Flow Chart

The PSO flow chart used in this paper is shown in Fig. 2.

4.3 Simultaneous Tuning Using PSO

In this approach, the controller structure is pre-selected as two lead-lag blocks and a
washout given by

CðsÞ ¼ K
sTw

1þ sTw

� �
1þ sT1
1þ sT2

� �
1þ sT3
1þ sT4

� �
ð15Þ

where K is the stabilizer gain, T1, T2, T3, and T4 are stabilizer time constants and Tw is
the washout time constant. In this controller structure, Tw is usually a pre-selected
value. The constraints on the values of K and the time constants are given by

Kmin �K�Kmax

Tmin
1 � T1 � Tmax

1

Tmin
2 � T2 � Tmax

2

Tmin
3 � T3 � Tmax

3

Tmin
4 � T4 � Tmax

4

ð16Þ

The objective function J to be minimized in the PSO algorithm is an eigen value-
based objective function chosen to place the real part of the complex eigen values of
the mechanical modes at a pre-determined location in the s-plane for all the operating
points considered. The performance index is expressed as

J ¼
XN
i¼1

rs � rið Þ2 ð17Þ

where rs and ri are pre-selected value and real part of eigen value of the mechanical
mode for the ith plant respectively and N is the number of operating points considered
during the design.
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5 Implementation of Robust Controllers

5.1 Graphical Procedure

For the SMIB with STATCOM of Fig. 1, the input is chosen as the modulation index
m whereas changes in angular speed, Dx of generator is chosen as the system output.
For the chosen nominal operation, the nominal plant is given by (18)

P ¼ 0:2104s2ðsþ 100:827Þðs� 0:234Þ
sþ 99:17ð Þðsþ 1:10Þðsþ 0:05Þðs2 þ 0:68sþ 21:63Þ ð18Þ

Output power ranges between 0.4 and 1.4 pu and the range of power factor con-
sidered is 0.8 lagging to 0.8 leading. The uncertainty profile is fitted to the weight
function, W2 given by

W2ðsÞ ¼ 0:9s2 þ 15sþ 27
s2 þ 5sþ 31

ð19Þ

W1(s) is chosen as a Butterworth filter that satisfies all the properties of the
uncertainty profile and is given by (20)

W1ðsÞ ¼ Kdf 2c
s3 þ 2s2fc þ 2sf 2c þ f 3c

ð20Þ

In (20) Kd = 0.01 and fc = 0.1 are chosen, and L is given by (21) and C by (22)

L ¼ 5:173s2ðsþ 100:827Þðs� 0:234Þðsþ 1Þðsþ 1:094Þ
sþ 99:17ð Þðsþ 1:10Þðsþ 0:05Þðs2 þ 0:68sþ 21:63Þ
� ðsþ 0:0476Þðsþ 0:001Þðsþ 99:174Þ

ðsþ 10Þðsþ 0:1Þðsþ 0:01Þðsþ 0:03Þðsþ 0:05Þ
ð21Þ

C ¼ 24:583ðsþ 1Þðsþ 1:094Þðsþ 0:0476Þðsþ 0:001Þðsþ 99:174Þ
ðsþ 10Þðsþ 0:1Þðsþ 0:01Þðsþ 0:03Þðsþ 0:05Þ ð22Þ

The bode plots for W1, W2, and L, which were used to find this robust controller, is
given in Fig. 3a. The open-loop function L given by (21) is chosen to satisfy the
boundaries set by (11–12). Figure 4 shows the plots for nominal and robust perfor-
mance criteria. As evident from Fig. 3b, the nominal performance measureW1S is well-
satisfied whereas the combined robust stability and performance measure has a slight
peak.

5.2 Simultaneous Tuning Using PSO

The proposed approach is implemented on the power system shown in Fig. 1. The PSO
algorithm was used to minimize the objective function given by (17) where rs was
chosen as −0.6 as it gives the best damping properties for the power system. The PSO
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algorithm converged to give the following settings for the lead-lag controller blocks:
K = 27.4, T1 = T3 = 0.0120, T2 = T4 = 0.0222. The washout time constant Tw was
selected as 2 s.

The convergence rate of the objective function J is shown in Fig. 4a. It is evident
from Fig. 4a that the objective function reaches the minimum value very fast. Fig-
ure 4b shows the placement of poles for four different operating points. It can be
observed clearly that the real parts of the poles (ri) are exactly placed as desired at −0.6
for the four operating points considered during the design. A comparison of the sim-
ulation results with the graphical loop-shaping and simultaneous tuning using PSO is
given in Fig. 5.

The rotor angle response for the four loading conditions are presented in Fig. 5. It
can be deduced that both the graphical loop-shaping technique and simultaneous tuning
using PSO produce robust controllers that give almost identically good transient
performance.

Fig. 3 a Graphical loop-shaping plots relating W1, W2, and L. b The robust performance criteria

Fig. 4 a Convergence rate of the objective function. b Pole placement for four different
operating points

Comparative Study for Robust STATCOM Control Designs 427



6 Conclusions

In this paper, a comparative study was performed for designing robust STATCOM
controllers by the graphical loop-shaping method and simultaneous tuning using Par-
ticle Swarm Optimization (PSO). Uncertainties in system loading conditions were
considered for the purpose of design. However, the methods can also be applied with
equal ease to include the uncertainties in the generator parameter variations. Both the
graphical loop-shaping method and the simultaneous tuning method give almost similar
transient responses. It was observed that the transient response for light conditions was
found to be much better in the case of simultaneous tuning when compared to the
graphical loop-shaping method. It is to be noted that compared to simultaneous tuning
using PSO, the graphical loop-shaping method is more mathematically involved and
requires graphical construction of weight function W2 which is a bit time-consuming
procedure for the amateur designer.
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this research.
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Abstract. Nowadays, wireless technology is developing at a great rate, as the
process industries looking for the way to reduce the cost of the system, to
improvise the performance of the system, and to comply with regulatory
requirements. Especially in the short-range network, wireless technology
addresses many operational challenges when compared with wired technology
in oil, gas, and many other process industries. The wired network always needs
real-time support for security, availability, and reliability in harsh industrial
environmental conditions. These conditions will be overcome by introducing
wireless technology in process industries, which in turn requires limited
observation and maintenance. In this paper, a cylindrical tank is considered as
single-input single-output (SISO) system, which is controlled wirelessly. Here,
the plant is modeled as the first-order system by mathematical approach. After,
IMC and direct synthesis tuning methods were used to tune the designed PID
controller gain parameters.

Keywords: Arduino Mega � Bluetooth module HC-05 � Mobile application �
MATLAB � Cylindrical tank modeling � PID controller

1 Introduction

In industrial control systems, the process control theory is the most commonly used
modeling technique for controlling liquid levels in the tanks. The common problem in
such systems is the variation of liquid flow rate at the input and output causes the
irregular tank level. To make the liquid level constant, there is a need for a controller
for the system. Various types of PID controllers were discussed in the literature [1–5].
Dighe Y. N. et al. applied the direct synthesis method approach for the design of PID
controller [6]. To control the liquid level in a single tank system, Mostafa A. Fellaini
et al. have developed PID, P, PI controllers. The simulations were done using
MATLAB, and the responses of these controllers were compared for the parameters
rise time, settling time, steady-state error, and overshoot [1]. Another method to control
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the liquid level using the fuzzy controller was proposed by Miral Changela, Ankit
Kumar in which they discussed liquid level in tank and flow between the tanks. Later
they compared the fuzzy controller with the PID controller and their performances were
observed. And the performance of both is compared for their systems [2]. A fractional
order PID controller was proposed by Janarthanan et al. [3] for a conical tank system.
They presented different tuning methods to find the parameters of PID. Maxim et al. [4]
used a model-based controller for MIMO process. Here, authors used IMC for the
MIMO system. Finally, they tested the PID controller and IMC controllers for
parameters consisting of set points tracking and disturbance rejection. Coupled tank
controller was developed by Abbas [5] that consists of modeling and simulation of
nonlinear SISO system. The sliding mode control method was used to control the liquid
level in the SISO system, and this controller performance was compared with the PID
controller.

The organization of the article is as follows: Sect. 2 describes the proposed work
and Sect. 3 describes design of mobile application for Bluetooth. Section 4 includes
mathematical modeling of the cylindrical tank system. Section 5 deals with the sche-
matic diagram of the proposed work, followed by the results, conclusion, and future
scope in Sect. 6.

2 Proposed Work

So far the plant is controlled through MATLAB and Arduino over a metered con-
nection. The proposed work is to replace the metered connection with Bluetooth
module and control the plant over a wireless connection as shown in Fig. 1, for that a
mobile application is developed which is compatible with Bluetooth module and
Arduino.

Fig. 1 Experimental setup
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3 Application Design Using MIT App Inventor

Steps to Build a Mobile APP:

Step 1: Browse MIT App Inventor in Google and create a new account with a Gmail
account [7].
Step 2: Then click on the new project and name the project, click ok as shown in
Fig. 2.
Step 3: After creating a new project, we will get the design screen, which is shown
in Fig. 3. The page consists of component Palette, which consists of components
like user interface, layout, sensors, storage, connectivity, etc. The components can
be dragged from the component palette and placed or dropped to the viewer to add
them to the app and to see how the app looks like. For example, a button is dragged
and placed on the phone in Fig. 3, which is shown in the red mark. Dragged
components can appear in components which are shown in blue mark. The selected
components can be renamed by clicking the Rename button which is shown in black
mark. The properties of components can be changed in properties which are shown
in the pink mark. The yellow mark consists of a designer and blocks, wherein the
designer page is used for the screen design of the app. We can select the compo-
nents from the palette based on our application and we can arrange them in a
systematic view, which is shown on the left side of Fig. 3. The components which
are highlighted in green mark in Fig. 3 are invisible components. With these
invisible components, we will program the visible components based on our
application. All the components properties can be edited as per the convenient of
the appearance of the app in properties block as shown in Fig. 3.
Step 4: The event handler blocks describe how the phone should respond to certain
events, which is programmed in Fig. 4. All the components selected in the screen
designer page can appear in Blocks. If you click on the component, then the
functionality or instructions can be shown in the Viewer.

Fig. 2 Home screen
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When the Connect button has two options, that is when it is clicked then the blue-
toothclint1 picks the available Bluetooth near its maximum range, which is shown in
Fig. 5 as before picking the block, and then connects to the selected Bluetooth, which
is shown in Fig. 5 as after picking block. If it is pressed again, then the Bluetooth is
disconnected. When the app is opened, means app screen is initialized then the stored
data in the excel sheet will be deleted. The file is the non-visible component for

Fig. 3 Design screen

Fig. 4 Programming the data
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storing data and retrieving data. This component writes or reads the data on our
device. If the file path starts with a slash (/), then the file is created relative to /sdcard.,
i.e., it follows as /sdcard/project/name.csv (Figs. 6 and 7).
The clock is a non-visible component that provides an instant time using the mobile
clock. At regular time intervals, the timer in the clock will perform time calculations,
manipulations (process variable and manipulated variable in this project), and con-
versions. Operations on dates and times can be created using Make Instant methods,

Fig. 5 Programming bluetooth

Fig. 6 Mobile view
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and also appending data to created files using properties of the clock (Append to file)
which is shown in Fig. 8.
Step 5: For the Android device through wireless Internet connection, we need to
install App Inventor Companion App on the device.

Fig. 7 Non-visible components

Fig. 8 Programming clock
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Step 6: After the development of the application, we can create “.apk” file using
Build option which is shown in Fig. 9. The Build option generates two ways to
download the .apk file.

• It provides QR code, which can be scanned and then .apk file will be downloaded
• .apk file can be saved on a personal computer as it provides an option as “save to

my computer.”

4 Identification of Process Model

The cylindrical tank system can be modeled using a first-order differential equation.
The liquid level in a tank is to be simulated as a single-input single-output (SISO) tank
system (Fig. 10).

According to mass balance equation

qi ¼ qo þ dV
dt

qi ¼ qo þ d
dt
A � h

qi ¼ qo þA
d
dt
h

ð1Þ

Fig. 9 Building APK file
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At steady state

qis ¼ qos ð2Þ

The flowrate and liquid head relationship is

qos ¼ hs
R

ð3Þ

Therefore, the resistance of the outlet pipe is calculated as

R ¼ hs
qis

qi�qis ¼ Qi

h�hs ¼ H

From Eqs. (1) to (2)

qi�qisð Þ ¼ h� hs
R

þA
dh
dt

Qi ¼ H
R

þA
dH
dt

ð4Þ

Fig. 10 Single-input single-output tank system
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By applying the Laplace transform on both sides

Qi sð Þ ¼ H sð Þ 1þ ARs
R

� �

H sð Þ
Qi sð Þ ¼

R
ssþ 1ð Þ ð5Þ

where s = A * R.
Where gain depends on the resistance of outlet pipe and time constant (s) depends

on the resistance of the outlet pipe and cross-sectional area. The transfer function of the
system with delay time is

H sð Þð Þ
Qi sð Þð Þ ¼

eð�7�sÞ � 0:20999� �
619:078sþ 1ð Þð Þ

5 Schematic Diagram for Hardware Implementation

HC-05 Bluetooth module uses IEEE 802.15.1 standardized protocol to assemble wireless
personal area networks and utilizes serial communication to communicate with Mobile
and Serial Port Protocol (SPP) to communicate with Arduino Mega, so we need to begin
the serial communication at 9600 baud rate. Using SPP, Bluetooth module, and Arduino
Mega can send and receive data just as if there were RX and TX lines connected between
them. After receiving the data from mobile for motor switching, two types of data string
were used for switching from HIGH to LOW and LOW to HIGH. This signal is taken
from one of the digital pins of the Arduino Mega, and controller performs the PID
manipulations then the error signal is taken as process response from one of the digital pin
of the Arduino Mega and fed to the V/I converter which is then sent to actuator which
controls the inflow rate of liquid. As the height of liquid rises in the +cylindrical tank, the
DPM sensor senses the differentiation in the pressure and converts it to the current is then
converted to voltage and given as feedback signal to the analog pin on Arduino Mega is
10-bit resolution which converts analog signal to digital signal, i.e., it acts as A/D con-
verter. The input given to the controller is an analog signal on the analog pin of Arduino
Mega which is considered as the process variable (Fig. 11).
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6 Simulations and Results

Direct synthesis method for first-order time-delay system provides PI controller which
is tuned and the gain values are tabulated in Table 1. The simulation result for con-
troller gives better settling time without peak overshoot and zero steady-state error
when compared to the IMC-based controller simulation result (Figs. 12 and 13;
Tables 2 and 3).

Direct synthesis method gives the best results in the sense of system response and
settling time and peak overshoot and considerable steady-state error when compared to
the IMC-based controller. The system response characteristics are tabulated in the
Table. The system performance is depicted in Fig. 14.

From the model Eq. (1) of the process, at the steady state of the liquid level in the
tank, the liquid inflow rate varies from 350 LPH to 650 LPH. The above figure
illustrates the performance of the controller.

Disturbance can be occurred by a sudden overflow of liquid and sudden closing of
the bottom valve. Here, the disturbance is occurred by pouring the liquid manually.
From Fig. 15, the disturbance is rejected but the settling time is slow because of
derivative gain in the IMC-based controller, and from Fig. 15, the disturbance rejection
and the settling time is fast for direct synthesis-based controller compared to IMC-
based controller from Fig. 15.

Table 1 Controller gain parameters

Method Filter coefficient (k) Kp Ki Kd

IMC 73.6 38.330 0.06176 133.40
Direct synthesis 73.6 36.129 0.05835 000

Fig. 11 Schematic diagram
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Fig. 13 Real-time response

Fig. 12 Simulation response
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Fig. 14 Performance of controller

Table 2 Observation from simulation response of the system:-

Method Height (cm) Rise time (sec) Settling time (sec) Steady-state error (%)

IMC 30 162 291 0
DS 30 161 294 0

Table 3 Observation from real-time response of the system:-

Method Height
(cm)

Rise time
(sec)

Settling time
(sec)

Peak
overshoot (%)

Steady-state
error (%)

IMC 30 159 695 13.333 5
DS 30 149 337 20 3.1
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7 Conclusion

For the liquid-level control in the cylindrical tank, IMC, and direct synthesis control
schemes, direct synthesis results fast response time and fast settling time and consid-
erable steady-state error. As the liquid entering into the tank is splashing and turbu-
lence, it results in noisy-level measurement. This is the reason, derivative controller
does not reject the disturbance.

8 Future Work

In order to increase the access of wireless range of system, Bluetooth module is
replaced with WI-FI module and the system can be controlled and monitored through
Internet.

To improve the performance of the system, that is to decrease steady-state error,
faster response, faster settling time, and PID tuning methods have to be changed to
modern tuning methods.
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Abstract. A piezoelectric resonant pressure sensor fabricated with stainless
steel with a modified design to improve its performance is proposed in this
work. The sensor consists of a stainless steel diaphragm, inclined trusses, hinged
vertical mounts, and a resonating doubly clamped beam. The deflection of the
diaphragm with applied pressure is transferred to the resonating beam via a
stress transmission mechanism comprising of inclined trusses and vertical
mounts. The sensor is fabricated with SS 304 grade stainless steel using elec-
trical discharge machining (EDM) and wire-cut EDM process. The sensor was
tested for its characteristics for an input pressure of 0–25 bar. The experimental
results demonstrate that the proposed sensor was found to have better linearity,
higher sensitivity, and low hysteresis as compared to a similar pressure sensor
existing in the literature. Sensor design is simple; fabrication involves well-
known machining process, self-packed, and hence cost effective.

Keywords: Pressure � Resonating beam � Piezoelectric � Diaphragm

1 Introduction

Pressure is an important physical parameter to be measured in almost all fields of
engineering and industrial applications. Pressure measurements are not only important
for monitoring and control, but also for measuring other parameters like flow and level.
The development of pressure sensors is one of the well-established areas in sensor
technology. Pressure sensors which depend on vibrating structures for sensing work on
the principle of resonance frequency shift with applied pressure and are advantageous
over other conventional sensing techniques [1–3]. The key advantage is that the fre-
quency output is essentially in digital form and therefore can be easily integrated with
digital electronics and instrumentation systems. In addition, the resonant measurement
principle is usually based on the mechanical properties of the structure rather than the
electrical properties and can be shown to offer stable performance, high resolution,
reliability, and response time [4]. Among the excitation and detection methods used in
resonant sensors, piezoelectric excitation and detection is gaining importance in recent
years as the piezoelectric excitation offers advantages like strong forces, low voltage,
high energy efficiency, linear behavior, high acoustic quality, and high speed [5–7].

Pressure sensors with stainless steel as sensing diaphragm are widely used to
measure high pressures in corrosive environments. A complete self-packaged stainless
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steel high-pressure capacitive pressure sensor was developed and studied for its per-
formance in harsh environments [8, 9]. A capacitive pressure sensor was designed and
fabricated by Chang and Allen [10] which consists of stainless steel substrate, stainless
steel diaphragm, and surface micro-machined back electrode for low pressure mea-
surement. A piezoresistive pressure sensor using metallic thin film as a strain gauge
bonded on to a stainless steel diaphragm was designed and fabricated for rail fuel
injection systems [11]. A stainless steel pressure sensor using rigid center diaphragm
and a fixed guided beam with FBG sensor was fabricated and tested for a pressure
range of 0–20 bar [12]. In a similar fashion, a stainless steel-based pressure sensor
using rigid center diaphragm and a fixed guided beam along with reduced graphene
oxide-filter paper-based strain gauges was also fabricated and showed high sensitivity
[13]. A stainless steel resonant pressure sensor with a new design was proposed with
piezoelectric excitation and detection [14]. A complete analytical model of the sensor
was developed using Ritz method and direct stiffness method. The sensor was also
fabricated with three different grades of stainless steel, namely SS 304, SS 431, and
15–5 PH and tested for a pressure range of 0–25 bar.

In this work, a resonant pressure sensor with a modified design made up of stainless
steel is designed, fabricated, and tested. The sensor was fabricated with SS 304 grade
stainless steel and tested for its input–output characteristics. All parts of the sensor
including the sensing diaphragm, stress transfer mechanism to the resonating beam,
resonating beam, and the pressure port are completely fabricated using stainless steel.
The advantage of the proposed sensor is that the stress transmission mechanism pro-
vides maximum stress to the resonating beam and isolates the resonating beam from the
diaphragm; no hermetic package is required; sensor is fabricated from a single metal
die and provides improved linearity and hysteresis with good repeatability as compared
to the similar resonant pressure sensor reported by the author [14].

2 Sensor Design and Principle

The sensor comprises of three parts (I, II & III) as shown in Fig. 1. The part I is a
cylindrical stainless steel (SS) rod with a certain diameter and thickness. Part II consists
of a resonating beam which is supported by an elongated ‘V’-shaped stress transmis-
sion mechanism secured on the top surface of the SS disk. The stress transmission
mechanism comprises of two inclined trusses and two vertical mounts. The two trusses
are inclined at an angle of 45° to the horizontal plane with their base resting on the
square diaphragm and their other end to the vertical mount as shown in Fig. 1. The
base of the two vertical mounts is firmly fixed on the top surface of the SS disk and
hinged at other end where the inclined trusses unite. The inclined trusses and the
vertical mounts together hold a resonating doubly clamped beam, on the top surface of
which two piezoceramic patches are bonded for resonant actuation and sensing as
shown in Fig. 1. Part III is also a stainless steel tube fitting for pressure inlet. The
stainless steel disk is grooved from its bottom face to realize a square diaphragm of
non-uniform thickness, with its edges fixed in all the directions acting as a primary
sensing element for the input pressure as shown in Fig. 2.
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The doubly clamped beam is made to vibrate at its first mode resonance frequency
by the two piezoelectric patches under no pressure load conditions. When an input
pressure P is applied through the SS tube fitting (Part III) to the square diaphragm in
part I, the diaphragm deforms and exerts a force on the inclined trusses of part II. This
force is transferred as an axial force to the resonating beam by the restriction offered by

Pressure inlet

Inclined Truss

SS tube fitting

Part II

Part I

Part III

Resonating beam

Vertical mount

SS Die

Actuator piezo Sensor piezo

Fig. 1 Cross-sectional view of the pressure sensor

X-axis

Y-axis

Diaphragm

Fig. 2 Top view of the sensor diaphragm
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the hinged vertical mounts of Part II, thereby elongating the beam. This elongation
produces an axial strain on the resonating beam as shown in Fig. 3 which shifts its
resonance frequency from the initial value. The shift in the resonance frequency is
proportional to the applied pressure P.

3 Fabrication and Testing

The pressure sensor design shown in Fig. 1 was fabricated using SS 304, and its
dimensions are given in Table 1. Part I and Part II of the sensor were fabricated from a
single SS cylindrical rod. The square diaphragm of Part I was realized by grooving from
the bottom side of SS rod using electrical discharge machining (EDM) process. The
resonating beam, inclined trusses, and vertical mounts with hinges described in Part II
were realized by wire-cut EDM process. The pressure port in Part III was also made of
SS 304 with M14 � 1.5 connector fabricated through conventional machining process.
The fabricated resonating beam with inclined trusses and vertical mounts, square dia-
phragm machined on a single SS cylindrical rod and a pressure port of the sensor are
shown in Fig. 4. The sensor was assembled by welding the pressure port (part III) to the
SS rod (part I and part II) using LASER welding. Two piezoceramic patches (PZT 5H)
of size 3 mm � 3 mm � 0.3 mm were bonded on the top surface of the resonating
beam: One is used to excite the beam and the other one for sensing. The photograph of
the fabricated sensor with bonded piezoelectric patches is also shown in Fig. 4.

The sensor was tested for its input–output characteristics using a dead weight tester
(Make: FLUKE, Model: P3125-BAR) by applying pressure in the range of 0–25 bar in
steps of 5 bar. The photograph of the test setup is shown in Fig. 5. During testing, the
resonating beam was made to vibrate at its first mode frequency by applying a sinusoidal
signal with an amplitude of 10 VP-P to the piezoelectric actuator from an arbitrary
waveform generator (Make: GW INSTEK, Model: AFG-3081) and the output of the
piezoelectric sensor was measured using digital storage oscilloscope (Make:
GW INSTEK, Model: GDS-2012A). In the absence of applied input pressure, the res-
onating beam remains to vibrate at resonance. When pressure is applied, the resonance
frequency of the beam shifts andmade to vibrate at its new resonance frequency by tuning
the input signal frequency applied to the piezoelectric actuator. The input–output char-
acteristics, namely nonlinearity, sensitivity, and hysteresis, of the pressure sensor
obtained from testing were tabulated and plotted.

 Pressure 

Axial strainAxial strain

Fig. 3 Sensor under applied pressure
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Table 1 Dimensions of the fabricated pressure sensor

Description Value

Diaphragm length (mm) 13
Diaphragm thickness (mm) 0.3
Length of resonating beam (mm) 11
Thickness of resonating beam (mm) 0.3
Width of resonating beam (mm) 3
Length of the vertical mount (mm) 2.5
Thickness of the vertical mount (mm) 1
Width of the vertical mount (mm) 3
Length of the inclined truss (mm) 3.53
Cross-sectional area of the vertical mount (mm2) 3
Cross-sectional area of the inclined truss (mm2) 3

Fig. 4 Photographs showing the fabricated sensor

Fig. 5 Experimental setup for sensor testing

448 S. Yenuganti



4 Results and Discussion

The experimental results show that the nonlinearity, sensitivity, and maximum hys-
teresis of the sensor were found to be 4.3% full-scale deflection (FSD), 23.12 Hz/bar,
and 2.27% FSD, respectively. The sensor was also tested for repeatability by applying
ten cycles of loading and unloading pressure and found to have good repeatability. The
input–output characteristics of the sensor are shown in Fig. 6a, b. The resolution of the
sensor was found to be 0.5 bar. The presence of the hinged vertical mounts in the
design reduced the nonlinearity and hysteresis and improved the sensitivity as
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compared to a similar pressure sensor of same dimensions which was fabricated and
tested by the authors in their previous work. The existing sensor was found to have a
nonlinearity of 7.7% FSD, sensitivity of 18.24 Hz/bar and a maximum hysteresis of
6.67% FSD, respectively [14].

Moreover, the sensor data can also be collected using a suitable DAC card and the
sensor signal can be compensated for external noise, temperature etc., using a closed-
loop control which will be taken up as a future work by the author.

5 Conclusions

A piezoelectric resonant pressure sensor has been designed and fabricated from
stainless steel with a hinged vertical mount which was presented in this work. The
sensor prototype is fabricated with 304 grade stainless steel and tested for its input–
output characteristics to show the improvement in its performance for an applied
pressure in the range of 0–25 bar. The maximum nonlinearity and maximum hysteresis
of the proposed sensor were found to be 4.3% FSD and 2.27% FSD as compared to the
sensor existing in the literature [14] (7.7% FSD & 6.67% FSD). The experimental
results show a drop in nonlinearity by 44%, drop in maximum hysteresis was by 65%
and improvement in sensitivity was by 21%. The ease of fabrication, low cost, SS being
as a wetted part and frequency output, it can be used in noisy, corrosive and harsh
environments like oil, petrochemical and aerospace industries. The diaphragm design
and the stress transmission mechanism can be modified further for high pressure and
corrosive environments. The similar design can also be micro-fabricated to improve its
sensitivity further where the operating frequency will be in Mega hertz.
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Abstract. This paper explores source/drain (S/D) spacer technology-based
reconfigurable field-effect transistors (RFETs) and a detailed physical insight
toward the advantages of using spacer oxide in RFETs for applications
involving rapid temperature fluctuations and reduction of circuit delay in con-
trast to conventional ambipolar FETs and other devices based on band-to-band
tunneling (BTBT) such as TFETs. Temperature-based DC, analog and RF
performance of gate-all-around (GAA), heterogeneous gate dielectric GAA,
SiGe, and full silicon TFETs are compared. Moreover, it is also shown that the
propagation delay in logic circuits is reduced for the proposed DG-RFET
resulting in more robust and improved circuit performance.

Keywords: RFET � Temperature � BTBT � Source/drain � Spacer first section

1 Introduction

As the technology is advancing toward the sub-nm node [1–15], devices which can
perform multiple functionalities are highly desirable. Reconfigurable nanowire field-
effect transistor (RFET) which came into limelight in 2011 [1] attracted the eyes of
many device researchers because of its ability to enhance the functional diversity by
allowing the same transistor to behave as n- and p-FET. It can drastically reduce the
number of functional units per logic block as well as provide a suitable alternative to
the classical trend of downscaling [1, 2]. In order to further accelerate this performance
trend of RFET, we demonstrate the underlap ambipolar FET architecture in this paper
and also show the use of S/D spacers to improve the temperature-dependent DC, analog
and RF performance in comparison to conventional non-underlap RFET and various
other TFET configurations using well-calibrated TCAD tool [9]. Moreover, the
reduction of propagation delay using spacer technology is also illustrated here for the
first time.
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N. Goel et al. (eds.), Modelling, Simulation and Intelligent Computing,
Lecture Notes in Electrical Engineering 659,
https://doi.org/10.1007/978-981-15-4775-1_48

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_48&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4775-1_48&amp;domain=pdf
https://doi.org/10.1007/978-981-15-4775-1_48


2 3D Device and Simulation Setup

Figure 1 shows the proposed S/D spacer-based underlap RFET architecture. Spacer
length optimization is done through a series of TCAD simulations by taking ION and
ION/IOFF as the performance metrics for evaluation as shown in Fig. 2a, b. To validate
the correctness and accuracy of our simulation setup, we have calibrated the BTBT and
TCAD mobility models with experimental data for RFETs [1] as shown in Fig. 2c.
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Source Drain
NiSi2

Proposed underlap Device structure 
for a DG-RFET
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LspControl Gate Polarity Gate
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Fig. 1 Proposed underlap S/D spacer-based RFET
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3 Results and Discussion

The energy bandgap reduction with temperature (Fig. 3a) which has an inverse
dependence on the tunneling current results in the rise in normalized ION with tem-
perature (Fig. 3b, c).

Higher generation rate of EHP at elevated temperature results in an increase of IOFF
(Fig. 3b). But it is found to be lesser than TFET which shows that it is thermally more
stable than TFET. S/S shows a linear dependence on the temperature at lower current
values but this variation is slightly nonlinear when the device enters the off state
(Fig. 3d).

A higher value of gm and gm/Id (Fig. 4a, b) in case of the proposed device as
compared to SiGe TFET [3] and Si abrupt TFET [3] is because of the BTBT dominant
current conduction in the former case and TAT dominance in the later ones. The
variation of output conductance (gd) for the three devices is shown in Fig. 4c. Due to a
larger drain voltage impact, the BTBT dominated device again shows a comparatively
higher value of gd. To verify this assumption, the maximum BTBT rate for the pro-
posed device is also plotted in Fig. 4d. Moreover, for thermal-based analog applica-
tions, the proposed device is expected to be more suitable because of higher value of
voltage gain, Av (Fig. 4e).
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The total gate capacitance CGG of the RFET is found to rise by 60.30% with a
temperature increase from 250 to 400 K (Fig. 5a). It may be noted that the magnitude
of CGG is found to be much lower than GAA TFET [4]. It is because RFET has an
almost intrinsic channel region as compared to the other cases. Secondly, TFET has a
negligible potential drop near the drain–channel junction due to a larger reverse bias
leading to a comparatively large gate–drain capacitance (CGD). Now, CGG is con-
tributed equally by CGS and CGD in case of a GAA TFET. So, even a small change in
CGS causes CGG to change by a great margin. In comparison to GAA TFET [4] and
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HD GAA TFET [4], a considerable reduction in intrinsic gate delay (s) in case of the
proposed RFET can be seen from Fig. 5b, mainly because of higher ION in case of the
proposed device which makes it more reliable for high-speed low/high-power
applications.

fT is the frequency at which the short-circuit current gain drops to unity. The
variation in fT with temperature is shown in Fig. 6a. The device shows its superior
performance in the form of higher fT. The difference in the values of CGS and gm values
of the proposed and conventional RFET [1] and TFET devices is mainly reflected in the
difference in fT values. The larger fT values of the proposed RFET also results in almost
two orders of magnitude reduction in the transit time (st) (Fig. 6b) which is very
important in determining the speed of any device. An increase in GBW for the pro-
posed device (Fig. 6c) is due to smaller capacitances in AF range whereas in case of
both SiGe TFET [3] and Si abrupt TFET [3] it is in the order of fF. For bias point
optimization in RFIC design, IIP3 is an important RF figure of merit. A better gate
control over the channel for the proposed device is mainly responsible for an improved
IIP3 (Fig. 6d). VIP2 decides the distortion characteristics for various dc parameters.
The proposed architecture is found to be quite immune to variation in VIP2 with
respect to temperature (Fig. 6e). A slightly higher value of VIP2 is displayed by the
device under consideration as compared to the conventional RFET and slightly lower
value as compared to SiGe TFET mainly because gm1 is higher for the proposed RFET
as compared to the conventional ambipolar architecture but lower than that of
SiGe TFET (Fig. 6e). 18–20 dB reduction in the third-order harmonics (IMD3) is
exhibited by the proposed reconfigurable device as compared to TFETs thus ensuring
lowered distortion in wireless applications (Fig. 6f).

Lastly, the improved electrical performance of the proposed ambipolar FET is
reflected in a reduced NMH and NML of 440 mV and 552 mV at VDD = 1 V (Fig. 7)
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and sPHL, sPLH, sP of 0.256 ns, 0.278 ns and 0.267 ns, respectively (Fig. 8), as com-
pared to the conventional non-underlap RFET device [2]. On a whole, the overall
improvement in the figure of merits of the proposed device may be attributed to better
gate control over the channel due to spacers, improved on current and reduced
capacitance.
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4 Conclusion

We evaluated the temperature-dependent DC, analog and RF performance of a spacer-
based DG-RFET device and compared it with other devices which depend on BTBT
for their on current generation such as TFETs. Unlike the TAT-dependent current
conduction mechanism in SiGe and full silicon TFET, the BTBT-dependent on-state
current is found to be beneficial for the proposed transistor owing to a superior analog
performance. Further, we show that the device under consideration shows lower
intrinsic delay and improved RF figure of merits in terms of cutoff frequency (fT) and
gain–bandwidth product (GBW) mainly because of enhanced ION, higher gm, and lower
intrinsic capacitance CGS. Finally, the improved electrical performance is also reflected
in terms of lower inverter delay as compared to the conventional RFET device.

Fig. 7 Inverter VTC for various VDD for the proposed RFET

Fig. 8 Transient analysis for the proposed RFET
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Moreover, since the device FOMs are found to be quite immune to temperature vari-
ations, the S/D spacer-based RFET can be used in all those applications which demand
rapid fluctuations in temperature.
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Abstract. Casualties of roadside accidents often die due to the delayed arrival
of rescue groups. This is because there is an interval between the accident
occurring and the authorities being notified. In some cases, the authorities are
failed to be notified due to the absence of any bystanders and the incapability of
the victim to call for help themselves. We propose a compact system called the
RoadNurse, to provide location-based emergency service which locates an
accident quickly and notifies the emergency services and the loved ones of the
victim. It also provides the live location of the accident to accelerate the transfer
of the victim to the medical centers. The system contains vibration sensors
which detect a value greater than certain threshold, determining the possible
severity of injury and then utilizes the GPS module to determine the precise
location of the accident. This location is sent to the cloud server, which contains
the details (name, location, contact, and severity-level capability of treatment) of
hospitals in the city. The server processes the optimal hospital with respect to
proximity to the accident and the severity of injury. The hospital and the victims
loved ones are messaged the details of the accident by the GSM module, and a
phone call is initiated with the hospital. This procedure serves as a lifeline to the
victim and might be the difference between life and death in the future.

Keywords: Cloud � GPS module � GSM module � Vibration sensor �
NodeMCU

1 Introduction

Many cars manufactured in India fail the United Nation’s minimum crash test regu-
lations [1] and lack airbags that inflate during a mishap. Many reputed brands cars
failed global New Car Assessment Program (NCAP) test [1], which is a reason to
worry. Road accidents have a large stake in the annual mortality statistics with over
1.35 million people killed and 50 million injured [2]. In many accidental cases, drivers
and passengers are rendered unconscious or are unable to reach out for any help. Many
of these victims failed to receive any medical assistance due to the authorities being
notified too late [3], or not at all. The victim is often at the mercy of luck, for if any on-
goer will stop to help. It is often the bystanders themselves who bring the victim to the
hospital [4].
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Such situations warrant policies be developed and strengthened to ensure compli-
ance of international vehicle standards for manufacturers, thus limiting the sale of
substandard vehicles in the country. Vehicles should further be equipped with auto-
mated alert systems. In that situation, a quick and automated call for help or emergency
alarm is provided. Such implementations will help to reduce the growth in road
accident deaths in developed countries [5] and developing countries where the injury-
to-death ratio is maximum [6].

Many systems available in the market relies on emergency contacts to alert the
hospitals, doctors, and ambulances, which adds a middle man leading to delay and the
possibility of death of the victim. To overcome the above predicaments, we have
proposed a cloud-based solution to contact the nearest hospitals with respect to the
severity of the accident. Once the location and other relevant data is collected, it will be
transmitted to the cloud server. Data will be processed, and the database will be
searched to identify an appropriate medical facility in minimal time.

In this paper, we develop an accident detection system as well as a cloud-based
infrastructure for emergency relief. This includes development of the prototype for
vehicle accident detection and response unit in the vehicle, as well as developing the
infrastructure (cloud services/database/message exchange system) for the emergency
relief.

2 Related Works

Automatic accident detection implementations are present, but they offer some
restrictions. The OnStar system [7] hosts provisions of emergency services via GPS
along with roadside assistance. However, this is a rather bulky system that must inbuilt
to the car itself, requiring the purchase of a new car to avail these services, which is
neither available in countries like India, nor is cheap to the general public where
available. Ki et al. [8] proposed a system of cameras placed at the intersections to detect
accidents along with the velocity and direction. Clearly, such a system is suitable only
at that particular intersection and fails to detect crashes at any other location.

Many implementations focus only on accident detection like Tushara et al. [9],
where the authors propose an accident detection model where messages are sent to
predefined numbers, but the system does not include any rescue system. Maleki et al.
[10] proposed a location-based tracking system which collects the information of the
accident through crash sensor readings. It communicates the information via SMS to
the concerned emergency department. Few works such as [11–14] include contacting
emergency services post detection. PoP et al. [15] built a smartphone application that
utilizes a built-in gyroscope and accelerometer. The system depends on the fact that the
smartphone will always be in the custody of the user and will detect accidental falls,
reporting them to the nearest hospital. However, in the proposed system design, we
propose a comprehensive system that account for the entire accident management
including informing the relatives of the victim as well as hospital/ambulance
selection/notification and sending periodic updates.
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3 Requirements

This section discusses the various hardware components and software technologies
used for building the proposed RoadNurse system.

3.1 Hardware Components

NodeMCU. The ESP8266 NodeMCU (CP2102) is the micro-controller used, due to its
small size and connectivity to Wi-Fi without the need of external shields like the
Arduino. NodeMCU is kept in a state of modem sleep, which shuts off the Wi-Fi
connectivity, to consume less energy (using only 15 mA), since the GSM module
allows Internet connectivity for lesser power. NodeMCU’s Internet connectivity is kept
in the hope of improving upon and adding more functionality to the system in the
future. An energy-efficient system is a requirement for an emergency service provi-
sioning product.

GPS Module. The NEO-6M-0-001 is included in the setup to receive information from
GPS satellites and to acquire the device’s geographical position. This data is used to
locate the nearest optimal hospital from the dataset stored in the cloud, while simul-
taneously sending the data to the emergency services.

GSMModule. A GSM module is used to establish communication between the system
and mobile devices, and the cloud and system (through the sim with Internet service
provision). It serves a critical role since it is the mode of communication to other
devices. The module used is the SIM900A which is a dual-band GSM/GPRS engine
that works on frequencies EGSM 900 MHz and DCS 1800 MHz.

Vibration/Shock Sensor. The vibration sensor in use is the SW-420, which detects if
there is any vibration beyond the threshold. The threshold is adjustable by the on-board
potentiometer. The value of the sensor is also used to assign critical levels to the
accident that has occurred, to warrant appropriate hospital selection based upon the
possible severity of injury. Higher values imply greater severity of injury. For low
vibrations, the module outputs logic LOW, while giving HIGH if a vibration is greater
than the threshold.

Speaker and Microphone. This is used to communicate with the emergency services
on their way to the accident site. The communication can include the current state of
the victim along with their personal diagnosis of the injuries, so that the medical
experts can provide on-the-phone treatment until the ambulance arrives.

3.2 Software Technologies

Structured Query Language. SQL is used for the database built in Microsoft Azure.
SQL makes moving databases between the RoadNurse system and the cloud quick and
easy. Other benefits include the ability to scale and its ability to quickly retrieve large
amount of records from a database.

462 A. Rustagi et al.



Azure Cloud Server. Azure Cloud is a cloud computing service created by Microsoft for
building, testing, deploying, and managing applications and services, through an interna-
tional array of Microsoft managed data centers. This cloud service contains a database of
hospitals along with their location (latitude and longitude), contact details, and an associ-
ated level. This level is a number from a scale of 1–3 where these numbers indicate the
ability to handle different severity of cases (determined by the specializations provided by
the hospital). The severity is determined by the vibration sensor values. The database
further contains a comprehensive list of all the registered users with the contact details of
two friends or relatives whom they would like to be notified in the case of an accident.

4 Proposed Architecture

In the case of an accident, the vibration sensor senses a shock of value greater than a
certain threshold, it will return a HIGH value to the NodeMCU. The value of the
vibration determines the severity of the impact which is decided by preset values. The
NodeMCU will then trigger the GPS module to instantaneously find the location of the
victim. The location and severity will then be sent to the cloud via the GSM module.
With regard to both location and severity, a suitable hospital is decided. The hospital
database kept in the cloud contains its contact details, which will be contacted along
with the loved ones of the victim, whose data is also fed into the database. The con-
cerned people are contacted via the GSM module, which sends a SMS containing the
time of accident and GPS location of the victim (so as to support the emergency relief).

The speaker and microphone installed in the accident detection and response unit
will give updates to the victim on the emergency response and will receive input from
the user (as well as those who might have come to help). An alarm deactivate button
can also be pressed by the victim in case the accident is not serious and he wants to
avoid the emergency relief action. This alarm would notify the concerned authorities
with a pre-decided message stating “I am fine, please ignore the last message”.

The whole unit is powered by rechargeable batteries which further draw their power
from the vehicle’s power unit. This way, in case the vehicle power unit fails during the
accident, the batteries can power the micro-controller to carry on the post-accident
functions (Fig. 1).

Fig. 1 Flow diagram of functions performed
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5 Circuit Connections

All components described in Fig. 2 with the addition of bread board, jumper wires,
BJT’s, resistances, and power adapters will be used.

Fig. 2 Proposed system is presented in the figure. This would be a unit installed in the vehicle of
the user and would have sensors for accident detection

Fig. 3 Connection between GSM module and NodeMCU using TTL levels to form connections
between 3.3 and 5 V input/outputs
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Figure 3 shows the implementation of a TTL logic, which allows the connection of
TX of NodeMCU (functioning at 3.3 V) to form connections with the RXD of GSM
which requires 5 V. Similarly, with the TXD of GSM and RX of NodeMCU, all
resistors connecting the TPN2222A NPN BJT’s are of 1 kX. The resistor between the
3V3 and RX of NodeMCU is of 10 kX (Table 1; Fig. 4).

6 Economic Viability

Expected cost of the RoadNurse response system (that is installed in the vehicle) would
be around Rs. 2000 (based on the unit prices of the individual components given in
Table 2). Note that if manufactured on mass scale, the cost could be brought down
considerably lower and that this would be just a one-time investment for the user.

Table 1 NodeMCU to GPS module and vibration/shock sensor connections

NodeMCU GPS module Vibration/shock sensor

3V3 Vcc Vcc
GND GND GND
D1 RX D0
D2 TX Not applicable

Fig. 4 LEFT: Compact implementation of the system to send GPS coordinates to the cloud and
transmit processed data to concerned authorities and individuals. RIGHT: Automated message
received by the hospitals and the loved ones of the victim
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Life/Vehicle insurance companies can mandate the low-cost accident detection and
emergency relief system to be installed in the vehicle of the owner registered to their
services. After an accident, third-party companies can provide services for the accident
detection and relief system. Such a system serves as a complete revenue model as the
customer is getting services and the companies are gaining a platform to provide these
services quickly and efficiently.

7 Challenges in the Design of the System

With the aim to produce an industry-grade low-cost prototype, we also want to work
out the infrastructure to implement this idea on large scale (i.e., working out the cloud
service infrastructure). Following research/implementation challenges are relevant for
designing such a system:

• The system has to be compact.
• The system should be rugged (should not get damaged during accident).
• The system should be waterproof.
• The battery powering unit should be properly designed to draw power from the

vehicle.
• The system should be designed to typically run on low power, and if possible other

key components (like GPS/GSM) should be powered up only after accident so as to
reduce the power consumption.

• Maintaining a huge database of hospitals (nationwide) and their contact details.
• Analysis of the severity of the accident and choosing hospital accordingly (it might

be possible that the hospital nearest to the victim might be a general hospital and not
having specialized facilities to treat emergency cases).

• Low latency operations.
• Data security.

8 Future Scope

As this system uses GPS and GSM, it can be used to track vehicle thefts and to track
the location of a vehicle which has gone missing (due to some accident, etc.). The
registered user would have the facility to ping the cloud services so as to fetch the
current location of the vehicle.

A low-cost display can be added to this device which has a dedicated GUI for
displaying the shortest path to the hospital with respect to time. The victim can follow
this path, given the severity of the accident is low and the victim is not in requirement

Table 2 Price tally in Indian Rupee

NodeMCU GPS module GSM module Vibration/shock sensor

265 535 1000 200
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of immediate emergency services. This would certainly be possible, and we look
forward to such implementations.

9 Conclusion

We present an accident detection and response system for fast reporting and precise
positioning of road accidents. The proposed system (RoadNurse) is a low-cost, low
energy consumption system which can be the difference between life and death. The
advantage of this system is the usage of a cloud-based architecture which not only
reduces the reporting time, but also provides required medical facilities according to the
severity of the accident. The vibration/shock sensor serves as the accident detection,
relaying its information to the GPS and GSM module, which can utilize the database to
provide information to concerned authorities. We hope that the RoadNurse will save
many lives once it is commercialized and deployed on vehicles nationwide.
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Abstract. It is reported in this paper, a compact very low-loss onchip bandpass
filter meeting the requirements of 5GnR N79 radio frequency front end (RFFE),
using 0.18 lm CMOS on Si substrate IPD technology. A series LC onchip BPF
structure is designed and simulated by combining a passive multilayer
(ML) inductor and a spiral capacitor in high frequency structural simulator
(HFSS) at component level. The filter exhibited a quality factor (Q) value of
9.28, with a fractional bandwidth of 10.85% (<20%). It had exhibited very good
insertion loss of −0.8 dB and also excellent return loss of −32.89 dB, at a center
frequency of 4.5 GHz. The physical dimensions of the inductor, capacitor, and
bandpass filter are 380 � 240 lm2, 240 � 240 lm2, and 480 � 240 lm2,
respectively. It had produced an excellent passband loss with a narrow passband
characteristics, still occupying very small chip area. Hence, this proposed
compact resonator filter definitely suits the 5G radio RFFE applications. We
simulated the filter by focusing around 4.5 GHz, as this spectral band is being
considered for the upcoming 5GnR N79 radio band trials and installations across
several countries.

Keywords: RFFE � HFSS � IPD � BPF � Multilayer � Quality factor

1 Introduction

Worldwide explosion of smart systems had profound influence on the architectural
evolutions for radio front end electronics. 5G radio receivers supporting beyond
1 Gbps data rates are being deployed in the 3–5 GHz (sub 6 GHz) band compatible to
existing LTE network frequencies. Demand for onchip BPF with high-speed, small-
size, and low-cost passive components is increased due to rapid growth in radio fre-
quency integrated circuits (RFIC). Miniature 5G BPF design research focusses on
silicon substrate CMOS ICs based on integrated passive device (IPD) technology. This
is mainly because of minimal footprints, less consumed power, flexible bandwidths,
and easy integration possible with IPD. Low-cost spiral inductor and capacitors are
most successful silicon IPD passive components. Together, they occupy major portion
of RFIC chip space (60–70%).

Minimum insertion loss and high selectivity with smallest onchip area pose big
challenging task for passive bandpass filter (BPF) designs [1]. Power handling,
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selectivity, center frequency, and onchip area are usually compromised [2]. High-
performance low-cost small-size passive components are realized using silicon IPDs
[3]. Compact passive BPFs at high frequency bands are possible with LTCC tech-
nology, but they suffer from heat and size problems [4]. Recently, passive IPD BPF and
LNA circuits are being embedded as CMOS chips as co-located system in package
(SIP). These RFIC circuits yielded significant savings of chip area plus superior RF
performance [5]. Hence, passive BPFs using Si IPD CMOS technology are being
selected to meet with 5G radio filtering needs.

An open-loop resonator microstrip BPF showed very small insertion loss of only
0.8 dB at 3.6 GHz but occupied a large area of 99 mm2 [6]. Tapered layout inductors
enhanced Qmax from 15.9 to 22.8 and further to 26.7 with reverse excitation. However,
Qmax frequency had increased from 5 to 8 GHz and SRF from 12 to 14.6 GHz [7].
A 2.31 GHz BPF using inter-wined spiral inductor and inter-digital capacitor showed a
maximum return loss of 26.1 dB but occupied large area of 0.63 mm2 [8]. A compact
quad BPF was reported with 22–33 dB return loss and 0.2–1.2 dB insertion loss in the
passband of 1.8–4.2 GHz, but occupied larger chip space of 545 mm2 [9]. Another
compact 5G NRN78 WLAN 3.3–3.8 GHz band BPF based on Si IPD had yielded low
insertion loss of <1.8 dB but had large chip area of 1.28 mm2 [10]. A 2.45 GHz LC
silicon IPD BPF showed an insertion loss of 3–4 dB with an area of 0.75 mm2 [11].
A compact 1.35 GHz GaAs substrate IPD BPF resulted in 0.26 dB insertion loss and
return loss of 25.6 dB but consumed 1.25 mm2 chip area [12].

In this paper, we report the design and simulation of a spiral ML inductor and a
metal insulator metal (MIM) capacitor connected in series to form an LC resonator
BPF. We found its S parameters in HFSS by concentrating the design for 4–5 GHz, as
this radio band is being heavily explored for 5GnR N79 radio reception.

This paper comprises of Sects. 2, 3, and 4 as follows.

2 Design and Analysis of BPF

The inductance L, quality factor Q, and self-resonant frequency (SRF) depend on:
conductor width, spacing, spiral diameter, number of turns, ring shapes, metal ring
thicknesses, type and thickness of substrate, etc. These are traded off for cost and
performance [13]. Selection of thick substrate and thin oxide layers not only reduces
losses for passive components but also enhances the filter selectivity. Decreasing
permittivity of metal, both the oxide capacitance and inductor Q value can be increased.
This leads to an increase of maximum Q frequency and resonant frequency [14].
Analytical optimization techniques are attempted by varying the conductor width,
shape, spacing, number of turns, outer diameters, and thickness to accomplish high
performance [15].

A compact onchip BPF is designed and simulated with multilayer rectangular spiral
inductor and a single-layer rectangular spiral capacitor connected in series configura-
tion, on the Si substrate. Rectangle shape is chosen for the spiral structure of ML
inductor and capacitor, because of its uniform current distribution and fabrication
simplicity [2]. They are simulated in HFSS, and the filter analysis is performed with
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equivalent lumped model having with series RL and shunt RC components. S param-
eters are employed as they are good at high frequency analysis of RF circuits.

2.1 A Multilayer Onchip Spiral Inductor

Series stacked multi-turn spiral inductor structures showed higher inductance and
Q values around 10. The proposed inductor has copper conductor on a thick Si sub-
strate to reduce its parasitic resistance to enhance Q value. Its outer diameter is 380 lm
and occupies 380 lm � 240 lm chip area. It is designed with three turns (each of
6 lm width) running onto three layers. The values of Q and impedance L are obtained
via a lumped model in the HFSS simulation. The basic expression to extract inductance
for rectangular spiral is taken from the greenhouse method [16]. The overall (net) in-
ductance is [2]

LTotal ¼ LSelf þ
X

Mþ ve þ
X

M�ve ð1Þ

The shunt and substrate capacitances in the lumped model are [2]

CSubstrate ¼ wlC0

2
ð2Þ

CShunt ¼ Coxide
1þw2 CSi þCoxideð ÞCSiR2

Si

1þw2 CSi þCoxideð Þ2R2
Si

( )
ð3Þ

In above expressions, w is width, l is length, and C0 is unit area substrate capac-
itance. Substrate, Shunt, and Oxide are substrate, shunt, and oxide capacitances,
respectively.

M21 ¼ l0I1
4pI2

u21

e�jb1Z

n o
ð4Þ

Self and mutual inductance values are fed into the greenhouse method to evaluate
the desired inductance [2]. Quality factor for inductor is determined from

Q ¼ xLs
Rs

1

1þ Rs
Rp

xLs
Rs

� �2
þ 1

� � 1� R2
s Cs þCp
� �

Ls
� x2Ls Cs þCp
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The proposed inductor structure has three layers with one turn per layer. The first
turn of the conductor is placed in first layer. Next conductor turn is put into layer 2.
Final turns are put in layer 3. The rectangular spiral planar view and 3D view structures
of the designed inductor are depicted in Fig. 1.

This geometry is referred to as 3D structure. Same conductor width is chosen for all
the three layers. Spacing between layers is selected so as to minimize the negative
mutual inductance. The Q and L values for this 3D inductor are found from the
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S parameters employing Eq. (6). Y parameters are found from simulated S parameters.
Inductance change w.r.t. frequency is computed from the imaginary component of
Y parameter.

Q ¼ Im Y11½ �
Re Y11½ � and L ¼ �1

2pf Im Y11½ �f g ð6Þ

Inductance and quality factor variation against frequency for the simulated inductor
structure are given in Fig. 2.

Structural dimensions of this onchip ML inductor are: conductor width—6 lm,
thickness—2 lm, and spacing—2 lm, with 2 lm layer spacing. It has three turns.
Onchip occupied area is 380 � 240 lm2. The inductor HFSS simulation showed
higher Q value of 20 in filter passband and 8.64 GHz resonant frequency (SRF). This
simulated inductor surely matches the upcoming 5G lower band (3–5 GHz), as it has
smaller onchip area.

2.2 Onchip Rectangular Spiral Capacitor

Proposed single-layer rectangular spiral capacitor is designed and simulated in HFSS.
Silicon material is chosen for substrate, and the copper metal is selected for conductor.
All turns are placed in same layer. Every turn has same conductor width. The capac-
itance value majorly depends upon material used and conductor dimensions in the
annular geometry of spiral. The geometry of spiral capacitor is given in Fig. 3.

Fig. 1 Planar and 3D views of the onchip multilayer spiral 3D inductor

Fig. 2 Variation of inductance (nH) and quality factor with frequency for onchip ML spiral
inductor
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Capacitance and the quality factor Q for the capacitor are extracted from the
S parameters’ as given in Eq. (7) [2].

C ¼ �Imaginary Y21½ �
x

and Q ¼ Imaginary Y11½ �
Real Y11½ � ð7Þ

Change in the values of the capacitance and the quality factor w.r.t. frequency for
this proposed capacitor is shown in Fig. 4.

The structural dimensions of this onchip capacitor are: Conductor width is 6 lm,
thickness is 2 lm, and spacing is 1 lm. Number of turns is two and half. This capacitor
occupied a chip space of only 240 � 240 lm2. The capacitor HFSS simulation showed
higher Q value of 10 in filter passband and 6.8 GHz resonant frequency (SRF). Sim-
ulated response of this capacitor on 0.18 µm CMOS technology showed a significant
enhancement of the quality Q and capacitances. Therefore, this capacitor is sure to
satisfy the 5G radio lower band applications.

2.3 Onchip Passive Band Pass Filter

BPF play crucial role in receiver performance and locate at the RF front end (antenna–
BPF–LNA). The frequency response of a BPF significantly influences the selectivity of

Fig. 3 Planar view of onchip spiral capacitor

Fig. 4 Variation of the capacitance (pF) and the quality factor with frequency for onchip spiral
capacitor
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a radio receiver. We have chosen a simple low-cost series LC resonator design
approach to implement the BPF. This enables for easier analysis and implementation to
prove the filter performance. The simulation of BPF replaces the circuit elements L and
C with the designed multilayer inductor and the spiral capacitor. The LC resonant
bandpass filter configuration is shown by the following equivalent circuit in Fig. 5.

The filter optimization and simulation were performed in the HFSS tool. The
simulated values of the inductance and capacitance are very much stable during the
entire passband. Figure 6 shown below depict the 3D and single-layer structural views
for the simulated series LC filter configurations.

2.4 Simulation

We chose the first-order series resonant LC passive BPF for the filter design using
lumped LC model and simulated in HFSS to find out the scatter parameters. After
repeated simulations for different component dimensions and material type combina-
tions, the filter losses got reduced to match the spectral characteristics of the 5G radio
front end requirements. The obtained filter simulation results matched well with that of
the theoretical values for the proposed BPF. The return loss characteristics of the
proposed bandpass filter are shown in Fig. 7.

The above simulation results prove very good passband and outband performance
for the proposed bandpass filter. The superior loss performance of this proposed filter
yields good quality RF signals suitable for a 5G radio. Also, it possesses very good
outband rejection capability.

Fig. 5 Schematic of an LC resonant BPF used in typical radio receiver

Fig. 6 Planar and 3D views of the LC resonant BPF component connection
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3 Results and Discussion

From the simulation results shown above, the quality factor for the inductor and
capacitor has its maximum value as 39 and 405, respectively. HFSS simulation of this
compact low-loss 4.5 GHz BPF had shown 485 MHz bandwidth from 4.3 to
4.785 GHz. The loss characteristics in Fig. 7 for this proposed BPF demonstrates very
good return loss of −32.89 dB (maximum). It showed an excellent insertion loss of
−0.8 dB around its center frequency of 4.5 GHz. It clearly shows that both of these
important losses would definitely satisfy the performance requirements of a 5G
bandpass filter.

BPF bandwidth = fHigh − fLow = 4.785 − 4.3 = 485 MHz
BPF loaded Q = f0/Δf = 4.5/0.485 = 9.28
Fractional bandwidth = Δf/f0 = 0.485/4.5 = 10.85%

The performance parameters like the insertion and return losses, Q, bandwidth, and
fractional bandwidth obtained from HFSS simulation results for the proposed filter are
summarized in Table 1.

If the fractional bandwidth is less than 20%, then a BPF is said to be narrow band
filter. Proposed BPF had exhibited only 10.85% fractional bandwidth. Hence, this
proven narrow inband response will surely match the stringent spectral demands of a

Fig. 7 Return loss characteristics of the proposed series resonator LC passive BPF

Table 1 Summarized BPF parameters

3.5 GHz BPF Design specifications Simulation results

Center frequency f0—GHz 4–5 4.5
Bandwidth Δf—MHz 500 485
Fractional bandwidth—% 10–20 10.85
Quality factor Q 10–15 9.28
Return loss S11 dB −20 to −30 −32.89
Insertion loss S12 dB <−1.0 −0.8
Onchip area mm2 0.1 0.1152
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5G radio front end BPF. This filter also posses slowest occupied chip area. Due to
several such prime parameter enhancements, proposed 4.5 GHz BPF will definitely suit
for the realization of efficient RFICs for the 5G radio access filtering applications.

4 Conclusion

We have modeled and developed a simple 5G compatible miniature IPD BPF for the
upcoming 3–5 GHz 5G radio band applications. The narrow band filter is successfully
simulated by selecting a multilayer filter structure, and its analysis is done in HFSS.
Along with the enhanced performance, the fabrication complexity, cost and time
savings are easily achievable with this IPD filter structure laid onto multiple layers.

The return loss of −32.89 dB proposed filter shows very feeble returned signal in
its pass band. The insertion loss of −0.8 dB is a considerable improvement, compared
to many of the reported filters. Thus, the present filter design exhibited an excellent loss
performance during entire filter passband, with stronger signal propagation. Also the
filter size is below 400 � 400 lm, which is way smaller than the many of the reported
BPFs. With a view by considering all the above proven performance merits, this
proposed BPF is very much suitable to the fast emerging 5G radio access requirements.
Proposed work has clearly demonstrated the feasibility of developing a highly selective
low-loss compact 5G BPF integrated on the Si substrate in IPD technology.
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Abstract. Individual condition monitoring (CM) strategies are capable to
diagnose 30–40% of the defects, when they are performed individually. How-
ever, combining two or more individual CM strategies can provide more reliable
information which will enhance the ability of fault detection. In this investiga-
tion, two intrusive CM strategies (vibration and lubrication oil analysis) and one
non-intrusive CM strategy (acoustic signal analysis) are combined to form an
integrated CM scheme. Experiments are performed on a miniature wind turbine
gearbox bench top and the raw data is acquired and the defect sensitive features
are extracted using discrete wavelet transform. Feature level fusion is accom-
plished to achieve integrated feature data set and the selection of optimal subset
of significant features is done by various supervised featured selection methods.
Finally, the obtained optimal feature subset is classified using SVM algorithm in
order to diagnose the local defects of bearings as well as gears present in
different stages of the wind turbine gearbox.

Keywords: Condition monitoring � Fault diagnosis � Integrated CM scheme �
Supervised feature selection � Wind turbine gearbox

1 Introduction

As the wind turbines are operating under varying wind loads and subjected to expe-
ditious atmospheric conditions, they are vulnerable to fail often. The gearbox of wind
turbine is regarded as critical component since it is having highest failure rates [1].
Condition monitoring (CM) is executed to monitor the condition of the wind turbine
gearbox, and it is capable of diagnosing and quantifying the defect levels. Various
authors have exploited the vibration, thermography, lubrication oil, and acoustic signal
analysis to diagnose the defects of gears as well as bearings of a single-stage gearbox
[2–4]. Individual CM strategies have few limitations such as diagnosing a limited type
of defects, inadequate at low operating speeds and positioning the sensors, etc. [5].
Because of these, the probability of diagnosing the defect is about 30–40%, when they
are performed individually. However, combining two or more individual CM strategies
can provide more reliable information which will enhance the ability of fault detection.
Few authors have described about combining the vibration and temperature analyses
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and combining the vibration, oil debris, and acoustic emission analyses in order to
monitor the condition of rotors and single-stage gearbox [5, 6].

Signal processing approaches are accomplished to extract the defect-sensitive
features hidden in the acquired raw signatures. Eventually, the extracted features are
encrypted as input to the feature classification algorithms. Discrete wavelet transform
(DWT) is one of the extensively implemented multi-domain techniques for evoking the
features as it is able to process non-stationary signals and having good resolution
capability [2]. All the extracted features may not be equally significant, and hence, the
feature selection is performed to determine the most discriminating features among the
extracted. The feature subset achieved from the feature selection algorithms is further
subjected to feature classifiers which work on machine learning algorithms. Owing to
its ability to solve nonlinear data, high precision, and better generalization while
classifying small number of observations, the application of support vector machine
(SVM) is wider as a feature classifier [2]. Various authors have applied SVM algorithm
to categorize the various defect severity levels of bearings as well as gears subjected to
stationary operating speeds [3, 4].

Majority of the research investigations are performed by analyzing the data of a
single CM strategy, and the studies related to the integration of CM strategies are
limited. The feature selection algorithm that devises the optimal feature subset from a
single CM strategy may not be the adequate while it is subjected to an integrated CM
scheme. In order to bridge these gaps, the present investigation attempts to combine the
features from three individual CM strategies (vibration, acoustic signal, and lubrication
oil analysis) in order to devise a multi-variable integrated feature set. Further, selection
of optimal subset of most significant features is done by various supervised feature
selection algorithms and the number of features that are required to avoid the overfitting
is investigated. Finally, the obtained optimal feature subset is classified using SVM
algorithm in order to diagnose the local defects of bearings as well as gears present in
different stages of the wind turbine gearbox subjected to non-stationary speeds.

2 Experimentation and Data Acquisition

2.1 Experimental Test Rig and Simulation of Defects

In order to mimic the operation of a wind turbine gearbox, a miniature three-stage spur
gearbox was fabricated with an overall gear ratio of 48:1. The high speed stage
(HSS) of the gearbox was driven by a 0.75 kW motor. The HSS drives the subsequent
intermediate speed stage (ISS) and low speed stages (LSS) of the gearbox. Gear oil
(80W-90) was used to lubricate the mating components. The bearing close to the pinion
was test bearing, and all the experiments related to bearing were performed on the test
bearing. Similarly, the bearing stays far from the pinion was attributed as support
bearing, refer Fig. 1. The experiments related to gears were performed on the pinion.
A slot (axial direction) on the inner race and outer race was seeded with a thickness of
0.25 mm using wire-cut electro-discharge machine. The depth of cut on the inner race
was varied from 1.1 to 4.4 mm, which corresponds to the propagation of defect from
25 to 100%. On the other hand, the depth of cut on the outer race was varied from 1 to
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2.2 mm to represent the severity of defect from 25 to 100%. Similarly, a transverse cut
was seeded at the root of the pinion tooth, and the depth of cut was varied from 1 to
4 mm so as to represent the propagation of defect from 25 to 100%. Figure 2 displays
the defects seeded on the bearing race and pinion tooth.

2.2 Data Acquisition

One uniaxial accelerometer to the support bearing and one triaxis accelerometer to the
test bearing were stud mounted to achieve the vibration response. Two microphones,
one above the test bearing (Mic 1) and one above the support bearing (Mic 2), were
situated to record the acoustic signal (sound pressure) data. One oil particle counting
sensor was used to record the iron (Fe) particle deposition rate. All these sensors were
connected to a data logger which further connected to a computer. The data was
acquired with the sampling rate of 16 kHz, and the sample length was maintained as
4096. In the present study, a smooth fluctuating speed profile was generated by scaling
the actual wind turbine data, and these speed profiles were given as input to the motor
through a variable frequency drive in order to regulate the speed of the motor, ref.
Fig. 3. The HSS, ISS, and LSS are subjected to speed profile 1, 2, and 3, respectively.
While the different stages of the gearboxes are operating under the simulated speed
profiles, the data in the form of vibration, sound pressure, and particle deposition rate
was acquired and subjected to further processing.

Fig. 1 Wind turbine gearbox bench top

Fig. 2 Seeded defects of bearing and gear
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3 Feature Extraction and Integrated CM Scheme

3.1 Wavelet-Based Feature Extraction

Discrete wavelet transform (DWT) decomposes the signal into detail (cDi) and
approximation (cAi) wavelet coefficients based on their frequency band. The approx-
imation coefficients (cAi) are subjected to next level of decomposition, and this process
iterates further. The acquired vibration and acoustic signals are decomposed to fourth
level of decomposition using Haar wavelet [4, 5]. Later, thirteen statistical features for
vibration and thirteen statistical features for acoustic signal analysis are computed from
the fourth-level approximation coefficients.

3.2 Integrated CM Scheme

The information from the individual CM strategies is integrated in order to enhance the
probability of diagnosing the defect. The information from the two intrusive CM
strategies (vibration and oil particle analysis) and one non-intrusive CM strategy
(acoustic signal analysis) are combined to form an integrated CM scheme. Feature level
data fusion is accomplished as the sensor data is non-commensurate. Therefore, 13
statistical features computed for vibration analysis, 13 statistical features computed for

Fig. 3 Simulated wind speed profile
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acoustic signal analysis, and one feature (particle deposition rate) for lubrication oil
analysis are combined to achieve an integrated feature set. For each test condition of
bearing (either of HSS, ISS, and LSS), 150 observations are considered and 27 features
(thirteen of vibration, thirteen of acoustic signal, and one of lubrication oil analysis) are
combined. Thus, the original integrated feature set has the order of 27 rows (features)
and 750 columns (5 test cases * 150 observations). Similarly, the original integrated
feature set of gear (either of HSS, ISS, and LSS) has 27 rows (features) and 600
observations (5 cases * 120 observations).

4 Feature Selection

All the features contained by the original integrated feature set are not equally sig-
nificant. Analysis of high-dimensional and multi-variable data set is quite challenging
in the field of machine learning, and feature selection algorithms are intended to
remove the redundant and outlier features [7]. Feature selection is a process of
achieving an optimal subset from the original data set, which selects the most signif-
icant features of the original data set. The supervised feature selection methods can be
classified as filter, wrapper, and embedded models. As the accuracy of wrapper models
is high when compared with filter models [7], we have exempted filter models in this
study. Three wrapper model algorithms, namely Naïve Bayes, forward greedy, and
backward greedy algorithm, and one embedded model algorithm (decision tree) are
considered in the current investigation. The feature selection abilities of these algo-
rithms are compared so as to select the feature selection algorithm that best suits to
identify the informative features from the integrated feature data set.

4.1 Wrapper Models

Forward greedy algorithm (FGA) considers the whole integrated feature set as input
and returns the subset of specified size as output. For example, the original feature set
consists of 27 dimensions (s = 27) which is given as input to the algorithm, and a
subset of ten features is returned as output along with the corresponding classification
accuracy. The algorithm also verifies the possibility of improvement of the accuracy if
some feature is excluded and discards the feature having the least accuracy. The step-
wise procedure is as explained below [8]:

Input: original feature set, Y ={y1, y2, y3, ……., ys}
Output: subset of features, Xj ={xi|i = 1, 2,……., s; xj2 Y}, where j = (0, 1, 2,….., s)
Initialization: Initialize the algorithm with a null set theta so that size of subset
j = 0

X0 = theta, j = 0

Step 1 – Inclusion: x + = arg max J (xj + x), where x 2 Y-Xj

Xj+1 = Xj+ x+
j = j + 1
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Go to step 2
Step 2 – Conditional exclusion:

x-= arg max J (xj - x), where x 2 Xj

if J(xj - x) > J(xj)
Xj-1 = Xj – x-
j = j-1
Go to step 1

Backward greedy algorithm (BGA) follows the similar structure; it performs
exclusion followed by conditional inclusion. Naïve Bayes algorithm is a probability-
based learning algorithm based on Bayes theorem. It assumes that the features of a data
set are independent of each other and computes the posterior probability for each class.
The subset suggested by the algorithm contains the crest factor (vibration analysis),
maximum (vibration analysis), kurtosis (vibration analysis), skewness (acoustic signal),
crest factor (acoustic signal), kurtosis (acoustic signal), median (vibration analysis),
standard error (vibration analysis), mean (acoustic signal), median (acoustic signal),
and standard error (acoustic signal).

4.2 Embedded Models

Decision tree (DT) is a tree-based knowledge demonstration which works on the
principle of information gain. The existence of a feature in the tree gives the infor-
mation about the significance of the associated feature. The features contributing
towards the classification will appear in the decision tree, and the less contributing
features do not appear. J48 algorithm (WEKA implementation of c4.5) is used to
construct the decision tree. The integrated feature set is given as input to algorithm so
as to measure the significance of features based on the information gain which depends
on the statistical parameter called entropy. For a given data set of “S,” the information
gain of a feature “a” is given by Eq. (1).

Gain S; að Þ ¼ Entropy Sð Þ�R Svj j= Sj jð ÞEntropy Svð Þ;where v 2 values of a ð1Þ

Therefore, J48 algorithm examines the information gain of all features and expands
the nodes of the DT based on their order of features which are following the descending
order of information gain [9]. The features suggested by the decision tree are root mean
square (RMS) value (vibration), skewness (vibration), mean (acoustic signal), RMS
(acoustic signal), standard error (vibration signal), sample variance (acoustic signal),
minimum (vibration signal), kurtosis (acoustic signal), crest factor (acoustic signal),
and maximum (vibration signal).

5 Defect Classification Through Support Vector Machine

Support vector machine (SVM) is a supervised machine learning classifier which
works on the principle of structural risk minimization. In this investigation, we have
used c-svc based SVM model with tenfold cross-validation for defect classification,
and the sample of obtained overall classification accuracies for HSS, ISS, and LSS is
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displayed in Table 1. It can be observed that DT algorithm in conjunction with SVM
has shown better classification results while diagnosing the defect severity levels of
IRD, ORD, and GTC when the number of features are less (four). In contrast to that,

Table 1 Classification accuracies of statistical features

Speed stage No. of features FGA BGA Naïve Bayes DT Defect type

HSS 4 91.4 92 92.8 94.8 IRF
89.4 89.4 92.1 91.3 ORF
86.5 89.3 93.4 94.2 RC

5 92.4 92.8 92.8 92.5 IRF
90.4 90.4 91.2 89.3 ORF
86.1 86.1 92.6 91 RC

7 95.3 95.3 89 88.3 IRF
91.6 91.6 90.2 86.3 ORF
86 81.7 90.6 88.6 RC

10 95 95 84.4 82.7 IRF
91.6 91.7 83.8 82.9 ORF
85.9 82.3 84.2 86.3 RC

ISS 4 88.9 88.3 91.4 92.4 IRF
89.3 87.1 91.5 93 ORF
90.7 90 92.4 92.7 RC

5 92 91.9 92.4 89.4 IRF
89.9 88.5 92 93.3 ORF
92 91.1 92.4 93.8 RC

7 93.9 92.9 89.6 83.8 IRF
91.3 91.3 88.9 85.1 ORF
94.3 92.1 89.4 88.3 RC

10 93.3 93.9 88.4 84.3 IRF
91.3 91.9 87.5 84.7 ORF
93.8 92.2 87.1 84.1 RC

LSS 4 91.2 91.6 88.2 94.1 IRF
91.3 89.2 89.4 93.5 ORF
86.8 86.8 88.7 91.6 RC

5 91.7 91.7 92.1 88.6 IRF
91.9 90.8 93.1 90 ORF
89.3 89.3 93.7 92.1 RC

7 92.1 93.8 89.2 85.3 IRF
92.2 91.7 89 87.1 ORF
91.7 91.7 89.3 88.6 RC

10 92.1 93.3 87.7 84.5 IRF
92.8 93.2 88.3 87.4 ORF
93.3 93.3 88.1 82.7 RC
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the classification efficiencies of greedy algorithm in conjunction with SVM are higher
when the number of features are more (greater than six). It is worth noting that the
overall classification efficiencies are decreasing, beyond certain number of features
(after seven). Therefore, FGA/BGA consists of seven input features in conjunction
with SVM which has yielded better classification accuracies while diagnosing the
defect present at different stages of the wind turbine gearbox. The classification
accuracies are 95.3%, 94.3%, and 93.8% at high, intermediate, and low speed stages,
respectively.

6 Conclusions

In this investigation, two intrusive CM strategies (vibration and lubrication oil analysis)
and one non-intrusive CM strategy (acoustic signal analysis) are combined to form an
integrated CM scheme. Feature-level fusion is accomplished to achieve integrated
feature data set, and selection of optimal subset of significant features is done by
various supervised feature selection algorithms. Finally, the obtained optimal feature
subset is classified using SVM algorithm in order to diagnose the local defects of
bearings as well as gears present in different stages of the wind turbine gearbox. It can
be concluded that forward/backward greedy algorithm consists of seven input features
in conjunction with SVM which yielded better classification accuracies while diag-
nosing the defect present at different stages of the wind turbine gearbox.
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Abstract. Next-generation wireless communication systems need antennas
with multi-functionality, adaptability, and flexibility to provide efficient uti-
lization of power and electromagnetic spectrum. Reconfigurable antenna can
fulfill these demands by delivering multiple functionalities in a single antenna
structure. These antennas can dynamically adapt to changing system require-
ments by altering their operating parameters. Reconfigurable antennas are
classified as frequency, pattern, polarization, and compound reconfiguration.
Compound reconfigurable antenna involves simultaneous reconfiguration of two
or more parameters such as frequency and pattern, frequency and polarization,
pattern and polarization and frequency, pattern, and polarization. This paper
presents a comprehensive survey on reconfigurable antenna designs, realizing
beamwidth reconfiguration with single or dual orthogonal polarization. Fur-
thermore, this paper also investigates the performance comparison of multi-
functional reconfigurable antennas achieving beam steering and beamwidth
reconfiguration in a single antenna structure. The challenges and future research
directions in beamwidth reconfigurable antennas are also discussed in detail.

Keywords: Reconfigurable antenna � Beamwidth � Beam steering �
Polarization

1 Introduction

To address the challenges of modern wireless communication technologies, antennas
capable of achieving multiple functionalities in a single structure are required. The
concept of reconfigurable antenna (RA) is proposed in [1] to overcome the limitations
of a conventional fixed performing antenna. RA technology is one of the hardware
solutions developed to enhance wireless device connectivity. These new classes of
radiating elements can adapt their physical characteristics to variations in environ-
mental changes or user density and location. In contrast to the conventional fixed
performing antenna, where energy is spent around the surrounding space, the use of RA
enables smarter management of radiated energy as the beam can be focused in specific
directions. As a result, it is possible to improve data throughput between two devices
and significantly reduce interference between adjacent networks. RA incorporates an
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internal mechanism to redistribute radio frequency (RF) currents over its surface, which
causes modifications in impedance and radiation characteristics [2]. RA can change its
performance features such as resonant frequency, radiation pattern, beamwidth, and
polarization by changing its architecture mechanically or electrically. Pattern recon-
figuration is accomplished by changing the source current distribution on the antenna
structure. Pattern reconfigurable antenna (PRA) avoids noise sources by directing null
toward interference and radiating the main beam in the desired direction to improve
coverage. PRAs can be classified according to the radiated beam shape and direction of
the main beam. PRA produces various radiation patterns such as omnidirectional,
conical, broadside, backfire, and endfire. The main beam of PRA can be discretely
switched or continuously scanned in a certain angular direction. PRA also involves
varying 3-dB beamwidth in narrow and wide beam modes. The research work on PRA
has been carried out in areas by changing the main lobe direction, varying 3-dB
beamwidth or combining these two characteristics. PRA designs reported in the liter-
ature are classified according to their radiation capabilities such as one-dimensional
(1-D) beam steering, two-dimensional (2-D) beam steering, beamwidth RA, and beam
steering and beamwidth RA.

In this paper, a comprehensive literature survey of beamwidth RAs is presented.
The existing state-of-the-art techniques used to achieve beamwidth reconfiguration are
described. In addition to this, the RA designs realizing beam steering and beamwidth
reconfiguration in a single antenna structure are also discussed. The paper is organized
as follows: Section 1 presents a detailed classification of RAs. Section 2 describes
different techniques used to achieve beamwidth reconfiguration. The advantages and
limitations of the existing beamwidth RAs are also discussed. Section 3 presents
multifunctional RAs capable of achieving beam steering and beamwidth variability in a
single antenna structure. Section 4 presents conclusion and future research directions to
improve the performance of beamwidth and compound RAs.

2 Beamwidth Reconfigurable Antenna

Recently, a great deal of attention has been given to beamwidth RA. Dynamic control
over beamwidth of the antenna improves coverage and traffic capacity of the wireless
networks. The beamwidth RAs are highly suitable for cellular base station applications,
which demand antennas of different beamwidth for diverse environments [3]. Beam-
width RAs proposed in the literature are based on magnetoelectric (ME) dipole [4–8],
partially reflecting surface (PRS) [9–11], tunable parasitic elements [12–14], array
structure [15–17], slotted patch [18], frequency selective surface (FSS) [19], and dipole
[20].

The concept of ME dipole antenna is proposed in [21]. The ME dipole antenna is
comprised of a planar electric dipole and a quarter-wave patch antenna. The ME dipole
antennas are attractive for base stations in wireless communication systems due to their
several advantages such as wide impedance bandwidth, stable unidirectional radiation
pattern, and low back radiation. A linearly polarized three-element ME dipole antenna
array is reported in [4] to accomplish beamwidth reconfiguration in the H-plane. The
3-dB beamwidth of this antenna can be discretely switched between 37° and 136° in
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the H-plane. Limitations of this antenna in terms of discrete beamwidth tuning and
beamwidth reconfiguration with single polarization are overcome in [5] by achieving
continuous beamwidth tuning in the H-plane from 80° to 160° with linear polarization
(LP) and from 72° to 133° with dual orthogonal polarization. A ME dipole antenna in
[6] uses tunable strip grating reflector to attain beamwidth reconfiguration in H-plane
from 81° to 153°. The ME dipole antenna array developed in [7] realizes beamwidth
reconfiguration in the E-plane and H-plane from 24° to 97° and 22° to 100°, respec-
tively. It is observed that the earlier reported ME dipole antennas achieve beamwidth
reconfiguration in either E-plane or H-plane individually. In [8], ME dipole antenna
with the capability of individual and simultaneous beamwidth reconfiguration is pro-
posed. Beamwidth of this antenna can be continuously tuned in the E-plane, H-plane,
and both the E-plane and H-plane from 65° to 120°, 80° to 120°, and 65° to 130°,
respectively. However, this antenna realized a narrow impedance bandwidth as com-
pared with the other reported ME dipole antennas.

The antenna design proposed in [9] uses cylindrical electromagnetic band gap
(EBG) structure to achieve reconfigurable elevation beamwidth. In [10], the reflection
magnitude of the PRS antenna is controlled to achieve beamwidth reconfiguration.
A PRS antenna design enabling one-bit dynamic beamwidth control is presented in
[11]. This antenna achieves a 18° and 23° variation of 3-dB beamwidth in the E-plane
and H-plane, respectively. The parasitic antennas generally make use of microstrip
Yagi principle to achieve beamwidth reconfiguration. The tunable parasitic elements
are placed symmetrically along the E-plane or H-plane of the driven element. Limi-
tation of this technique is that it is very difficult to maintain impedance matching in the
H-plane, due to the strong mutual coupling between driven and parasitic elements. In
[12], the parasitic elements are used to control azimuth beamwidth with single or dual
LP. In [13] and [14], tunable parasitic elements are used to achieve continuous
beamwidth tuning in H-plane and both the principal planes, respectively. The antenna
performance in [13] shows a dynamic control over radiation beamwidth that ranges
from 50° to 112° with a capacitance tuning range of 0.5 to 2.5 pF. In [14], beamwidth
of the RA is continuously tuned from 50° to 141° and 53.8° to 149° in the E-plane and
H-plane, respectively.

The RA designs presented in [15–17] utilize array configuration to realize beam-
width variability. A variable beamwidth 2 � 2 antenna array that can tune its beam-
width approximately from 65° to 100° is proposed in [15]. A planar microstrip series-
fed slot antenna array is proposed in [16], which provides 2-D beamwidth switching
capability. The 3-dB beamwidth in E-plane and H-plane can be tuned from (35°, 65°)
to (15°, 31°). The antenna design proposed in [17] consists of a coupler, three
reconfigurable output ports, and 1 � 3 rectangular patch array. This antenna achieves
broad beamwidth of 66.2° and a narrow beamwidth of 24.1°. A coplanar slotted-patch
antenna is presented in [18] to realize broadside radiation with H-plane 3-dB beam-
width of 130° ± 10° and 55° ± 1°. A FSS-based antenna controls the E-plane
beamwidth from 13.2° to 31.1° at an operating frequency of 5.5 GHz [19]. A recon-
figurable dipole antenna presented in [20] achieves beamwidth reconfiguration in the E-
plane. The 3-dB beamwidth is switched in three different modes narrow (77.6°), middle
(90.7°), and wide (168.3°). Table 1 presents a detailed performance comparison of
beamwidth RA designs reported in the literature. It is noted that,
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• The beamwidth RA designs suffer from either narrow bandwidth [8, 10, 13, 20] or
narrow tunable beamwidth [11, 16, 19].

• Beamwidth RA designs based on ME dipole are non-planar and large in size [4–8].
• The methodologies reported in [4, 6, 7, 9, 11, 15, 17, 18, 20] do not provide

continuous tuning of beamwidth.

Table 1 Performance comparison of the RA designs achieving beamwidth reconfigurability

Ref. Antenna
type

−10 dB
bandwidth
(%)

3-dB
beamwidth
(degree)

Plane Peak
gain
(dBi)

Switches
(number)

Polarization

Ge and Luk
[4]

ME
dipole

15 37–136 H 9.8 Switch
(2)

Linear

Ge and Luk
[5]

ME
dipole

10 80–160
(LP) 72–133
(Dual LP)

H 7.1 Varactor
(2)

Dual linear

Ge and Luk
[6]

ME
dipole

40 81–153 H 6.4 PIN (15) Linear

Feng et al.
[7]

ME
dipole

78.4 22–100, 24–97 E, H 11.5 Switch
(2)

Dual linear

Shi et al.
[8]

ME
dipole

4.87 65–120
80–120
65–130

E
H
E, H

5.8 Varactor
(4)

Linear

Edalati and
Denidni [9]

PRS 8 25–83 E 6.3 PIN (68) n/a

Debogovic
et al. [10]

PRS 5 21–29.5, 24–
37

E, H 15.1 Varactor
(100)

Linear

Debogovic
et al. [11]

PRS n/a 16–34, 16–39 E, H n/a MEMS Dual linear

Khidre
et al. [13]

Tunable
parasitic

2 50–112 H 8.6 Varactor
(2)

Linear

Saitoh et al.
[14]

Tunable
parasitic

n/a 50–141, 53.8–
149

E, H n/a Varactor
(4)

Linear

Lee et al.
[15]

Array n/a 65–100 H 7.36 Copper
strips (2)

Linear

Chu and
Ma [16]

Slot
antenna
array

2.5 5.8
10.8

(15, 31)
(20, 45)
(35, 65)

E, H 14.5
12.1
7

Varactor
(1)

Linear

Kim and
Oh [17]

Array n/a 24.1, 66.2 H 11.3 PIN (4) n/a

Tsai and
Row [18]

Slotted
patch

16.24 130, 55 H 5.3,
8.6

PIN (6) Linear

Wang et al.
[19]

FSS n/a 13.2–31.1 E 19 Varactor
(96)

n/a

Zhang et al.
[20]

Dipole 4.8 77.6, 90.7,
168.3

E n/a PIN (4) n/a
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• The antenna designs presented in [9, 10, 19] need many switches that make biasing
circuit integration challenging.

• In some of the designs, beamwidth reconfigurability is achieved only in H-plane
[4–6, 13, 15, 17, 18] or E-plane [9, 19, 20].

• There are limited number of antenna designs reported in the literature, which
achieves beamwidth reconfiguration in both the principal planes with dual
orthogonal LP [7, 11].

3 Beam Steering and Beamwidth Reconfigurable Antenna

As discussed in Sect. 2, most of the beamwidth RAs achieve unidirectional radiation
characteristics. However, main beam of the antenna cannot be steered. Several antenna
designs are reported in the literature to realize continuous beam scanning and tunable
beamwidth in a single antenna structure [22–28]. Techniques used to achieve these
objectives are PRS [22], metamaterial [23], antenna with metal walls [24], tunable
parasitic elements [25–27], and parasitic pixel layer [28].

A PRS antenna is proposed in [22] to obtain independent beam scanning and
dynamic beamwidth control. Beam scanning is realized from 15° to 20°, and beam-
width is tuned from 18.7° to 22.4°. A metamaterial-based leaky wave antenna
(LWA) is proposed in [23] to attain tunable radiation angle and beamwidth function-
alities. This antenna achieves continuous beam scanning from −49° to 50° at an
operating frequency of 3.33 GHz. Continuous beam scanning is accomplished by
uniformly biasing varactor diodes. Varactor diodes are non-uniformly biased to realize
beamwidth tuning. An aperture-fed PRA with metal walls is presented in [24]. This
antenna achieves boresight radiation with narrow and wide beamwidth. Main beam of
the antenna is discretely switched in the E-plane and H-plane from −51° to 54° and
−20° to 20°, respectively. The reflector and director properties of the parasitic elements
are used in [25] to achieve beamwidth tuning from 60° to 130° and main lobe scanning
from −20° to 20° in the H-plane. A low profile dual-polarized PRA is presented in [26].
Main beam of the antenna is directed to 14°, −17°, and −3° with narrow beamwidth.
This antenna achieves narrow beamwidth of 49° and a wide beamwidth of 105°, when
the main beam is steered in broadside direction. A cross parasitic antenna proposed in
[27] consists of varactor-loaded tunable parasitic elements placed in the E-plane and H-
plane of the driven element. This antenna provides continuous beam scanning in the
elevation plane and covers complete azimuth plane. The beamwidth is continuously
tuned in the E-plane and H-plane from 65° to 152° and 64° to 116°, respectively.
A parasitic pixel layer-based RA design is developed in [28] to provide pattern and
beamwidth variability on a single antenna structure. This RA generates nine beam
steering and three beamwidth variable modes. The antenna covers complete azimuth
plane, and the main beam is discretely switched to 40° in the elevation plane. This
antenna achieves narrow and broad beamwidth of 40° and 100°, in / = 45°, 90° and
−45° planes. Detailed performance comparison of beam steering and beamwidth RA
designs is presented in Table 2. It can be concluded that,
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• There are very few RA designs that achieve beam steering and beamwidth tuning in
a single antenna structure.

• The RA design presented in [28] is capable of achieving complete 360° coverage in
the azimuth plane and beamwidth variability. However, the main beam and 3-dB
beamwidth of the antenna are discretely switched.

4 Conclusion

This paper presents a detailed survey on beamwidth RAs. The techniques used to
realize beamwidth reconfiguration are reviewed in detail along with advantages and
limitations of each technique. Moreover, this paper also discusses compound RAs
realizing beam steering and beamwidth reconfiguration in a single antenna structure.
This paper helps to choose suitable design technique to achieve beam steering and
beamwidth reconfiguration. The challenges and future research directions in beam-
width and compound RAs can be summarized as follows:

• The RA should be designed with a minimum number of active switches as this will
help to reduce cost, power consumption, and complexity of the DC biasing
network.

• It is noted that the earlier reported RA designs attain beamwidth reconfiguration in
either E-plane or H-plane. The major challenge is to accomplish beamwidth
reconfiguration in both the principal planes with dual orthogonal LP.

Table 2 Performance comparison of the RA designs achieving beam steering and beamwidth
variability in a single antenna structure

Ref. Antenna
type

−10 dB
bandwidth
(%)

360°
azimuth
coverage

Beam
steering
(degree)

3-dB
beamwidth
(degree)

Peak
gain
(dBi)

Switches
(number)

Debogovi and
Perruisseau-
Carrier [22]

PRS 3 No ±10 (H-
plane)

18.7–22.4 (H-
plane)

14.7 Varactor
(100)

Lim et al. [23] Metamaterial n/a No −49–50 (E-
plane)

48, 37 (E-
plane)

18 Varactor
(90)

Yang et al.
[24]

Antenna
with metal
walls

10.8 No −51, 54 (E-
plane) −20,
20 (H-plane)

Narrow
Wide

6 PIN (2)

Wang et al.
[25]

Tunable
parasitic

6.4 No ±20 (H-
plane)

60–130 (H-
plane)

8.8 Varactor
(2)

Deng et al.
[26]

Parasitic 5.56 No −17, 14 49, 105 7 PIN (8)

Khairnar et al.
[27]

Tunable
parasitic

1.63 Yes 10.8 (E-
plane), 40
(H-plane)

65–152 (E-
plane), 64–116
(H-plane)

3.78 Varactor
(8)

Towfiq et al.
[28]

Parasitic
pixel layer

4 Yes ±40 40 (E-plane),
100 (H-plane),
100 (D-plane)

8 PIN (6)
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• There are very few antenna designs reported, which achieve continuous beam
scanning and tunable beamwidth in a single antenna structure. The compound RA
capable of providing beam steering and beamwidth reconfiguration in a single
antenna structure has the strong potential to improve the performance of wireless
communication systems.
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Abstract. This paper presents a new structure of a variable integrated noise
source (VINS) implemented in a commercial CMOS technology. This VINS
circuit is based on the new technique of dual-drain MOS transistor. It consists of
one dual-drain NMOS transistor and one dual-drain PMOS transistor with a
particular innovation; the two drains have different lengths. The VINS circuit
has been simulated in a CMOS FDSOI 28-nm process. It can produce good
quality bit streams without any post-processing. It has a typical low power
dissipation of 100-µW. This novel circuit is a promising unit for LDPC deco-
ders. The new VINS circuit can be used in a CMOS system-on-chip (SoC) for a
variety of applications ranging from the data encryption and mathematical
simulation to the built-in-self test (BIST) of RF receivers.

Keywords: Random number generator � Low noise � Jitter � Voltage controlled
oscillator

1 Introduction

The design of noise sources is widely used in several applications such as electronic
tests and measurement and RF receivers [1, 2]. For the RF receiver, an idea is very
interesting to carry out the main technique of its calibration. This idea consists in
injecting at its inputs a quantity of known noise [3]. Therefore, with this methodology,
it is very easy to measure the RF receiver power gain. As a result, we can accurately
correct its variations [4]. For the RF receiver, if a noise power is injected with two
different levels at its inputs, we can determine the level of power gain and the quality of
the noise that represents its equivalent noise temperature. Consequently, the noise
source makes it possible to carry out a complete calibration of the receiver parameters.
In many examples of measurements, there is a need for a broadband signal with
precisely known properties such as autocorrelation function, rms value, or amplitude
probability density [5]. The random noise generator makes it possible to generate these
useful signals. These test signals have statistical parameters that are easily manipulated
and are known in advance. This shows well the use of the noise generated by these
random noise generators in these techniques which are very accurate as insertion loss,
measurement of impulse response, in the radar measuring trajectories modulated by
noise and in the determination of intermodulation and linearity of communication
systems. No work has been successfully design a variable integrated noise source in a
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CMOS technology until now. Random number generators (RNG) are an important part
of modern communication system, modern cryptographic system, and statistical sim-
ulation system. TRNGs are mechanical or electrical devices for extracting random
numbers from a source of physical hazard. If properly designed and implemented, even
an absolute knowledge of their architecture and internal operation should not be able to
predict their output bits. In the state of the art, three types of integrated RNGs have
been reported: resistor-thermal-noise RNG [6, 7], oscillator-based RNG [8], and
discrete-time chaotic RNG [9]. The most practical source of randomness in digital
circuits is the jitter because it is ubiquitous and easily accessible. Combinations of these
three techniques are often adopted to design RNG with better performances [10].

The performance obtained from an efficient implementation of error control codes is
one of the key elements that make the difference within competition. The important
features that make a product successful can be low complexity, low energy consump-
tion, or low error probability performance. Several scientists have recently tackled the
performance evaluation of iterative decoders in stochastic architectures. In the next
generation of integrated circuits with transistor size below 40 nm, every single gate can
temporarily output a wrong value due to transient defects [11]. One of the first proposed
trends has been to evaluate, both theoretically and practically, the performance degra-
dation induced by a stochastic architecture [12], then using wisely the redundancy to
reduce the negative effects introduced by the transistor noise [13]. Through these
research endeavors, an unexpected spin-off was identified: the noise inside the decoders
is not necessarily an enemy to combat, but it can be used as an ally. Indeed, recent works
have shown that the controlled injection of noise in an iterative error control decoder can
significantly enhance the error correction performance, and thus, contribute to mitigate
the effect of the transmission channel perturbations [14]. In other words, and even if it
may appear as a paradox at first glance, noise in an iterative decoder can help to combat
the channel noise. The objective of this work is to improve the performance of an
iterative decoder by a “smart injection” of randomness inside the decoding process.

In this paper, we present a new VINS structure suitable for generating variable
noise levels useful for use in many analogue or digital microelectronic applications.
The idea is to use the noise properties of the MOS transistors in a CMOS FDSOI 28-nm
technology. The rest of the paper is organized as following: the principle of the new
VINS circuit is described in Sect. 2. The simulation results are presented in Sects. 3,
and 4 concludes the paper.

2 Principle of the New VINS Circuit

The structure of the VINS circuit is composed by a dual-drain NMOS and a dual-drain
PMOS, as shown in Fig. 1. This special MOS transistor is composed by two drains,
one gate and one source. To fabricate this dual-drain MOS transistor in a standard
CMOS process, we make a modification in the design of the layout of the MOS
transistor. Indeed, we change the rectangular shape of the implantation mask of the
source-drain to another concave [15]. Each dual-drain MOS transistor has a width size
of W/N for the first drain and W � (N − 1)/N for the second drain with N = 2, 3, 4, …,
n. When carrying out the layout of dual-drain MOS transistor, the mask concave form
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two drains. By modifying the layout of the MOS transistor, we create a current cir-
culation shed from the source to the two drains. If the dual-drain MOS transistor is
polarized, then the majority carriers are derived from the source to the drain. In fact, the
majority carriers meet the two sheds. Therefore, they enter stochastically into one of the
two drains. Hence, they form the equivalent quantity of current that flows through each
corresponding drain. In this case, the probability of a carrier entering one of the two
drains is the same. But there is an uncertainty that a carrier makes the choice of one of
the two drains. The uncertainty of crossing of a carrier in one of the two drains makes it
possible to create a fluctuation through each drain. Therefore, if we compare a single-
drain MOS transistor with a dual-drain MOS transistor, this fluctuation becomes an
extra-noise source. The two drain shares the same active field so its two currents are
inevitably correlated with each other. When two constant voltages are injected at the
terminals of the source and of the gate of the dual-drain MOS transistor and when their
two drains are polarized, respectively, with the two voltages at the same values, then
the current in the source is constant. The value of this current is equal to the sum of the
two currents. Therefore, when a drain is affected by a fluctuation of the current, this
same phenomenon causes in the other drain an opposite phase fluctuation of the cur-
rent. Accordingly, if one of the two drains of the dual-drain MOS is through by a
current that increases stochastically, then the other drain undergoes the inverse oper-
ation and it is through by a current that decreases. Therefore, there is a correlation
between the fluctuations of the two drains. The structure of dual-drain MOS transistor
forms a differential architecture. The 1/f and thermal noise are the noise sources of the

Fig. 1 Circuit of the VINS
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dual-drain MOS transistor. We can design the dual-drain MOS transistor as a four-port
circuit as shown in Fig. 2. It is, therefore, possible to model the overall noise. We only
need to refer the noise of transistors M3 and M4 to the input because we can represent
the model of the 1/f and thermal noise of transistors M1 and M2 as a voltage sources in
series with the input. We first calculate the output noise contributed by transistor M3. It
produces a noise voltage VnA at node X with respect to ground as

VnA ¼ gm3Vn3r03
r04 þ 2r01
2r04 þ 2r01

ð1Þ

where gm3 denotes the transconductance of transistor M3 and r01, r02, and r04 denote the
resistance of transistors M1,M2, and M4, respectively. Whereas the other part of circuit
which includes transistors M1, M2, and r04 can generate a noise voltage VnB at node
Y as

VnB ¼ gm3Vn3r04
r03

2r04 þ 2r01
ð2Þ

Therefore, the transistor M3 generates a total differential output noise which can be
written as

VnXY ¼ gm3Vn3
r03r01

r03 þ r01
ð3Þ

Fig. 2 Equivalent-input referred noise of the VINS circuit
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Applying (3) to transistor M4 and adding the resulting powers, the total output-
referred noise can be expressed as

V2
n;out=M3;M4 ¼ g2m3 r01 k r03ð Þ2V2

n3 þ g2m4 r02 k r04ð Þ2V2
n4 ð4Þ

The gain of this circuit is

G ¼ gm1 r01 k r03ð Þþ gm2 r02 k r04ð Þ
2

ð5Þ

We divided (4) by G2 to refer the noise to the input. Therefore, the total input
referred noise can be expressed as:

V2
n;in ¼ V2

n1 þV2
n2 þ

g2m3
g2m1

V2
n3 þ

g2m4
g2m2

V2
n4 ð6Þ

If we substitute Vn1 and Vn2 and we pose X ¼ r01jjr03 and Y ¼ r02jjr04 in (6), the
total input referred noise can be expressed as:

V2
n;in ¼ 8kT

1
3gm1

þ 1
3gm2

þ 4
3

gm3X2 þ gm4Y2

gm1X þ gm2Yð Þ2
 ! !

þ Kn

W1L1Coxf
þ Kn

W2L2Coxf
ð7Þ

where k denotes the Boltzmann constant, T denotes the temperature in Kelvin, Kn

denotes the flicker noise coefficient, Cox denotes the gate oxide capacitance, f denotes
the frequency, and W and L denote the channel width length of the MOS transistor.
Now, if we replace W1= W3 = W/n and W2 = W4 = W � (n − 1)/n, we can write the
transconductance of transistors M1, M2, M3, and M4 as:

gm1 ¼ gm3 ¼ gm
n
; gm2 ¼ gm4 ¼ n� 1ð Þgm

n
ð8Þ

We substitute gm in (7) with his new value and we suppose X � Y, we can written
the total input referred noise associated to gm1 and gm3 as:

V2
n;in ¼ 8kT

1
3

n2

n� 1ð Þgm1 þ 4
gm3
g2m1

� �
þ n2 � Kn

n� 1ð ÞW2L2Coxf
ð9Þ

3 Simulation Results

The noise source circuit consists of a PMOS transistor with dual drain and a NMOS
transistor with dual drain [16], as shown in Fig. 1. The dual-drain MOS transistor can
be fabricated by only changing the source-drain implanting mask shape from a rect-
angle to a concave in a standard CMOS process. Each dual-drain MOS transistor has a
width size of W/N for the first drain and W � (N − 1)/N for the second drain. The

A Low Power CMOS Variable True Random Number Generator 499



special dual-drain MOS transistor structure can bring an extra noise to the currents
through the double drains of the MOS transistor. This concave mask forms two drains
of MOS transistors and results in a shed of the current that flows from the source to the
dual drain of the MOS transistor. When the majority carriers drift from the source to the
drain and meet the shed, the carriers enter one of the two drains stochastically and form
the current through the corresponding drain. Although the probability that a carrier
enters one of the two drains is the same as that a carrier enters the other drain. There is
an uncertainty of the carriers’ choosing of the drains of the transistor. This uncertainty
creates the current fluctuation through each drain of the dual-drain MOS transistor. This
noise characteristic of the dual-drain MOS transistor can be used as the noise source of
a VINS circuit. In order to convert the noise current of dual-drain MOS transistors into
the noise voltage signal, the noise source device is designed to be a dual-drain MOS
transistor circuit with different width sizes for each drain. The fluctuation of the drain
currents in the dual-drain MOS transistors is converted into a differential voltage signal
between Vp and Vn. A differential amplifier follows the noise source device. It
amplifies the differential noise voltage signal and transfers it to a single-ended noise
voltage signal Vout, as shown in Fig. 3. The noise generator generates a proper noise
signal and provides enough drive ability.

Fig. 3 Architecture of the variable noise generator
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The above results show that the noise generator can output a larger noise signal
with a smaller DC offset. We use the noise generator to design a variable true random
number generator based on the oscillator sampling architecture [17], as shown in
Fig. 4. It consists of a noisy oscillator, a high-frequency oscillator, and a D flip–
flop. The noisy oscillator consists of a dual-drain MOS transistor noise generator and a
voltage-controlled oscillator. The output noise voltage signal of the noise generator
controls the oscillator and makes it oscillate with a much large jitter.

To demonstrate the proper working of our new VINS circuit, we carried out various
simulations for N = 2, 3, 4 and 5. Table 1 presents the simulation results. The simu-
lation of the input referred noise of the VINS circuit under cadence is presented in
Fig. 5. This figure clearly shows that if N increases, the input referred noise of the
VINS circuit also increase which is in coincidence with the previous equations. There
is a conversion of the fluctuation of the two drain currents into a differential voltage
between Vp and Vn. The VINS circuit has several advantages. Firstly, the input referred
noise of the dual-drain MOS transistor increases if N increase. If N = 2, it is equal to
two times for a dual-drain MOS transistor than that for a normal MOS transistor.
Secondly, the MOS transistor has an output impedance of about 1-GΩ, a small vari-
ation of 1-pA of drain current results in a 1-mV variation in the differential voltage (Vp,
Vn). Finally, the VINS circuit has naturally a low power due to its operation in the sub-
threshold state of the double drain MOS transistors.

Fig. 4 Architecture of the VINS circuit

Table 1 Noise PSD simulation results of the VINS circuit

N 2 3 4 5

(W/L)dual-drain-NMOS (µm/µm) 5/2 3.33/2 2.5/2 2/2
(W/L)dual-drain-PMOS (µm/µm) 5/2 6.66/2 7.5/2 8/2

V2
n;in lV=

ffiffiffiffiffiffi
Hz

p� � 10 11 11.7 12.7
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4 Conclusion

In this paper, we have shown a new structure of a VINS circuit implemented in a
standard CMOS technology. The idea is inspired by the new technique of dual-drain
MOS transistor with a particular innovation; the two drains have different lengths. The
results of the simulation for the VINS circuit demonstrated the validity of our new
architecture. The VINS circuit has been simulated in a CMOS FDSOI 28-nm process. It
can produce good quality bit streams without any post-processing. It has a typical low
power dissipation of 100-µW. The VINS circuit is a promising structure for the BIST
of RF receivers, low power system, data security, encryption, and communication
applications.
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Abstract. Extreme learning machine (ELM) is a single layer feedforward
neural network algorithm used for classification problems due to its accuracy
and speed. It provides a robust learning algorithm, free of local minima, suitable
for high-speed computation along with fast learning speed. In this paper, ELM
algorithm implementation on hardware and software is discussed. A low-cost
hardware implementation of 16-bit H-matrix generation on FPGA is discussed
in the paper. Hardware implementation is carried out on Nexys-4 board using
MATLAB and hardware description language (HDL). Generation of H-matrix is
carried out using two activation functions, piecewise log-sigmoid and piecewise
tan-sigmoid. This paper aims at optimizing the hardware implementation of
ELM algorithm by minimizing the utilized resources of the FPGA. Finally, the
ELM algorithm accuracy and hardware utilization for both activation functions
are compared.

Keywords: Extreme learning machine (ELM) � H-matrix � Machine learning �
Field-programmable gate array (FPGA)

1 Introduction

Supervised learning for classification involves learning from input data and subse-
quently using it for classifying new observation. There are several machine learning
algorithms for the purpose of classification such as linear classifiers, neural networks
(NN), support vector machines (SVM), and decision trees [1]. In feedforward NN,
neurons are arranged in layers, each layer takes an input applies a nonlinear function to
it and passes its output to the next layer. Weights are associated with each layer and
these are tuned in the training phase to adapt itself to the particular problem in hand.
This suffers from the bottleneck of slow-gradient-based learning algorithms and iter-
ative tuning of the parameters [2]. Extreme learning machine (ELM) algorithm over-
comes such issues. A single-hidden layer feedforward NN (SLFN) randomly chooses
the hidden weights and analytically determines the output weights. It provides good
results for most of the cases and extremely fast learning speed. ELM is proved to be
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better over other classification algorithms like conventional backpropagation feedfor-
ward neural networks and support vector machines (SVM) in various aspects [3].

Hardware or on-chip implementation of an algorithm is done to overcome the
challenge to find an architecture that minimizes hardware costs, while maximizing
performance, accuracy, and parameterization [4]. ELM provides a high speed, small
size, low power consumption, autonomy, and true capability for real-time adaptation
(i.e., the learning stage is performed on-chip) solution due to random mapping of
features. Two real-world problems to which this algorithm can be extended are Landsat
and driver identification system for smart car applications.

Field-programmable gate array (FPGA) is a robust hardware that offers features
such as high configurability, low power, and high parallelism to meet the demand of
high computational speed of ELM. FPGA performs better than general purpose pro-
cessors in machine learning algorithms [5]. The computational time and accuracy are
the main focus of research interest for implementing any machine learning algorithm
on hardware, which motivates present research work to implement low-cost and high-
speed ELM algorithm. Sigmoid activation function provides better accuracy compared
to other activation functions like sinc, hard limit, radial function, etc., in ELM algo-
rithm [6].

In this work, low-cost hardware implementation of ELM algorithm is carried out on
Nexys-4 using MATLAB and hardware description language (HDL). This paper aims
at optimizing the hardware implementation of ELM algorithm by minimizing the
utilized resources of the FPGA. The activation function used for hardware imple-
mentation of a 16-bit H-matrix is a user-defined piecewise sigmoidal function. Final
accuracy calculation is carried out in MATLAB environment for comparing the two
methods of implementation, i.e., hardware and software, drawing appropriate conclu-
sions. The paper discusses and explains the background of extreme learning machine
(ELM) algorithm in Sect. 2. Section 3 describes the hardware implementation of ELM
on FPGA. Results and conclusions are presented in Sects. 4 and 5, respectively.

2 ELM Algorithm

This section describes the ELM architecture and algorithm in detail. Figure 1 illustrates
the ELM algorithm architecture. ELM is a two-layer neural feedforward network with
‘L’ hidden neurons and ‘n’ input nodes with activation function g( ).

The output, y is considered to be scalar here, for classification problem. The output
of the network, y is given by the Eq. (1):

y ¼
XL
i

biHi ¼
XL
i

big aTi xþ bi
� �

ai; x 2 Rd; bi; bi 2 R ð1Þ

where b denotes the output weights, Hi is the output of the ith hidden layer neuron. ai
denotes the input weight and bi is the bias for the ith neuron.

An appropriate activation function is assumed to be g( ) [7, 8]. Unlike, conventional
backpropagation learning rule that modified all the weights, the ELM algorithm uses
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random feature mapping. It allows ai and bi to be random numbers drawn from any
continuous distribution while only the output weights, b needs to be tuned based on the
training data T. For N samples (xk, tk), the hidden layer output matrix H is defined as in
Eq. (2):

H ¼
g aT1 x1 þ b1
� �

. . . g aTLx1 þ bL
� �

..

.
. . . ..

.

g aT1 xN þ b1
� �

. . . g aTLxN þ bL
� �

2
64

3
75 ð2Þ

The desired output weights b are then the solution of the following optimization
problem:

Minimizeb Hb�Tk k2 ð3Þ

where output weight matrix, b, and training data target, T, are given by the following
Eq. (4),

b ¼
b1
..
.

bL

2
64

3
75; T ¼

t1
..
.

tN

2
64

3
75 ð4Þ

The ELM algorithm proves that the optimal solution b is given by

b ¼ H þ T ð5Þ

where H+ denotes the pseudo-inverse or the Moore–Penrose generalized inverse of a
matrix [9]. This method is used because it removes the need for iterative tuning and
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HL
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aij y
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Fig. 1 ELM architecture
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gives a simple formula to calculate the weights. The orthogonal projection method can
be efficiently used to find H+ as (HTH)−1HT if HTH is non-singular or as HT(HHT)−1 if
HHT is non-singular.

3 Implementation of ELM Algorithm on FPGA

This section describes methodology for the implementation of the algorithm. Figure 2
shows the implementation flow of the ELM algorithm. Sample data points taken as
input are used to find the corresponding H-matrix. Following this, output weight, b, is
evaluated. Finally, the accuracy was calculated for the obtained output (y). Generation
of H-matrix is performed using both MATLAB script and hardware description lan-
guage (HDL). Later, b-vector is evaluated using MATLAB script. In this work, 20
hidden neurons (L = 20) along with 10,000 sample data points (N = 10000) were used.
The data set used is a skin data set, collected by randomly sampling RGB values from
the face of images obtained from FERET database [10].

To generate H-matrix, random weights (ai) are multiplied to the input data (x). The
weighted inputs are then added with random bias values (bi), which are passed through
a soft limiting activation function. In this work, piecewise tan-sigmoid and log-sigmoid
functions are created and used as activation functions g( ). H-matrices corresponding to
the two activation functions are obtained using Eq. (4). The training and testing H-
matrices are generated from respective input data points. The HDL code is generated
for the obtained 16-bit H-matrix and was used to generate a bit stream which was
dumped onto the FPGA. Since floating point is not compatible with FPGA, fixed point
data type was used in the HDL code.

For calculating output weight vector (b), generated training H-matrix and training
targets (T) are used. Pseudo-inverse of training H-matrix is multiplied with the training
targets to evaluate output weights.

The predicted targets for classification are computed by multiplication testing H-
matrix and output weight vector (b). Accuracy of the ELM algorithm is calculated
using misclassification error [11] as represented in Eq. (6):

Input

H matrix

Calculation 

Accuracy

Fig. 2 Implementation and methodology of the algorithm
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Accuracy ¼ Number of correct predictions
Total number of predictions

¼ TPþTN
TPþTNþ FPþ FN

ð6Þ

where TP is true positive, TN is true negative, FP is false positive, and FN is false
negative. TP and TN together constitute for correct predictions and all TP, TN, FP, FN
constitute for all the predictions.

4 Results and Discussion

This section presents the hardware utilization of the algorithm on FPGA for the two
activation functions. The accuracy of the algorithm having two modes, software and
hardware, of implementation are compared.

Table 1 shows the hardware resource utilization report of the FPGA for H-matrix
implementation using log-sigmoid and tan-sigmoid activation functions. For both
activation functions about 25% of the available DSP processors are utilized to generate
weighted inputs. It is observed that LUTs for tan-sigmoid are more compared to log-
sigmoid. This is due to additional combinational logics created in tan-sigmoid for sign
magnitude formation.

Equation (6), misclassification error, is used to compute the accuracy of ELM
algorithm. It is computed for two modes of implementation, software and hardware,
with activation functions, tan-sigmoid and log-sigmoid. Table 2 shows the accuracy
obtained from both modes of implementation. In software mode implementation, the
accuracy is found to be approximately 98% for both activation functions. Whereas, in
hardware mode implementation, the accuracy for log-sigmoid exceeds that of tan-
sigmoid by half a percent. The accuracy obtained by hardware implementation will
further reduce upon increasing the sample size. This happens because of the linear
piecewise approximation of the activation functions in the hardware implementation.

Table 1 Post synthesis utilization report for H-matrix generation

Resources Tan-sigmoid Log-sigmoid
Utilization (In %) Utilization (In %)

LUT 4054 5.35 3392 6.39
FF 24 0.02 23 0.02
DSP 60 25 60 25
IO 32 15.24 32 15.24
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Figure 3 shows the deviation of each testing sample output from the actual targets
for hardware and software implementation of ELM algorithm with tan-sigmoid and
log-sigmoid activation functions. The sample points with deviation 1 or −1 depict the
error points, i.e., wrongly predicted sample points, whereas those with zero deviation
are correctly predicted sample points. It can be observed from the plots that hardware
implementation has more error points compared to software implementation, which is
consistent with the accuracies obtained.

Table 2 Accuracy obtained by various methods of implementation

Mode Accuracy
Tan-sigmoid (%) Log-sigmoid (%)

Software implementation using MATLAB 98.1 98.4
Hardware implementation using FPGA 97.1 97.7
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Fig. 3 Deviation from target of each test sample for a, c hardware and b, d software
implementation with tan-sigmoid and log-sigmoid activation function, respectively. Here, in the
figure black and red lines correspond to hardware and software mode of implementation,
respectively
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5 Conclusion

This paper presents hardware and software implementation of 16-bit H-matrix gener-
ation and used for ELM algorithm in binary classification problem. Hardware imple-
mentation of H-matrix is carried out using hardware description language (HDL). Both
modes of implementations are carried out using two activation functions, log-sigmoid
and tan-sigmoid. Piecewise model of the activation functions is used for hardware
implementation. After generation of H-matrix from the two modes, misclassification
error was used for accuracy calculation in MATLAB script. It was observed that the
accuracy of log-sigmoid was slightly higher than that of tan-sigmoid in both modes of
implementation. It can be concluded from hardware utilization synthesis report for the
activation functions that tan-sigmoid has a higher resource usage compared to log-
sigmoid. Therefore, log-sigmoid is more efficient compared to tan-sigmoid in terms of
both accuracy and hardware utilization. This work can be further extended by imple-
menting b and accuracy calculation on hardware.
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Abstract. Approximate computing is an emerging paradigm to create energy-
efficient computing systems. Most of the image processing applications are
inherently error-resilient and can tolerate the error up to a certain limit. In such
applications, energy can be saved by pruning the data path modules such as a
multiplier. In this paper, we propose a new truncation scheme and an error
correction term which are applied to recursive multiplier architecture. Further,
truncation method and correction term that compensates the error in the pro-
posed approximate multiplier significantly reduce the area, delay and power.
Finally, the proposed multiplier is validated on an image sharpening algorithm.
Simulations carried out clearly prove that the proposed multiplier performs
better compared to the existing multipliers.

Keywords: Approximate computing � Multiplier � Image sharpening

1 Introduction

Approximate computing is a potential technique that yields savings in computation
resources particularly in applications that can tolerate error. This approach is becoming
increasingly popular in image and multimedia applications that have energy and speed
constraints. Multiplication is an ubiquitous and power-hungry operation in most of
these applications. Therefore, in recent years, approximate computing has become an
important and emerging research area.

A typical multiplier includes steps such as partial product generation, partial pro-
duct reduction and carry propagate addition. Most of the previous work focuses on
simplifying the partial product reduction stage; however, approximations can be carried
out in any of the steps. For instance, a well-known technique [1] in which the lower
significant partial products are not formed and the error is compensated using a cor-
rection function. Other techniques try to simplify the multi-operand addition at partial
product reduction stage by using approximate compressors [2].

In this work, we propose a technique with an objective to reduce the area, delay and
power at partial product generation and reduction stage. In the partial product gener-
ation stage, the lower significant partial products are not formed, and the correction is
done using a constant correction function. Finally, the proposed method aims to reduce
area, delay and power while sacrificing accuracy to a tolerable limit.
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The rest of this paper is structured as follows. Section 2 reviews the existing
literature, while the proposed approximate multiplier is explained in Sect. 3. A detailed
comparison of error, synthesis results and mapping of proposed multiplier on image
sharpening application is carried out in Sect. 4. Finally, the conclusions are drawn in
Sect. 5.

2 Related Work

Work by Kulkarni et al. [3] presented a 2 * 2 or 4 * 4 sub-multiplier to simplify the
partial product matrix. Most of the papers try to reduce the computation complexity at
the partial product reduction stage. One such multiplier, broken-array multiplier
(BAM), was proposed by Mahdiani et al. [4]. In this design, the optimization is
achieved by truncating the carry save adders used at accumulation mode. An
approximate Wallace tree multiplier (AWTM) was presented by Bhardwaj et al. [5]
with carry-in speculation for building recursive blocks. The AWTM uses accurate
multiplier blocks for MSB calculation, while the LSB portion is computed using in-
exact modules. Consequently, AWTM design is faster, occupies less area and con-
sumes less power. Yang et al. [6] try to achieve a low error rate by exploiting the
probabilistic characteristic of AND gate output that is used at partial product generation
stage. Ha and Lee [7] achieve better error rate by adding a simple error correction
circuit to Yang design.

2.1 Preliminaries

Most of the multiplier architectures with truncation schemes are either tree-based,
array-based or recursive-based approaches. However, due to regular structure, recursive
and array multiplier schemes based on binary number system are considered in this
work. Recursive multipliers [8] have the regularity of array multipliers and delay
almost equal to tree multipliers. These characteristics make it the most suitable can-
didate for VLSI implementation of multiplication. Given the advantages of recursive
multiplier architecture, in this work, we adopt recursive multiplication for our
approximate multiplier. The recursive multiplication algorithm is described in the
below subsection.

2.2 Existing Recursive Multiplier

A typical recursive multiplier architecture has a hierarchical structure composed of
several sub-multipliers. Let N and M be two 2p-bit unsigned binary numbers, where
N is the multiplicand and M is the multiplier. They can be expressed as follows [9]:

N ¼
X2p�1

i¼0

ni � 2i ð1Þ
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M ¼
X2p�1

i¼0

mi � 2i ð2Þ

The recursive multiplication is performed by splitting each of the binary number
into two equal individual parts of p-bit each. Accordingly, the operand N is split into
NH and NL, while the operand M is split into MH and ML, respectively, as mentioned in
Eqs. (3–4). Where the subscript H denotes the most significant portion and L denotes
lower significant portion of the respective binary numbers.

N ¼ NH � 2p þNL ð3Þ

M ¼ MH � 2p þML ð4Þ

The product (R) of N and M can be written in the following form:

R ¼ N �M ¼ ðNH � 2p þNLÞðMH � 2p þMLÞ
¼ NHMH � 22p þ NHML þNLMHð Þ � 2p þNLML

Thus, the 2p * 2p bit multiplication of operands M and N is accomplished by four
p * p multiplications in parallel. The multiplication of these individual portions is
carried out by four p * p binary sub-multipliers namely NH * MH, NH * ML, NL * MH

and NL * ML. The resultant partial products from the individual sub-multipliers are
reduced to final product (R) of 4p-bit using a reduction tree [9].

3 Proposed Multiplier

In this work, we propose a new truncation scheme and a constant correction term to
compensate the error in a recursive multiplier architecture with an objective to reduce
the area, delay and power at partial product generation and reduction stage.

The proposed approach is explained using 8 * 8 recursive multiplier architecture,
and the same can be extended to higher width multiplier. Consider a typical 8 * 8-bit
recursive multiplier with sub-multiplier of size 4 * 4. The sub-multiplier NHMH forms
the most significant portion (MSP), while NHML and NLMH form intermediate sig-
nificant portion (ISP). The sub-multiplier NLML, the least significant portion (LSP),
contributes the least compared to other sub-multipliers to the final product.

Since approximating NHMH will result in large error, it is implemented using exact
multiplier architecture [10]. The proposed work attempts to prune the sub-multipliers
(NHML, NLMH and NLML) based on the positional weight. The truncation of a portion
of multiplier leads to error in the result and has to be compensated. Therefore, we
propose a constant correction term for NLML after truncating the major portion of the
sub-multiplier as discussed in Sect. 3.1. Similarly, the sub-multipliers (NHML and
NLMH) are pruned, and a constant correction term is used as discussed in the below
Sect. 3.2.

Design of Efficient Approximate Multiplier for Image 513



3.1 Constant Correction Applied to NLML Sub-multiplier

Figure 1a shows the 4 * 4 NLML sub-multiplier generating partial products (PPs) de-
noted with solid dots. These PPs can be reduced using an adder tree to obtain the result,
x7x6x5x4x3x2x1x0. In order to save hardware, the sub-multiplier NLML has to be trun-
cated; however, it will result in large error. For this reason, in this work, we follow the
below-mentioned approach. Since x7x6x5 forms the most significant result and also
requires less hardware, the respective PPs are formed. The partial product matrix
enclosed in the dotted rectangular box consumes major area compared to the other
partial products. Hence, truncating these will aid in reducing the hardware complexity.
However, this will result in reducing the accuracy of the multiplier.

To compensate this, an appropriate correction term has to be added. The correction
function is achieved in a systematic manner as discussed below.

3.2 Mathematical Analysis of Constant Correction Term

In order to estimate the constant term, let us consider the following procedure. Consider
an event ‘E’ with all possible outcomes [n1, n2, n3,…, ni]. Suppose we have to estimate
a constant ‘K’ for the outcome of event ‘E’ so that the average error between estimated
outcome and actual outcome will be zero.

Average Error ¼ K � n1 þK � n2 þ � � � þK � nið Þ=i
¼ i � K � n1 þ n2 þ n3 þ � � � þ nið Þð Þ=i

Since the requirement is to achieve zero average.

Accordingly; i � K ¼ n1 þ n2 þ n3 þ � � � þ ni;

K ¼ n1 þ n2 þ n3 þ � � � þ nið Þ=i

Therefore, K is the average of all possible outcomes.
The above-mentioned concept has been applied in obtaining the error correction

term for highlighted dotted portion in NLML, where the truncated part is the event E is,

N3N2N1N0 M3M2M1M0*

x0x1x2x3x4x5x6x7

Truncated 
portion

N3N2N1N0 M7M6M5M4*

y0y1y2y3y4y5y6

Truncated 
port ion

y7

Fig. 1 a Partial product matrix of sub-multiplier NLML b Partial product matrix of sub-multiplier
NLMH
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and the sum generated from the truncation part for all possible input combinations from
the sample space [0:255] are the outcomes. Therefore, the correction term to com-
pensate the truncated part is the average value of the resultant sum of the truncated
block considering all the possible input combinations. The calculated correction term in
NLML is (12)10 which is 1100 in binary. Accordingly, we replace x4x3x2x1 with constant
correction binary term 1100, while x7x6x5 are calculated using exact adders. Further,
including x0 as part of truncation would require a non-integer (24.25)10 as a correction
term which is difficult to implement and hence that PP has not been truncated. The
similar concept can be extended to obtain constant correction term for NLML sub-
multipliers of larger width.

3.3 Constant Correction Applied to NLMH and NHML Sub-multiplier

The truncation technique applied to NLML sub-multiplier is extended to NLMH and
NHML. The truncation method in intermediate significant portion (NLMH and NHML) is
explained using the sub-multiplier NLMH which is shown in Fig. 1b, and the same can
be applied to NHML. It can be noted that the sub-multiplier NLMH contributes more to
the final product than the sub-multiplier NLML. Therefore, PPs in NLMH that contribute
most significant result y7y6y5y4 are retained, while partial product matrix enclosed in
the highlighted in the rectangular box is eliminated, and the product terms y3y2y1 are
compensated using the constant correction function obtained by computing the partial
products that are not formed. By following the approach mentioned in Sect. 3.2, the
correction term for sub-multiplier NHML is computed which will be equal to 110 in
binary.

Finally, the resultant products of NHMH, NLMH, NLMH, NLMH sub-multipliers are
further reduced using carry save adders into two rows and then finally to a product
(r15 − r0) using ripple carry adders.

4 Experimental Results

4.1 Error Analysis of Approximate Multipliers

Exhaustive error analysis has been carried out on various multiplier architectures
including proposed multiplier using 65,536 and 1 million random cases for 8-bit and
16-bit multipliers, respectively. Error metrics such as error rate (ER), normalized mean
error distance (NMED), mean relative error distance (MRED) and average error are
computed and tabulated in Tables 1 and 2.

It is observed from Tables 1 and 2 that the average error of proposed multiplier is
the lowest compared to all the existing multipliers. The NMED of proposed multiplier
is low compared to existing multipliers except Yang et al. and Ha et al.

Though Yang et al. and Ha et al. multipliers achieve low NMED compared to
proposed multiplier, they tend to occupy larger area, dissipate more power and are
prone to higher delay as discussed in Sect. 4.2.
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4.2 Hardware Synthesis

The area, delay and power of various existing multiplier schemes including the pro-
posed one have been investigated at 180 nm technology using TSMC library and are
tabulated in Table 3. An exhaustive comparison of these multiplier architectures in
terms of area, delay and power is provided in Table 3. It can be observed that the
proposed multiplier performs better in terms of area (31–40%), delay (21–66%) and
power (40–43%) in comparison with existing designs [5–7]. Though the proposed
design occupies larger area compared to BAM [4] and TruM-4 [11], they suffer from
large average error and MRED. Finally, it can be concluded that proposed multiplier
performs better in terms of area, delay and power compared to the best performing
schemes [5–7] in terms of error metrics.

Table 1 Error analysis of various 8-bit approximate multipliers

Multiplier Error rate (%) MRED
(%)

NMED
(10−3)

Average error
(104)

BAM-8 [4] 98.82 9.78 6.9 0.0451
BAM-9 [4] 99.51 16.34 13.9 0.0903
BAM-10 [4] 98.73 25.47 25.8 0.1677
BAM-12 [4] 99.15 53.01 77.4 0.5031
TruM-4 [11] 99.63 25.493 28.845 0.1870
AWTM-4 [5] 99.88 23.36 6.02 0.0385
Yang et al. [6] 82.91 0.76 0.48 0.00128
Ha and Lee [7] 82.91 0.78 0.43 0.00102
Proposed
multiplier

99.69 16.35 2.8 0

Table 2 Error analysis of various 16-bit approximate multipliers

Multiplier Error rate (%) MRED
(%)

NMED
(10−3)

Average error
(104)

BAM-16 [4] 99.99 0.21 0.06 24.6
BAM-17 [4] 99.99 0.36 0.11 49.2
BAM-18 [4] 99.99 0.63 0.22 95.0
BAM-20 [4] 100 1.79 0.79 337.5
TruM-8 [11] 100 2.85 1.94 834.1
AWTM-4 [5] 99.94 0.33 0.02 8.6
Yang et al. [6] 98.83 0.014 0.0049 3.44
Ha and Lee [7] 98.75 0.016 0.005 1.85
Proposed
multiplier

99.99 0.58 0.017 0.0045

516 C. Sai Revanth Reddy et al.



4.3 Bench Marking Application

To validate the proposed multiplier in image processing applications, we chose image
sharpening algorithm [12]. Accordingly, the exact multiplications are replaced with
proposed approximate one, while all other operations are carried out using ‘accurate’
techniques.

Figures 2a–c and 3a–c depict the images sharpened using exact and proposed
approximate multiplier. It can be observed that images processed using exact and
proposed multiplier are almost similar.

Table 3 Synthesis results of various 8-bit approximate multipliers

Multiplier Area (µm2) Delay (ps) Power (nW)

BAM-8 [4] 521.4 2447 15,055
BAM-9 [4] 363.3 1722 9622
BAM-10 [4] 247.6 1691 5915
BAM-12 [4] 76.2 692 1484
TruM-4 [11] 234.2 1420 4989
AWTM-4 [5] 1052.7 3354 29,931
Yang et al. [6] 951.14 2637 31,093
Ha and Lee [7] 925 2557 30,171
Proposed multiplier 635 2018 17,418

(b) Exact Multiplier   
Output

(c) Proposed
Multiplier Output

(a) Input Image

Fig. 2 Lena output images of exact and proposed multiplier after image sharpening

(a) Input Image (b) Exact Multiplier   
Output

(c)       Proposed 
Multiplier   Output

Fig. 3 Cameraman output images of exact and proposed multiplier after image sharpening

Design of Efficient Approximate Multiplier for Image 517



5 Conclusions

This paper presents a new truncation scheme and an error correction term which is
applied to recursive multiplier architecture. The correction term aids in obtaining better
average error, while the truncation method reduces the area, delay and power. The
design is implemented in 0.18 µm CMOS process, and the savings in area, delay and
power up to 40%, 66% and 43%, respectively, are achieved compared to existing
designs. Finally, proposed design is validated on image sharpening algorithm, and
results prove that the quality of image obtained is almost similar to exact multiplier.
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Abstract. Two-link robotic manipulator system with payload at tip is a highly
complex and nonlinear system and faces a challenging task to control. Thus, a
nonlinear proportional–integral–derivative (PID) controller is implemented in
this paper using fuzzy logic where the parameters of the controller are optimized
with a new metaheuristic algorithm based on the foraging behavior of the swarm
of bees. The performance indices function to minimize the error between the
reference signal, and the system’s output is taken as the integral of absolute error
(IAE). The implemented controller is compared with the conventional PID
controller. From the simulation studies, it is found that the implemented fuzzy
PID controller works more efficiently than the PID controller in terms of the
trajectory tracking, in the presence of parametric uncertainties as well as dis-
turbance rejection and the noise suppression.

Keywords: PID � Fuzzy � Optimization � IAE � ABC � Robotic manipulator
system

1 Introduction

Robotic manipulators are mechanized devices to mimic human behavior in order to
perform a continuous operation to fulfill various tasks like picking and placing of an
object in industries, welding, assembling in automobile industries, handling of
radioactive and bio-hazardous materials in nuclear plants, assistance in surgery in
medical fields, etc. [1]. Since the dynamics of robotic manipulators is highly complex
and nonlinear as well as it is associated with unavoidable structured and unstructured
uncertainties like parameter variations, external disturbances, friction, noise, etc., it is a
challenging task for researchers to effectively control the end effector of a manipulator
to follow a desired trajectory [2]. Since the invention of proportional–integral–
derivative (PID) controller in 1910 [3], the PID controller has been extensively used in
industries due to its simple structure and effectively controls many real-world problems.
In literature, different implementations of PID controller to control robotic manipula-
tors have been cited by the researchers [4, 5]. In recent years, researchers showed that
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the nonlinearities must be included and modeled to study the system satisfactorily as
they are inevitable and intrinsic for the system [6]. Now, researchers have been
attracted toward the intelligent process control due to the progress in the area of fuzzy
logic control (FLC), neural network (NN) and the genetic algorithm (GA) [7]. In 1965,
Zadeh gave the concept of fuzzy logic based on fuzzy sets [8]. Not the requirement of
exact mathematical modeling, incorporation of human expertise into the design and
dealing with the uncertainties are the features, which make the FLC as an efficient
controller to control the highly complex, nonlinear systems under parameter variations
as well as external disturbances. Mamdani [9] reported a successful application of FLC
in a laboratory scale process. Since then, different structures of the FLC have been
developed by the researchers for the linear as well as nonlinear are presented in the
literature. An improved fuzzy PI controller was introduced in [10], and it was proved
that the tracking performance of the controller is much good as the conventional PI
controller. A new hybrid fuzzy PI + conventional D was presented in [11] which was
proved to be much robust as compared to a PID controller.

In addition to the implementation of the controller, it is very essential to properly
determine the parameters of the FLC to make it more robust, and hence, a vast research
has been done in the optimization of the parameters of a controller. As computational
intelligence keeps on improving, the intelligent optimization technique has also been
used for estimate the parameters of FLC controller. In this paper, a comparative study
of the PID controller with fuzzy PID controller is done which is optimized with a
highly efficient metaheuristic ant bee colony optimization technique to justify the
superiority of fuzzy PID controller over PID controller. The implemented controllers
are applied to highly complex and nonlinear two-link manipulator system with payload.
The superiority of the fuzzy PID controller is also discussed in the case of parameter
variations, disturbance rejection and noise suppression. It was found that the fuzzy PID
controller overruled the PID controller in all the cases. This paper has six sections as
follows: In the first section, introduction of the paper is given, second section shows the
mathematical modeling of the system, third section gives the details of the PID con-
troller, and fourth section explains the fuzzy logic controller design and optimization
technique. Fifth section represents the simulation results, and sixth part gives
conclusion of the paper.

2 Dynamic Model of the System

In this paper, the two-link robotic manipulator system with payload has been used as
shown in Fig. 1. The mathematical model of the system is described in Eq. (1) given
below [12].

S11 S12
S21 S22

� �
€h11
€h22

� �
þ P11

P21

� �
þ fr1

fr2

� �
þ fn1p

fn2p

� �
¼ s1

s2

� �
ð1Þ

where h1 and h2 are the position of the links, s1 and s2 are the generated torques, and fr1
and fr2 represent dynamic friction. The parameters values are shown below in Table 1
[12].
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3 PID Controller

Reference [13] gives the conventional PID controller in time domain as in Eq. (2)
given below:

u tð Þ ¼ kpe tð Þþ kI

Z
e tð Þdtþ kD

de tð Þ
dt

ð2Þ

where u(t) is the output of the controller, and e(t) is the instantaneous error signal
obtained as the difference between the reference signal and the plant actual output. The
three terms kp, kI and kD are the proportional gain, integral gain and differential gain
parameters of the controller.

X

mP

τ2

τ1

m1, I1p θ2

θ1

m2, I2p

     Y

Fig. 1 Two-link planar robotic manipulator system with payload at tip

Table 1 Parameter values for link 1 and link 2 for the system

Link 1 Values Link 2 Values

m1 0.392924 kg m2 0.094403 kg
l1 0.2032 m l2 0.1524 m
lc1 0.104648 m lc2 0.081788 m
b1p 0.141231 m/radian/s b2p 0.3530776 m/radian/s
I1p 0.0011411 kg-m2 I2p 0.0020247 kg-m2

mp = 0.566699 kg
g = 9.81 m/s2
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4 Design of Fuzzy PID Controller for the Two-Link
Manipulator System

In this section, implementation of fuzzy PID (FPID) controller has been described
which is used to generate desired torque to effectively deflect the links of the system to
move the end effector in a prescribed trajectory. Figure 2 shows the block diagram of
the control system for the two-link manipulator system with payload using FPID. It
depicts that the fuzzy PID is the combination of fuzzy PI and fuzzy PD controller. The
system requires two inputs, i.e., error and rate of change of error. At the output of fuzzy
logic controller (FLC), the output is integrated and added again with the output of the
FLC to form fuzzy PID controller. KP1, KD1, KPI1 and KPD1 are the parameters of the
controller for link 1, and KP2, KD2, KPI2 and KPD2 are the parameters of the controller
for link 2 as shown in Fig. 2.

4.1 Design of Fuzzy Logic Controller

Fuzzy logic controller (FLC) performs in three steps. First step is the fuzzification in
which the crisp input data is converted into the fuzzy data with the help of membership
functions defined in the range (−1, 1). In this work, seven membership functions with
triangular shape as shown in Fig. 3 have been used. In the second step, a two-
dimensional rule base is formed based on human knowledge using if–then, which is the
principal part of a FLC. Table 2 shows the rules formed for the membership functions
for the error and the derivative of the error. In addition to this, Mamdani inference
mechanism is used which applies min–max composition for implication and aggre-
gation using logical AND-OR operator. At last, in the third step, the fuzzified data is
converted into again the crisp data by using the center of gravity method [14].

Fig. 2 Block diagram of PID controller using fuzzy logic for two-link robotic manipulator with
payload
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4.2 Optimization

In 2005, D. Karaboga having inspired by the foraging behavior of the honeybees
introduced ant bee colony (ABC) algorithm, which is a swarm intelligence-based
optimization algorithm [15]. In this work, the fitness function (fit) has been chosen as
the sum of the integral of absolute error (IAE) of the links chosen given by the formula
as shown in Eq. (3).

fit ¼
Z t

0

e1 tð Þj jdtþ
Z t

0

e2 tð Þj jdt ð3Þ

where e1 tð Þ is the instantaneous error signal between the reference signal r1 tð Þ and the
plant’s output h1 tð Þ, and e2 tð Þ is the instantaneous error signal between the reference
signal r2 tð Þ and the plant’s output h2 tð Þ as given in Eqs. (4) and (5).
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Fig. 3 Triangular membership functions for fuzzification of error, the derivative of error and
output

Table 2 Input–output rule base for FLC [1]

E NL NM N Z P PM PL
DE

NL NL NL NL NM N N Z
NM NL NM NM NM N Z P
N NL NM N N Z P PM
Z NL NM N Z P PM PL
P NM N Z P P PM PL
PM N Z P PM PM PM PL
PL Z P P PM PL PL PL
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e1 tð Þ ¼ r1 tð Þ � h1 tð Þ ð4Þ
e2 tð Þ ¼ r2 tð Þ � h2 tð Þ ð5Þ

5 Simulation Results

The parameters of the controller obtained by the ABC algorithm minimize the fitness
function (fit). The desired trajectory to be followed is taken as given in Eqs. (6) and (7):

r1 tð Þ ¼ �2 sin p=3ð Þtð Þ ð6Þ

r2 tð Þ ¼ 2 sin p=2ð Þtð Þ ð7Þ

where r1(t) is the desired position for the link 1, and r2(t) is the desired position for the
link 2. The settings of the parameters of the ABC for optimization are as follows: no. of
population—40, food number—20, limit—100, max. cycle—100, lower bound—1 and
upper bound—500. Figure 4 shows the convergence curve for the optimization tech-
nique which minimizes the value of the fitness function to follow the desired trajectory
by both controllers. It is clear from the figure that the FPID controller acquires less
value of the fitness function as compared to the PID controller and hence follows the
desired path more effectively and efficiently than the PID. After optimization for tra-
jectory tracking, the obtained parameters for the PID as well as fuzzy PID for both links
are given in Table 3, and the overall fitness value of PID is found to be 3.38e−2 while
of FPID is 13e−4. It depicts that the FPID controller is more efficient than the PID
controller for trajectory tracking. Figure 5 shows the trajectory-tracking curve of the
output of the link 1 and link 2.
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Fig. 4 Convergence curve for the fitness function (IAE) of the ABC optimized fuzzy PID and
PID
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5.1 Testing Against the Parameters Uncertainties

The PID controller and the fuzzy PID controllers are simulated by varying the
parameter values of the system like +5% change in the masses of the links individually,
+5% variation in the lengths of the links as well as +5% variation in the payload mass.
The obtained IAE values for the links are listed in Table 4. The IAE values show that
the FPID controller acquires less value of error as compared to PID even the parameters
of the system are varying while the parameters of the controller are kept constant.

Table 3 Parameter values for the controllers and the IAE values achieved after optimization

FPID PID
Link 1 Link 2 Link 1 Link 2

KP1 = 48.66 KP2 = 106.61 KP1 = 500 KP2 = 500
KD1 = 0.1 KD2 = 0.1 KD1 = 2.15 KD2 = 0.1
KPI1 = 499.15 KPI2 = 231.22 KI1 = 500 KI2 = 500
KPD1 = 71.22 KPD2 = 61.8
IAE1 = 8.07e−4 IAE2 = 5.19e−4 IAE1 = 1.89e−2 IAE2 = 1.48e−2
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Fig. 5 Output curve during trajectory tracking for a link 1 b link 2

Table 4 IAE and fitness function values for link 1 and link 2 during parameters variations

Parameters
variations

IAE for link 1 IAE for link 2 Fitness value (fit)
PID FPID PID FPID PID FPID

m1 1.91e−2 8.1955e−4 1.48e−2 4.9953e−4 3.39e−2 13e−4
m2 1.90e−2 8.4432e−4 1.48e−2 5.7382e−4 3.38e−2 14e−4
mp 1.96e−2 8.4377e−4 1.50e−2 5.1144e−4 3.46e−2 14e−4
l1 1.94e−2 8.8069e−4 1.48e−2 5.6941e−4 3.42e−2 15e−4
l2 1.92e−4 8.2917e−4 1.50e−2 5.1405e−4 3.42e−2 13e−4
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5.2 Testing for the Disturbance Rejection and Noise Suppression

For robustness testing of the controller, a disturbance signal as given in Eq. (8) is
applied to the controller outputs of both links simultaneously for 2 s, a noise signal as
shown in Eq. (9) is accumulated at the output, and the results are shown in Table 5.

d tð Þ ¼ 5 u t � 5ð Þ � u t � 7ð Þð Þ ð8Þ

n tð Þ ¼ r tð Þ � random � 0:001 ð9Þ

6 Conclusion

Aim of the work done in this paper is to study and verify the efficacy and robustness of
a nonlinear PID controller using fuzzy logic as well as an appropriate optimization
technique to control a highly complex and nonlinear two-link robotic manipulator
system. In this paper, it is shown that the FPID is more accurate as the IAE values of
the links of the manipulator controlled with FPID are having very much less value as
compared to the PID controller. In addition to this, the ant bee colony optimization
technique used in this paper proved to give optimum parameters to get better results.
Further, in the study of the controller in the presence of parametric uncertainties,
disturbance and noise, it is found that the FPID overruled the PID controller by giving
lower IAE values. The feasibility of the implemented controller in this work could be
checked for more complex nonlinear systems like three-link manipulator systems, etc.,
in the future.
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Abstract. Neuromorphic circuits are becoming quite popular due to their
ability to mimic the structure and behavior of human brain. Current research
focuses on approximating spiking biological neuron behavior. Various neuron
models have been proposed in the past that aid in investigating the behavior of
neuronal systems mathematically. Mihalas–Niebur (MN) neuron model is one
among them. In this paper log-domain based MN neuron model is implemented
at 45 nm technology node. The paper studies the effects of process-temperature
variations and also investigates the impact of Hot Carrier Injection (HCI), Bias
Temperature Instability (BTI) on the performance of MN circuit. Average power
consumption and spiking frequency are chosen as key performance measures to
analyze the circuit performance before and after degradation.

Keywords: Neuromorphic circuits � Mihalas-Niebur neuron � Process corner �
Bias temperature instability � Hot carrier injection

1 Introduction

Neuromorphic computing has been referred to a variety of brain-inspired computers,
devices, and models that differentiate the predominant Von Neumann architecture.
Neuromorphic engineering aims to emulate human cognition enabling architectures to
deal with problems such as uncertainty and ambiguity. Mimicking the brain would give
them the ability to adapt and learn from unstructured stimuli with the energy efficiency
of the human brain [1]. Neuromorphic chips have potential to accomplish tasks such as
image and pattern recognition quite efficiently which is still challenging for modern Von
Neumann based hardware architectures. Bulk of the current research in neuromorphic
circuitry is aimed at approximating spiking biological neuron behavior. Mathematical
descriptions of neural dynamics have been introduced by Hodgkin and Huxley model.
Although it is capable of describing several types of neuron behaviors, it suffers from the
requirement of a large number of parameters resulting in increased circuit complexity. In
order to overcome this obstacle, the generalized Leaky Integrate-and-Fire (LIF) model is
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often utilized as it captures fundamental properties of neurons such as integration,
threshold adaptation, etc. using computationally efficient topologies [2–4].

Mihalas-Niebur neuron is a popular neuron model that replicates the bursting and
spiking behaviors of a biological neuron [4–7]. Many architectures based on Hodgkin–
Huxley model, in an attempt to provide an accurate description of the neuron, turn out
to be quite complex in architecture. As a result, they occupy a large silicon area on a
neuromorphic chip [5]. On the other hand, Leaky-Integrate and Fire models have
simplistic architecture but fail to reproduce a few characteristics of biological neurons.
MN neuron aims to find a balance between both of them. It tries to mimic biological
neurons as closely as possible while having a simplistic architecture of a LIF neuron.

These advantages of MN-neuron model are the key motivations of paper to
implement the circuit at 45 nm technology node and study the performance degradation
due to aging. Once the design functionality is satisfied, device-level simulations are
needed to be performed for device degradation due to temperature and aging caused by
stress from Bias-Temperature Instability (BTI), Hot Carrier Injection (HCI), etc. in n-
channel and p-channel MOSFET devices. Shifting towards lower technology nodes,
factors such as degradation due to HCI/BTI stress become more prominent for analog
circuits [8, 9].

Reliability of analog circuits fabricated using CMOS in the deep-submicron range
is also significantly affected by Process, voltage, and temperature (PVT) variations.
Process variations occur due to deviations in semiconductor fabrication process. This
would result in variations of key parameters of the circuit like threshold voltage, oxide
thickness, etc. [10]. PVT variations along with aging mechanisms lead to lifetime
degradation of device performance and deviate from intended values. The increasing
variability of technology parameters causes mismatches and yield problems. Accurate
prediction of aging-induced performance degradation is a significant aspect that needs
to be taken into consideration right from the design stage in order to avoid catastrophic
chip failures and expensive design re-spins.

The paper is organized as follows: Section 2 briefly describes the MN Neuron
model and its CMOS implementation. Section 3 outlines an approach for the reliability
analysis of the circuit. Section 4 presents the simulation results obtained. Section 5
provides conclusions.

2 Mihalas–Niebur (MN) Neuron Model

This section discusses Mihalas–Niebur (MN) neuron model and its CMOS based
implementation using first-order differential equations.

Mihalas and Niebur introduced a neuron model that produces a wide range of firing
patterns that closely mimic the spiking in real neurons [4]. This model uses simple first-
order differential equations to describe each of the state variables such as membrane
potential (VM) and spiking related currents (Ik) [6, 7]. All the complexity of the MN
model derives from reset rules that are applied when a spike is generated. Simple MN
neuron model is described by Eqs. (1) and (2).
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dIk
dt

¼ �AkIk; k ¼ 1; 2; 3; . . .;N ð1Þ

dVM

dt
¼ 1

CM
Iex þ

X

k

Ik � GVM

 ! !
ð2Þ

In Eq. (1), Ik represents spiking related currents to incorporate different behaviors
as well as model synaptic dynamics. In Eq. (2), VM represents the membrane potential
which exhibits a typical leaky integration behavior of the excitatory input current Iex
and the spiking related currents Ik [6].

A log-domain based CMOS implementation of MN neuron by using tau-cell as
first-order low-pass filter is shown in Fig. 1. Transistors M1–M4, C-MEM and bias
currents IO and 2IO constitute the tau-cell which model membrane current [6]. Tran-
sistor M4 in the tau-cell is kept in sub-threshold region in order to obtain an exponential
relationship between current and voltage [7]. Membrane potential (VMEM) is developed
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due to current (IM2) flowing through transistor M2. By trans-linear principle in tau-cell
model, membrane current IMEM through transistor M4 has an exponential relationship
with VMEM. Membrane current IMEM is copied by transistors M5 and M8 due to current
mirror effect. A threshold current IH is compared with IMEM resulting in a negative
voltage spike (VNSPK). Therefore, an inverted spike (VSPK) is generated using CMOS
based inverter consisting of transistors M11 and M13. A steep charging of VMEM occurs
through positive feedback transistors M5–M7 using voltage spike (VNSPK). The dis-
charge path of membrane capacitance (CMEM) is created through transistor M14. The
refractory period can be controlled by an external voltage VREST.

3 Simulation Framework

Figure 2 shows the simulation flow for investigating the impact of MN neuron circuit
with BTI, HCI and process-temperature variations. Industry standard 45 nm technol-
ogy library from foundry is used to create a circuit netlist. Process and temperature
variations are included in the circuit netlist along with the technology library at time-
zero. Aged circuit netlist is generated by industry standard reliability simulator
©Cadence RelXpert. These circuit netlists are provided to the SPICE simulator for both
time-zero and aged simulation. For SPICE simulations, time-zero and aged circuit
netlists are referred to as time_zero and aged simulations respectively. Time_zero
simulations are carried out for different process corners (TT, SS, FF, SF, FS) at tem-
peratures 300 K and 358 K, respectively. Aged simulations are performed for three
degraded cases (i) only HCI, (ii) only BTI, and (iii) combination of both HCI and BTI;
by considering a lifetime span of ten years. Frequency of spiking events and average
power consumed by the neuron circuit is considered to be the most critical parameters.
SPICE simulations are carried out in order to observe the spiking frequency and
average power by varying inject current (IINJ) from 2 to 50 µA. Performance of spiking

Technology
Library

© CADENCE 
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Neuron Circuit 
Netlist

Aged Circuit 
Netlist

SPICE Simulator

‘aged’ Simulation‘time_zero’ Simulation

Variations:
Process corners,
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Fig. 2 Simulation framework to evaluate performance of MN-neuron circuit
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neuron is characterized by calculating the percentage deviation in spiking frequency
(FSPIKE) and average power of aged and time-zero circuit. Percentage change is cal-
culated by using Eq. (3).

Percentage change ¼ aged � time zeroð Þ
time zero

� 100 ð3Þ

4 Results and Discussion

This section discusses the effect of process-temperature variations and the impact of
HCI, BTI degradation on spiking frequency, and average power consumption.

4.1 Process-Temperature Variations

Figure 3 shows spike frequency with injecting current (IINJ) for different process
corners at two temperatures 300 and 358 K. For TT corner, as IINJ increases, frequency
of spikes increases at both temperatures. At higher IINJ, the change in frequency
reduces, and frequency saturation is observed for both temperatures. Similar trend is
observed at other process corners. At SS process corner, lower magnitude of currents
flow through transistors in the circuit due to rise in threshold voltage. This results in an
increased charging time of membrane capacitance (CMEM). Therefore, a lower fre-
quency range is obtained at SS process corner for both temperatures. Faster PMOS
transistors are responsible for generating high-frequency spikes. Hence at SF process
corner, frequency of spiking tends to dominate for lower inject currents while FF
process corner dominates for higher IINJ.

Figure 4 shows average power consumption of the circuit by varying inject current
(IINJ) for different process corners at two temperatures 300 and 358 K. For TT corner,
average power consumption by the circuit increases with raise in IINJ for both
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temperatures. Similar trend is observed at other process corners. It is observed from the
figure that average power consumption is minimum for FF corner while maximum
power is consumed at SS process corner for both temperatures. This is because of
higher spike turn-ON period causing current to flow through the transistors for an
increased amount of time and thus higher power consumption is observed. Whereas for
FF corner vice versa trend is observed. Unlike frequencies of spike outputs which were
affected significantly by process variations; average power consumption variation
amongst the five corners was minimal at both temperatures.

4.2 Reliability Analysis

Figure 5 shows the percentage change in spiking frequency (FSPIKE) by varying inject
current (IINJ) for considered degraded cases. It is observed that for lower current range
(<15 uA), MN circuit does not generate spike. With an increase in IINJ the percentage
change in spiking frequency decreases for HCI and combination of HCI and BTI. In case
of BTI the percentage change in frequency degrades for all IINJ. As discussed in Sect. 2,
current through transistor M2 charges membrane capacitance CMEM, and membrane
potential is developed at VMEM. As membrane current IMEM reaches the threshold
current IH, a resultant spike is generated. Therefore, current IM2 flowing through tran-
sistor M2 is largely responsible for spike generation in MN circuit. For HCI degraded
case, M2 transistor degrades with aging. At lower inject current range (<15 µA), lesser
magnitude of current flows through degraded M2 transistor which is insufficient for the
membrane potential VMEM to develop. This results in lower IMEM compared to IH and
therefore circuit does not generate spikes. Whereas with an increase in IINJ, IM2 increases
due to current mirror formed by M1 and M2 transistors. Hence, increase of spiking
frequency is observed with increase in IINJ. As a result, reduction in percentage devi-
ation is observed with increase in IINJ. For BTI degraded case, since NMOS transistors
M1 and M2 do not degrade, the spiking frequency largely depends on PMOS transistor
M11. Degradation in M11 results in slower VSPK generation which in turn leads to M14

transistor conduction slowing down. This causes the Reset duration of membrane
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potential (VMEM) to increase. As a result, spike frequency decreases with increase in
inject current. For combined effect of HCI and BTI, frequency variation tends to follow
HCI curve as the contribution of BTI stress is minimal.

Figure 6 shows the percentage change in average power consumption of MN
neuron circuit with variation in IINJ for considered degraded cases. It is observed that
for lower current range (<15 uA), percentage change in average power increases up to
*70%. With increase in IINJ the percentage change in average power decreases for
HCI and combination of HCI and BTI. While for BTI the percentage change in average
power consumption degrades for all IINJ. For HCI degraded case, degradation in M2

transistor increases with aging. At lower range of IINJ, reduced current IM2 flows
through the degraded transistor M2 which is unable to charge the membrane capaci-
tance (CMEM). Therefore, small constant static current flows through transistors M10

and M12 resulting in increased power consumption. For higher IINJ, spikes are
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generated due to which VNSPK switches between high and low potential. The magnitude
of the current flowing through transistors M10 and M12 now depends on the switching
frequency of VNSPK. Hence, reduced average power consumption is observed by
accounting the switching frequency of VNSPK which is shown in the figure. For BTI
degraded case, it is observed that as IINJ increases degradation in transistorsM6 andM11

increases. The average power consumption by the circuit is largely responsible due to
the current flowing through transistor M6. As IINJ increases, current through M6 reduces
resulting in lower power consumption. For combined effect of HCI and BTI, average
power deviation tends to follow HCI curve as the contribution of BTI stress is minimal.

5 Conclusions

In this paper, the effects of process-temperature (PT) variations and impact of HCI and
BTI on simple MN-neuron circuit have been presented. For all process corners, as IINJ
increases, frequency of spikes and average power consumption increases at both tem-
peratures. Higher magnitudes of spike frequencies are observed at FF process corner
with the maximum being 120 MHz and 134 MHz at 300 K and 358 K respectively.
Whereas the lowest spike frequency range is observed at SS process corner up to
14 MHz and 25 MHz at 300 K and 358 K respectively. Power consumed is least at FF
corner while maximum power was consumed at SS process corner. The average power
consumption variation amongst the five corners was minimal. For HCI degraded case,
with increase in IINJ, deviation in spiking frequency decreases. Maximum percentage
deviation in average power consumption is found to be 75% at IINJ = 12 lA. For BTI
degraded case, with an increase in IINJ percentage change in frequency increases while
percentage change in average power decreases. However, the contribution of BTI stress
on the circuit was minimal. Hence, for combined effect of HCI and BTI, the frequency
and average power deviation curves tend to follow HCI curve.
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Abstract. In general, welding is a process in which two workpieces are joined
together. The edge interface of the two halves are called weld seam. The main
scope of this paper is to perform prediction analysis of 3D weld seam coordi-
nates based on Non-Linear Auto Regressive with Exogeneous Input (NARX)
Neural Network using various training functions and training ratios. Because
developing a model for such complex processes using analytical techniques is
time-consuming and prerequisite knowledge of the process is needed. Train-
ing NARXNN with the appropriate combination of learning rate, training-testing
ratios, momentum coefficient and training function for the prediction of robot
coordinates is a challenging task in Neural Networks. This work investigates
Gradient Descent based Back Propagation, Scaled Conjugate Gradient method,
Resilient Back Propagation, Levenberg–Marquardt algorithms in determining
the 3D coordinates of weld seam. The proposed work compares the training
algorithms based on Mean Absolute Error (MAE), Mean Square Error (MSE),
and Root Mean Square Error (RMSE) for the real-time experimental data of
weld shape. Experimental analysis is performed using the data obtained from
real-time weld seam detection using 5 DOF robotic manipulators.

Keywords: Robotic manipulator � Weld seam � Nonlinear Auto Regressive
with Exogenous Input (NARX) Neural Network � Mean Absolute Error
(MAE) � Mean Square Error (MSE) � Root Mean Square Error (RMSE)

1 Introduction

With the introduction of intelligent techniques in robotic manipulators, robotic welding
is one of the active research areas in which any welding process needs manual human
intervention to identify the weld seams and also develop accurate models from ana-
lytical approach and complex mathematical calculations to program the robot to weld
them precisely irrespective of shapes of weld pieces. This inherently takes time and
cost to program the robot to weld new parts which is a great disadvantage for mass
production environment. Hence using intelligent techniques like Artificial Neural
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Networks makes modeling easier and it does not need knowledge about the process
thereby it is easy to automate the welding process. The active research in the field of
Artificial Neural Network (ANN) started since the beginning of the 1980s and a lot of
the survey for performance evaluation based on different ANN architectures, different
training-testing ratios, hardware implementations received large attention [1]. Fur-
thermore, learning phase is very crucial in Neural Networks because proper choice of
activation functions also plays a major role in efficient training of networks [2]. For the
past few decades, ANN has been a better tool for time series prediction, pattern
reorganization, and classification [3]. To predict any data, several ANN types are used
namely Nonlinear Autoregressive Exogenous Neural Network (NARXNN) [4, 5],
Nonlinear Autoregressive Neural Network (NARNN), and Recurrent Neural Network
(RNN). In this paper, NARXNN has been used to evaluate the performance of coor-
dinates of 3D weld seam and also to perform step ahead prediction of robot coordinates
to track the weld seam. One of the major benefits of this structure is that they can accept
dynamic inputs represented by time series datasets.

The objectives of this paper are as follows:

1. To analyze various training functions with different training and testing ratios.
2. To validate network performance for different numbers of hidden nodes and

learning rates.
3. To evaluate the prediction data obtained from real-time by calculating MAE, MSE,

and RMSE for various training algorithms as well as training-testing ratios.

The paper is organized into five sections. Section 2 describes the literature survey
of NARX Neural Network (NARXNN). The problem statement and experimental
approach to automatically predict weld seam coordinates are discussed in Sect. 3.
Section 4 describes the results obtained in this work followed by a conclusion and
future scope in Sect. 5.

2 Related Works

This paper builds on prior research in NARX Neural Network for learning as well as
prediction in robotic manipulators. The approach presented here is motivated by the
performance evaluation of robotic welding tasks in advanced manufacturing. Xue et al.
[6] proposed the prediction of weld bead geometry using BackPropagation (BP) neural
network and improved BP neural network for wire and arc welding with optimized
weights and threshold values based on Genetic Algorithm thereby avoiding premature
convergence. Saldanha et al. [7] developed a multi-layered feed forward neural network
for prediction analysis of weld bead geometry of TIG welding. The algorithms used for
training are traimlm, trainrp, and trainscg. The performance was better with 60/40
training-testing ratios and LM algorithm showed good convergence.

Zhou et al. [8] proposed nonlinear autoregressive neural network with exogenous
inputs (NARX) for surface Electromyography (EMG) to predict the natural guidewire
rotation to estimate the motion states of the guidewire in complex vascular environment
for robotic surgery. Rafiei et al. [9] has performed system identification and modeled
dynamics based on NARX for Ferdowsi University of Mashhad (FUM) SCARA robot

538 A. Singh et al.



using Conjugate Gradient, Levenberg–Marquardt, and Bayesian Regularization train-
ing algorithms to train the Neural Networks with varying hidden nodes and results
reveal that with a large number of hidden layer neurons, overfitting occurs and NARX
with Bayesian showed higher accuracy. Raglend et al. [10] analyzed inverse kinematics
of 5 DOF robotic manipulators using NARX based neural network to remove the
difficulty of traditional mathematical calculation of inverse kinematics. Vrushali et al.
[11] proposed extraction and classification of weld seam from 3D point clouds and
since inverse kinematics cannot be implemented in TAL BRABO manipulator, an
Artificial Neural Network (ANN) was implemented to convert the image coordinates to
robot coordinates for real-time tracking.

3 Prediction Analysis Using NARXNN

To obtain the prediction model for real-time weld image coordinates, NARXNN which
is a recurrent dynamic neural network with feedback connections to map the time series
modeling is used. The overall NARXNN architecture is shown in Fig. 1.

In the neural network, there are several learning algorithms but “traingda”,
“trainrp”, “trainscg”, and “trainlm” are used [12–15] for the present work to predict
robot coordinates for 3D weld seam. The weld datasets of various shapes are obtained
from Kinect depth camera and the image coordinates are sent to NARX network for
prediction of data accurately based on current and past values of robot coordinates.

Fig. 1 Architecture of NARXNN for prediction of robot coordinates
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Fig. 2 Hardware setup diagram of NARX based neural network

Fig. 3 Flowchart for prediction of robot coordinates using NARX neural network

540 A. Singh et al.



Finally, robot coordinates are sent to TAL BRABO robotic manipulator via Trio
Controller to trace the weld seam. The hardware setup diagram for the preparation of
weld datasets for prediction analysis is shown in Fig. 2.

The overall workflow followed in this paper is explained using a simple flow chart
in Fig. 3.

4 Results and Discussion

4.1 NARXNN Model Configuration

The coordinates of weld seam (u, v, w) were extracted for three different shapes namely
radially straight, inclined, and curved as mentioned in [11]. These coordinates are fed
as inputs x(t) of size 91 � 3 to NARXNN model which is implemented using
MATLAB and predicted robot coordinates y(t) is obtained. The model is in two phases
—open-loop and closed-loop. The open-loop model consists of three layers namely the
input layer with three inputs, hidden layer with varying number of neurons from 10 to
60, and output layer with three neurons as shown in Fig. 4. In closed-loop structure, the
parameters obtained from open-loop are used to train the model, and output is fed back
to reduce the error between actual and predicted outputs thereby increasing the per-
formance of the network and reduces error. The closed-loop configuration of
NARXNN is shown in Fig. 5. The activation functions for hidden and output layers
used are “tansig” and “purelin”, respectively.

4.2 NARXNN with Different Training, Testing and Validation Ratios
and Training Algorithms

Once the model is developed, the performance analysis of NARX Neural Network is
evaluated by varying the training, testing, and validation ratios and training algorithms
as shown in Fig. 6 and Mean Absolute Error, Mean Square Error, and Root Mean
Square Error is calculated. It is seen that from the graph that network performed better
when training data is 60%, testing data is 20% and validation data is 20%. With this
ratio, low MAE value of 5.85, MSE value of 67.46, and RMSE value of 8.21 was
obtained compared to other training-testing ratios which might fail to produce better
results. It is also observed that MSE value for 50-25-25 data split ratio saw the highest

Fig. 4 Open-loop configuration of NARXNN in MATLAB
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MAE, MSE, and RMSE values of 13.07, 313.41 and 17.70, respectively which will
make the network performance poor. The number of neurons in hidden layer was fixed
to 50 and learning rate to 0.01. Next, the network performance is analyzed by fixing
dataset ratios as 60-20-20 for implementing different training algorithms. It was
observed from the graph that trainlm has outperformed with minimum MAE, MSE and
RMSE values of 5.85,67.46, and 8.21, respectively, and trainrp performed worst with
high error values and the order of performance can be derived in such a way that
traimlm > traingda > trainscg > trainrp. Therefore, it can be inferred that Levenberg–
Marquardt method can be used to test the real-world weld seam data to achieve exact
tracing of weld seam using robot.

4.3 NARXNN with Different Nodes in Hidden Layer and Learning Rates

To further enhance the analysis, the network was validated by changing the number of
nodes in the hidden layer without varying other parameters, and the results illustrated in
Fig. 7 shows that optimum number of nodes in hidden layer was found to be 10
neurons leading to better performance with less training time and prevents overfitting.
The right way to choose the size of hidden layer is no of neurons should be two-thirds
of input layer size plus size of output layer [15]. Finally, the network is further trained

Fig. 5 Closed-loop configuration of NARXNN in MATLAB

Fig. 6 Error plot of NARXNN for various training-testing ratios and training algorithms
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with different learning rates varying from lower value of 0.01 to maximum value of 1
with optimum nodes in hidden layer of 10. For learning rate of 0.2 and “trainlm”,
MAE, MSE, and RMSE were 2.24, 3.16, and 3.49, respectively which is comparatively
low than other learning rates because with higher learning rate training quickly con-
verges to local minima or sometimes diverge and with very low learning rate network
converges slowly to local minima [16, 17]. Hence from the above analysis, the network
was trained with optimum values and it was found that for the training-testing-
validation ratio of 60-20-20 with learning rate of 0.2 and no of neurons of 10, MAE,
MSE, and MSE was 2.24,3.16 and 3.49 respectively.

5 Conclusion and Future Scope

In this paper performance evaluation of weld seam coordinates obtained from real-time
experimental data was analyzed based on MAE, MSE, and RMSE values. The network
was trained using different training algorithms, training-testing-validation ratios, and
different learning rates with a varying number of neurons. It can be concluded that
NARX NN performed better with 60-20-20 dataset ratio using trainlm with faster
convergence and learning was better with value of 0.2. The optimal number of hidden
neurons was found to be 10 which plays a vital role in overfitting and under fitting of
data. The only disadvantage is for larger datasets it leads to overfitting or under fitting
leading to slower convergence and also it increases computational complexity because
of large number of hidden layers. The future works include implementation of pro-
posed techniques for real-time validation in robotic manipulator. Also, analysis can be
further enhanced with the use of machine learning and deep learning techniques for
larger datasets.

Acknowledgements. The authors are extremely grateful to the authorities for all the hardware
and software facilities provided to us for carrying out this research work in Birla Institute of
Technology and Science Pilani, Dubai Campus, Dubai, UAE.

Fig. 7 Error plot of NARXNN for different no of nodes in hidden layer and learning rates
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Abstract. The aim of this research work is to demonstrate a standardized
procedure for extracting subtle chaotic features to study the dynamics of
aggressive and non-aggressive human muscle actions in the chaotic domain. The
relevant features present in the electromyogram (EMG) signals are analyzed by
exploiting the chaotic characteristics of the signal. Degree of Self-Similarity
(DoSS), Largest Lyapunov Exponent (LLE), Correlation Dimension (CD),
Approximate Entropy (ApEn) and Katz Fraction Dimension (KFD) are the
features, extracted to study the chaotic aspects of normal and aggressive human
upper arm muscles. This chaotic feature vector is utilized for signal character-
ization, which is fruitfully extended for classification of the EMG signals into
aggressive and normal. The proposed extraction and classification technique was
experimentally verified for validating the findings, using EMG signals available
from the UCI machine learning repository database. The features are statistically
categorized into three significant levels, applying ANOVA technique. The
inferences lead us to conclude that the extracted chaotic features qualify as a
distinguishing multi-feature set for EMG signals of different classes. Five dif-
ferent classifications approached were used for classification by using tenfold
cross-validation. The maximum classification accuracy achieved was 97.5%
with two of the most significant chaotic features.

Keywords: Electromyogram � Feature extraction � Chaos � Classification �
SVM � KNN � Naive Bayes

1 Introduction

Surface electromyographic (sEMG) signals are one of the best known bioelectric
signals which are extensively applied in the estimation of neurophysiological charac-
teristics of skeletal muscles. The EMG signals are records of electrical signals gener-
ated due to polarization of skeletal muscle fibers [1]. EMG provides information
regarding overall muscle function and conduction of skeletal muscles. The most sig-
nificant functional unit for the neural control of the muscular contraction process is
called a motor unit. During the innervation process, every muscle fiber of a given motor
unit acts as a single system. Hence, an EMG signal is the result of the summation of
action potentials of numerous motor units that travel through tissues. Unlike needle
EMG (nEMG), surface EMG is not a localized signal, as it is recorded by placing
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surface electrodes on the skin. Though nEMG gives a more localized recording, the
wide acceptance of sEMG over nEMG is because of its noninvasive and painless
recording procedure. Nearly after 35 years, since the first description of sEMG by
Hermes et al. [2] research in the computerized analysis of EMG is still in progress to
completely explain the actual applicability of SEMG in clinical settings. The limited
special resolution of sEMG makes it inferior to nEMG in clinical applications [3].

Numerous computer-aided feature extraction algorithms have been extensively
investigated in Time Domain (TD), Frequency Domain (FD), Time-Frequency Domain
(TFD) and in Fractal Domain (FD). The gold standard methodology for estimating the
neurophysiological characteristics of skeletal muscles is recommended as conducting
NEMG analysis combined with nerve conduction studies [4]. Acknowledging the
recent developments in computer-aided feature extraction and classification, it is per-
tinent to state that, even in this era of big data analytics and deep learning, the most
critical factor in analyzing the EMG signals is the experience and expertise of the
electrophysiologists, who evaluates them visually and audibly to interpret the neuro-
muscular condition of the nervous system. Neurologists extract sample epochs of the
signal by visually inspecting the EMG signals in the time domain, and identify the
discriminative inherent patterns.

EMG is one of the complex biological signals, highly corrupted by noise and is
highly influenced by the introduction of nonlinearity by interference and muscle cross-
talk. The underlying physiology of biological systems such as nervous systems and
skeletal muscles cannot be completely described by traditional mathematical concepts
of calculus due to the introduction of nonlinearity by interference and muscle cross-
talk. To attain a better understanding of the dynamics and movement science of EMG
signals and to quantify the complexity can be probed by using nonlinear and chaotic
approaches [5, 6]. The key to the success of a classification task is an appropriate
representation for the given data by a feature descriptor, which should be compact
within a category and, far apart among different categories [7]. This work concentrates
on developing a feature vector by extracting and analyzing the subtle chaotic features
of the sEMG signals recorded from the upper arm muscles. Further to this, the signals
are classified to aggressive and normal classes. The statistical significance of the
extracted features was analyzed in order to achieve an efficient classification.

The rest of the paper is organized as follows: Sect. 2 describes materials and
methods in detail, followed by the description of the data sets used. Section 3 discusses
the experimental results, classifier evaluation and performance comparison. Finally,
Sect. 4 draws the main conclusions.

2 Materials and Methods

The chaotic phenomenon was discovered by Lorenz [8]. With the recent developments
in the theory of chaos and nonlinear dynamics have paved way in analyzing biomedical
signals in a more effective and meaningful way. Researchers have begun to understand
and restudy these random-looking bio-signals so as to unearth the inherent determin-
istic nature of these signals.
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2.1 EMG Feature Extraction

The underlying fundamental principle of chaotic analysis is that a very complex pro-
cess is a result of infinite iterations of a simple process. The exact periodicity of
biological signals is not an indication of normal condition. The dynamics in the
complexity and strength in muscle activation during various neural conditions are
assessed from the chaotic features—Correlation Dimension (CD), largest Lyapunov
Exponent (LLE), Degree of Self-Similarity (DoSS), Katz Fractal Dimension (KFD) and
Approximate Entropy (ApEn). The following sections discuss the features in detail.

Correlation Dimension (CD). Chaotic behavior in some dynamical systems is
found only in a subset of phase space. The chaotic motion leads to form a strange
attractor with great detail and complexity. Chaotic attractors often have a complex
fractal structure resulting in non-integer dimensions in the phase space called fractal
dimensions. These dimensions can be estimated on the base of Grassberger-Procaccia
algorithm [9].

Correlation dimension method is to estimate appropriate dimension D2 in terms of
correlation theorem [10] using Eq. (1) [11].

Dq ¼ lim
r!0

log C q; rð Þ½ �
q� 1ð Þlog r½ � ð1Þ

where C q; rð Þ is the correlation function of the attractor, i.e., a measure of probability
that two points on the attractor are separated by a distance of r. When q is 2, the
resulting dimension is the correlation dimension D2.

Degree of Self-Similarity (DoSS). The physical interpretation of self-similarity in
complex bio-signals arises since a single motor unit statistically resembles the larger
structure. When an electrode is placed on the skin surface to record sEMG, it picks up
the signal which is a result of the aggregate of action potentials of various motor units
that travel through tissues. The degree of self-similarity property of sEMG was com-
puted using the procedure proposed by Kalden and Ibrahim [12]. If y kð Þ be the discrete-
time signal, the aggregated processes ym kð Þ in Eq. (2) are created with non-overlapping
blocks of size m such that

ym kð Þ ¼ 1
m

Xm�1

i¼0

y km� ið Þ ð2Þ

The degree of self-similarity is measured from the variance of aggregated processes
plotted against block size as given in Eq. (3). For this analysis, 25 aggregated processes
are computed (m = 1, 2 … 25) for computing degree of self-similarity [13].

Var y mð Þ
� �

� m�b ð3Þ

with 0\b\1 and DoSS ¼ 1� b=2

where DoSS expresses the degree of self-similarity.
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Katz Fractal Dimension (KFD). Katz fractal dimension can be directly computed
from the discrete-time signal. According to Katz’s algorithm [14], KFD is defined as in
Eq. (4):

KFD ¼ log L
log d

ð4Þ

where L is the total length of the discrete-time signal and d is the distance between the
first point in the time series and the furthest point.

Largest Lyapunov Exponent (LLE). The largest Lyapunov exponent, which
quantifies the rate of the exponential divergence of nearby trajectories in the phase
space is calculated from the slope of the least-square plot y(n) [15–17], as given by
Eq. (5), of the logarithms of the distance between the trajectory of the initial point and
the trajectories of the neighboring points in the reconstructed phase space.

y nð Þ ¼ 1
Dt

ln di nð Þð Þh i ð5Þ

�h i denotes the average of overall points in the phase space and di nð Þ represents the
distance between ith pair of nearest neighbors.

Approximate Entropy (ApEn). Approximate entropy quantifies the entropy of the
system and uncovers the underlying episodic nature of the time series. The probability
that the embedded vector X(i) is similar to other vectors within a tolerance r can be
indicated by the correlation integral Cm

i rð Þ which is expressed as Eq. (6)

Cm
i rð Þ ¼ Nr

i

N � mþ 1
; i ¼ 1; 2; . . .N � mþ 1 ð6Þ

where N is the number of data points of the signal and Nr
i is the number of vectors with

distance X(i) smaller than r, which is taken as 0.2 times the standard deviation. Fol-
lowing this ApEn is finally defined [18, 19] as Eq. (7)

ApEn m; r;Nð Þ ¼ /m rð Þ � /mþ 1 rð Þ ð7Þ

where /m rð Þ ¼ 1
N�mþ 1

PN�mþ 1
i¼1 lnCm

i rð Þ

2.2 Data Sets Used

The input signals for probing the chaotic aspects of EMG signals were taken from the
EMG physical action data set from the UCI machine learning repository [20]. The
physical action data set includes 10 normal and 10 aggressive physical actions that
measure human muscle activity. This data set contains eight-channel SEMG records of
10 aggressive and 10 normal actions for each of three male and one female subjects.
The normal class has SEMG recordings correspond to bowing, clapping, handshaking,
hugging, jumping, running, seating, standing, walking and waving actions. The
aggressive class has SEMG recordings correspond to elbowing, front kicking,
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hammering, hindering, kneeing, pulling, punching, pushing, side kicking and slapping
actions. The signals are recorded using a Delsys EMG wireless apparatus in 8 channels.
Some of the sample sEMG signals are shown in Fig. 1.

3 Results and Discussion

In this section, the results obtained after the experimental verification of the proposed
algorithm are described and the proposed work is also compared with similar reported
works which use EMG physical action data set from the UCI machine learning
repository.

Chaotic features extracted from normal and aggressive upper arm EMG signals of
Subject-1 are given in Tables 1 and 2, respectively.

3.1 Statistical Analysis

The statistical significance analysis was carried out by one-way ANOVA test [21] and
is performed using IBM-SPSS v16. The performance analysis is shown in Table 3.
The ANOVA procedure helped us to conclude that the differences observed in clas-
sification performance using the chaotic features are attributed to the advantages or
disadvantages of each feature, not by chance.

Fig. 1 Sample signals from UCI machine learning repository
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It is observed from Table 3 that two features, namely CD and ApEn have statistical
significance (p-value < 0.05) and KFD is highly statistically significant (p-value
< 0.005) and the features DoSS and LLE has no statistical significance. Hence, only
KFD, CD and ApEn are used for classification of sEMG signals. The performance
evaluation of different classifiers is presented in the next section.

3.2 Performance Evaluation of Classification

The features are separated into two clusters in the three-dimensional feature space as
shown in Fig. 2. Classification is then performed using various classifiers, and the

Table 1 Chaotic features for normal action of Subject-1

Action class KFD DoSS LLE CD ApEn

Clapping 1.4685 0.9975 3.5623 1.9622 0.6055
Hand shaking 1.4117 0.9965 3.6066 1.9938 0.6234
Hugging 1.5455 1.0003 3.6602 1.9834 0.6785
Waving 1.3274 0.9962 3.5566 1.9917 0.6915

Table 2 Chaotic features for aggressive action of Subject-1

Action class KFD DoSS LLE CD ApEn

Elbowing 2.1242 0.9995 3.7015 1.8905 0.4652
Hammering 2.3693 0.9995 3.7356 1.9218 0.4963
Pulling 2.1907 0.9978 3.6649 1.9584 0.5994
Punching 2.2241 0.9965 3.6231 1.9537 0.4779
Pushing 2.3954 1.0024 3.6255 1.9266 0.4793
Slapping 2.1403 0.9994 3.6509 1.9547 0.4472

Table 3 One-way ANOVA for the chaotic features of human upper arm EMG signals

Features Normal action Aggressive action p-value F-score
Min/Max/Mean/SD Min/Max/Mean/SD

KFD 1.283/1.873/1.459/0.157 1.815/2.563/2.144/0.183 p < 0.005a 148.885
DoSS 0.993/1.002/0.998/0.002 0.994/1.002/0.998/0.001 0.786c 0.075
LLE 3.524/3.779/3.631/0.066 3.493/3.735/3.630/0.064 0.952c 0.004
CD 1.614/2.098/1.938/0.113 0.928/1.996/1.703/0.354 p < 0.05b 6.566
ApEn 0.128/0.691/0.563/0.171 0.255/0.601/0.453/0.095 p < 0.05b 6.781
aHigh statistical significance (p < 0.005)
bStatistical significance (p < 0.05)
cNo statistical significance
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performance indices of best results are reported in Table 4. Ten cross-validation is
adopted throughout the experiments. The experiment environment is MATLAB 2019b.

The comparison of performance of the proposed method with other reported
research works in terms of accuracy is shown in Table 5.

Fig. 2 3D feature space for normal and aggressive EMG signals

Table 4 Performance evaluation of classifiers

Classifier Error Rate Accuracy Sensitivity Specificity Precision MCC F-Score

LDA 0.025 0.975 0.937 1 1 0.948 5.625
Naïve Bayes 0.025 0.975 0.937 1 1 0.948 5.625
Linear SVM 0.025 0.975 0.937 1 1 0.948 5.625
Q-SVM 0.025 0.975 0.937 1 1 0.948 5.625
Cubic SVM 0.025 0.975 0.937 1 1 0.948 5.625
Fine KNN 0.050 0.950 0.875 1 1 0.898 5.250

MCC Mathew’s correlation coefficient
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4 Conclusion and Future Work

The present research work demonstrated the efficiency of well-defined chaotic features
in characterizing sEMG signals to various action classes. Normal and aggressive
actions could successfully be modeled and classified by carefully choosing the clas-
sifier algorithm. The experimental results and findings revealed that the proposed multi-
feature set is capable of distinguishing heterogeneous neuro-muscular conditions. Our
future efforts are progressing toward extracting distinguishing nonlinear features for
lower limb muscles, which out performs the current reported works.
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Abstract. In this paper, packed E-cell converter (MPEC) topology is investi-
gated when integrated with three different PV sources of two different voltages
and power ratings. Nine-level hybrid PWM with half parabola vertically shifted
carriers is used which gives lesser THD when compared with triangular carrier
waves. The advantage of the investigated topology is that the MPEC can con-
tinue a five-level operation even if a fault occurs on four-quadrant switch,
without a change in topology. The modelling of the investigated system is done
in MATLAB®/Simulink, and results obtained are presented and discussed in the
paper.

Keywords: Distributed PV systems � Packed E-Cell � Modified packed
E-Cell � Power quality � Renewable energyconversion

1 Introduction

Renewable energy demand is increasing day by day, and solar energy is the major
contributor in this with capability of distributed solar photovoltaic systems. As such,
distributed PV systems must be designed with resilience in mind and combined with
other sources of generation or with grid [1, 2]. But, as the nonlinear loads on the grid
and the penetration of intermittent renewable sources increases, the need for converters
having lower THD, having lower number of components, the capability to incorporate
different voltage rating sources and more number of levels arises. İntroduction of a new
type of multilevel topology called packed U-cell converter with one DC source and less
number of switches paved a way for using multilevel inverters in various applications
[3, 4]. Supremacy of this type of inverter topology over well-established topologies like
flying capacitor and cascaded H-bridge inverters in terms of compactness and reliability
continued the research in this arena. Over many advantages, packed U-cell topology
was having a problem of requirement of a complex controller for voltage balancing of
capacitors [5, 6]. External controllers were proposed for controlling the voltage of
capacitors, but requirement of separate sensors and tuning of weighting factors was still
a hectic task and time consuming. İn literature, the Packed U-Cell has been replaced by
Packed E-Cell topology with modular design. There is no requirement of DC link, and
number of switches have been reduced to seven [7, 8]. Another distinguishing feature is
high redundancy which leads to reduced switching frequency and automatic voltage
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regulation of capacitors. Among other benefits, PEC has one fascinating attribute, i.e.
ability of operating as five-level otherwise seven-level during faulty state of four-
quadrant switch [9]. These all advantages have made PEC topology a promising
solution and replacement of PUC [10, 11].

In this paper, authors have used the modified PEC converter for connecting dis-
tributed PV system with the grid [4]. This modified topology is comparable with
existing well-established topologies like NPC, CHB, FCC, PUC and PEC. The control
strategy is much easier than the parent PEC topology [12, 13]. In this topology, three
distributed PV sources are used in which two PV sources are having same power and
voltage rating and quarter times the third voltage source (e.g. sources of voltage level E
and E/4 for generating nine-level output) with low harmonic content and proper dis-
tribution of voltages between the levels. The peak output AC voltage level is equal to
the maximum amplitude of the PV source to the inverter.

Simulation and comprehensive analysis of modified PEC topology and its control
strategy is done in this paper. The integrated distributed PV system is described in
Sect. 2. Afterwards, the PEC converter and its modification are explained in Sect. 3.
Further, control strategy is explained in Sect. 4. Simulation results and full discussion
are done in Sect. 5 of this paper.

2 PEC and Modified PEC Inverter Topology

It is to be noted that the upper switches (S1 and S4) are linked to the DC source switches
at comparatively lower switching frequency, whereas the remaining switches (S2, S3,
S5, S6) switch at the switching frequency. Also, the two switches at the top (S1 and S4)
must be capable of withstanding the DC voltage at input side. The input voltage at the
auxiliary DC link, which is actually half of the voltage of DC source at the top,
employs identical switches which have lower voltage rating as their upper counterparts
and operates at higher frequency.

The MPEC has also the ability to operate at multilevel voltage at output AC
terminals, where different voltage levels can be obtained without any modification in
the original topology and these features make this topology a very reliable and secure
configuration. For instance, MPEC will not cease to function in case of a fault on four-
quadrant switch. In such a situation, five levels output can be obtained if DC link input
voltage is maintained at half of DC supply voltage at input, and seven levels can be
attained in case DC link voltage is maintained at one third of input DC voltage.

In this paper, a modified PEC converter topology is proposed in which the
replacement of the capacitors in the DC link is taken place by two PV modules having
the voltage magnitude one fourth of the third PV module. In MPEC topology, there is
no need of active voltage balancing across DC link to obtain nine levels. So, the major
advantage associated with the modified PUC is that nine-level (Fig. 1).

Single-phase AC voltage can be obtained by incorporating three PV modules,
having two different voltage and power rating on the grid.
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3 System Description

Renewable energy, especially solar energy, demand has been increasing day by day,
and for solar photovoltaic applications, inverter plays very important role of controlling
voltage levels and grid integratation. Different control topologies are used to control the
output of solar panels for optimizing the use of solar energy (Table 1; Fig 2).

Fig. 1. Modified packed E-Cell inverter

Table 1. Modified PEC switching states

STATE S1 S2 S3 S4 S5 S6 S7 Vout

1. 1 0 0 0 1 1 0 +Vdc
2. 1 0 0 0 1 0 1 +3Vdc/4
3. 1 0 0 0 1 0 0 +Vdc/2
4. 1 1 0 0 0 0 1 +Vdc/4
5. 0 0 1 1 1 1 0 0
6. 0 0 1 1 1 0 1 −Vdc/4
7. 0 1 1 1 0 1 0 −Vdc/2
8. 0 1 1 1 0 0 1 −3Vdc/4
9. 0 1 1 1 0 0 0 −Vdc
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Packed E-cell inverter topology with slight modification is used in the photovoltaic
application. In the system proposed, the different PV sources of different ratings are
used as the replacement of two DC link capacitors and the DC source. Maximum
Power Point Tracking (MPPT) techniques in conjunction with boost DC converters are
used to control the DC voltages of PV arrays.

In the proposed system, three PV arrays, two of same power and voltage rating, i.e.
one fourth of the third one is used. For simulation and experimental purpose, two
150 V and one 600 V PV arrays have been used. The P&O technique is used for
drawing high power. This P&O technique is widely used in industries and well
explained in literature. MPEC inverter delivers solar energy into the grid or loads.

Multiple controllers have been used to control the DC voltage and phase difference
of load current and grid voltage. Waveforms and grid voltage also regulate voltage
across capacitors to obtain nine-level voltage waveform having very less harmonic
distortion, while Perturb & Observe MPPT algorithm extracts maximum power from
PV array.

4 Control Structure

Control strategy for modified PEC is described as follows:

I. Half parabola carrier and nine-level PWM generation wave generation.
II. Switching function and pulse generation (Fig. 3).

Fig. 2. Block diagram of distributed solar PV system using PEC
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4.1 Half Parabola Carrier Wave Generation

Carrier wave which is half parabolic has been designed for or implementation of PWM
technique for better performance and controlling the THD of voltage waveform at
lower switching frequency as shown in figure. The half wave is generated by using sine
and pulse function, considering pulse function f1 and sine function f2, where f1 is two
times greater than sinusoidal function f2 (f1 = 2f2). The half parabola wave is obtained
by those two waves f1and f2. The factors k1, k2 and k3 are also selected as 0.5, 1 and
0.25, respectively. Eight vertically shifted carrier waves are generated having amplitude
of 0.25. In this stage, the carrier waves are compared with sinusoidal signal of fun-
damental frequency PWM pulses are generated by limiting the magnitude of signal
generated in the previous stage for setting the magnitude of different voltage level.

4.2 Switching Function and Pulse Generation

In this stage, PWM signals for nine-level generation of specified magnitude are now
summed up to form the final switching function generation. MATLAB program for
switching pulse is generated by considering the states for corresponding nine levels
according to the switching function generated in the previous stage. Seven switching
signals are generated by this MATLAB functional block incorporating the effect of
switching function.

Waveforms of load voltage and approximately in phase current are shown in above
figure depicts that the output voltage consists of nine voltage levels, and the current
waveform is approximately sinusoidal with very low harmonic distortion (Fig. 4).

Fig. 3. Half parabola carrier wave generation
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5 Simulation Results

Also, the peak value of the voltage appears at the output is equal to the voltage of that
PV module having the maximum voltage rating. The above voltage across load and
current waveforms clearly reveals that power factor is approximately unity (Fig. 5).

Low harmonic grid current and output load voltage of nine multilevel are recog-
nizable in the figure. Cuurent harmonics in output are reduced because of the multilevel
voltage waveform. A 40 mH inductor and 80 X resistor have been used in experiments.
Harmonic spectrum of load current or grid feeding current clearly showing that the
feeding current is under the harmonic limits laid down by IEEE 519 standard stating

Fig. 4. Nine-level PWM and switching pulse generation

Fig. 5. Nine-level load voltage and current waveforms of PEC-9 converter topology
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current harmonics should be less than 5%. Also, it should be marked that the highest
peak between harmonic order is on 2 kHz except the fundamental. Compared to the
other well-established multilevel inverter topologies like modified PUC, the current
THD in the MPEC inverter is very low, which is just 2.4% (Figs. 6 and 7).

6 Conclusions

In this paper, a novel modified packed E-cell converter topology has been presented in
which three different PV sources of two different voltages and power ratings can be
integrated together to give a single-phase AC which is close to sinusoidal waveform.
The power factor obtained is approximately unity. The proposed inverter can generate
nine-level load voltage waveform at the output having low harmonic contents. Also,
the nine-level hybrid PWM with half parabola vertically shifted carriers is used which
gives lesser THD when compared to triangular carrier waves. The proposed topology
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has multilevel terminal capability. MPEC can continue its operation even if the four-
quadrant switch stops operating, without any change in power factor. In such cases,
five- or seven-level output voltage can be achieved if the PV array of half or one third
of rated voltage of the main PV array voltage rating is implemented.
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Abstract. In this paper, crowdsourcing has been used to obtain meaningful
conclusions and insights about consumer behavior with respect to plant-based
cheese. A fivefold rise in the number of people that follow strict, plant-based
diets (and those who are lactose intolerant), increase in conscious consumerism
due to environmental awareness and high costs of natural cheese production are
factors driving research to make plant-based food products accessible to the
masses, with respect to taste similarity and cost-effectiveness. Previous research
focused on the sustainability and cheaper costs associated with the production
process. However, taste and textural similarity to dairy counterparts were found
to be lacking. This paper aims to tackle the barriers attached with organoleptic
properties (taste and texture) of food products by making use of widely available
data from the online vegan community who are immersed in preparing versions
of famously non-vegan foods. These recipes are then tried by thousands of
others who leave reviews on their experiences. The underlying objective of this
research was to analyze sentiments behind the reviews and comments left on
each recipe. This was useful to analyze which base ingredient was responsible
for the most positive sentiment. To recognize sentiments, Natural Language
Toolkit (NLTK) Valence Aware Dictionary and Sentiment Reasoner (VADER)
was put to use, which was able to score each review from−1 to 1, a compounded
score based on the negativity, neutrality and positivity of the statement. These
scores aided in the decision of raw material selection.

Keywords: Food technology � Opinion mining � Crowdsourcing

1 Introduction

1.1 Changing Food Trends

The research and development of plant-based food products is encouraged by com-
pelling statistics of rising interest throughout the world. According to GlobalData, it
has been published that the number of US consumers identifying as vegan grew from 1
to 6% between 2014 and 2017, a 600% increase [1]. Even though 6% is a small
fraction of the overall population, there is significant evidence reporting growing
interest by consumers who do not consider themselves vegetarian or vegan. For
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example, sales of plant-based alternatives to animal-based foods, including meat,
cheese, milk and eggs grew 17% over the year of 2017, while overall US food sales
rose only 2%, according to data from Nielson and Good Food Institute [1].

This growing interest is due to many factors. With respect to dairy cheese, the need
to find alternatives is because of rise in conscious consumerism. Injection of hormones
in cows to meet demands, high greenhouse gas emissions, high energy requirement
during processing and nutritional concerns over saturated fat content [2] are aspects
discouraging consumers to consume dairy cheese.

1.2 Problems Encountered in Previous Research

Previous research was carried out to address concerns over cost-effectiveness and
overall sustainability of the plant-based cheese production process. A home-scale
production unit was set up, wherein three batches of cheese were produced, which
varied in base ingredient (see Fig. 1).

However, challenges were posed with respect to taste and textural integrity of the
cheese complexes, which are vital in food products. Achieving desirable sensory
experiences that were comparable to dairy cheese proved difficult as it is not easy to
quantify intangible qualities, and opinions vary from one subject to another. Bigger
food research and developmental facilities typically study sensory experiences by
testing on a 50–100 human member sensory panel [3]. Statistical tools are then used to
analyze results and choose or pivot product formulations. Access to such a facility
which is cost-intensive was not available. Secondly, there is no hard and fast rule with
respect to ingredient selection so hand-picking ingredients to try out was a time-
consuming process. Even after considerable time investment, no guarantee is given
about taste and texture.

1.3 Proposed Methodology

Tracking sentiment in popular media has been of long interest to media and other
economic channels. Rather than relying on polarity judgments from single expert,
crowdsourcing techniques have been used in many fields to generate trend statistics
from a number of non-expert users [4]. With the amelioration of technology and

Fig. 1 Cheese produced as part of previous research; left: cashew-based, middle: sunflower
seeds-based and right: sweet potato and oats-based
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mainstreaming of social media, the same principle can be used to tackle issues faced in
food technology research. A promising alternative to the sensory panel employed by
huge research facilities and would be crowdsourced opinions of the existing online
vegan community on social media and mining those opinions to obtain meaningful
insights about consumer behavior. There are a considerable number of people who post
recipes online of plant-based alternatives to famous non-vegan foods, in the form of
Blogposts or YouTube videos. They meticulously write about the serving size,
ingredient composition and nutritional value. There also exists an equitable share of
people who try and test these recipes, sharing their experiences as reviews. Since this
information is easily available, this collective social intelligence can be harnessed by
crowdsourcing this data and performing sentiment analysis over the reviews to aid in
development of a product that would suit the target population, of whom the reviewers
are an ideal sample set. Along with YouTube videos and Blogposts, consumer reviews
of Amazon product listings of vegan cheese would also be considered. Figure 2 shows
the flow of work.

2 NLTK: The Natural Language Toolkit, VADER

NLTK, the Natural Language Toolkit, is a suite of open-source program modules,
tutorials and problem sets, providing ready-to-use computational linguistics courseware
[5]. It is a library of python, which provides a base for building programs and clas-
sification of data. NLTK uses a simple bag of words model and returns for each text
three probabilities: a probability of it being positive, one of it being neutral and one of
being negative [6]. A compounded score is also shown that exhibits overall polarity
(see Fig. 3).

Fig. 2 Flow of work (proposed methodology)
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Valence Aware Dictionary and Sentiment Reasoner (VADER), a tool of NLTK was
put to use here. Social media and micro-blog content pose critical roadblocks to appli-
cations of sentiment analysis. This is due to the contextual sparseness resulting from
shortness of the text as well as the tendency to use abbreviated language conventions and
emoticons to express sentiments [7]. VADER is especially trained and tested on social
media content, and thus it becomes natural choice for use. VADER uses a lexicon-based
approach, where the lexicon contains the intensity of all the sentiment showing words.
The intensities are fetched, the sentiment score is calculated and based on this sentiment
score, the review is classified as either positive or negative [8].

2.1 Comparative Advantage

2.1.1 Other Sentiment Analysis Tools
When comparing VADER to seven other well-established sentiment analysis lexicons,
it has been found that VADER performs exceptionally well in the social media domain
and generalizes favorably [7] (see Fig. 4). In tweets, it shows greater accuracy than
humans.

2.1.2 Machine Learning Approaches
VADER performs as well or better across domains than the machine learning
approaches (like support vector machine and neural networks) do in the same domain
for which they were trained [7, 8].

2.2 Inherent Advantages

It is also widely known that the simplicity of VADER makes it computationally effi-
cient. Most traditional “opinion mining” tools work in a two-step process [9]. Fur-
thermore, in this use case, it does not require any training data. It does not suffer from a
speed-performance trade-off. It works well with social media text as it is able to
understand intricacies of human involvement in social media where punctuation, such
as addition of exclamation mark increases the intensity without changing the semantic
orientation. Another example is where the capitalization of a whole word increases
intensity too. It is also able to quantify sentiments behind emojis, emoticons and slangs.

Fig. 3 Negative, positive and neutral probability
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3 Results and Discussions

Results were obtained, wherein the compounded score was taken into account to assess
the overall polarity of each review. Overall picture of the sentiments can be seen from
Fig. 5 and understanding the difference between positive and negative reviews can also
be judged from the same. The next step was to label each review according to the base
ingredient used, which is the most fundamental component of the cheese. (A recipe
contains three main sets of ingredients: base, flavoring and textural) Then, the bar graph
showing each of the recipes labeled by ingredient with respect to the percentage polarity
portrays which ingredient combination is most favorable. If there was more than one
recipe with the same base ingredient, percentage positivity of the common ingredient
was calculated as the weighted mean of the corresponding individual. This same method
of analysis can be extrapolated to understand water content, textural ingredient com-
positions as well as the range of flavoring ingredients that can be possible to prepare the
most similar plant-based cheese. This is shown for each of the three datasets classified on
data source: YouTube videos, Amazon product offerings as well as Blogposts.

Fig. 4 VADER three-class classification performance as compared to individual human raters
and seven established lexicon baselines across four distinct domain contexts [7]

Fig. 5 Number of positive reviews against negative reviews for (left to right) YouTube
comments, Amazon reviews and Blogposts
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A common observation is that the number of negative reviews is significantly lower
than positive (as shown in Fig. 5). This might be because of the demographics asso-
ciated with the reviewers as most of the commenters were vegan, who continuously
want to reinforce positivity throughout the small, but growing community. This can
also be due to the inherent precision error with respect to negative sentiments by
VADER. Also, product reviews and opinions on recipes should have been treated
differently since they are of different intent [10].

3.1 YouTube

Around 3000 data points were taken into account. Cashew-soya milk was the most
positive reviewed combination (refer Fig. 6).

3.2 Amazon Product Listings

Around 3000 data points were examined, here too. The cashew-based plant-based
cheese performed well compared to the others. The other three products: soy, zucchini
and walnut-based perform equally well. Walnuts and zucchini are that have not been
studied earlier and show the potential for further research (see Fig. 7).

3.3 Recipe Blogposts

Only around 250 data points were collected because personal Blogposts cannot gain as
much traction as YouTube videos or commercial Amazon product listings. When
analyzed equal highest sentiment is attached to both almond-based and cashew-coconut
oil (see Fig. 8). On the other hand, the combination of cashew-tapioca is seen to have
the least percent positivity across all the reviews from the three data sources (i.e., less
than 80%).

Fig. 6 Cashew and soya milk combination is most appreciated from YouTube videos
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4 Conclusion

It can be concluded that cashew-soy, cashew, cashew-coconut oil and almond-based
cheese substrates can be produced by the home-scale method, as per the positive results
obtained from the NLTK VADER tool that analyzed sentiments of reviews on plant-
based cheese for three types of data sources. It can also be said that roughly, only 10% of
the reviews were negative out of the total reviews on every dataset. However, some
factors affect the clarity of the final base ingredient selection such as the number of
reviews, the number of times the Web site was visited, security of pages (since insecure
Web sites are prone to scrapers and automated scripts), quality of comments (in sig-
nificant instances, they were questions about procedure, instead of review based on trial),
click rates on Web sites and understanding of content on sites for different kinds of
people.

Fig. 7 Cashew is most appreciated from Amazon reviews

Fig. 8 Almond and cashew and coconut combinations perform well from all the recipes on
Blogposts
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The research done provides a novel way of transitioning into sustainable plant-
based foods without compromising taste. This research concluded that by employing
NLP tools and data crowdsourcing we can achieve accurate results rivaling those
achieved in expensive laboratories which employ extensive taste improving techniques.
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Abstract. This paper aims to tackle the problem of impaired visibility for
drivers on the road due to fog, which is a safety concern. This novel approach is
a unique comparative algorithm through integration with Google Maps and has
several embedded functionalities to reduce noise caused by fog. Real-time input
is collected in the form of continuous video frames, on which image processing
is carried out. This is a two-step process, first using dark channel prior and
second using histogram matching with ideal weather Google Street View ima-
ges. In order to measure the fogginess of the image at each step, horizontal
variance is used. The results obtained show a drastic increase in variance during
the two-step process, which is in line with the theory that the higher the vari-
ance, the lesser the fogginess. The fog-free images are retrieved and put together
to form continuous frames of a video, which is displayed on the driver’s screen
in real time.

Keywords: Image processing � Driver’s assistance system � Fog removal �
Google street view

1 Introduction

Road safety is a perpetual concern, and car manufacturers constantly strive toward
developing new technology and safety equipment. Yet dense fog reduces visibility
drastically to much below 1 km [1] and is a perilous driving scenario that causes major
pile-ups and accidents. Fog results in less light reaching the driver’s eye as it has a
whitish hue due to air light and causes a reduction in saturation and contrast of the view
ahead as described in [1]. All these contributing factors make fog a serious concern on
roads, yet no satisfactory and fail-safe system has been implemented.

Fog detection and removal are particularly complex as ambiguity with regard to
image depth prevents differentiation of foreground and background essential to image
processing. Image processing is the process of improving quality or extracting infor-
mation from images. It can be used for fog reduction through restoration techniques
and overall enhancement. Major drawbacks still persist though, such as imperfect data
collection, inefficient real-time processing and low adaptivity of trained code to real
scenarios and failure in case of unforeseen circumstances. This paper strives to come up
with an innovative approach that existent issues. Advanced driver’s assistance systems
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(ADASs) are a growing technology that aims to increase driver comfort and safety on
the road through techniques such as reverse parking aids, lane detection and sensory
collision avoidance. Fog disrupts many such functions, an example is traffic sign
detection as studied in paper [2], especially if they are camera dependent, as image
degradation occurs with low contrast and color intensity.

2 Literature Review

There are various ways in which researchers have worked on image processing of fog
in real time. K He and J Sun introduced an algorithm called dark channel prior
(DCP) in paper [3] which cleared the haziness in an image in three major steps—dark
channel construction, atmospheric light estimation and transmission map estimation.
Several variations in the method were proposed. For dark channel construction, dif-
ferent local patch sizes were used—3 � 3 in [4], 11 � 11 in [5] and 15 � 15 in [3, 6,
7]. Atmospheric light is estimated in order to obtain the brightest pixel in the sky. Long
[8] and Chen [5] used the pixel with the highest dark channel value directly, but this
gave false outputs when there was a bright object in the image. Transmission map is
then obtained which provides depth information. Further, the map estimated is refined
with filters, to smoothen the pixels on the video frames. The methods like guided filter,
soft matting and cross-bilateral filter [9, 10] use foggy image as a cross channel and
give sharper output images as compared to other methods (Bilateral and Gaussian
filters).

Earlier methods required the use of multiple images taken under different weather
conditions. One such method was the polarization filter method proposed by Schechner
et al. [11] that uses images taken through polarizers at different orientations and
reverses the polarization of scattered atmospheric light caused by fog. DCP used a
single input but the clearer output has a higher contrast as compared to natural light
image as well as a halo effect. DCP also cannot enhance image patches that match air–
light conditions and have no shadows cast on them. This paper focuses on overcoming
limitations of DCP through a novel approach that makes use of the extensive road data
readily available through the Google Street View Application Programming Interface
(API). This algorithm uses just two images, the real-time input and a 360° panoramic
image obtained from the API. In an advanced drivers’ assistance system, street view
images can be obtained at the driver’s real-time location. Having an ideal Google Street
View and the real-time foggy view, histogram matching is used to redistribute the
pixels in the foggy image to match the histogram of the ideal case. This is a derived
method of histogram equalization, which redistributes the pixels equally among each
intensity level. Contrast Limited Adaptive Histogram Equalization (CLAHE) is a
modification which applies histogram equalization to pixels clipped below a certain
maximum [12]. In the next Sect. 3, there is an elaborate discussion on how histogram
matching and DCP algorithm have been incorporated together and improved upon in
this paper.
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3 Analysis of Proposed Algorithm

3.1 Mathematical Description

3.1.1 Dark Channel Prior (DCP)
Dark channel prior-based defogging algorithm used in this paper has the following
steps:

For clear images, there are pixels with low intensity that is close to zero in at least
one color channel, in a local patch, everywhere except the sky region, this is called the
dark channel. Thus, for any image J, it is dark channel, and Jdark can be obtained as,

Jdark xð Þ ¼ minc2 r;g;bf g miny2X xð Þ Jc yð Þð Þ� � ð1Þ

where Jc is the color channel of J, and X(x) represents the local patch centered at x.
Next, atmospheric map A needs to be estimated in order to obtain transmission

map. For this, the most opaque hazed pixels are chosen where these constitute the p%
dark channel values. In this scenario, p is the probability of a pixel value in a local
patch x.

A ¼ I argmaxx Idark xð Þ� �� � ð2Þ

where I is the foggy input image, and Idark is its dark channel image.
The transmission map is defined by the following equation,

bt xð Þ ¼ 1� xy2X xð Þ: min
c

Ic yð Þ
Ac

� �

:

ð3Þ

The image will not look natural if fog is removed completely; hence, a small
amount of fog is retained through a constant x (0 < x < 1).

After considering a minimum transmission value tmin as 0.1 whenever t tends to 0,
the final defogging model J is described as,

J x; yð Þ ¼ ðI x; yð Þ � AÞ=max t x; yð Þ; tminð Þ ð4Þ

3.1.2 Histogram Matching
The probability distribution of an image histogram is given by,

pr rj
� � ¼ nj=n ð5Þ

where pr is the probability of the intensity level rj, nj is the number of pixels with the
intensity level, and rj is the total number of pixels in the image. If pz(zj) is our desired
probability distribution function, then pr (rs) must be transformed to match it. The pdfs
can be represented by the distribution function,
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S rkð Þ ¼
Xk
j¼0

pr rj
� � ð6Þ

where k = 0, 1, 2, 3,…

G zkð Þ ¼
Xk
j¼0

pz zj
� � ð7Þ

where k = 0, 1, 2, 3,…, L

where L is the number of intensity levels. Then each r value is mapped to a z value, that
has the same probability in the expected output pdf.

S rj
� � ¼ G zið Þ or z ¼ G�1 S rð Þð Þ ð8Þ

3.2 Two-Step Approach for Fog Removal

Figure 1 gives an overview of the working algorithm using a two-step approach. Foggy
input in the form of video frames is obtained using a 180-degree-wide angle camera and
may be mounted behind the rear-view mirror as this provides a road view closely
matched to that of the driver. As per the discussion of feasibility of transferring data to a
cloud processor in paper [13], it is proposed that since this is not a very heavy application
and can be run at good speeds even without a GPU, all processing on the proposed
system shall be on board. Any computational advantages offered by cloud processing
would be negligible and as per the paper would require superior 5G network speeds.

For Step 1, these input frames are fed into a DCP algorithm which involves four
processes. Initially, a dark channel is constructed using a patch size of 15 � 15 in
Eq. (1) as a larger patch size enables faster processing of video frames. For the first
process of atmospheric light estimation, in Eq. (2), the top 0.1% of the brightest pixels
in the dark channel is used and pixel with the highest intensity value in the input image,
among the selected pixels, is used as the atmospheric estimation. This is instead of
directly using highest intensity pixel, which causes false values of atmospheric light.

Then, the second process, transmission map estimation is carried out as per Eq. (3),
and fog percentage of x = 0.95 was retained as it gave the best results experimentally.
The output is used for the third process—transmission map refinement, for which a
guided filter is used for edge-preserving pixels smoothing and noise reduction. It is a
highly efficient, linear-time transformation for color images and takes neighboring
pixels into consideration. The same foggy image is used as guidance; thus, edges are
preserved perfectly, and intensity similarities are maintained. The fourth and final step
is image restoration given by Eq. (4).

Step 2 of the algorithm is enhancement of the obtained DCP output using a
comparative algorithm, i.e., the histogram matching, and this utilizes Google Street
View API. Images are extracted for the driver’s location using GPS and the {latitude,
longitude} is then set as described in the article [14]. Heading and pitch parameters are
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set, so that obtained 360 Street View image can be constrained to the direction and
angle that closely aligns with the drivers’ view of the road. {left heading, right
heading} is obtained to restrict the camera rotation. Images are extracted for a bracket
of ±90 degree offset and matched with the 180-degree foggy input. Further pitch is left
at the default value 0, as it provides sufficient upward and downward view for the
driver. For continuous input of data with decent processing speed, the sequence of the
road {sequence} is obtained every 10 meters ensuring sufficient overlap in the images.
The images are downloaded over an internet connection. In order to hasten this process,
we propose that they are downloaded in the background, based on the GPS route set by
the driver. The images once used, can be discarded to save storage space.

The obtained Google Street View image is used as the reference in the histogram
matching algorithm for the DCP output image. Since Google ensures that its street view
images are taken in the best weather conditions, it fares well for this application. The
histogram matching algorithm redistributes the pixel intensities in the DCP output
frame, so that its new histogram matches the histogram of the ideal street view image.
Thus, DCP frame is made to resemble the optimal weather image, with the benefit of
brightened and natural-looking output frame.

Fig. 1 Flowchart of the proposed methodology
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4 Results and Discussion

All simulation studies were carried out using Python and MATLAB software to
enhance the effectiveness of our proposed algorithm. The two-step algorithm has
processing speed of 50 ms per frame and is effective in real time. Further, it processes
25 frames per second, and with the 180-degree foggy input, this ensures that the
proposed system gives prior warnings of fast-moving objects in the lateral view of the
driver that may enter the frames. To better meet the real-time threshold of 30–40 ms, at
25 fps as suggested in paper [13], a better processor and possibly GPUs may be
considered in the future.

It can be clearly seen that applying DCP on foggy input image Fig. 2a gives a
depth-restored, clearer output Fig. 2b. However, the image obtained is dark and has a
halo effect on it. So, histogram matching was performed with the corresponding Google
Street View image as reference, to improve image quality.

Figure 3a is the output image obtained after DCP that is used as input in histogram
matching algorithm. It is dark, and hence, its image histogram Fig. 3b that depicts the
frequency distribution of ‘RGB’ pixels over the image is highly concentrated toward
the low-intensity region. Figure 3c is a brighter Google Street View image, and its
histogram Fig. 3d is used as reference histogram. After histogram matching, we get the
resulting image shown in Fig. 3e with a new histogram and Fig. 3f that closely
resembles the reference histogram. Thus, the result is a brighter and sharper output.

According to [15], which discusses the use of statistical measures in digital image
processing, the variance can be utilized to determine edge positions in images. Highly
foggy images do not have clearly demarcated edges and therefore have very low
horizontal variance. In [16], this property of images is used to estimate visibility range
in foggy images. Figure 4 gives the horizontal variance (r2) for each stage of the
algorithm. The drastic rise in horizontal variance is apparent, between the original
foggy image (r2 = 261), the output of the DCP algorithm (r2 = 1091) and the final
result after histogram matching with Google Street View (r2 = 2739). Since fogginess
has an inverse proportionality to pixel variance, this incremental change correlates to a
significant decrease in fogginess.

Fig. 2 a Foggy input image, b DCP output image
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5 Conclusion and Future Work

The results of the paper match the visual findings and imply an increase in horizontal
pixel variance. RGB pixel variance from foggy image to DCP output shows a 4.19
times increase and from DCP output to histogram matched output shows a 2.51 times
increase. This shows that the two-step proposed method is an improvement over tra-
ditional stand-alone DCP processing. The 180-degree input taken at a rate of 25 frames
per second ensures safety on road through early warnings, and a processing speed of 50

Fig. 3 a DCP output image, b Image histogram of (a), c Google Street View image, d Image
histogram of (c), e Histogram matching output image, f Image histogram of (e)
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ms ensures real-time information. The comparative algorithm results in realistic natural
light images, where the halo effect is also avoided. Further, DCP algorithm may be
unable to clarify patches that are whitish in hue and similar to air light. In conjunction
with street view obtained images, through comparison, such details can be recovered
by the algorithm. Research can be further extended to enhance other existent ADAS
features such as lane maintenance and object detection in conjunction with the fog
removal.
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Abstract. Active power filter (APF) is one of the effective means for harmonic
current compensation in power grid. In this study, design and implementation of
a shunt active power filter based on synchronous detection method is done.
Harmonic and reactive current drawn by a nonlinear load are compensated by
this filter. The proposed control technique has been simulated using
MATLAB/Simulink and validated experimentally. Control algorithm is imple-
mented in Real-Time Windows Target, along with a PCI 1711 card for data
acquisition.

Keywords: Shunt active filter � Synchronous detection � Real-Time windows
target

1 Introduction

Because of the widespread use of nonlinear loads, such as diode or thyristor rectifiers
and a vast variety of power electronic appliances, harmonic current pollution of three-
phase electrical power systems has become a serious issue. Conventionally, passive
inductance–capacitance (LC) filters have been used to eradicate current harmonics.
However, they have the following disadvantages: (a) Possibility of resonances with
source impedance; (b) fixed compensation; (c) they are bulky, load dependent and
inflexible [1]. They can also cause resonance to the system [2]. To meet all these
problems, active power filters (APFs) have been considered. The evaluation of refer-
ence current extraction methods in active power filters has become more popular and
has attracted great attention [3].

Figure 1 shows the basic compensation principle of shunt active filter (SAPF). It is
designed to be connected in parallel with the nonlinear load to detect its harmonic and
reactive current and then to inject a compensating current into the system. Thus, it can
cancel the harmonic components drawn by the nonlinear load and keeps the utility line
current sinusoidal. SAPF consists of an inverter with switching control circuit. The
inverter generates the desired compensating harmonics. The SAPF injects harmonic
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current required by the nonlinear load and makes the current at the source side purely
sinusoidal.

This shunt active power filter is based on synchronous detection theory [4]. This
work is motivated by the fact that the ability of a converter to perform effectively as an
active filter is limited by the power and the frequency distribution of the distortion for
which it must compensate. This system is comprised of a three-phase shunt active filter
and the main objective is to simulate and implement a shunt active filter utilizing
synchronous detection technique. It also substantiates the reliability and effectiveness
of this model for the integration into power system network. The scope of the project
based on the objective above is; firstly, to identify and determine the nonlinear load and
its current waveform patterns. Secondly is to develop and design a harmonics
extraction algorithm and current controller for a closed-loop power system. Thirdly is
to simulate the designed harmonics extraction algorithm and controller by using
MATLAB/Simulink environment. Finally, is to implement the shunt active filter for
harmonic current compensation. Thus, in this paper, the simulation and hardware
implementation of synchronous detection algorithm is presented. The simulation results
are experimentally tested on a standard inverter to confirm the validity of the proposed
theory and it verifies the sustainability and effectiveness of the shunt active filter.

Abaali, Lamchich, and Raoufi, “Shunt Power Active Filter Control under Non Ideal
Voltages Conditions” [5] propose the modified synchronous detection (MSD) method
for determining the reference compensating currents of the shunt active power filter
under unbalanced voltages source conditions. Bhuvaneswari, Sathish Kumar Redd and
Randhir Sigh “Simulation and Hardware Implementation of DSP Based Shunt Active
Power Filter” [4] present the simulation and real-time hardware implementation of
shunt active power filter in Analog Devices DSP (ADMC401) environment. The user
manual for DIGIVAC AC Drive, Startup Manuel and Lab Experiment Manuel [6]
explains how the DSP-based motor controller trainer kit can be used for harmonic
elimination. The Math works user’s guide-Embedded Target for the TI
TMS320C6000™ DSP Platform [7] introduces the usage of Embedded Target DSPs
with real-time workshop.

Fig. 1 Shunt active power filter
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2 Harmonic Current Detection

The synchronous detection method is applied to calculate compensating currents while
the three-phase source is feeding a highly nonlinear load [4]. The following assump-
tions are made in calculating the three-phase compensating currents using equal current
distribution method of synchronous detection algorithm: (i) Voltage is not distorted;
(ii) loss in the neutral line is negligible. In this algorithm, three-phase main currents are
assumed to be balanced after compensation [2]. Therefore,

Iam ¼ Ibm ¼ Icm ð1Þ

where Iam, Ibm, Icm are the amplitudes of the three-phase main currents after compen-
sation. The real power consumed by the load can be represented as

P ¼ VaVbVc

Ia
Ib
Ic

2
4

3
5 ð2Þ

The real power P is sent to a low pass filter to obtain its average value Pav and is
split into the three phases of the main supply as

Pa ¼ PavVað Þ=Vtot ð3Þ

Pb ¼ PavVbð Þ=Vtot ð4Þ

Pc ¼ PavVcð Þ=Vtot ð5Þ

where Va, Vb, Vc are the amplitude of the mains voltages and Vtot is the sum of Va, Vb,
Vc. The desires mains currents are calculated as

Iacc ¼ 2VaPað Þ=V2
a ð6Þ

Ibcc ¼ 2VbPbð Þ=V2
b ð7Þ

Iccc ¼ 2VcPcð Þ=V2
c ð8Þ

The reference compensation currents can then be calculated as

i�can ¼ ian � iacc ð9Þ

i�cbn ¼ ibn � ibcc ð10Þ

i�ccn ¼ icn � iccc ð11Þ
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3 Simulation Results

MATLAB/Simulink was used in as simulation tool in this development, as it offered an
integrated environment between designing control algorithms and the electrical net-
work models. Here, the three-phase voltages source is balanced. The system parameters
are phase voltage 415 V and frequency 50 Hz. The interface reactor used is 6.5 mH
and the DC-link capacitor is 2000µF with the DC-link reference voltage being 680 V.
Hysteresis current control is used for controlling the inverter so that an output current is
generated which follows a reference current waveform [8, 9]. It decides the switching
pattern of active power filters. Figure 2a, b shows the voltage source and the line
current before compensation. Source voltage and current after compensation injected
current spectrum of line current are shown in Fig. 2c–f. The line current total harmonic
distortion (THD) before compensation is 29.57% which is reduced to 5.85% after
compensation.

Fig. 2 a Voltage source, b line current before compensation, c source voltage and current after
compensation, d injected current, e Spectrum of line current before compensation, f spectrum of
line current after compensation
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The switching logic is formulated as:
If Ica\ði�can-HbÞ; upper switch is off and lower switch is on for leg “a” (SA = 1). If

Ica [ ði�can-HbÞ; upper switch is on and lower switch is off for leg “a” (SA = 0). Where
Ica is the reference line current of the active power filter and i�can is the actual line
current of the active power filter. The switching functions for three phases are deter-
mined similarly, using corresponding reference and measured currents and hysteresis
bandwidth which is the error difference between them (Fig. 3).

4 Hardware Setup and Testing

The feasibility of hardware experimentation for the shunt active power filter was
evaluated using a three-phase inverter available with a DSP-based motor controller
trainer kit, DIGIVAC. The inverter drive consists of a selector switch by which the
DSP mode or standard mode can be selected. Figure 4 shows the schematic of
DIGIVAC setup. Here for experimental purpose, AC motor is disconnected and
inverter output is connected back to the system under test for injecting back the
harmonics required by the nonlinear load as shown in Fig. 3. When the selector switch
is set to the standard mode in DIGIVAC, the MATLAB programs corresponding to the
reference current generation are converted to C Code and loaded through the PCI card.
Thus, the required pulses for the inverter are obtained from the PCI card. The current
sensor here used is HE055T01 Hall effect sensor.

Fig. 3 Connection diagram
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The voltage is sensed using step down transformers and opamp voltage follower
circuit. The diode rectifier (12 A, 1200 V) with loading rheostat (10 KW, 220 V) is
used as load. PCI-1711L is a multifunction card for the PCI bus to allow high speed
data transfer from peripheral devices to processor. Shunt active filter considered for the
experimental set is of 1 KVA rating.

5 Experimental Results

In order to verify the purpose of the shunt active filter with synchronous detection
algorithm, a three-phase diode bridge rectifier module with resistive load is used as the
nonlinear load in the system. The source current and voltage waveforms are witnessed
using MATLAB/Simulink environment. The current waveform is found to be highly
nonlinear without the compensator and the harmonic contents in the input currents are
observed. The load currents and supply voltages are measured, and reference currents
are calculated using synchronous detection method. Actual current is taken from
DIGIVAC output. Gating signals are generated by hysteresis comparator, and finally,
the inverter drive produces the actual compensating currents which are injected to the
source side through an inductor. Details of experimental setup are shown in Figs. 4, 5.
When we execute build action, code corresponding to the MATLAB Simulink model is
automatically loaded to DIGIVAC, and then it runs the files. The selector switch is put
in the standard mode; the pulses are obtained from PCI Card. An internal dead time

Fig. 5 Digivac inverter drive and experimental prototype

Fig. 4 Diode rectifier and PCI 1711/L Multifunction card
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generator produces the required delays before feeding pulses. The provided drive will
generate the required dead times of about 1.8–2 microseconds and convert three-phase
pulses to six individual pulses to drive the converter circuit. An uncontrolled rectifier

Fig. 6 Supply voltage measured

Fig. 7 Load current measured

Fig. 8 Reference and compensating current
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and filter inside the DIGIVAC provide the DC-link voltage from the input single-phase
supply. The experimental results are detailed in Figs. 6, 7, 8, 9, 10, 11, 12.

The line current total harmonic distortion (THD) before compensation is 26.6%
which is reduced to 6.92% after compensation.

Fig. 9 Source current fundamental and load current

Fig. 10 source voltage and current

Fig. 11 Harmonic spectrum before compensation
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6 Conclusion

The simulation has been carried out in MATLAB/Simulink environment and the
hardware has been implemented using DIGIVAC trainer kit. The simulation results
show that the shunt active filter model is suitable for use in current compensation.
Hysteresis control for harmonic current compensation has been proposed. It is shown
by simulation that the proposed scheme is successfully able to track the harmonic
current required to be injected. The pulses are generated with the codes produced in
real-time workshop along with MATLAB code. Thus, the designed system is also
being realized using hardware.
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Hasan, my current supervisor for her constant encouragement.
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Abstract. This paper proposes an option to harvest energy by using the See-
beck effect, which harvests energy through the temperature differences present.
This energy harvesting tool/Peltier Module is fabricated using ceramic outer
shell and the inner part made of bismuth telluride. The thermoelectric generator
can supply low-power electronics and a combination of these TEGs can power
much more than low-power electronics. The aim of this thermoelectric generator
is to supply electricity of 5 V and 1 A to places where placing a Solar panel is
not commercially viable. The devices that are aimed to be powered are the
devices that are able to charge themselves using a USB port.

Keywords: Seebeck effect � Energy harvesting � Solar energy � Thermoelectric
generator

1 Introduction

In the recent years, there has been a rise of interest in scavenging “waste energy” from
high power consuming, non-efficient devices [1]. The use of batteries cannot guarantee
an uninterrupted working round the clock, unless they are powered continuously
through an electrical line which then reduces mobility of the device [2]. Such energy
scavenging devices are rising in quantity in every field. Curiosity rover (on mars) uses a
similar Peltier Generator [3]. These are used in conjunction with the heat produced by
the nuclear elements that radiate heat to keep the rover’s components warm during the
Martian nights [3]. These devices are usually very small. TEGs are able to convert the
ambient temperature into millivolts of electricity, with a few small cost friendly
additions to increase this temperature difference more current can be produced. While
most of the energy scavenging devices are still under research, thermoelectric energy
scavengers were the first to hit the markets, mainly due to the ease in fabrication of
solid-state devices and also presence of a well-known physical-theory to back it, The
Seebeck Effect. In 1822, Thomas Seebeck observed that a magnetic needle was
deflected when kept next to two dissimilar metals that were electrically connected in
series and thermally in parallel, exposed to a temperature difference, this deflection
proved the presence on flow of current (Ampere Law) [4]. Whenever warmed,
electron/hole pairs are made at the hot end and ingest the warmth all the while [5]. The
sets recombine and reject heat at the cool edges. The voltage potential, the Seebeck
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voltage, which drives the opening/electron stream, is made by the temperature dis-
tinction between the hot and cold edges of the thermoelectric components [6, 7].

To maximize the efficiency of thermoelectric generators, the Seebeck effect is to be
maximized. This happens in the presence of highly doped semiconductors (Bismuth
Telluride). The efficiency can also be increased if the materials used for fabrication are
bad thermal conductors (to retain the heat) and good electrical conductors (reduced
Joule heating effect).

The figure of merit (ZT) decides the performance of the Seebeck generator:

ZT ¼ a2
qk

T ð1Þ

where a is the Seebeck coefficient, q is the electrical resistivity, k is the thermal
conductivity, and T is the temperature. The efficiency of a thermoelectric generator can
be defined as:

g ¼ DT
T

ð2Þ

where T is the temperature at the hot side of the generator.

2 Real-Time Applications

2.1 Curiosity Rover (Mars)

Curiosity Rover, which is currently on mars, uses a device called multi-mission radio-
isotope thermoelectric generator (MMRTG) [3].

It was chosen for this mission due to its maintenance-free design. This device uses
heat from the radioisotope (Plutonium-238) and Seebeck effect/generators to generate
electricity to power the rover [3]. Although it is less efficient than solar arrays. It was
selected on the rover due to the fact that the dust storms on Mars cannot affect this
system. While the solar arrays could get covered in dust and gradually reduce the
power output. The TEGs are heated on one side with heat from the radioactive material
onboard. The temperature gradient is created on the cold side by using the radiators
mounted on the circumference of the whole device as shown in Fig. 1. The heat from
the cold side is transferred to the radiator panels using cooling tubes. The cooling tubes
can either be made of solid metals or contain a coolant [3].

2.2 Offshore Deep-Sea Beds Projects

On offshore deep-sea beds, where sunlight does not reach the site, TEGs are used [8].
These places where a solar panel is not efficient enough, TEGs are used. Hydrothermal
sites vent out hot liquids or sites where geothermal wells are drilled. The cold seawater
and the hot liquids being vented or drilled out create a temperature difference.
Hydrothermal vents are situated near volcanically active places. This guarantee’s the
presence of heat around the TEG, which increases the efficiency of the TEG [1].
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3 Possible Uses in the Future

There is a vast scope for thermoelectric generator in the future. Places where a pho-
tovoltaic cell is not a viable option.

3.1 Vehicle Internal Combustion Engines

All of the internal combustion engines in vehicles these days waste the heat energy to
as it is considered a resistance in the performance of the vehicle. The heat is transferred
to the atmosphere using multiple radiators in the vehicle. With a small change, this
waste energy can be utilized. When the heat from the engines is taken away by the
coolant, the heat should be then transferred to hot side of the TEG. And the cold side on
the heat sink/radiator. The system is shown in Fig. 2.

3.2 District Heating

Most of the European countries have this system for their residents. District heating
provides heating to houses in a local area. The heat is transferred from the heat
generation plant to the houses or buildings through heavily insulated pipes. Although
no heat here is wasted, it can be used for multiple uses for which one is thermoelectric

Fig. 1 Basic design of a MMRTG
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generation. The heat generation plants cogenerate heat by burning fossil fuels or bio-
mass. As the ambient temperature in these countries during winters goes below 0 °C, a
large temperature gradient can be maintained. The heat is transferred using steam
which is usually at 100 °C. The system is shown in Fig. 3.

During summers, the same feeding lines convert into cooling stations as they feed
cold water through these pipes. This assures us that power will be generated all around
the year (Fig. 4).

Fig. 2 Block diagram of using a TEG in an IC engine

Fig. 3 Basic diagram of a district heating system
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3.3 Chiller Units

In countries like the United Arab Emirates, air conditioning is provided through liquid-
cooled chiller units. In BITS Pilani Dubai Campus, a cold water supply runs from the
chiller unit to different buildings in the campus. The temperature of the cold water
ranges from 2 to 7 °C [9]. Thermoelectric generators can be placed in these conditions.
A minor line from the main pipeline can be taken. The water enters a small tank in
which the heat sinks are placed. The heat sinks are cooled which are in contact with the
cold side. The average temperature in Dubai during summers is 45 °C. The hot side can
be directly exposed to atmosphere or hot environment. The second option being place a
metal box of sand on the hot side and place concave mirrors to heat the sand up to a
higher temperature than the ambient temperature (45 °C). The second option can prove
to be an efficient method due to the higher temperature gradient (Fig. 5).

3.4 Human Body Heat

The normal body temperature of a human is 37 °C [6]. The ambient temperature in
cold countries during peak winter can range from −1 to −4 °C. During this time, the
body heat can be utilized to charge smart watches. TEGs can be integrated into the

Fig. 4 Proposed use of thermoelectric module

Fig. 5 Model design
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gloves. Our palms which tend to be usually warmer than our body temperature will act
as the heat source. The cold source would be the ambient temperature. As the tem-
perature difference is almost 40°, enough power could be obtained from the TEG to
charge smart watches. Even hearing aids can be charged using this as hearing aids use
batteries with less voltage.

3.5 Passive Cooling

To maximize cost efficiency, we reduce the initial investment. As most of the other
options require some changes to be made in the systems that exist already. That
increases the initial cost. The heat sink can be directly placed in wet soil or even normal
soil. The sand labelled as “hot sand” will be heated using concave mirrors or lenses.
The concentrated heat of the sun on the sand increases the temperature of the sand
higher than that of the surrounding environment. Only digging has to be done to install
this device. Hence, a lower initial cost for this system is predicted.

3.6 Prototype

The design methodology used for this prototype was of passive cooling. The prototype
was designed, manufactured, and tested in the facilities of Birla Institute of Technology
and Science, Dubai Campus. The prototype consists of a 25 � 15 � 10 cm aluminium
box structure. The proposed prototype for the energy harvesting is shown in Fig. 6.

This aluminium structure is to hold the heated sand. The TEGs are to be held to the
bottom of the aluminium structure using thermoconductive paste/tape (Silicone based
or epoxy). An aluminium plate of 25 � 15 cm is to be placed on the cold side of the
TEG are required to be made in the systems.

The prototype consists of a 25 � 15 � 10 cm aluminium box structure. This
aluminium structure is to hold the heated sand. The TEGs are to be held to the bottom
of the aluminium structure using thermoconductive paste/tape (Silicone based or
epoxy). An aluminium plate of 25 � 15 cm is to be placed on the cold side of the TEG
again by using thermoadhesive paste/tape.

The prototype consists of 10 TEG SP1848-27145 SA connected in a series array.
The combination of series and parallel can be decided based on the priority if more
voltage is required or more current. The output wires from this setup are connected to a

Fig. 6 The prototype manufactured using the proposed method

An Efficient Thermoelectric Energy Harvesting System 595



multitester to record the readings. A voltage regulator can be attached after which a
battery, LED light, a phone charger, etc. can be connected for practical/real-life pur-
poses. The aluminium box is to contain the sand that would be heated due to sun.

3.7 Testing

The testing was conducted in the facilities of Birla Institute of Technology and Science,
Dubai Campus. The tests were conducted during the winter time in Dubai. The test was
simulated to resemble the summer conditions in the region. The cold sink taken during
this test was cold moist garden soil. The following results were obtained. As we obtain
a higher voltage, the combination of the TEG can be changed to obtain a 5 V with a
current enough to charge a phone battery or power fairy lights. The various results are
summarized in Table 1.

3.8 Scope for Improvement

More TEGs could be used in the design for a higher output. A glass pane put on top the
aluminium box would increase the temperature of the sand. Instead of cold moist sand,
the cold sink could be replaced of a water line (cold) which runs through gardens,
roads, etc. Solar concentrators can be added to concentrate the heat onto the sand. This
increases the temperature of the sand and also the temperature gradient giving a much
higher output.

4 Conclusion

In this paper, a thermoelectric generator was designed for energy harvesting. It has
been observed that the presented design can be used efficiently as a source of energy in
deferent conditions, where the other sources like solar PV array, cannot use during
winter time. Therefore, this model may have the scope in future for better and low-cost
power generation. It can be extensively used in parks, street lighting, autonomous
homes, etc.

Table 1 Results for presented system

Temperature gradient (°C) Voltage (V) Temperature range (°C)

12 1.65 25–13
45 5.08 55–10
65 7.39 70–5
68 7.68 74–5
69 7.87 75–5
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Abstract. To overcome the challenges in MOSFET scaling, FinFETs have
emerged as a probable candidate compatible with CMOS technology. Memory
forms an integral part of almost all IC chips and contributes to the major share of
power dissipated. Replacing MOSFET-based memory arrays with the quasi-
planar FinFET helps to lower the leakage currents and thereby the power dis-
sipation. The important criteria in the design of an SRAM cell are cell stability
and cell area. The stability of the cell is determined by the static noise margin
(SNM). This paper describes the modelling and simulation of a double-gate n-
FinFET. It also discusses the effect of varying the gate material on the perfor-
mance characteristics of the FinFET. The optimization of a 6T FinFET-based
SRAM cell has also been presented. The cell optimization is in terms of the fin
dimensions, namely fin width and fin pitch.

Keywords: FinFET � Static noise margin � 6T SRAM

1 Introduction

As scaling in technology proceeds, leakage and power are two areas which pose a
challenge for MOSFET technology. Replacing the traditional MOSFET with a FinFET
which can be fabricated using the same technology and at the same time reduce the
second-order effects like leakage, power dissipation is one of the solutions [1]. The
primary reason for incorporating memory in circuits is for on-chip data storage capa-
bilities. Reduction in memory density has become very essential since memory plays
an important role in many designs. Memory arrays are classified into random access
memory (RAM), serial access memory (SAM) and content access memory (CAM).
Static RAM is one of the categories of random access memory. SRAM cell can hold
data only as long as power is available, and they also require a greater number of
transistors than dynamic RAM. But due to their high speed of operation, they are
preferred as memory on-chip [2].

Replacing existing SRAM cell design with FinFETs is gaining interest in recent
times. This is mainly because FinFETs are more scalable and at the same time reduce
second-order effects drastically. This paper focuses on the design of a double-gate
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n-FinFET and its application in a 6T SRAM cell. The paper also discusses the effect of
varying gate materials on the FinFET performance characteristics. A 6T SRAM cell
using FinFETs shows better static noise margin (SNM) and also reduced variability.

2 Basic Structure of FinFETs

FinFET is a three-dimensional structure where source, drain and channel are formed
over a buried oxide (BOX). Fin is the connecting link between the source and the drain
and is perpendicular to the substrate. Figure 1 shows a Multifin FinFET. The fin serves
as the channel and the fin parameters, namely the fin width Wfin, fin height Hfin and fin
pitch Pfin play key roles in the device performance. The short channel effects can be
better controlled with scaling of fin width. This helps in the gate gaining better control
over the channel potential [3]. The drive current increases with increased channel width
which can be achieved by increasing the fin height. An increased drive current at the
expense of gate area benefits memory arrays [4, 5]. However, integrating a FinFET into
an SRAM cell requires a lot of precision since etching process to remove excess
material deposited during gate stack and spacer formation can result in fin erosion.

SENTAURUS TCAD software tool has been used to model a double-gate n-
FinFET with the following specifications. The dopant used is arsenic. The polysilicon
gate has also been doped with arsenic to the same concentration of source region. The
device model has been created using structure editor where a 3D model can be created
specifying the coordinates and material of each layer. We can also select the type of
doping profile we want to include as well as set the contacts on the desired faces.
Furthermore, we also need to define the mesh for each layer differently since the
structural geometry is complex. The simulated structure and doping profiles are shown
in Figs. 2 and 3, respectively. Table 1 gives the design specifications.

Si0.4Ge0.6 has silicon along with 60% Ge mole fraction as the gate material. Using
Si0.4Ge0.6 provides the advantages such as variability in work function by changing the
Ge concentration and also compatibility with CMOS technology. It can be noted that
using Si0.4Ge0.6 has provided lower leakage currents, and at the same time, slightly
higher drain currents than the case when PolySi is used as the gate material. Table 2
shows the device parameters obtained using different gate materials.

Fig. 1 Multifin FinFET [6]
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3 SRAM Cell Design

A memory array consists of rows and columns. The selection of a cell into which data
is to be written or read from is done by using a row and column decoder. The transfer
of data to and from a cell occurs using bit line. Select line is used to select a particular
cell. Figure 4 shows the basic structure of a RAM cell. The delay involved in driving
load on the word line and bit lines determines the performance of the SRAM array [5].

Stability, bit cell read and leakage currents are the various parameters that evaluate
the performance of SRAMs. Data retention margin, access disturb margin and write
margin constitute the stability metric. Apart from these, static noise margin (SVM) can
also be used as a metric for SRAM stability [7]. With technology scaling and lower
supply voltages, data retention of SRAM cell becomes a functional constraint and
thereby limits the stability of the cell [8].

The 6T Static RAM cell as shown in Fig. 5 comprises of cross-coupled inverters
and access/pass transistors. The access transistors provide access to the memory cell.
When select = 1, data can be written into or read from the cell. When select = 0, the
cell gets decoupled from the data lines. This is referred to as the hold state. For reasons
of symmetry, it is important that the n FinFETs and the p-FinFETs have the aspect
ratios bn and bp, respectively.

Fig. 2 Simulated double-gate FinFET structure
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3.1 Read Operation in a 6T SRAM Cell

Standby, read and write are the three operating modes in SRAM. In standby mode,
word line (WL) is connected to the ground. For read operation, BL and BLB lines in
Fig. 5 are initially high. Assume Q = 0 and QB = 1. When the word line is high, the bit
should be pulled to zero through the transistors Mn1 and Ax1. Due to the current

Table 1 Design specifications of double-gate n-FinFET

Process
parameters

Gate
length

Height
of fin

Thickness
of fin

Oxide
thickness

Spacer
length

Channel
doping

Source
doping

Values 18 nm 2 nm 4 nm 1 nm 1.5 nm 1e16/cm3 1e20/cm3

Table 2 Device parameters obtained for different gate materials

Gate Material Vtgm (V) Idsat (A) Ioff (A) SS

PolySi 0.259 1.121e-3 4.753e-8 98.522
Si0.4Ge0.6 0.239 1.148e-3 8.205e-8 103.184

Fig. 3 Doping profile along z-axis
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flowing through Mp1, the voltage at node Q may rise from zero. To avoid this, Ax1
should be stronger than Mp1. Hence, the transistors should be ratioed such that the
node a remains below switching threshold of Mp1/Mn1 inverter. Therefore, the cri-
terion for read stability is Mn1 � Ax1 � Mp1 [9]. The SNM during a read operation
helps to quantify the read stability. Read access is the period when the cell becomes
highly susceptible to noise [4]. This is due to the intrinsic disturbance produced by
direct data access mechanism of the 6T SRAM cell [10].

3.2 Write Operation in a 6T SRAM Cell

Assume Q is 0, and we want to write 1 into the cell. Bit line is charged high. BLB is
pulled low by a write driver. Due to read stability constraint, bit line will be unable to
pull a high through Ax1. Hence, the cell is written forcing QB low through Ax2. Mp2

Fig. 5 6T SRAM cell

Fig. 4 RAM cell with bit line and select line
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opposes this. So Mp2 � Ax2. This constraint is called writeability. When QB
becomes low, Mn1 turns off and Mp1 turns on pulling Q to 1 [9].

3.3 Static Noise Margin

SNM is the ability of a cell to hold a stable state. The intersection points on the VDD

axes gives the two stable states of the circuit. The ability of the cell to reject noise
depends on the separation between the characteristics of the two inverters. Hence,
wider the separation, greater will be the ability of the cell to reject noise. The butterfly
curve is shown in Fig. 6. SNM is the length of the largest square that can be implanted
within the lobes of the curve [11].

3.4 Design Constraints of a Memory Cell

For a memory cell, the crucial properties are density and functionality. Functionality is
ensured by optimal selection of supply voltage, threshold voltage and device sizing.
Read stability, write stability, access time and power consumption also play key roles
in the performance of the memory cell. The word line remains high only during the cell
access time. If a read or write operation does not occur within this allocated time, then
an access failure occurs [12]. The SRAM cell access time is directly proportional to the
drain capacitance of the access transistor and inversely proportional to the device on
current. The access time of a cell will always be lower than that of memory as a whole
because it also needs to take the word line decoder delay into consideration. SRAM
arrays contribute to a major share of power consumption due to its short active period
and long idle periods. The static power dissipation can be taken care of by using sleep
transistors and also through body biasing. The trade-off between delay and power
consumption becomes more crucial in sub-100 nm technologies.

Transistor sizing will not aid in improving the robustness of the cell due to width
quantization, process variations and device-to-device mismatch. In the design of
SRAM systems, process variations and leakage currents have a great impact. The

Fig. 6 Butterfly curve showing SNM [11]
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authors in [12] suggested optimizing the gate sidewall spacer thickness of FinFETs to
improve the robustness of SRAM cell. Authors in [13] have discussed the application
of a row-based forward bias above VDD to the back gates of access transistors as well as
pull-down transistors during read/write operations to improve performance. A reverse
bias below GND is applied to these transistors during standby/sleep mode to reduce
leakage. These biasing voltages are generated by a bias generator which provides the
necessary bias (greater than VDD or less than GND) using a simple inverter. The bias
generator is driven by the row decoder. Selected cells will be connected to positive bias
to enhance performance while the unselected ones will be connected to a negative bias
to curtail leakage.

In an SRAM cell, due to cell sizing the cell area (Lg * Wch) decreases and rVt

varies. So, there is an issue of Vt variability [3, 16]. A fin with ion implantation from
two wafer orientations is referred to as a double-sided fin while an implantation in only
one direction results in a single-sided fin. It has been shown that single-sided fin
provides better control of threshold voltage variability as well as a lower DIBL [5].

In order to improve the readability as well as the writeability of the cell, in a
double-gate FinFET, one gate of the access as well as the pull-up transistors is per-
manently grounded. Improved performance is availed by dynamically adjusting the
second gate of the transistors during circuit operation. It has been demonstrated in [14]
that the SNM is increased by 92% and leakage power consumption is reduced by 36%
by using independent gate FinFETs compared to shorted gate ones in an SRAM cell.
Authors in [15] demonstrated the use of double etch sidewall image transfer technique
to produce SRAM cell with fin pitch of 40 nm. Merging pull-down transistors with
tight pitch while keeping pull-up transistors with relaxed pitch separate is accomplished
through epitaxy. This leads to differential fin pitch formation in SRAM cells. Uniform
extensions were formed on the fins by the in situ-doped epitaxial films. This helps to
reduce the external resistance of the FinFET by about 30%. Aligning the transistors
along a particular orientation can be accomplished through fin rotation which is pos-
sible due to the quasi planar structure. The electron and hole mobility, effective mass,
scattering rates are different along with different orientations [12]. Maximum read
stability is obtained when pull-down transistors are oriented along <100> and the
access transistors along <110>. Doping the source and drain unequally gives rise to
Asymmetrically doped FinFETs (AD FinFETs). These FinFETs show lower currents
when region with lighter doping is chosen as the source. The read/write conflict can be
alleviated by connecting the lightly doped region to the storage nodes [13, 17].

4 Simulation Results

The 6T SRAM cell was simulated using H-Spice BSIM-CMG model. The static noise
margin for read and write cycles was determined for different fin thickness and fin pitch
as shown in Tables 3 and 4, Figs. 7 and 8, respectively.
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Table 3 Read operation SNM values for various fin thickness and fin pitch

NP: NA:
NN

SNM
(mV) Tfin = 10 nm

SNM
(mV) Tfin = 13 nm

SNM
(mV) Tfin = 15 nm

01:01:02 283.912 277.134 270.735
01:01:03 313.385 306.771 300.417
01:01:04 332.611 325.779 319.192
01:02:04 275.839 267.961 260.676
01:03:04 239.243 230.299 222.072
01:02:03 253.619 245.426 237.892
02:03:04 248.419 240.588 233.311
02:02:03 262.568 255.591 249.005
02:02:04 283.912 277.134 270.735

Table 4 Write operation SNM values for various fin thickness and fin pitch

NP: NA:
NN

SNM
(mV) Tfin = 10 nm

SNM
(mV) Tfin = 13 nm

SNM
(mV) Tfin = 15 nm

01:01:02 451.681 441.739 432.716
01:01:03 451.548 441.253 431.95
01:01:04 450.5 439.887 430.292
01:02:04 450.5 439.887 430.292
01:03:04 450.5 439.887 430.292
01:02:03 451.548 441.253 431.95
02:03:04 451.681 441.739 432.716
02:02:03 450.794 441.011 432.083
02:02:04 451.68 441.739 432.716

Fig. 7 SNM during read for different values of fin thickness
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5 Conclusions

FinFETs are a promising replacement for traditional MOSFETs in various circuit
designs. The simulation work carried out on double-gate n-FinFET has shown that
using Si0.4Ge0.6 as the gate material provides better performance characteristics,
namely higher drain and lower leakage currents. Further, the use of FinFETs in 6T
SRAM cell is studied. The optimization of the FinFET-based SRAM with respect to its
fin dimensions, namely fin width and fin pitch, has provided the following inferences:

• The highest value of static noise margin in the read cycle is obtained when the fin
ratio is 1:1:4, and the fin thickness is 10 nm.

• In the case of write cycle, the static noise margin is almost insensitive to the fin
ratio. Also, it can be observed that for a particular value of fin thickness, the SNM is
almost constant.

• Hence, optimization of the SRAM can be done keeping the read SNM as top
priority.

References

1. Rajendran S, Mary Lourde R (2015) Fin FETs and their application as load switches in
micromechatronics. In: 2015 IEEE international symposium on nanoelectronic and
information systems, pp 152–157. IEEE

2. Uyemura JP (1992) Circuit design for CMOS VLSI, Kluwer Academic Publishers
3. Hisamoto D, Lee WC, Bokor J et al (2000) FinFET—a self aligned double gate MOSFET

scalable up to 20 nm. IEEE Trans Electron Dev
4. Carlson A, Guo Z, Balasubramanian S, Pang LT, King Liu TJ, Nikolic B (2006)

FinFET SRAMS with enhanced read/write margins. In: IEEE international SOI conference
proceedings, pp 105–106

5. Kawasaki H, Basker VS, Yamashita T, Lin C-H, Zhu Y, Faltermeier J, Schmitz S,
Cummings J, Kanakasabapathy S, Adhikari H, Jagannathan H, Kumar A, Maitra K, Wang J,
Yeh C-C, Wang C, Khater M, Guillorn M, Fuller N et al (2009) Challenges and solutions of
FinFET integration in an SRAM cell and a logic circuit for 22 nm node and beyond, IEEE

6. Khandelwal S, Gupta V, Raj B, Gupta RD (2015) Process variability aware low leakage
reliable nano scale double-gate-FinFET SRAM cell design technique. J Nanoelectron
Optoelectron 10(6):810–817

Fig. 8 SNM during write operation for different fin thickness

606 S. Rajendran and R. Mary Lourde



7. Bhoj AN, Niraj KJ (2013) Parasitics-aware design of symmetric and asymmetric gate-
workfunction FinFET SRAMs. IEEE Trans Very Large Scale Integr (VLSI) Syst 22(3):548–
561

8. Grossar E, Stucchi M, Maex K, Dehaene W (2006) Read stability and write-ability analysis
of SRAM cells for nanometer technologies. IEEE J Solid State Circuits 41(11):2577–2588

9. Weste N, Harris D, Banerjee A CMOS VLSI design-a circuits and system perspective, 3rd
edn. Pearson Education

10. Guo Z, Balasubramanian S, Zlatanovici R, King T-J, Nikolić B (2005) FinFET-based SRAM
design. In: Proceedings international symposium on low power electronics and design,
pp 2–7

11. Birla S, Singh RK, Pattnaik M (2011) Static noise margin analysis of various SRAM
topologies. Int J Eng Technol 3(3):304

12. Gangwal S, Mukhopadhyay S, Roy K (2006) Optimization of surface orientation for high-
performance, low-power and robust FinFETSRAM. In: Proceedings IEEE custom integra-
tion circuits conference, pp. 433–436

13. Joshi RV, Kim K, Williams RQ, Nowak EJ, Chuang CT (2007) A high performance, low
leakage and stable SRAM row-based back gate biasing scheme in FinFET technology. In:
International conference on VLSI design, pp. 665–672

14. Tawfik SA, Liu Z, Kursun V (2007) Independent-gate and tied-gate FinFET SRAM circuits:
design guidelines for reduced area and enhanced stability. In: International conference on
microelctronics, pp. 171–174

15. Basker VS, Standaert T, Kawasaki H, Yeh C-C, Maitra K, Yamashita T, Faltermeier J,
Adhikari H, Jagannathan H, Wang J, Sunamura H, Kanakasabapathy S, Schmitz S,
Cummings J, Inada A, Lin C-H, Kulkarni P, Zhua Y, Kuss J, Yamamoto T, Kumara A,
Wahl J et al (2010) A 0.063 lm2 FinFET SRAM cell demonstration with conventional
lithography using a novel integration scheme with aggressively scaled fin and gate pitch. In:
IEEE symposium on VLSI technology, pp 19–20

16. Kawasaki H, Khater M, Guillorn M, Fuller N, Chang J, Kanakasabapathy S, Chang L,
Muralidhar R, Babich K, Yang Q, Ott J, Klaus D, Kratschmer E, Sikorski E, Miller R,
Viswanathan R, Zhang Y, Silverman J, Ouyang Q, Yagishita A, Takayanagi M, Haensch W,
Ishimaru K (2008) Demonstration of highly scaled FinFET SRAM cells with high-j/metal
gate and investigation of characteristic variability for the 32 nm node and beyond. In: IEEE
international electron devices meeting, pp 1–4

17. Ananthan H, Bansal A, Roy K (2004) FinFET SRAM—device and circuit design
considerations. In: Proceedings international symposium on quality electronic design,
pp 511–516

FinFET Optimization in the Design of 6T SRAM Cell 607



Analyzing the Impact of NBTI and Process
Variability on Dynamic SRAM Metrics Under

Temperature Variations

Siona Menezes Picardo1(&) , Jani Babu Shaik2 , Sakshi Sahni2 ,
Nilesh Goel1 , and Sonal Singhal2

1 Birla Institute of Technology and Science Pilani, Dubai Campus, Dubai, UAE
{sionacmenezes,goel.nilesh}@gmail.com

2 Shiv Nadar University, Greater Noida, India

Abstract. Continuous scaling of CMOS technology has led to reliability issues
and process variability that affect the circuit performance of the SRAM cell. The
dynamic behavior of SRAM cells are characterized by critical read-stability
(Tread) and critical write-ability (Twrite) while the Static Noise Margins
(SNMs) are deduced by the static metrics that are the key performance metrics.
The work in this paper demonstrates the cumulative impact of process variability
and Negative Bias Temperature Instability (NBTI) degradation on the dynamic
metrics of the SRAM cell under varied temperature conditions. Degradation due
to NBTI is incorporated by considering different activity factors (a) for the
dynamic metrics. Time-zero or process variability is performed for fresh-case,
symmetric and asymmetric degradation by Monte Carlo run simulations using
foundry models in addition to examining the effect of correlation with their
corresponding static metrics.

Keywords: SRAM � NBTI degradation � Dynamic metrics � Process variability

1 Introduction

Bias Temperature Instability (BTI) is a primary reliability issue that impacts CMOS-
based devices and circuits with Negative Bias Temperature Instability (NBTI) and
Positive Bias Temperature Instability (PBTI) affecting p-channel MOSFETs and n-
channel MOSFETS, respectively. Predominantly, NBTI has been found to be a critical
concern of the two issues that lead to the shift in device parameters like threshold
voltage (DVTH), drain current (DID), mobility (Dµ), transconductance (Dgm) and sub-
threshold slope (DS) [1–4]. Threshold voltage (DVTH) is most adversely affected among
the stated parameters which in turn affect the performance of the circuits implementing
these devices. Modern processors comprise of SRAM whose read-stability and write-
ability are important dynamic metrics and thus been considered in device degradation
study [5, 6]. Several static metrics are used to study the impact of NBTI on the SRAM
cell [7–9] that are also employed for characterizing read-stability and write-ability.
Static Noise Margin (SNM) is used to characterize read-stability by means of various
static metrics such as Read Static Noise Margin (RSNM), Static Current Noise Margin
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(SINM) and Static Voltage Noise Margin (SVNM) whose standards are retrieved from
the read N-curve [9]. Similarly, write-ability adopts Write Static Noise Margin
(WSNM), Bit-line Write Trip Voltage (BWTV), and Word-line Write Trip Voltage
(WWTV) [5, 8] as its static metrics.

In this paper, dynamic SRAM metrics namely critical read-stability (Tread) for read
operations and critical write-ability (Twrite) for write operations are studied for different
conditions of device usage or activity factor (a) for varied temperatures and their
correlation is examined with their corresponding static metrics. The correlation of
SRAM dynamic metrics with static metrics has been reported recently [5] but the
temperature variations were not taken into consideration. This study focuses on the
impact of temperature on Tread and Twrite against the RSNM and BWTV static metrics
due to the proven best correlation [8]. Various studies on SRAM have been done at
different temperatures and therefore a range of temperatures is considered for this work
[5, 10, 11].

For circuit-level simulations, a compact model for NBTI [12] is implemented to
derive DVTH in P-MOSFETs of the SRAM cell. The equation of the compact model
(1) takes into account the activity factor (a) to describe the extent of usage of individual
P-MOSFETs of the two cross-coupled inverters and consists of an occupancy factor of
“fof”. SRAM cell stores data at its nodes which are complementary, implying that at
any given instance, one among the P-MOS devices will be in an absolute relaxed state
while the other will be completely degraded due to NBTI.

DVTH ¼ DVTH MAX � að Þ0:35� fofð Þ ð1Þ

The parameter “a” takes the value of “0” or “1” for extreme usage (asymmetric)
and “0.5” for symmetric cases. DVTH_MAX is the maximum possible shift in threshold
voltage for extreme NBTI degradation. fof is assigned 1 for extreme degradation and
0.5 for all other conditions.

The simulation set-up to characterize the critical read-stability (Tread) is represented
in Fig. 1a. Tread is defined as the maximum width of the word-line that does not lead to
a failure in the read operation. The nodes LOUT and ROUT have initial stored values of
“0” and “1”, respectively. Bit lines BL and BLB are fixed at VDD. A finite value of Tread
is achieved by connecting a noise source “Vn” between the node LOUT of the left
inverter and the node of the right inverter, likewise, another noise source “Vn” between
ROUT of the right inverter and the node of the left inverter. A similar simulation set-up
is used to characterize the critical write-ability (Twrite) shown in Fig. 1b without the
noise sources. Twrite is defined as the minimum width of the word-line needed to
successfully complete the write operation. The bit lines BL are set to VDD and BLB to
GND for a write operation.

Critical read-stability (Tread) is measured as the duration from 50% of word-line to
50% transition of either of the internal nodes (LOUT or ROUT) [5, 8] and is displayed in
Fig. 2a. Critical write-ability (Twrite) is measured as the duration from 50% of word-line
to 50% transition of the internal node (LOUT) [5, 8] and is shown in Fig. 2b.
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2 Simulation Method

The dynamic metrics of SRAM are evaluated at time-zero (no NBTI degradation) and
degradation post-NBTI. SPICE simulations are carried out using the SRAM netlist with
the augmented NBTI technology library, while time-zero variability is done with
foundry models. The degradation with respect to alpha (activity factor) is varied for the
two P-MOSFETs to perform simulations to incorporate NBTI degradation.

Fig. 1 a SRAM cell for Tread consisting of a CMOS inverter pair with pass transistors
connecting the bit lines (BL and BLB) and the word-line (WL) and b SRAM cell for Twrite
consisting of a CMOS inverter pair with pass transistors connecting the bit lines (BL and BLB)
and the word-line (WL)with activity factors for PU_L fixed at (1 − a) and PU_R for both the
setups
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Fig. 2 a Waveforms for Tread and b waveforms for Twrite
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The mean values of the dynamic metrics are derived for various sets of alpha values
with intermediate a = 0.05, 0.25, 0.5, 0.75, 0.95, and extreme a of “0” and “1”. The
left pull-up P-MOSFET (PU_L) is considered to have a fixed activity factor of (1 − a)
and the right pull-up P-MOS device (PU_R), a. Tread has a stronger dependency on
PU_R and thus when a takes the value of 1, it suffers from extreme degradation.
Similarly, Twrite depends on the voltage of LOUT for a successful write operation which
consequently, results in extreme degradation of the left pull-up P-MOS device when
a = 0. Extreme NBTI degradation is considered over a period of 10 years with ΔVTH

MAX = 100 mV.
Monte-Carlo simulations are done for 1000 samples of Tread and Twrite and their

distributions are plotted along with correlation against the two static metrics, i.e.,
RSNM and BWTV for fresh, symmetric, and worst-cases of NBTI degradation.

3 Results and Discussions

This section focuses on the degradation effects due to NBTI on Tread and Twrite by
varying the activity factor for the P-MOS devices of the right and left inverters of
SRAM cell. These results are discussed along with their corresponding correlation with
the static metrics (RSNM and BWTV) for varied activity factor and temperatures.

3.1 Dynamic Metrics Tread and Twrite for Different Activity Factor

Figure 3 indicates the effect of NBTI on Tread for different a and temperatures. The
transistor (PU_R) controlling Tread for “fresh” and a = 0, does not incur NBTI
degradation. For the above two stated cases, Tread depends on the initial voltage of
LOUT. The right inverter of SRAM cell is critical in deciding the trip point of Tread
(known as Rtrip) which leads to the flipping of the internal nodes when the voltage on
LOUT attains its critical value. This eventually consequences in a failure for Tread. The
value of Rtrip is found to reduce with an increase in activity factor (a) which implies that
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the critical value of LOUT approaches at a faster rate. It is found that Tread degrades for
all values of a with respect to fresh, except in a case of a = 0 (improves by around 5%).
The worst-case NBTI degradation is found to occur at a = 1 due to the absolute
degradation of the PU_R transistor with its node storing a value of “1”. Temperature
variations effects Tread constructively as it can be seen that with an increase in tem-
perature, the worst-case degradation reduces from 16% to about 14%. As the tem-
perature rises, the impact of NBTI on Tread reduces.

Figure 4 shows the degradation due to NBTI with different activity factor (a) and
temperatures. Twrite has significant dependence on LOUT transition from “0” to “1”
which highlights the importance of degradation of the left pull-up transistor for Twrite.
This dependency increases the duration needed to flip the state of internal nodes in
comparison to the fresh-case. Therefore, for a = 0 and a = 0.05 degradation of Twrite
occurs. Conversely, an improvement for higher a is observed by virtue of LOUT being
able to flip the right pull-up transistor more rapidly owing to the decrease in Rtrip, with
almost 15% for a = 1(best-case) and 2.5% for a = 0.5. Increase in temperature to 55,
85 and 125 °C does not impact Twrite for higher alpha values and there is a minimum
deflection in Twrite mean values for the fresh-case for a = 0.05 and the worst-case
degradation.

The distribution of Tread in the fresh-case for different temperatures is indicated in
Fig. 5. The dynamic metrics attain least values for the extreme case showing the most
amount of degradation of Tread as compared with the fresh-case, followed by a = 0.5
for all temperatures. These results concur with the mean values obtained in Fig. 3.
Additionally, at 27 °C temperature, the fresh values tend to deviate at higher values of
Tread which remains consistent across all temperatures indicating sensitivity towards the
applied noise voltages. With increasing temperatures, it is observed that the mean Tread
achieves reduced values indicating an improvement in degradation.

The distribution of Twrite for different temperatures is represented in Fig. 6 for fresh,
a = 0.5, and a = 0. At 27 °C, Twrite for symmetric case of degradation, shows
improvement with respect to the fresh-case while in the extreme case it degrades which
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validates the graph in Fig. 4. For higher temperatures, this trend remains consistent
depicting minimal impact of temperature on the overall distribution of Twrite.

3.2 Correlation of Dynamic Metrics with Static Metrics

The correlation of the dynamic metrics, Tread is done w.r.t. the static metrics RSNM and
Twrite against the static metrics BWTV with NBTI degradation considering fresh-case
as a reference at different temperatures.

A good correlation is observed for Tread at 27 °C in all three cases considered
ranging between 0.88 and 0.9. At higher temperatures, the correlation drops to 0.82 for
the fresh-case and is found to improve for a = 0.5 and 1 as indicated in Fig. 7b, c.
Amongst the three different considered temperatures, Fig. 7a shows the best correlation
of Tread with RSNM indicating improvement of R2 for symmetric and worst-case
degradation.
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Twrite is correlated with BWTV that is shown in Fig. 8. The correlation is strong for
the three cases with R2 ranging from 0.94 to 0.95. For all temperatures, correlation in the
fresh-case a = 0.5, and 0 are found to be similar with R2 dropping slightly for a = 0.

4 Conclusions

SRAM comprises of two critical parameters namely Tread and Twrite that have been
considered in this study to investigate the effect of NBTI degradation and variability
with various activity factors (a) and temperatures. It has been illustrated that at time-
zero, Tread suffers from almost 16% when PU_R is completely degraded. However,
with increasing temperatures, the degradation is found to improve from 16% to around
14% for worst-case degradation (a = 1) due to NBTI. For Twrite, the worst degradation
(a = 0) is a maximum of around 13% with no significant fluctuations in its values due
to temperature variations. Tread projects sensitivity to increasing a, noise voltage, and
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temperatures while Twrite degrades to a significantly lesser extent with increasing a and
marginally impacted by temperature. The plots for correlation of the dynamic metrics
with the two corresponding static metrics indicate that there is a fairly good correlation
of Tread with RSNM obtaining an R2 of 0.88–0.9 for fresh-case at the lower temperature
and subsequent decrease in R2 at elevated temperatures. An excellent correlation of
0.94–0.95 is obtained for Twrite with BWTV across all considered temperatures. It can,
therefore, be concluded that Tread is not drastically impacted under temperatures
variations owing to the insignificant drop in correlation and minimum deviation in
NBTI degradation over a period of 10 years. In the case of Twrite, it projects an
improvement during symmetric usage of P-MOS transistors of the SRAM cell and with
increasing a values, PU_L does not undergo severe degradation irrespective of tem-
perature variations.
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Abstract. Quantum Cellular automata (QCA) is one of the promising next-
generation technology which enables high performance and low energy Nano-
electronic circuits. QCA presents a new dimension of ideas of designing the
fundamental gates in digital electronics with minimum hardware. Here the logic
level switching depends on the change in the polarization between the cells
neglecting the current transfer which marks this viable technology as a
promising candidate for upcoming generations. Moreover, the processing and
transfer of information make use of quantum mechanics and cellular automata to
deal with the disputes of CMOS transistor technology. In this manuscript, we
have proposed the design of multi-logic gates using QCA architecture. The
design layout has been simulated using QCA designer 2.0 and is in accordance
with the desired logic. The results are compared with the existing design and
found with less number of cells and less area.

Keywords: QCAgates �Nano electronics �Multi-logic gates �QCAdesigner 2.0

1 Introduction

Studying QCA is theoretically motivated by the view that information is the funda-
mental element of nature and computing is the fundamental process. The universe is
then perceived as giant quantum cellular automaton [1]. The quest of futurists for a
reliable technology at the end of CMOS era paved them towards QCA. From the
experimental point of view, QCA has a significant advantage over CMOS circuits with
respect to the current-switching paradigm where the cell-cell responses are based on the
underlying physics of Columbic repulsion. Thence this makes the plausible approach to
design more energy-efficient, smaller area, and high-density circuits. In this paper, we
propose the design of multi-logic gates in QCA with the same inputs. The proposed
design makes use of the eight neighborhoods and partial polarization. The proposed
design is extendable and it can be used to implement any large size in QCA. Validation
of the proposed design is done using QCA Designer 2.0.3 software.
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2 QCA Fundamentals

QCA is based on arrays of coupled quantum dots called cell which is the basic building
block [2]. The Columbic exclusion phenomenon, which is exhibited by quantum dots
when these cells are put together and the way they have Columbic effect on each
neighbor cell leads to quantum confinement [2]. This effect leads to two stable state
behavior of each cell which makes them usable in cellular arrays. The physical
interaction between neighboring cells can be utilized to implement logic functions.

A basic QCA cell has four quantum dots and two dots which are diametrically
opposite comprises of electron. Electron cannot occupy adjacent quantum dots
according to the principle of repulsion of Coulomb. The junction between two quantum
dots is called tunneling junction [3]. Electron can move to different quantum dots in the
QCA cell by means electron tunneling which is completely controlled by a potential
barrier that can be raised high or low between adjacent QCA cells by means of
capacitive plates [4]. Figure 1a shows a basic QCA cell.

2.1 QCA Cells and Wire

As the Columbic repulsion aligns two mobile electrons in the diametrically opposite
dots preventing escape from the confinement of the cell, it results in two polarizations
which are P = +1 and P = −1. Cell polarization P = +1 denotes binary “1” and cell
polarization P = −1 denotes binary “0” [5]. Figure 1b demonstrates the polarization of
QCA cell and the quantum tunneling of charge between dots enables device switching.

P ¼ P2þP4� P1þP3ð Þ
P1þP2þP3þP4

ð1Þ

Each adjacent QCA cell has its effect on others, so interaction between cells
transmits data from input to output. Since information transfer takes place by polarized
charge with the help of force of repulsion instead of flow of current QCA circuit has
low energy and high processing speed [6]. Figure 2 represents the binary wire which
propagates information from input to output.

Fig. 1 a Basic cell with barriers. b QCA cell logic “1” and “0”

Fig. 2 Representation of binary wire with QCA cells
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2.2 QCA Clocking

To transfer information through QCA cells, clock is important and with the help of
clock, information can be locked within specified cells. Clocking in QCA has four
clock zones, clock zone 0 to clock zone 3 and each clock zone has four phases which
are Switch, Release, Relax and Hold. Table 1 shows clock zones and position of
potential barrier with corresponding polarization.

Based on potential barrier, QCA cells acquire different polarization. During
“Switch” phase of clock potential barrier goes from low to high and QCA cell gets
polarized. During “Hold” phase potential barrier is held high and polarization is pre-
served. In “Release” phase potential barrier is lowered and the cell becomes non-
polarized. In the Relax phase barrier remain lowered and cells remain non-polarized.
From this phase, cells are ready to switch again [5] (Fig. 3).

2.3 Majority Gate and Invertor

Logic circuits can be designed using array of QCA cells which are arranged in a
specific manner with different, same, or fixed polarization according to required logic.
In binary wire, array of cells are placed one after another in the same polarization
(Fig. 2). Similarly, inverter logic can be designed by making cells to interact with each
other at 45° or diagonally so that quantum dots get different polarization and elec-
trostatic interaction between cells gets inverted. Additionally, QCA cells can form a
majority gate in which output cell gets polarization according to the majority

Table 1 QCA cell polarization at different clock phases

Clock phase Potential barrier Cell polarization state

Switch Low to high Polarized
Hold Held high Polarized
Release Low Unpolarized
Relax Remain lowered Unpolarized

Fig. 3 QCA clocking zones and phases
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polarization at input side. The functioning of a 3-input majority gate with three inputs
A, B, C can be defined by the Boolean logic as given in (2). Figure 4a shows the
inverter and Fig. 4b shows the majority gate.

M A;B;Cð Þ ¼ ABþBCþAC ð2Þ

With inverter and majority gate, we can design a complete set of QCA logic gates,
from which more complex and general-purpose systems can be obtained. Figure 4c
shows AND gate from majority logic in which a cell C of majority gate has fixed
polarization of 0 to get AND logic. Figure 4d shows OR gate from majority logic in
which a cell C of majority gate has a fixed polarization of 1 to get OR logic.

3 QCA Basic Gates

Logic units are the basic building blocks of many computational operations. In the case
of computing with QCA, we also require universal logic design. One such logic design
is a QCA majority gate. Basic gate inverter, AND, and OR from majority logic
described in the previous section can be implemented using QCA cells (Figs. 4 and 5).
By combining AND and OR logic with inverter, NAND, and NOR gates which are
universal gates can be implemented [7]. Figure 5a, b shows NOR, NAND. Similarly,
XOR and XNOR logic gates also can be designed. Figure 5c, d represents XOR and
XNOR logic, here cells with different clocks are used to reduce the number of cells
required for the design [8–12]. The Table 2 explains the number of cells required in all
basic logic gates.

Fig. 4 a Inverter. bMajority gate. c AND gate from majority gate. d OR gate from majority gate

Table 2 Basic QCA gates with number of cells existing in literature

Basic gates No. of cells [reference]

NOT 2 [7]
AND 5 [5]
OR 5 [5]
NAND 14 [3]
NOR 14 [3]
XOR 10 [5]
XNOR 10 [5]
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4 Proposed Design

Traditional Boolean logic has two inputs and one output. Here the proposed logic gate
has two inputs and two outputs logic AND and OR operation both. We make use of
rotating the nearby cell 90° to get the invertor design shown in Fig. 6a and the concept
of 8-neighbourhood is shown in Fig. 6b.

8-neighbourhood: The finite neighborhood of a QCA cell N = {n1, n2, n3…nr} has
an effect on the current state of the cell. For example, consider a symmetric QCA with a
neighborhood of size 3 then if three consecutive cells are in the states q1, q2, and q3 at
time t, then at time t + 1 the middle cell will contain the effect of all three neighbor
cells. The 8-neighbors of QCA cell E, shown in Fig. 6b include the four 4-neighbors
(B, D, F, and H) and four cells (A, C, E, and G) along the diagonal direction. The
current state of cell E depends on the previous state of all these eight neighbors. This is
also known as Moore’s neighborhood.

Fig. 5 a NOR gate. b NAND gate. c XOR gate. d XNOR gate

Fig. 6 a Invertor design with 90° rotation of cell. b Representation of all neighborhood cells
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4.1 AOR Gate Design

Proposed combined AOR(AND-OR) logic design with QCA has two inputs (A, B) and
two outputs (AB, A + B) (Fig. 7a). Center cell is provided with fixed polarization of
−0.4 which is diagonal neighbor to both output cell F and F′ and 0.4 fixed polarization
is given to one immediate neighbor cell of F′ as shown in Fig. 7a. When input is
provided we get output OR at F and AND at F′. So both immediate and diagonal
neighbor cells affect the output. Table 3 shows the truth table of OR-AND combined
logic and Fig. 7b shows simulation results of OR-AND logic design.

Comparison with Existing System

In comparison with the existing AOR implementation [13], this design has less number
of cells, it consumes less area, and switching speed is high. Table 4 illustrates a
comparison of proposed design and existing design.

Fig. 7 a AND-OR logic design. b Simulation result of AND-OR

Table 3 Truth table of AOR logic

A B F = AB F = A + B

0 0 0 0
0 1 0 1
1 0 0 1
1 1 1 1

Table 4 Comparison table

Design No. of cells Consumed area (nm2)

Existing [13] 13 5184
Proposed 10 3240
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From the same logic (Fig. 7a) by rotating output cells F and F′ cells by 90°
individually we can obtain NAND-OR and AND-NOR, respectively. If we rotate both
F and F′ cell by 90° together we get NAND-NOR logic. The simulation results are
obtained in Fig. 8a–c.

4.2 OR-NOR and AND-NAND Logic Design

Here combined OR-NOR logic and AND-NAND logic with QCA are proposed using
the concept of neighborhood cell effect (Fig. 6b). In Fig. 9a fixed polarization −1 is
given to the center cell, when inputs A and B are given, we will get output OR at O cell
and NOR at O′ cell. In Fig. 9b output cell F′ is rotated by 90° so we get output OR from
F cell and NOR from F′ cell.

If we provide fixed polarization of 1 to center cell as shown in Fig. 9c then we get
output AND at O cell and NAND at O′ cell. In Fig. 9d output cell F′ is rotated by 90°
then we get output AND from F cell and NAND from F′ cell. Figure 10a, b shows the
simulation results of OR-NOR and AND-NAND logic.

Fig. 8 Simulation result of a OR-NAND logic. b AND-NOR logic. c NAND-NOR logic

Fig. 9 a OR-NOR logic design. b Reduced OR-NOR logic design. c AND-NAND logic design.
d Reduced AND-NAND logic design
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5 Conclusion

In this paper, a conception of multi-logic gates using QCA is proposed and described.
Architectures and simulation results are also proposed. An important step in designing
QCA circuits is reducing the number of required cells. In the proposed design, the
reduction of the number of cells in the QCA structure is based on the interaction forces
between the neighborhood cells, and also the 90° rotation of cell is used to attain multi-
logic design with less number of cells. In this work, we have optimized the number of
QCA cells and area required for multi-logic design.
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Abstract. The problem of features, objects, gestures, and face detection has
been tackled using a numerous vision-based algorithms available in literature.
Each of these algorithms requires a set of hyper-parameters, which need to be set
on the basis of trial and error such that the results provide best performance to a
situation. Mostly, researchers use trial and error approach to satisfactory result
and solve the above problems. In this work, an approach has been suggested to
determine an optimum set of hyper-parameters, which will provide a starting
point for anyone using Viola Jones algorithm for hand gesture recognition or
similar endeavors. This will reduce the time spent in searching for the best
combination of hyper-parameters.

Keywords: Viola jones � Hyper-parameters � Computer vision

1 Introduction

Computer vision is one of the emerging subdomains of machine learning and image
processing. Object and feature detection is a generalized problem, with applications in
autonomous vehicles, face detection, smile shutters in cameras, 3D reconstruction, and
security. A variety of methods are used for the same, and this paper focuses specifically
on Viola Jones algorithm [1]. Given a set of images which satisfy or do not satisfy a
criterion (labeled as positive and negative images respectively) and four input hyper-
parameters, the algorithm trains and produces an output file (xml format). Depending
on hyper-parameters supplied, performance of the classifier changes, i.e., its training
speed (computational power), detection speed, and accuracy. Values of these hyper-
parameters are taken by trial and error and depend on the application, nature of image
dataset supplied (uniqueness, image backgrounds), etc. There is a conflict of interest
involved, where we want the detection to be fast and accurate, both of which are
difficult to satisfy simultaneously. The aim here is to provide a starting point of these
values for researchers, especially for tasks like human hand gesture recognition. The
optimum values may differ for more intricate objects like human faces or road signs.
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2 Background of Research for Gesture Recognition

Over time, a lot of methods have been used to solve the problem of recognizing hand
gestures. The general approach is as follows: Voila Jones algorithm [1] is quite
commonly used for identifying gestures, and since then, newer techniques have been
developed. Brethes and Ludovic [2] used a combination of color-based segmentation,
contours, and cascade classifier to build their gesture recognition system. Another
method called Histogram of oriented gradients (HOG) was used by Misra et al. [3].
Contour detection was explored and improved by Argyos and Lourakis [4], in which
they used a pair of stereo cameras to reconstruct the contours of hand in three
dimensions. Voila Jones algorithm is relatively old and fails to capture difficult objects,
that is those which can have abstract shapes or more intricacy. For this reason, deep
learning, one of the latest, state-of-the-art machine learning algorithms, has been
explored. Lawrence [5] and his team have attempted to identify human faces using
neural networks. A convolutional neural network and color segmentation-based
approach were used by Nagi [6] and his team to identify hand gestures using a colored
glove for mobile robots. Ren et al. [7] used Finger Earth Movers distance method to
measure dissimilarities between hand shapes (different from template matching). They
used a Kinect sensor to obtain image and depth data. Quite recently, leap motion
controller has been explored by Bachmann and Weichert [8]. All of these algorithms
require some hyper-parameters, for a neural network it might be its weights, number of
neurons, architecture, and activation functions. For an image processing-based algo-
rithm, it might be size used for blurring, image color ranges, and so on. If the algorithm
is made too “rigid,” it cannot capture the complexity of problem, and if made too
“flexible,” it can lead to overfitting. As mentioned earlier, Viola Jones being a common
algorithm was chosen for finding optimum hyper-parameter.

3 Proposed Methodology

Training and Testing: Initial work involves “training” the classifier files, i.e., generating
xml files from the given dataset and hyper-parameters. Second step involves testing the
classifiers on a separate “testing only” dataset, a collection of images that were not
included during training. Third step involves analysis of performance of the classifiers.
Finally, we draw meaningful conclusions from the same. MATLAB has an inbuilt
function called train CascadeObjectDetector() which takes six arguments as hyper-
parameters, out of which four were selected to be optimized. Local binary patterns
(LBP) feature was selected, as it trains much faster than “Haar” based features. The
work has been implemented in Python and partly in MATLAB (training classifiers)
environment [9–11].

3.1 Identified Hyper-parameters to Be Optimized

The hyper-parameters to be optimized are identified and presented in Table 1.
Once trained, the classifiers are tested for their performance on a separate dataset on

the basis of parameters on the right. The importance of the is as follows:
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False Alarm Rate: Acceptable false alarm rate at each stage has a value in the range (0
1]. It is the fraction of negative training samples incorrectly classified as positive
samples.

Number of Stages: Number of cascade stages to train. Increasing the number of stages
may result in a more accurate detection but also increases training time. More stages
can require more training images, because at each stage, some number of positive and
negative samples are eliminated.

Object Size: Before training, the function resizes the positive and negative samples to
this size in pixels. For optimal detection accuracy, specify an object training size close
to the expected size of the object in the image. However, for faster training and
detection, set the object training size to be smaller than the expected size of the object
in the image.

True Positive Rate: Minimum true positive rate required at each stage. It has a value in
the range (0 1]. The true positive rate is the fraction of correctly classified positive
training samples.

For Testing Parameters:

Time Taken: Classifier should not take too long to train.

False Positives: Number of detections that do not contain the desired object and are
classified as positive.

True Positives: Number of detections that are in fact the desired object and get
classified as positives.

False Negatives: Number of detections that do contain the actual object but are clas-
sified as negatives.

3.2 Dataset Preparation

Four gestures were selected, namely “UP,” “DOWN,” “WAIT,” and “FIST.” A large
dataset of images was created by clicking pictures of the work area and hand gestures
and cropping, labeling manually. Figure 1 shows the sample images used for the
investigation. Table 2 shows the numbers of such attempts and Table 3, provides the
discrete values for hyper-parameters to be used for calibration.

Table 1 Parameters to be optimized and evaluated

Parameters Testing metrics

False alarm rate Training time
Number of cascade stage False positives
Object size True positives
True positive rate False negatives
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3.3 Step Wise Approach for Training and Testing

The four parameters to be optimized can take any discrete integer values. It is not
practically possible to train a huge number of classifiers resulting from combination of
all discrete values of hyper-parameters. Hence, small number of values for each
parameter was chosen and the resulting Cartesian product was used for training the

Fig. 1 Top: Sample Images from UP, DOWN, WAIT and FIST dataset, Bottom: negative

Table 2 Number of images in each category used as dataset

Name of gesture Positive training Negative training Negatives testing Positives testing

UP 495 1946 157 45
DOWN 332 1946 152 50
WAIT 520 1946 155 47
FIST 465 1946 142 60

Table 3 Discrete values for hyper-parameters for Optimization

Hyper-parameter Values parameter

False alarm rate 0.3, 0.5, 0.7
No. of stages 5, 10, 15, 20
Object size 10, 20, 30, 40, 50
True positive rate 0.7, 0.8, 0.9, 0.99
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classifiers. However, not all such combinations can be trained, and some do not
complete the training process.

The work was split into seven distinct scripts, such that if any step fails, trou-
bleshooting is easy and work can be restarted from previous data log. Table 4 gives a
brief idea of the same.

At the end, we trained 240 classifiers each for fours gestures, i.e., a total of 960
classifiers. Figure 2 shows the current status. It can be observed that some of the
attempts have failed, and some could not reach the specified number of stages. Cor-
rections for the same have been done appropriately.

3.4 Analysis of Test Scores

We have the combinations and their scores for the dataset ready in the spreadsheet. The
next procedure was to analyze the scores, and ranking the xmls based on performance.
This is a multi-objective problem, requiring some results are to be minimized, some are
to be maximized, and some to be near a particular value. The score generates a single
scalar for performance, which takes into account all the multiple objectives. This is
achieved by using Euclidean distance between the desired scores and actual scores. The
“scores” can be imagined as four-dimensional “vectors.” The distance between two
vectors [a1; a2; a3; a4] and [b1; b2; b3; b4] is given by:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a1 � b1ð Þ2 þ a2 � b2ð Þ2 þ a3 � b3ð Þ2 þ a4 � b4ð Þ2

q
ð1Þ

Table 4 Belief description of steps for training and testing of classifiers

Step Action

1 • Generate combination of parameters to be trained
• Store combination in the spreadsheet

2 • Supply the combination to MATLAB
• Train over inputs using these combinations if possible
• Store .xml files and training log

3 • Verify if all combinations have been trained successfully
• Get time taken for training in the sheet from logs

4 • Test over “negatives” folder
• Generate report in a spreadsheet

5 • Copy step four testing results to main results file
6 • Evaluate over positives folder using intersection threshold method

• Fill up “true positives” and “false positives” columns in spreadsheet
7 • Fill up “False negatives” column
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A. Priority Order

The desired score is obviously, zero false positives, zero false negatives, and true
positives to be equal to the exact number of objects in the dataset, and time to be as low
as possible. However, not all of these are equally important. False positive can be
disastrous in an industrial environment. An unintended action should not trigger a
procedure or stop the work. Second comes true positives. False negatives can be
tolerated to a certain extent, as it would require some more attempts to set the trigger,
but it should not cause major problems. This of course is specific to the action to be
triggered by the gesture. If it is supposed to be an interrupt based gesture, then the order
may be reversed, or given equal priority. Time for training is the least important.

B. Steps for Analysis

As it has been shown in previous section, analysis was also done step wise for easy
troubleshooting.

Step 1: Step one copies the useful data from the main sheet to a separate file,
excluding the combinations that could not be trained successfully.

Step 2: Output scores are normalized between 0 and 1. That is, the values of “false
positives,” “true positives,” “training time,” and “false negatives” now all lie
between 0 and 1. Then these values are scaled by a factor directly related to

Fig. 2 Data obtained after training and testing. Green columns shot the hyper-parameters used to
train, orange ones give the scores to evaluate upon
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their priority. That is, “false positives” is multiplied by 2, “true positives” by
1.5, false negatives by 1, and time by 0.5. Let us consider P as a score type,
say “false positives.” Normalization formula for P for ith classifier is given
by Eq. 2.

nPi ¼ Pi=
Xn
i¼1

Pi ð2Þ

After normalization, score vector is computed by:

Vi ¼ ½2 � nFP; 1:5 � nTP; 1 � nFN; 0:5 � nT� ð3Þ

where, nFP—False positives normalized, nTP—True positives normalized,
nFN—False negatives normalized, nT—Time taken to train normalized.

Step 3: Euclidean distance is computed with respect to ideal performance and the
top 10 xmls are ranked. Lesser the distance means better the performance.

4 Experimental Results and Discussion

Optimum parameters for each gesture vary a little, but a general pattern can be
observed. UP Gesture: It is seen from Fig. 3 that low object size (10, 20) and high true
positive rates (0.99) are performing better than the rest. This may be due to the fact that
the positive dataset supplied is easy to differentiate from the negatives and that the
effect of intricacies is not large. The algorithm is finding it easy to devise LBP clas-
sifiers that correctly classify images and hence larger images are not relevant. WAIT
Gesture: It is observed in Fig. 4, that high object size (40) and low true positive rates
(0.7) are performing better than the rest. FIST Gesture: It has been observed from
Fig. 5 that medium object size (20, 30) and medium true positive rates (0.8, 0.9) are
performing better than the rest. It can be seen that the shape of closeness bar chart has
changed for 81–96 combination numbers. This says that the features found are quite

Fig. 3 UP gesture: deviation of score vector from ideal performance for all trained cascades
from 1 to 240 (excluding those which could not be trained)
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different from that of wait or up. Higher combinations like 161–176 are performing
similar to up or wait ones. DOWN Gesture: It shows the deviation plot. It can be seen
from Fig. 6 that large object size (40) and medium true positive rates (0.8, 0.9) are
performing better than the rest. The shape of closeness plot is similar to first plot,
meaning that the features detected are similar. Here, intricacies are playing an
important role due to the nature of dataset. For this, we have analyzed the top ten
performing xmls for all four gestures. The set of central tendencies of each parameter
would serve as the optimum combination. Number of occurrences of each hyperpa-
rameter in all 40 top-performing classifiers with 0.5 false alarm rate, shows up 40% of
time. The corresponding distribution is plotted in Fig. 7.

The central tendencies for top-performing (40 among 960) classifiers are shown in
Table 5. Looking at these central tendencies, the optimal combination should lie around
these values, depending on the dataset quality and quantity. The optimal combination
should lie around these values, depending on the dataset quality and quantity. These are
the findings based on the dataset developed and the results may vary depending on the
application. Preprocessing of the images may further affect these values.

Fig. 4 WAIT gesture: deviation of score vector from ideal performance for all trained cascades
from 1 to 240 (excluding those which could not be trained)

Fig. 5 FIST gesture: deviation of score vector from ideal performance for all trained cascades
from 1 to 240 (excluding those which could not be trained)
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The entire training, testing, and validation were performed using Python 3.2,
running on Windows 10 on HP Pavilion 15 N012TX. The entire procedure, from
declaring labels for training to displaying charts for results (for just one gesture), took

Fig. 6 DOWN gesture: deviation of score vector from ideal performance for all trained cascades
from 1 to 240 (excluding those which could not be trained)

Fig. 7 Percentage-wise distribution of each hyper-parameter value in top 40 (among 960)
performing classifiers

Table 5 Central tendencies of hyperparameters of top-performing classifiers

Central tendency False alarm rate No. of stages Object size True positive rate

Mode 0.5 10 30 0.99
Mean 0.49 9.78 26.75 0.85
Median 0.5 8 30 0.8
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eight hours to train on the machine, with no extra major processes running. Optimal
values of hyper-parameters from above investigation are: False alarm = 0.5, number of
stages = 10, object size (square) = 30 and true positive = 0.9.

5 Conclusion

The objective of the current work was to obtain optimum parameters for an overall
gesture recognition problem. Depending on hyper-parameters supplied, performance of
the classifier changes, i.e., its training speed (computational power), detection speed,
and accuracy. Optimal values of these hyper-parameters are obtained for gesture
recognition. These results are dependent on the application, nature of image dataset
supplied (uniqueness, image backgrounds), etc. Present work proposes a weight-based
multiobjective optimization approach to handle conflict of interest. The results obtained
are best starting point for tasks like human hand gesture recognition.
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