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Executive Summary 
The concept of sovereign AI is gaining traction globally as nations seek to develop AI capabilities 
independent of a few US-based or PRC-based Big Tech companies (FANGMs plus BATs). 
Sovereign AI initiatives are under way in domiciles (or regional authorities within countries) 
including Singapore, Japan, Germany, France, the UK, KSA, UAE, India and others. Countries 
must balance the significant financial and technological investments that may be required with 
other national priorities. Options for nation-states, supranational federals (e.g., EU) and 
international alliances (e.g., ASEAN) include building sovereign AI, collaborating regionally, and 
leveraging open-source initiatives. 

Sovereign AI will participate in the broader structural shifts that AI is introducing globally, not only 
to economic and business structures, but in fundamental ways that people interact with each other, 
with companies, and with governments. 

 

 

 

 

 

 

 

 

This is an excerpt of a detailed report on Sovereign AI. The full report can be downloaded 
at http://sovereign-ai.org/  

 

 

 

http://sovereign-ai.org/
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Part I – Context 

Motivation for Sovereign AI:  

Sovereign nations are initiating AI projects over which they have greater control and 
influence due to a number of factors, spanning political, economic and cultural spheres. 
These include 
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Overview of Technology: 
What is a GPT?: 
 
●  GPT (Generative Pretrained Transformer) is a powerful AI model that can perform various 

tasks like writing, answering questions, and translating languages by understanding and 
generating human-like text. 
 

● History and Evolution: AI has evolved over 80 years, with significant milestones like machine 
learning and deep learning. The open-sourcing of TensorFlow and transformer technology in 
2015 and 2018, respectively, revolutionized AI, particularly in natural language processing. 
 
 

Use Cases: 
● Financial Services: AI enhances fraud detection, personalized banking, algorithmic trading, 

and financial advice. 
 

● Healthcare: AI aids in diagnosis, preventative care, drug discovery, and medical transcription. 
 

● Education: AI supports personalized learning, administrative efficiency, language learning, 
and writing assistance. 
 
 
 

Strategic Building Blocks: 
Several critical elements form the strategic building blocks of Sovereign AI. 
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Part II – Socio-technic Systems Considerations:  
 
 
There are 5 key building blocks in order to implement Sovereign AI capabilities, which have a 
number of embedded challenges 
 
 

 
 

 

Determining Sovereign Value Proposition:  
Policymakers need to assess their domicile’s infrastructure and capabilities against critical factors 
needed for creation and maintenance of sovereign AI, namely access to power, water, hardware, 
talent, and carbon. 
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Part III — Policy Frameworks 
 
● Principles and Regulations:  

Core global AI principles such as transparency, safety, inclusivity, accountability, and fairness 
are emphasized, with examples like the EU AI Act and the Council of Europe Binding 
Convention demonstrating how these principles evolve into binding regulations. Adaptation to 
local contexts and the transition from principles to enforceable laws are highlighted. 
 

● Creating an Enabling Environment: A domicile can foster an AI-friendly ecosystem through 
identifying policy gaps, adopting flexible regulations, building public sector capacity, 
supporting innovators, enhancing regulatory coherence, and raising public awareness. 
Sector-specific regulatory approaches and international collaboration are also crucial. 
 

● Horizon Scanning: Brief overview of AI policies in various countries (e.g., EU, Japan, USA) 
and multilateral organizations (e.g., OECD, WEF, IEEE, UN), highlighting their focus areas 
and frameworks for responsible AI development. These insights aim to inform national AI 
strategy by drawing on global best practices and standards. 

 
 
 

Part IV –Strategic Considerations 
 
Policymakers have several options to take into account with respect to Sovereign AI: 
 
● Industry-Specific Sovereign AI: Focusing on specific sectors like financial services. 
● Creating Sovereign AI: Developing national AI capabilities with significant investments. 
● Partnering with Big Tech: Collaborating with companies that support local capabilities. 
● Adapting Open Source Code: Leveraging open-source AI projects for non-aligned 

development. 
● Harvesting Benefits of Other Initiatives: Integrating national projects like digital identity 

into the AI strategy. 
● Exploring Alternatives to Sovereign AI: investigate other choices versus a full-blown 

sovereign, AI, such as decentralized inference systems. 
● Wait and See: Monitoring the technology landscape while assessing risks and opportunities. 

 

Moving Forward: 
● Form a high-level working group to assess options. 
● Participate in multilateral dialogues for insights. 
● Develop refined sovereign AI policy. 

 

 



CONSULTATION DRAFT v1.1 
 

 
 

 
 Imperial College London Imperial.ac.uk 7 

SELECT EXHIBITS 
 
When we compare across countries and regions, we can provide a simplified analysis on the 
dimensions of innovation vs. personal protection, and reliance on private funding versus 
government support:  
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When we look at research output, the top countries publishing AI research (aside from 
the US) also see government supporting significant private sector activity in AI:  
 

Country AI Publications (in 000s) 
2016-2020 AI Index Rank 

China 76.3 2 
United States 44.4 1 
India 27.0 14 
United Kingdom 16.0 4 
Japan 13.0 12 
Germany 12.9 8 
France 10.9 13 
Spain 9.7 21 
Italy 9.1 23 
Australia 8.5 15 
Canada 8.2 5 
South Korea 6.5 6 
Brazil 6.0 35 
Poland 5.8 27 
Iran 5.7 Not ranked 
Turkey 5.6 39 
Russia 4.8 30 
Taiwan 4.8 26 
Singapore 4.1 3 
Hong Kong 4.1 32 
Malaysia 3.8 Not ranked 
Netherlands 3.6 11 
Switzerland 3.3 9 
Portugal 3.2 29 
Saudi Arabia 2.9 31 

Sources: Statistica 2023; Tortoise Media 2023 
 
 
Volume of publication does not automatically confer overall AI competitiveness, when taking into 
account other factors like talent availability, infrastructure, ease of doing business and other 
dimensions of the operating environment, and development of research into commercial activity.  
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Origins of this Report 
 
In the spring of 2023, Farhan Ahmad, the CEO of Payment Systems Malaysia (PayNet), 
participated in the World Innovation Network (TWIN) roundtable organised by Prof. Rob Wolcott 
of University of Chicago and Northwestern. At this roundtable, Mr. Ahmad met David Shrier, 
Professor of Practice in AI & Innovation with Imperial College London. Ahmad subsequently 
visited the Imperial campus and met with Shrier and his colleagues to discuss the importance of 
AI for Malaysia’s financial system, and opportunities to leverage academic research and insights 
to address fraud and cyber crime.  
 
This led to a multi-year collaboration with Imperial’s Trusted AI Alliance, a network of AI 
researchers spanning multiple institutions, seeking to deliver responsible and trustworthy AI for 
the world. As the conversations evolved, it emerged that Malaysia was revisiting its national AI 
strategy and was seeking to evaluate the broader context of AI policy and global interdependence, 
as well as address the needs for AI systems that are tailored to suit Malaysia’s citizens.  
 
In the course of this exploration the project team realised that the same questions that Malaysia 
faces, and the principles to develop answers to those questions, are also relevant to a broader 
set of policymakers and innovators in numerous other domiciles. PayNet authorised the creation 
of a report that not only could be useful in Malaysia, but that could help other ASEAN countries 
(as Malaysia assumes the Chair of the ASEAN group) and other political bodies globally, in 
navigating national AI policy and sovereign AI.  
 
 


