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Preface

The term “Biometrics”, once split into two halves, highlights the words “Bio” and
the word “metrics”. These two words should be clearly distinguished since their
meaning is deep and precise. The first word stands for life science, whereas the
second half stands for measurement. Among the different fields of applications of
biometrics, security field has been widely considered and intensively amplified by
the media. For this reason, people frequently tend to use the term “biometrics”
instead of using “Biometric Security”.

Within the context of this book, the focus is on biometric security, and more
specifically on hidden biometrics for security. Therefore, before delving into the
specifics of biometrics, the concept of classical or conventional biometrics is dis-
cussed. Biometric security is defined as a technology which recognizes individuals
by their physical or behavioral characteristics. If the modalities considered in this
type of biometrics were to be analyzed, we would notice that the “envelope” of the
human body and in some cases, its dynamic (behavior) is intensively explored. This
means that the role of acquisition devices is mainly to represent or to “Copy” what
the human being can perceive, including what the naked eye can see or what the ear
can hear. For instance, when the objective is to recognize: face, ears, gait, hand
shape, iris, fingerprints, and voice, optical or acoustical sensors are used in most
of the cases.

Hidden biometrics for security applications, on the other hand, aims to identify
individuals by representing different non-perceived hidden layers of their body and
even their hidden behaviors. In order to do so, specific devices and equipment are
employed. As discussed in the chapters of this book, some of the devices are mainly
used in the biomedical engineering field. Consequently, one can raise the following
question: what is the advantage of hidden biometrics compared to the conventional
biometrics? The answer is simple, anything which is visible, can be easily acces-
sible, copied, stolen, or imitated. On the other hand, when something is hidden, the
access becomes more difficult, hence, it would require more effort, and probably
more time to reach the information. So, by considering hidden biometrics, forgeries
and attacks become more difficult. This is a big advantage when high-security level
is required.
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Hidden biometrics can be used to prevent spoofing. For instance, the “brainprint”
can be regarded as a signature representing the morphology of our brain which
cannot be easily copied. The same observation concerns brain activity, can generally
be represented from electroencephalogram. Another advantage of hidden biometrics
is the absence of illumination and occlusion issues, commonly observed in the
conventional biometrics. In fact, when exploring the inner human body, this issue
does not exist.

Although many promising advantages of hidden biometrics are highlighted, we
are aware that this technology has “temporarily” some drawbacks. The term
“temporarily” is used because we believe that the limitations of today can be
overcome in the future. As limitations, one can evoke the acquisition process that
can be time consuming, and the cost may be relatively high depending on the
modality being used. In addition, user’s acceptability factor may be an issue for
many reasons, including safety, ethical, and privacy aspects.

Hence, what will be the future of hidden biometrics? What kind of efforts should
be deployed? First, it is important to note that technology is being continuously
developed, and it would not be surprising that the acquisition systems which are
usually used in biomedical engineering will be adapted for security applications.
Their size, weight, and cost may be considerably reduced. In fact, since no clinical
diagnosis is required, systems can be redesigned and optimized for security purposes.
Therefore, if the industry invests in this field in collaboration with experts from the
medical field, biometric security can reach a new level. This kind of collaboration is
mandatory because this will probably impact users’ acceptability. By keeping the
users or consumers permanently informed, hidden biometrics could have the same
evolution as fingerprint. In the past century, fingerprint identification has been used
exclusively for criminals. What happened one century later? People are now using
their fingerprint as a key, namely, they can unlock their smartphones with it. Our
society is changing and mentalities are changing too, ... So, if you think that the
solutions and the approaches presented in this book cannot be exploited nowadays,
just keep in mind that tomorrow is another day. You may change your mind, ....

The current book entitled, Hidden Biometrics: When Biometric Security Meets
Biomedical Engineering is organized as follows:

Chapter “DNA Based Identification”: In this first chapter of the book, DNA will be
investigated as a deepest Hidden Biometrics modality. After presenting some basic
ideas, techniques, and some major applications, a special interest will be addressed
to a recent research topics related to the prediction of visible physical traits.

Chapter “A Review on ECG-Based Biometric Authentication Systems”: The
objectives of this chapter are threefold: First, it presents an overview of the existing
ECG benchmarks used for designing ECG-based authentication systems. Second, it
presents the literature of authentication systems that used fiducial and non-fiducial
features. Third, it presents a methodology that uses both fiducial and non-fiducial
features and several data mining classification techniques for individuals’ authen-
tication. Moreover, this chapter investigates the pertinent features using a large
database of healthy and unhealthy subjects with different heart diseases.
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Chapter “EEG Biometrics for Person Verification”: The purpose of this chapter is to
explore the idea of using EEG signals as a biometric modality to recognize indi-
viduals. Considered as a variant of Brain-Computer Interface (BCI), the concept
presented in this chapter deals with a Multi-Channel EEG using Emotiv Epoc
system. Mainly, a special interest will be addressed to EEG maps analysis for
persons recognition. For this purpose, a generic schema is considered, namely,
preprocessing, feature extraction, and matching/classification leading to a verifi-
cation decision.

Chapter “Single Channel Surface EMG Based Biometrics”: An emerging biometric
method based on Surface EMG (SEMG) signals is considered. For this purpose,
this chapter consists of two main parts. The first part reviews the SEMG signals in
response to a force of fixed intensity from which frequencial parameters are
extracted from the Power Spectral Density (PSD). The second part considers the
M-wave signals muscle response following an electrical stimulation. M-wave sig-
nals are then characterized by extracting parameters using wavelet networks. The
radial basis neural network (RBF) method is then used to classify these parameters.
Chapter “Wearable Multi-channel EMG Biometrics: Concepts™: In this chapter, a
case study using a specific wearable Multi-Channel EMG device will be consid-
ered. In particular, eight EMG channels will be used through Myo Armband sys-
tem. The purpose is to deploy a verification biometric system using EMG signals
corresponding to hand gestures. More specifically, the idea behind this concept is
the capacity to generate a digital signature for each specific hand gesture.

Chapter “Towards High Density sSEMG (HD-sEMG) Acquisition Approach for
Biometrics Applications™: This is the third chapter of this book dedicated to EMG
biometrics modality. The purpose is to highlight a Multi-Channel technique based
on a High-Density SEMG (HD-sEMG) acquisition. In fact, HD-sEMG recording
systems can be used to overcome the limitations of classical bipolar and monopolar
SEMG recording systems. Consequently, in the considered concept, HD-sEMG
system generates 64 EMG signals from which an EMG image is constructed and
processed. Thereupon, it will be explained how one can deploy this technique in a
biometric scheme.

Chapter “Age Estimation Using Sound Stimulation as a Hidden Biometrics
Approach”: In this chapter, it will be introduced as a new hidden biometrics
approach of age estimation requiring the stimulation of the auditory system by an
acoustical modulated sine wave signal. After a quick review on different common
approaches used in the field of age estimation, and after presenting some gener-
alities on the auditory system, age estimation and age classification protocols will
be considered. This chapter describes also the concept of a simple identification/
verification, as an application.

Chapter “Multi-, Hyper-Spectral Biometrics Modalities”: In this chapter, it will be
introduced the different categories of multi-hyper-spectral imaging approaches for
biometric modalities. Afterward, indirect approach will be considered, namely,
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prerequisites concepts on physics and computer graphics, physical theory for the
light—skin interaction models and finally, the related applications of multi-hyper-
spectral imaging.

Chapter “Imaging for Hidden Biometrics™: In this chapter, visible biometrics is
highlighted though a classical review on face recognition, including some known
approaches from the literature. Therefore, it will be evoked some multispectral
approaches such as Near-Infrared (NIR) and Infrared (IR), and in the same context,
deep hidden biometrics using X-ray imaging will be considered. Finally, a
promising and safe MRI biometrics is described through some recent advances in
brain biometrics, which is considered as a robust and safe modality. The purpose of
using some hidden biometrics imaging techniques consists basically in preventing
potential attacks.

Chapter “Retinal Image Processing in Biometrics™: In this chapter, retinal image
processing will be addressed as a Hidden Biometric modality. Considered as safe
modalities, the retinal vascular network provides a unique pattern for each indi-
vidual since it does not change throughout the life of the person. In addition, the
retina offers a high level of recognition, which makes it suitable for high-security
applications thanks to its universality, its invariability over time, and its difficulty to
falsify.

Chapter “From Motion to Emotion Prediction: A Hidden Biometrics Approach”: In
this chapter, it will be discussed the capability of using motion recognition in order
to predict the human emotion. Considered as a behavioral hidden biometrics
approach, a specific system has been developed for this purpose wherein, several
Machine Learning approaches are considered such as SVM, RF, MLP, and KNN
for classification and SVR, RFR, MLPR, and KNNR for regression. The study
highlights promising results in comparison to the state of the art.

Special thanks to the researchers who contributed to this book and to whom
believe that hidden biometrics can be a promising solution of tomorrow.

Vitry sur Seine, France Prof. Amine Nait-ali
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DNA Based Identification )

Check for
updates

Mohamed Abouelhoda and Amine Nait-ali

Abstract In this first chapter of the book, DNA will be investigated as a deepest
Hidden Biometrics modality. After presenting some basic ideas, techniques, and
some major applications, a special interest will be addressed to recent research topics
related to prediction of visible physical traits.

1 Introduction

As specified in the preface of this book, Hidden Biometrics can be regarded as a
particular category of biometrics where the purpose consists of considering Non-
Directly-Observable physical or behavioral characteristics of human being. Within
this context, DNA is one of the modalities that can be associated to this type of
biometrics for the main reason is that, so far, the features extracted from the DNA
are not accessible, measured or evaluated by naked eyes as in the case with some
other classical modalities (e.g. fingerprint, face, ear, gait, etc.).

The use of DNA as a means for human identification started in the eighties of the
previous century, about three decades after the elucidation of DNA structure in 1950
and few years after the introduction of DNA sequencing techniques in 1977. First
method for DNA-based fingerprinting was introduced by Sir Alec Jeffreys from
the University of Leicester, UK, and concurrently by Dr. Jeffrey Glassberg from
Rockefeller University, USA. The major objective of these methods was to confirm
the variability in DNA among different individuals and to use this variability to
decide if two DNA samples are related or not. The success of Jeffreys and Glassberg

M. Abouelhoda (B<)
Systems and Biomedical Engineering Department, Cairo University, Giza, Egypt
e-mail: mabouelhoda@yahoo.com

Saudi Human Genome Program, King Abdulaziz City for Science
and Technology, Riyadh, KSA, Saudi Arabia

King Faisal Specialist Hospital and Research Center, Riyadh, KSA, Saudi Arabia

A. Nait-ali
Université Paris-Est, LISSI, UPEC, 94400 Vitry sur Seine, France

© Springer Nature Singapore Pte Ltd. 2020 1
A. Nait-ali (ed.), Hidden Biometrics, Series in BioEngineering,
https://doi.org/10.1007/978-981-13-0956-4_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0956-4_1&domain=pdf
mailto:mabouelhoda@yahoo.com
https://doi.org/10.1007/978-981-13-0956-4_1

2 M. Abouelhoda and A. Nait-ali

opened the door for a new field of biometrics based on DNA and biological features.
This new field has many applications in forensics, population studies, and criminal
investigations.

The last few years have witnessed tremendous advancement in DNA sequencing
technology, which lead to more advanced applications beyond measuring the relat-
edness. These include the prediction of the colors of eye, skin and hair from the
DNA, age estimation, prediction of body shape, and even reconstruction of the face.

In this chapter, we will investigate the use of DNA in biometrics. We will explain
the basic ideas and techniques as well as the major applications. We will also go
through the recent research topics related to prediction of visible physical traits. The
coming two sections will briefly explain the structure of DNA and the technologies
used to read a DNA sequence. The subsequent sections will address the different
techniques in DNA fingerprinting and their applications.

2 The Structure of DNA and Genome

Each cell in the human body includes structures called chromosomes. Each chromo-
some is composed of DNA. The DNA (DeoxyriboNucleic Acid) is a linear chemical
compound composed of a chain of chemical units. Each unit is called nucleotide.
There are only four types of nucleotides in the DNA: Adenine, Cytosine, Guanine,
and Thymine; these are abbreviated by the characters A, C, G, and T, respectively. In
computer science, one can represent the chromosome/DNA as a string whose alpha-
bet is composed of four characters A, C, G, and T. As shown in Fig. 1, the DNA is not
a single strand, it is double stranded in a helix shape. In this double strand structure,

cell

Structure of a chromosome (genome) ¢ A h -

chromosomes

AGTCA AGTCA AGTCA AGTCA AGTCA AGTCA

gene x geney

- = —

Tandem repeat
Interspersed repeats
Fig. 1 The cell includes a set of 23 chromosomes. The chromosome is made up of DNA that has

double helix structure. The DNA harbors regions that occur one after one another. The regions differ
in length, type and order, such as genes and repeats
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each nucleotide in one strand pairs (hybridizes) to another nucleotide on the other
strand. The pairing follows a strict rule, where A pairs only with T and C pairs only
with G. To avoid redundancy, the length of DNA is expressed in terms of base pairs
(bps).

The whole DNA (accordingly the whole set of chromosomes) in a cell is referred to
as the genome. The human genome is composed of 23 pairs of chromosomes. These
are referred to as chromosome 1, chromosome 2,.., chromosome 22, chromosome
X, and chromosome Y. There are two copies of each chromosome (pairs), because
one copy is inherited from the mother and the other is inherited from the father.
In other words, our genome has 23 chromosomes coming from the mother and 23
chromosomes coming from the father. The total length of the chromosomes in 23
individual chromosomes is 3 billion bps (for the two copies it is 6 billion bps, or
totally 12 billion nucleotides considering the double helix structure).

The chromosome does not have a single function. Sub-regions (sub-strings) of
the chromosome have different characteristics or functions, and they differ in type,
length, and order. The different types of regions can be roughly categorized into (1)
Genes, (2) Repeats, (3) Control Sequences and (4) Regions of unknown function.
Genes and repeats will be explained in the following sub-sections. Control regions
are used to control the synthesis of proteins/RNA in a cell. It is important to note
that the order, length, and type of regions differ from one chromosome to another,
and they also differ from one organism to another.

2.1 Genes

A gene is aregion of the chromosome (the genome) that is used to guide the synthesis
of an RNA molecule, through a process called Transcription. The produced RNA for
some genes may remain as RNA; hence the respective genes are referred to as RNA
genes. The other RNAs are further used in another process, called Translation, to
guide the synthesis of proteins. Hence, the respective genes are referred to as Coding
Genes. That is, the coding genes are the ones where the end product associated with
them are proteins, and the RNA genes are the ones where the end product are just
RNA molecules.

RNA (RiboNucleic Acid) is a linear chemical compound similar to the DNA but
its length is restricted to the gene length. RNA molecules play different roles in the
cell. Some RNAs are used to guide the synthesis of proteins (mRNA), some are used
for structural purposes to create some larger molecules (e.g., ribosomal RNA), some
play different functional and regulatory roles (like transfer RNA and small interfering
RNA).

The protein is a chemical compound which is composed of a chain of amino acids.
Once synthesized by the translation process, a protein molecule folds into a unique
3D structure. Proteins play structural roles (like the structure of muscles and hair)
and also play functional roles like catalyzing chemical reactions (the enzymes).
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The variations in the genes related to human visible traits lead to variations in the
appearance of individuals; because these variations lead to differences in the skin,
hair, and eye color, and also lead to differences in the body shape and facial traits.
The variations in human DNA can be categorized into the following:

e SNP (Single Nucleotide Polymorphism): This is a change of one nucleotide at a
certain position in the chromosome. For examples, the nucleotide (base) C changes
to A.

e Indels: This includes deletion or insertion of one or few nucleotides.

e Structural variants: This includes the changes where large segments of the chro-
mosome may be deleted, inserted, or moved to another location in the genome.

2.2 Repeated Regions

One of the striking discoveries of the human genome project is that about 50% of the
human genome is composed of repeated regions [1, 2]. There is yet no explanation
from where these repeats are originated and why they exist. It is just conjectured that
they play a role in stabilizing the structure of the chromosome within the cell and
protect its terminals from chemical degradation during the life of the organism.

The repeated regions can be classified according to their length, size, and content
into the following:

e Tandem repeats: These are repeats that occur adjacent to one another. It is a kind
of duplication of part of the DNA. The repeated units can be short ones composed
of few base pairs or can be long ones composed of hundred or thousand base
pairs [3-7]. The shorter ones in the range of few bases are called small tandem
repeats (STRs) or microsatellites. The ones that are in the range of 10—100 bps
are called variable number tandem repeats (VNTRs) or minisatellites. Micro- and
minisatellites are key markers for human identification as will be explained later
in this chapter.

e Interspersed repeats: These are repeats that are dispersed throughout the chromo-
some. These are of different types and families. Many of them are thought to be
originated from viral sequences which were integrated in the genome. The major
families in the human genome include SINE, LINE, LTR, and transposons [1, 2].

3 Reading the Genome

3.1 Sanger Sequencing

DNA sequencing (Genome sequencing) is the process of reading the sequence of
nucleotides composing the DNA molecule. The first sequencing method is called
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Sanger sequencing. The method is named after the scientist Frederick Sanger who
invented itin 1975 [8]. The method starts with cutting the DNA into small fragments.
Each fragment is then multiplied into multiple copies using a technique called PCR
(Polymerase Chain Reaction). The PCR takes a fragment of DNA, splits the double
helix strand into two individual strands, and adds large number of free nucleotides.
With the addition of enzymes, the free nucleotides hybridize to the complementary
bases in each individual strand, and each individual strand becomes double strand
again. The final product after this cycle is to have two identical double stranded DNA
fragments. Repeating this cycle, the number of identical DNA fragments doubles each
time [8].

The trick in Sanger sequencing is to run four PCR reactions using a set of nor-
mal nucleotides and four sets of modified nucleotides. The modified nucleotides
terminates the multiplication of a DNA fragment, leading to partial DNA fragment.
After the PCR cycles finish, there are DNA fragments of all possible lengths. The
fragments can be separated using gel electrophoresis. Because each PCR reaction
includes one type of modified nucleotides, it is possible to discriminate or sort the
fragments with respect to the nucleotides caused termination.

Sanger sequencing has been later automated using machines that are capable
of reading DNA fragments with up to 1000 bps. The high throughput versions of
these machines can run up to 96 reactions in parallel. Sanger sequencing is highly
accurate and the PCR technique can pick up the fragments in a certain region of
the genome. PCR and Sanger method have been used in the sequencing of the first
version of the human genome [1, 2]. These methods, with more automation, are still
used intensively to sequence the mini- and microsatellite markers used in human
identification.

3.2 Next Generation Sequencing

Sanger sequencing is slow and expensive to sequence whole genomes or large parts
of it. To overcome this limitation, Next Generation Sequencing (NGS) technologies
were introduced in the second millennium, and became commercially available for
medical applications in the first decade of 2000. After a few years of their appearance,
NGS could reduce the cost of sequencing the whole human genome to less than 1000
USD. An NGS machine has high throughput and can read billions of base pairs in
one run. The highest throughput model so far (Illumina NovaSeq) can read up to
6 TB of base pairs in one run.

The current major manufacturers of NGS machines are the companies named
Illumina and Thermo Fischer. Both companies uses a technology that is referred to
as sequencing by synthesis. These companies dominate the market, especially for
clinical use of NGS.

The basic idea of Illumina sequencing is that it processes millions of DNA frag-
ments in parallel on a special plate called flow cell. When a nucleotide labeled with
a fluorescent material hybridizes to a complementary base in a DNA fragment a
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light is emitted and captured by a CCD camera. Sequence of images of consecu-
tive hybridization events captures different colors corresponding to the sequence of
nucleotides in the fragment. After extensive image processing, the real bases com-
posing the DNA fragment are reported [9].

Thermo Fischer uses a similar approach. First, the DNA is multiplied into mil-
lions of fragments, which are then processed in parallel. Unlike Illumina that uses
fluorescent materials and imaging, Ion technology uses semiconductor technology
to sense the change in pH, when a hydrogen atom is released in the hybridization
event. Extensive signal processing calls the bases composing the DNA fragments.
The basic methods of NGS technologies are firstly introduced in [10, 11].

Although they process millions of DNA fragments in short time, the major prob-
lem with the NGS technologies is that only few hundred base pairs from the frag-
ment terminals can be read, which is shorter than what Sanger sequencing can do.
For detecting SNPs or Indels this short read length is not a bottleneck, because the
large number of reads covering the SNP locus help to differentiate real variations
from sequencing errors with high accuracy. However, this short read length limits
the ability of NGS to read long micro- and minisatellite regions.

To overcome the short read length of NGS, recent technologies referred to as
Single Molecule Sequencing (also called third generation sequencing) have been
introduced. This technology can read longer fragments in the range of tens to hundred
kilo base pairs. The current limitations of this technology is a higher error rate, but
the research is ongoing to improve the accuracy. Current basic manufacturers are
Oxford Nanopore and Pacific Biosciences (recently acquired by Illumina).

4 DNA-Based Identification Modalities and Applications

DNA based identification modalities can be broadly categorized into genotyping
based and phenotyping based. Genotyping is about the use of selected DNA markers
(certain SNPS, microsatellite or minisatellite regions) which are proven to be highly
variable among individuals. Genotyping markers usually do not encode any RNA or
protein and do not have any control function. Phenotyping is about using other DNA
markers from different visible traits (phenotype) of the human. The variations in
these markers are related to changes in human visible traits like pigmentation (hair,
eye, and skin color), body shape, age, and facial features.

Genotyping can be used in different applications, based on measuring the level
of relatedness of two or more samples. It can be used in population studies to figure
out, for example, how different human populations evolve and relate to each other.
Such studies can be based on using minisatellite markers [12, 13] or SNP markers
from whole genome sequencing [14—19]. Relatedness measures can also be used in
forensics to investigate paternity or to decide whether a suspect’s DNA matches the
DNA found in crime scene.

The early use of genotyping techniques was in forensics and criminal investiga-
tions [20, 21]. The first example was the case of confirming the paternity of a child to
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his migrant mother in an immigration dispute. This case was solved by the research
group of Prof. Alec Jeffreys from Leicester [22]. Another success by Jeffreys’ group
was confirming the identity of a murderer whose DNA was collected at the crime
scene and was arrested by the police, after collecting around 5000 samples from local
men. This success opened the door for using DNA-based testing as a reliable means
in forensics.

Genotyping used in population genetics was also pioneered by the group of Sir
Jeffreys. The group published many articles showing the relatedness among different
population groups and could confirm the African origin for modern humans [12].
Following similar approaches, many studies have appeared afterwards. To take a
few examples, Jobling et al. studied the African population [13], Alonso et al. [23]
studied the Basque population and could prove their European origin, Rogers et al.
[24] studied the Eurasian population, Brién et al. [25] studied the relation between
the European lineages and the North African one, and Yuan et al. [26] studied the
Thai, Chinese, and Japanese populations.

An interesting example of the power of genotyping is their use in solving the
dispute on the fatherhood of the US President Jefferson to a son of his slave. Using
DNA samples from male-line descendants of Jefferson, Foster et al. could prove that
Jefferson is the biological father of her last son [27]. This example could demon-
strate how powerful DNA analysis is, not only for solving recent cases but also for
answering historical and archeological questions.

Although phenotyping based techniques are very novel and still in research phase,
they were used to solve few forensic cases. The first version of these techniques was
used by the company Parabon (https://snapshot.parabon-nanolabs.com) in 2015 to
help the law enforcement authorities of Rockingham County, USA, to solve a cold
double-murder case which took place in 2012. The company provided the authorities
with a report predicting the skin color, the eye color, and the ancestry of the suspect
(European/Latin). This information guided the authorities to focus the research and
identify the murderer. For this analysis, the company used the SNP array CytoSNP-
850 K chip from Illumina, which included over 850,000 SNPs.

After this primary success, the company further developed the technology to
produce what is called Snapshot® DNA analysis, which can also reconstruct the
face, in addition to the color of eye, hair and skin. Although the prediction of the
face is still approximate, it still helps the authorities narrow down the search and
solve some cases. The algorithms used by Parabon are not published and it is not yet
known how accurate the prediction is over large dataset.

Interestingly, the prediction of visible traits have also been used in very recent
archeological studies to reconstruct the face of the “Cheddar Man” [28], the Jomon
Woman in Japan, and the Ava from Caithness [29].
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5 Genotyping Based Techniques

5.1 RFLP Analysis

The first technique used to roughly compare two DNA samples to figure out if they
are from the same person or not was based on the Restriction fragment length poly-
morphism (RFLP) technique. In this technique, the DNA is cut at certain locations
using a set of restriction enzymes. The individual variations at the cut locations of
the enzymes lead to variable length DNA fragments. The DNA fragments can then
be placed on a sheet of Gel and separated by electric current. Each person would
have a pattern different from one another.

5.2 Repeat Based Analysis: Minisatellites

Sir Jeffreys was the one who discovered that minisatellite repeats show high vari-
ability among individuals and can be used to identify persons. Minisatellites were
used in different criminal investigations as shortly presented above and as explained
in [20].

A minisatellite locus is a region in the chromosome that is composed of multiple
repeated sub-regions. Each of these sub-regions is called a unit. These units may not
be of identical sequence, and may include some variations. The different unit types are
given names or symbols (typed). In Fig. 2, we show the five types in the minisatellite
locus MSY1 in chromosome Y. The linear arrangement of the minisatellite units in
one locus in one person is referred to as a minisatellite map. In computer science,
it can be represented as a string, where the alphabet is the unit types. As shown in
Fig. 2, the minisatellite maps differ from one person to another either in the type of
units included or the number of repeated units.

Manual comparison between two minisatellite maps is possible to figure out if
the two maps in study are related or not. But for larger datasets, automatics methods
have been developed to align and compare satellite maps [30]. The WAMI server
[31] provides a visual alignment between pairs of maps and constructs a phylogenetic
tree showing the relatedness among multiple maps.

The use of minisatellites has a number of challenges for large scale fingerprint-
ing. First, it is sophisticated and difficult to automate. Second, it is more expensive,
and time consuming. Since the early 1990, the forensic practice favored the use of
microsatellites [32]. The coming sub-section includes explanation of the microsatel-
lites and the related techniques.
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Sequencing all types Typin
Repeat unit types for the MSY1 9 e YPing

minisatellite locus on chromosome Y |
Typel CA \TATACATGATGTATAT[TATA
Type 2 CA TfuTATACA GATGTATATTATA
Type 3 CA Cr\TATACA TGTATATTATA
Type 4 CACTATATACATCATGTATATTATA
Type 5 CACTATATACATGATGTATAATATA

138383
®»an T o

MSY1 minisatellite locus on
chromosome Y for different individuals

Individual 1 map o aaaaaaaaaaaaaaabbbb cc
Individual 2 map o aaaaaaaaaaaaabbbbbb ¢
Individual 3 map ” aaaaaaaaaaaabbbbbbbbbbbb cccc

Fig.2 An example of mini-satellite locus (MSY 1) on the Y chromosome. The upper part includes
the unit types composed the mini-satellites at that locus. The lower part shows examples of mini-
satellite maps from different individuals

5.3 Repeat Based Analysis: Microsatellites

Microsatellites, also referred to as short tandem repeats (STRs), are important mark-
ers for human identifications. The number of repeated units in a microsatellite locus
vary from one individual to another. Microsatellites have gained much popularity
in human identification and forensic applications since the nineties of the last cen-
tury. Compared to minisatellites, they are more accurate, faster to sequence, and
cost effective [33, 34]. The regions harboring them can be easily isolated using PCR
primers and they can be then sequenced using Sanger machines. To increase the
power of discrimination, the scientists use multiple loci among the genome, where
the probability that two persons share the same multi-loci profile is almost zero.

The CODIS (Combined DNA Index System) database (https://strbase.nist.gov)
includes a large number of STR loci and their characterization. It also includes PCR
primers that can be used to sequence them. For forensic applications, there are two
general standards: The USA standard composed of 20 loci and the European standard
composed of 12 loci, and some of these loci’s are in both standards [34-36].

The USA standard started with 13 STR loci, and was later expanded in January
2017 to include another set of 7 STR loci. The first core set composed of 13 FBI loci
are summarized in Table 1. The extra seven loci are D1S1656, D2S441, D2S1338,
D10S1248, D12S391, D19S433, and D22S1045 (not shown in the table). Most of
the loci have simple tandem repeat structure composed of multiple units, each of four
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Table 1 The core set of 13 STR loci for human identification. The symbol 7 refers to the number
of repeated units

Locus
D3S1358 | TCTA[TCTG] [TCTA]n2 nl = [1-3], n2[10-15]
D5S818 [AGAT]n n = [7-15]
D7S820 [GATA]n n=[6-14]
D8S1179 | [TCTAIn1[TCTG]nz[TCTA]n3 nl =[0-2],n2 =[1, 2], n3 = [7-15]
D13S317 | [TATC]n; [AATC]n, nl = [7-15], n2 = [0-1]
D16S539 | [GATA], n = [5-15]
D18S51 [AGAA], n = [8-27]
D21S11 [TCTA]q1 [TCTG]y2 [TCTA]nz TA More complex
[TCTA]ns TCA [TCTA],s TCCA TA
[TCTA]s6 TA TCTA
CSF1PO | [AGAT]n n = [5-16]
FGA [TTTC]yTTTT TT More complex
[CTTT]n2[CTGT]3[CTTT] 14
[CTTCJ4[CTTT]3CTCC[TTCC]4
THO1 [AATG], ATG[AATG]p2 nl = [3-12], n2 = [0-5] up to 12 units;
others are more complex
TPOX [AATG]n; ATG[AATG]n, n = [6-14]
vWA TCTA[TCTG]4[TCTA]1TCCA TCTA | More complex

bases. Some loci have more complex structure, with more than one type of repeated
units.

If alocus occurs in a gene region, then they are usually named after the gene itself.
The last five loci in Table 1 come from the genes FGA, THO1, TPOX, and vWA.
The other loci not in a gene region start with the symbol D. There are a number of
commercial kits following either standards or use extra loci [37].

In this chapter, we will give two examples for the use of microsatellites in forensics.
The first is for paternity testing and the second is for forensic investigation.

Paternity testing

Figure 3 shows an example of one microsatellite locus in a mother and father. It also
shows the combinations any of their children may have. It is important to note that the
human genome is diploid, in which there are two copies of the genome: one comes
from the mother and the other comes from the father. It is possible that two brothers
have the same combination at one locus, but it is almost impossible that they share
the same combination on all loci. This is because the recombination process during
fertilization of fetus cells which shuffles genetic material at chromosomal regions.
Figure 4 shows a real example using a commercial kit over a set of some markers.
In this example, one can confirm that the child inherited loci from the parents. If the
markers do not lead to enough matching, the result of the paternity test is negative.
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Father STR L
kil ot BN BN BN N B B B B B (AGAT),
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Possible structure of the
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Fig. 3 Example of an STR locus in mother and father. The possible structure of the locus in
prospective children is shown

m m D135317 D165539 D251338

h_lhthcr
- .

Father ) ) ) ) ) ) ) D351358 16,16 15,17 16,17
: | THO1 89 7,9 7,8
bt | D135317 9,9 9,11 9,11

15,17 o 1, 9’ é,-ll 9,10 o 19,20
D165539 9,11 9,10 10,11
D251338 18,24 19,20 19,24

Child

= T 7.8 o1 10,11 19,24

Fig. 4 Example of an STR locus in mother, father, and their child as shown in analytical software
when using multi-loci. The table on the right summarizes the length of the microstallite loci for the
family members

Forensic investigation

In forensic investigation, the suspect profile at all loci is compared to a database of
profiles. The higher the match at all loci, the higher the relatedness. Many authorities
worldwide developed a database including loci from suspect persons. This database
can help identify criminals who left their DNA in crime scene. Other countries opted
to establishing a database for the whole population, to help in identifying missing
persons in addition to criminal investigations.
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6 Phenotyping Based Techniques

The term phenotype refers to the physical or visible traits. These traits can be cate-
gorized into the following:

e Body traits, including height, shape, and weight.
e Pigmentation (hair, skin and eye color), and
e Facial features.

Studying the physical traits of the pea plant in different generations lead to the
emergence of the genetic science by Gregor Mendel. Surprisingly, finding the genes
responsible for the physical traits and their inheritance model has not been easy for
human. Many physical traits in human are more complex and they do not fall into the
monogenic inheritance pattern, where single gene (variation) lead to one variation in
one trait. In fact, the study of the genetic basis of the human visible traits could make
relevant progress only after the automation of the DNA sequencing technology.

Predicting the pigmentation traits reached a good level of accuracy in the last
few years. The commercial package HlrisPlex uses DNA variants for predicting the
color of eye, hair, and skin [38]. The first version of this package used 24 variants
for only eye and hair color. A recent version of this package includes 41 variants and
can also be used to predict skin color. The use of these methods have been validated
in [39, 40], and in [41]. In the last few months, these methods have been used in
some anthropological studies such as the “Cheddar Man” [28], the Jomon Woman
in Japan, and the Ava from Caithness [29].

Predicting facial traits is more complex. Identifying the genes and variants (muta-
tions) that affect facial traits was the topic of many papers, notably [42—44].

The company Human Longevity published a prediction system for visible traits
[45], as a part of an ambitious project to sequence one million genomes with well
characterized phenotypes. The facial prediction module of their system, however, got
criticized by a number of researchers who made some re-assessment of the experi-
mental results in the paper [46]. The major critique was that the prediction accuracy
was not validated using enough number of cases, and the prediction algorithm could
only differentiate/predict faces at the ethnic group level. Specifically, the model in the
paper was trained with small number of individuals from 6 ethnic groups, including
African, European, Latino, East Asian, and South Asian, and the experiment could
only demonstrate that the prediction can assign the query genome to one of the group.

On the commercial side, the company Parabon NanoLabs already provides facial
prediction services. The company receives an increasing number of requests for
forensics and criminal investigations, when traditional DNA-based identification
fails and the suspect DNA is not in the DNA fingerprint database. The algorithms of
Parabon are not published yet and it is not known if their prediction is fully automated
from DNA information or it includes some human touches.

Detecting the markers for physical traits can be achieved using either NGS or SNP
arrays. NGS can either be used for sequencing the whole genome or just some regions
of interest. [llumina or Thermo Fischer sequencers are usually used in practice for this



DNA based identification 13

purpose. After sequencing, the raw data is analyzed using a bioinformatics pipeline
to spot the variations (SNPs and Indels) associated with the phenotype in study. The
variations are then analyzed using machine-learning based methods to predict the
respective traits. In SNP arrays, genomic segments are not sequenced. With SNP
array, one can only decide if there is a variant at certain positions or not. Although
it is named after SNPs, SNP arrays can also probe Indels (insertions/deletions) in
addition to SNPs (single nucleotide polymorphisms). SNP arrays are used for the
traits where the locus of the variant is well known. Modern SNP arrays can include
hundred thousands of variants. But focused versions of it including most significant
ones in the range of tens or hundreds of variants is more cost effective.

7 Conclusion

DNA-based identification techniques are based on examining certain genomic sites
that show variability among individuals. Traditional methods based on PCR and
Sanger sequencing usually target short tandem repeats at certain loci and they produce
a profile per an individual. To increase the power of discrimination, at least twenty
microsatellite loci are recommended by US and European standards. There are two
major use case scenarios: First, one compares a given DNA profile (set of markers)
of one sample to that of another one. Second, to compare a target DNA profile to a
database of profiles.

Recent phenotyping-based methods based on NGS can provide extra information
about the person’s visible traits, like color, face, and ancestry. This information can
be useful when the individual or his relatives are not in any DNA profile database.

More recently, scientists investigated the use of other markers for DNA-based
identifications. The markers associated with epigenetics started to prove success.
Epigenetic is the study of DNA methylation, which occurs in the cell to modify the
structure of RNA without changing DNA. DNA methylation is affected by environ-
mental changes, and the methylation patterns in individual genomes make it possible
to estimate the age and to discriminate among identical twins.

Scientists also investigate the use of microbial DNA as a biometric marker. The
microbial DNA can come from the environment, such as those that attach to a suspect
from crime scene. These can prove or disprove presence at the site. Moreover, the
microbiomes within the human body vary among individuals and can also be used
as a kind of biometric marker to solve some cases.

The continuous development of DNA sequencing technologies will help achieve
more progress in recent research topics. Itis expected that the whole genome sequenc-
ing cost drops to around 100 USD in the near future. This rising revolution will
certainly lead to huge advancement in the prediction of visible traits, the use of
epigenetic markers, and the integration of microbial information. It is expected that
these methods will be used in large scale studies and will encourage the development
of population size genomic databases.
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Abstract The objectives of this chapter is three-folds: First, it presents an overview
of the existing ECG benchmarks used for designing ECG-based authentication sys-
tems. Second, it presents the literatures of authentication systems that used fiducial
and non-fiducial features. Third, it presents a methodology that uses both fiducial and
non-fiducial features and several data mining classification techniques for individu-
als’ authentication. Moreover this chapter investigates the pertinent features using a
large database of healthy and unhealthy subjects with different heart diseases.

1 Introduction

Biometric authentication solutions are considered promising solutions to improve
the traditional authentication systems that are based on what we know (such as pass-
words) and/or what we have (such as badge). Over the last decade, the Electrocar-
diogram (ECG) became known as an emerging biometric instrument for individual
identification and verification. ECG varies among people due to their diverse heart
anatomy. At present, ECG is a popular research topic in the area of physiological
biometrics [1]. It is the measurement of the electrical activity of the heart performed
or measured on the chest. The ECG biometric has several advantages related to:

e Universality: Among the primary strengths that encompass the practice of ECG
signals as biometrics is that the requirement for universality is satisfied. This
criterion is met given that the electrocardiogram can be naturally monitored from
every subject.

e Permanence: The permanence requirement is also satisfied by ECGs, as the main
structure of such signals is invariant over a large period of time. This statement
does not imply necessarily that special characteristics of the signals do not get
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distorted. However, the diacritical waves that compose a heartbeat can be observed
and recorded through someone’s lifetime. In addition, human heart is very well
protected in the body, thus environmental factors cannot have great impact on its
activity, as opposed to other biometrics.

e Circumvention: Another substantial advantage in the application of ECGs in bio-
metric systems is their robust nature against the application of falsified credentials.
The electrocardiogram waveform is controlled by the autonomic nervous system,
therefore by a combination of sympathetic and parasympathetic factors. This sug-
gests that every time instance is relatively different, thus difficult to mimic or
reproduce. Furthermore, compared to other biometrics such as fingerprint, if not
impossible it is far more difficult to steal someone’s ECG hence the systems are
naturally more robust to spoof attacks.

e Aliveness Detection: ECG offers natural aliveness detection, being only present in
a living subject. With this modality the recognizer can trivially ensure sensor alive-
ness. Other biometric modalities, such the iris or the fingerprint require additional
processing to establish the aliveness of the reading.

However, the disadvantages of employing the ECG for human identification need
to be considered. Any biometric security system that is based on that trait has to be
invariant to conditions such as physical activity, mental stress or exercise that affect
the morphological properties of the ECG waveform.

The objectives of this chapter is three-folds: First, it presents an overview of the
existing ECG benchmarks used for designing ECG-based authentication systems.
Second, it presents the literatures of authentication systems that used fiducial and
non-fiducial features. Third, it presents a methodology that uses both fiducial and non-
fiducial features and several data mining classification techniques for individuals’
authentication. Moreover this chapter investigates the pertinent features using a large
database of healthy and unhealthy subjects with different heart diseases.

The outline of the chapter is defined as follows: In Sect. 2, we present the ECG
signal acquisition and its sources of variability. Section 3 presents a comparison
between the different available ECG benchmarks and the extracted fiducial and non-
fiducial features. An ECG-based authentication methodology that uses fiducial and
non-fiducial features and classification techniques is presented in Sect. 4 and exper-
imental results are presented in Sect. 5. Conclusions and perspectives are given in
Sect. 6.

2 Electrocardiograph

2.1 Purpose of ECG

ECG is the measurement of small voltage change on the body of the subject. This
voltage change is linked with the trigger and recharge of heart muscles during cardiac
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Fig. 1 Schematic of the
heart chambers and nodes [3]
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activity. In 1924 a Dutch analyst Willem Einthoven first revealed the mechanism of
ECG and a Nobel Prize was awarded to him for his work [2].

As shown in Fig. 1, the heart has four chambers. The heart has a natural pacemaker
that regulates the pace of the heart. It sits in the upper portion of the right atrium and
is a collection of specialized electrical cells known as the sino-atrial (SA) node. Like
the spark-plug of an automobile it generates a number of “sparks” per minute. Each
“spark” travels across a specialized electrical pathway and stimulates the muscle wall
of the four chambers of the heart to contract (and thus empty) in a certain sequence
or pattern. The upper chambers or atria are first stimulated. This is followed by a
slight delay to allow the two atria to empty. Finally, the two ventricles are electrically
stimulated.

As the SA node fires, each electrical impulse travels through the right and left
atrium. This electrical activity causes the two upper chambers of the heart to contract.
This electrical activity is known as the “P wave” of the ECG. The electrical impulse
then moves to an area known as the AV (atrio-ventricular) node. This node sits
just above the ventricles. Here, the electrical impulse is held up for a brief period
to allow the right and left atrium to continue emptying their blood contents into
the two ventricles. This delay is recorded as a “PR interval”. Following the delay,
the electrical impulse travels through both ventricles. The electrically stimulated
ventricles contract and blood is pumped into the pulmonary artery and aorta. This
electrical activity is recorded from the surface of the body as a “QRS complex”. The
ventricles then recover from this electrical stimulation and generate an “ST segment”
and T wave on the ECG [4]. As displayed in Fig. 2, the ECG signal is composed of
three waves; the P wave, QRS complex and the T wave.
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2.2 ECG Acquisition

The ECG signal is usually acquired with a multiple-lead configuration, the most
widely applied system is the standard 12-lead ECG. The system is determined by
three main sets of lead orientations namely, lead I, II, and III. By convention, lead
I measures the potential difference between the two arms. In lead II, one electrode
is attached on the left leg and the other one on the right hand. Finally, in lead III
configuration, the potential measured is between the left leg and hand. Nevertheless,
the ECG can be easily captured with sensor contact of any two points across the
heart. As such, the hands and the fingers present a practical solution for real-world
applications.

2.3 Sources of Variability in ECG

Physiological and geometrical variations of the heart are embedded in the ECG
signal. Physiological differences include the heart mass orientation, the conductivity
of various areas of the cardiac muscle and the activation order of the heart. On the
other hand geometrical differences are due the heart position and orientation relative
to the ribs which causes a lot of variance among different people [6]. In other words
we can justify these variations with this logic that each person can be identified by
a unique code i.e. DNA. In nature the genetic information flows from DNA to RNA
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(ribonucleic acid) to protein. Eventually protein is responsible for the uniqueness
provided by other biometric data (finger print, iris, face, retina, etc.). Therefore, it
can be inferred that the uniqueness provided by the ECG signal is inherited from
the uniqueness of DNA [7]. Furthermore, other physical factors such as gender,
race, and age contribute to the variations of different ECGs [8]. For example, the
amplitude of the QRS complex increases from birth to adolescence and then begins
to decrease thereafter. It has also been shown that the PR interval increases slightly
with increasing age. Sex differences in the ECG signal are more apparent in young
adulthood and tend to decrease their effect in other stages. It has been seen that the
S wave amplitudes are lower in women than in men between the ages of 18—40 [8].

3 Comparative Study

3.1 ECG Databases

This is an overview of the existing ECG databases used for evaluation of ECG
biometrics. ECG is time-dependent and it is naturally affected by the physical and
psychological activity of the human body. There is no set benchmark for this appli-
cation of ECG. Table 1 displays the used ECG databases for biometrics including
private and public databases.

3.2 Feature Extraction

3.2.1 Fiducial Features

The majority of the work on ECG biometrics is based on a single channel ECG
recording as they were proved sufficient for recognition by Biel et al. [9]. Nonetheless,
some worked on recognition using multiple channels [10]. For example, in [11] the
identification was based on factor analysis, using PCA, on time, amplitude, area
and slope features obtained from a four ECG leads. Results speculated that QRS
morphological features are most reliable for personal identification.

Even though most of the previous work is using only ECG recordings [4, 9,
11-28], a few worked on a multimodal system which integrated ECG recognition
with either finger prints, face recognition or palm vein [29-31].



22

Table 1 List of available ECG databases [1]

M. O. Diab et al.

Database/researcher| Public/private| Number of | # of Sensor Conditions
name subjects sessions positions or disorders
UofTDB private Private 1020 Upto5 Fingers Sit, stand,
exercise,
supine and
tripod
Zhang and Wei Private 520 - Limbs and | —
chest
PTBDB Public 290 Upto5S Limbs and Healthy and
chest cardiac
disorders
Odinaka et al. Private 269 3 Lower rib Healthy and
cage cardiac
disorders
Shen et al. Private 168 Palms Sit
QTDB Public 105 Chest Exercise
and variety
of cardiac
disorders
LTSTDB Public 80 Chest -
EDB Public 79 Chest Myocardial
ischemia
Wiibbeler et al. Private 74 2-20 Limbs Supine
position
Jang et al. Private 65 6 Different
stress levels
Chan et al. Private 50 3 Thumbs -
Agraoti and Private 52 Upto2 Limbs and | —
Hatzinakos chest
MITDB Public 47 - Chest Arrhythmia
Irvine et al. Private 43 - Neck and Different
chest stress levels
Silva et al. and Private 26 - Chest Cognitive
Coutinho et al. task
Yao and Wan Private 20 Upto4 Limbs -
Biel et al. Private 20 4-10 Limbs and Resting
chest
NSRDB Public 18 1 No
significant
arrhythmias
Lourenco et al. Private 16 1 Fingers -
Homer et al. Private 12 12 or 18 -
Kim et al. Private 10 Arms Resting and

exercise
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Few papers investigated the physiological state of the subjects during the record-
ing whether they were seated, standing or after exercising [10, 30]. In [30] Poree
et al. proved that there is no advantage in comparing shapes recorded in supine rest
conditions, as it is classically done, which represents an obvious benefit in biome-
try. Moreover they proved that there is degradation with time but the results are still
acceptable. Most papers didn’t look into the effect of patients with cardiac conditions.
Instead all the subjects had a healthy cardiac condition. Jekova et al. [11] investigated
the effect of medical cardiac conditions (cardiac disease or hypertension) on the ECG
biometry. It showed a small decrease in the efficiency for unhealthy subjects.

The majority of papers used either kNN classifier, Nearest center classifier, LDA
classifier or Generative model classifier. Instead few papers investigated the use of
artificial neural networks or support vector machines.

Process of feature extraction in ECG based biometrics can be separated into two
main classes i.e. fiducial and non-fiducial detection approaches. Feature extraction
processes that use fiducial techniques refer to the fixed standard of reference in an
ECQG called biomarkers i.e. three composite waves P, QRS and T for every heartbeat.
The fiducial based approach needs computation of amplitude and temporal distances
between fiducial points that signify the local maxima and minima, prominent heights,
depression between peaks, onsets and offsets of a single heart waveform. Therefore,
a fiducial feature completely depends on the precise detection of points of interest.
Table 2 summarizes most of the ECG recognition fiducial work done up until now.

3.2.2 Non-fiducial Features

Non-fiducial feature extraction methodologies can be further subcategorized into
transform domain approaches and model based approaches [30, 31, 33]. Some algo-
rithms require R-peak detection for segmentation and alignment. Moreover some
algorithms require the detection of other characteristic points such as the onset and
peak of the P wave, the onset and end of the QRS complex, the peak and end of the
T wave [34-36]. Some methods require the detection of all or a subset of the three
major components of each heartbeat (P wave, QRS complex, and T wave) for feature
extraction [37-39].

On the other hand, others don’t use characteristic peaks instead they segment into
non-overlapping or overlapping windows and extract features from those windows
[39—43]. Table 3 summarizes the previous work using such techniques.
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Table 2 Summary of the previous work using fiducial features
Study Sample size | Condition of | Technique Classification | Identification
subjects performance
(%)
Bieletal. [9] | 20 - 10 fiducials GMC 100
Palaniappan | 10 — Only 6 fiducials NN 97.6
and Krishnan healthy
[4]
Israel et al. 29 - 15 fiducials LDAC 98
[18]
Zhang and 60 — Both 14 fiducials GMC 82.1
Wei [19] healthy
and
unhealthy
Gahi et al. 16 - 24 fiducials LDAC 100
[20]
Yogendra 25 Both healthy | 19 features Template 99
etal. [21] and based on matching
unhealthy time
intervals,
amplitudes
and angles
Singh and 50 — Both 19 fiducials LMS, HMS 99
Gupta [22] healthy
and
unhealthy
Venkatesh 15 — Only 6 fiducials KNN 100
and healthy
Srinivasan
[23]
Irvine and 29 Only healthy | 9 fiducials GMC — EER =
Israel [24] 0.01
Kyoso and 9 - 4 temporal LDAC >90
Uchiyama fiducials
[25]
Molinaetal. | 10 - R-Rinterval | Similarity 98
[26] segmentation | score
using compared
morphology | witha
getting threshold
amplitude
and length
normaliza-
tion

(continued)
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Table 2 (continued)
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Study Sample size Condition of | Technique Classification | Identification
subjects performance
(%)
Yongjin, 13 Only healthy | 15 Temporal | ED 98
etal. [16] features Nearest
6 Amplitude | Neighbor
features (NN)
LDA
Fatemian PTB Only healthy | QRS Template 99.61-89.27
et al. [27] Database detection and | correlation
No. of delineation that ranges
subjects = of T and P from 0.75 to
294 wave then 0.98.
MIT-BIH PCA LDA
Database
No. of
subjects =
13
Khairul et al. | 30 Only healthy | With MLP 96.1
[28] normalized
QRS
complex
Vuksanovic 13 Only healthy | QRS ANN 100
et al. [32] detection,
various
temporal,
amplitude
and AR
coefficients
are extracted
Tiago et al. 63 subjects - Morphology | KNN Test 195.2
[15] two sessions and classifier, Test 2 90.2
separated by segmentation | using the
6 months of RR mean wave’s
heartbeats Euclidean
distances

4 Methodology

4.1 Overview

The Proposed system is trained using labeled ECG recordings. The recordings are
processed and features are extracted using Matlab. The extracted features are either
fiducial or non-fiducial. The features are tested using Kruskal Wallis statistical test
for significance. Finally Machine learning software is used to identify the individuals
using their recorded ECG. Figure 3 briefly explains the system employed.
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Table 3 A summary of the previous work done using non-fiducial feature sets
Study Sample size | Condition of | Technique Classification | Identification
subjects performance
Chan et al. 60 Not SAECG + NC 90.8
[44] mentioned WDIST and
CCORR
Saechia et al. 35 Not FTF + NN 97.15
[37] mentioned MLP-BP
Plataniotis 14 Healthy AC/DCT + kNN 92.9(NNC)
et al. [40] NNC, ED or 100(GLLC)
GLLC
Molina et al. 10 Not MSRRS + NC 2(EER)
[45] mentioned ED
Wiibbeler 74 Healthy WHVD + NC 98.1
et al. [46] NC using 3
channels
Agrafioti and 14 Healthy AC/LDA + kNN 100
Hatzinakos NNC, ED
[47] using 12
leads
Agrafioti and 27 Healthy TMAC + kNN 96.3(AC/DCT),
Hatzinakos AC/LDA or 100(AC/LDA)
[48] AC/DCT +
NNGC, ED
(HO)
Agrafioti and 56 Both APC and kNN 96.42
Hatzinakos PVC
[42] Screening +
AC/LDA +
NNC, ED
Chiu et al. 45 Both DWTMSS + | NC 95.71(PHBIA)
[49] NC, ED
Fatemian and 27 Healthy MRHB + CC | HMS 99.63
Hatzinakos
[27]
Sufi et al. 15 Healthy PDM of P, NC 100
[38] QRS, T
waves, NC
Wan and Yao 15 Not DWTMRRS NN 100
[50] mentioned + MLP-BP
Yao and Wan 20 Not DWTMRRS | LMS 91.5
[51] mentioned + PCA
Boumbarov 9 Not HMMHS + NN 86
et al. [52] mentioned PCA or LDA
+ RBFNN

(continued)
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Table 3 (continued)
Study Sample size | Condition of | Technique Classification | Identification
subjects performance
Fang and 100 Not ECGPSR + HMS or LMS | 93
Chan [53] mentioned SC or MNPD
Homer et al. 12 Not GF and kNN 85.2
[54] mentioned RARMA +
NNGC, ED
Agrafioti and 52 Healthy AC/LDA, PT | kNN 92.3
Hatzinakos + NNC, ED
[55]
Coutinho 19 Not QHB + NC 100
et al. [56] mentioned ZMCP +
MDL
Jang et al. 65 Not EigenPulse NC 96.92
[57] mentioned + heartbeat
screening
Liand 18 Healthy HPE + SVM 98.11
Narayanan SVMLK
[41]
Loong et al. 15 Healthy LPCS + NN 100
[58] MLP-BP
Ye et al. [59] 47 Both DWT and SVM 99.6
ICA +
SVMRBK (2
CHANNES)
Lourengo 16 Not MANRHB + | NC 94
et al. [35] mentioned NC, ED
Tawfik et al. 22 Healthy DCT of QRS | NN 99.09
[60] + MLP-BP
Chataf et al. 10 Healthy Wavelet RBF 80-92%
[33] networks,

4.2 Pre-processing

Figure 4 shows a sample of the ECG signals. The ECG signals are 10 s long segments.
Before proceeding to the feature extraction, it is necessary to reduce noise interfer-
ences from the ECG signals. Encountered noises are high frequency noise, 50 Hz
power line interference, muscle noise and baseline wander. These noises have to be
removed or reduced in order for accurate extraction of features from ECG signals.
The signal was low-pass filtered to remove 50 Hz power line interference and high
frequency interferences using a 3rd order Butterworth digital filter with 3 dB cut-off
at 15 Hz. Baseline wander is caused by subject movement or perspiration or excess
chest hair. To remove this type of noise, which has a very low spectral range, we first
extracted the baseline noise. This was done using a 3rd order low-pass Butterworth
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Fig. 3 Schematic of the
system employed |

uonoexa

Signal 1 is subject A

< Signal 2 is subject B S~
Signal 3 is subject C

p ST e

digital filter with cut-off at 5 Hz. Once the baseline signal has been detected, the
clean signal was obtained by subtracting the baseline signal from the original signal.
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Fig. 4 Filtered ECG recordings

4.3 Feature Extraction

4.3.1 Fiducial Features

Pan Tompkin’s algorithm was implemented for identification of R peaks. Figure 5
shows the steps of QRS complex detection. After filtration in Fig. (5b) of the signal,
the signal is differentiated then squared. After which it a moving window integrator
produces a signal. During the derivative stage shown in Fig. (5¢), information about
the QRS slope is obtained. The squaring displayed in Fig. (5d) intensifies the slope
of the frequency response curve of the derivative and reduces the false positive of the
T waves. Information about the slope and width of the QRS complex are produced
by the moving window integrator. The two sets of thresholds a used are displayed
in Fig. (5e). The first thresholds the filtered signal while the second thresholds the
signal obtained from the moving window. Figure (5f) shows the pulses of the QRS
complex after applying the adaptive threshold on the filtered signal while Fig. (5g)
shows the pulse train on the original signal [61].

P-QRS-T peaks were then detected by windowing of the signal around the R-
peaks. The Q point was detected as the first downward deflection trough by tracing
back 50 ms from R point. Similarly, S point was detected as the first upward deflection
peak by tracing forward 50 ms from R point. The features like R amplitude, QR
amplitude and RS amplitude were computed. R-R interval was obtained from two
consecutive beats. Feature extraction was performed using Matlab.

5 heart beats were used from each recording disregarding the first and last peak
to prevent the use of incomplete heart beats. Nine temporal and four amplitude
features were extracted into the feature vector. Table 4 summaries the fiducial features
extracted from the ECG recordings. Kruskal-Wallis H test was applied to ensure the
features showed inter-subject variability and intra-subject stability. The Kruskal-
Wallis H test is a rank-based nonparametric test that can be used to determine if there
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Fig. 5 Descriptions of pre-processing and QRS complex detection using Pan Tompkins algorithm
araw ECG signal b Band pass filtering of the signal. ¢ Filtering with the derivative filter d squaring
of the signal e Peak detection, lowest threshold is noise, middle is adaptive threshold, top is signal
level and circles are the R peaks. f pulse train on the filtered signal g pulse train on the original
signal

are statistically significant differences between two or more groups of an independent
variable on a continuous or ordinal dependent variable. The Kruskal-Wallis H test
was performed on IBM SPSS Statistics.

4.3.2 Non-fiducial Features

The non-fiducial approaches either only detect the QRS peaks or no peaks at all. It
could either rely on model based approaches or transform based approaches. The
Fourier transform is a useful tool to analyze the frequency components of the signal.
Howeyver, if we take the Fourier transform over the whole time axis, we cannot tell
at what instant a particular frequency rises. Short-time Fourier transform (STFT)
uses a sliding window to find spectrogram, which gives the information of both time
and frequency. But still another problem exists: The length of window limits the
resolution in frequency. Wavelet transform seems to be a solution to the problem
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Table 4 Extracted fiducial features

No. Features Description

1 r_r waveform duration between 2 consecutive r-peaks (ms)
2 QRS QRS waveform duration (ms)
3 RQ RQ waveform duration (ms)
4 RS RS waveform duration (ms)
5 RP RP waveform duration (ms)
6 RT RT waveform duration (ms)
7 ST ST waveform duration (ms)

8 PQ PQ waveform duration (ms)
9 PT PT waveform duration (ms)
10 RS-amp RS segment amplitude (juv)
11 RQ-amp RQ segment amplitude (jLv)
12 TS-amp ST segment amplitude (juv)
13 PQ-amp PQ segment amplitude (jLv)

above. Wavelet transforms are based on small wavelets with limited duration. The
translated-version wavelets locate where we concern, whereas the scaled-version
wavelets allow us to analyze the signal in different scale. The use of discrete wavelet
transform in biomedical signal analysis increased greatly due to its ability to analyze
non-stationary signals in frequency domain and time domain. The decomposition
of the signal in both domains provides information in low and high frequencies for
short and long time intervals. The frequencies in ECG signal vary with time therefore
applying Fourier transform does not provide all the information in the signal. The
DWT decomposes the signal into details and approximations by cascading of low pass
and high pass filters. The approximations are further decomposed. The decomposition
level chosen based on the dominant frequency components of the signal and it is
limited by the length of the signal. In our work the signal was decomposed to level
6 [62].

There is a variety of mother wavelets that could be used when analyzing a signal
as shown in Fig. 6. The two approaches behind the choice of a certain mother wavelet
are either theoretically by the similarity of the signal to the mother wavelet or exper-
imentally by testing the performance of different mother wavelets on the signal. The
similarity could be quantified using either signal energy or entropy. In this work we
looked into mother wavelets that have high energy and/or low entropy with respect
to the ECG signal. Then their performance was tested to ensure the obtaining of the
highest identification rate. The tested mother wavelets are:

e Daubechies 2 (db2)

e Haar

e Biorthogonal 6.8 (bior6.8)
e Symlets 5 (sym5)

e Coiflets 5 (coif5)
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Fig. 6 The mother wavelets
used for feature extraction.
a Daubechies 2 (db2),

b Haar, ¢ Biorthogonal 6.8
(bior6.8), d Symlets 5
(sym5), e Coiflets 5 (coif5)
f Discrete Meyer (dmey)
[63]

e Discrete Meyer (dmey).

Statistical features over coefficients of the details and the approximation were cal-
culated to decrease the dimensionality of the wavelet feature vector. Those statistical
features formed the feature set used for the classification. The following features
were used to represent the time frequency distribution of the ECG signal:

e Absolute mean of the coefficients in each sub-band
e Average power of the coefficients in each sub-band
e Standard deviation of the coefficients in each sub-band.

4.4 Feature Selection

For feature selection, Kruskal-Wallis H test (Fig. 7) was applied on feature sets.
It ensures that features show inter-subject variability and intra-subject stability. The
Kruskal-Wallis H test is a rank-based nonparametric test that can be used to determine
if there are statistically significant differences between two or more groups of an
independent variable on a continuous or ordinal dependent variable. It is used to test
two hypothesis given the null hypothesis that assumes that samples originate from

Fig.7 Schematic of Kruskal
Wallis test

=

Significant Features
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the same population (i.e., equal population means) against the alternative hypothesis
which assumes that there is a statistically significant difference between at least
two of the subgroups [64]. The Kruskal-Wallis H test was performed on IBM SPSS
Statistics.

4.5 Data Mining

4.5.1 Overview

In our work, we attempted to further investigate classifiers that are not the most fre-
quently used in ECG biometrics. Different classification methodologies were used
as a comparative study to deduce the most optimum classifier for ECG biometrics.
Waikato Environment for Knowledge Analysis (Weka), is a machine learning soft-
ware developed at the University of Waikato using java. It is open source software
that can be downloaded and used for free. Weka contains a command line and a user
interface window. It supports tools for data pre-processing, classification, regres-
sion, clustering, association rules, and visualization. In our work, we will focus on
the classification tool that is used to classify our data. Weka contains many classifica-
tion algorithms that can be used to approximate the accuracy and visualize different
parameter like the ROC curves. As shown in Fig. 8, the applied data mining tools are
Neural Networks Multilayer perceptron (NN MLP), Support Vector machine (SVM)
using both polykernel and puk kernel, and Decision trees [65].

4.5.2 Artificial Neural Network

Artificial Neural Network is a powerful data mining tool that is inspired from the
human nervous system, more precisely the neuron and their connections. Similar to
the mind it performs intelligent tasks that require prior knowledge and data learning.

ANN:Gs are built from many different processing elements (PEs). Each PE receives
connections from itself and/or other PEs. The interconnectivity defines the topology
of the ANN. The signals flowing on the connections are scaled by adjustable param-

Fig. 8 Tree diagram
displaying the classifiers Polykernel
Multilayer “

Preceptron NN

Classification

Decision Trees
148

fig
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Fig. 9 An artificial neuron — -
network [66] PE PE processing
w element

w - weights

f - nonlinearity
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Fig. 10 Schematic of the Neural Network
layers of MLP NN [66]

Neurons
Hidden layer

Input
Output

Weighted connections

eters called weights. The PEs sum all these contributions and produce an output that
is a nonlinear (static) function of the sum. The PEs’ outputs become either system
outputs or are sent to the same or other PEs. Figure 9 shows an example of an ANN.
Note that a weight is associated with every connection [66].

Multi-layered neural networks are essentially used to deal with data-sets that have
a large number of features, especially non-linear ones. Intuitively, the more hidden
layers it has, the more ‘complex’ shapes it can fit. The multilayer perceptron, shown
in Fig. 10, consists of three or more layers (an input and an output layer with one or
more hidden layers) of nonlinearly-activating nodes and is thus considered a deep
neural network. The idea is that each node in the Hidden layer is a function of the
nodes in the previous layer, and the Output node is a function of the nodes in the
Hidden layer.

4.5.3 Support Vector Machine (SVM)

Support vector machines (SVM) are used for their ability to build linear boundaries
between classes by projecting feature vectors in the training set to a high (almost
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infinite) dimensional space. The SVM was implemented using two different kernels;
the polykernel and puk kernel.

SVMs express predictions in terms of a linear combination of kernel functions
centered on a subset of the training data, known as support vectors (SV). Assume we
have a training set {ti,ci} where ti is the training pattern and ci the label. The training
points {ti} are projected into a space H (of possibly infinite dimension) by means of
a function ¢(-).

Afterwards it finds an optimal decision hyperplane in this space. For the same
training set, different transformations ¢(-) may lead to different decision functions.
A transformation is achieved in an implicit manner using a kernel K(-), which can
have different forms. Different kernels make use of different parameters leading to
difference in performance.

In our work we implemented the SVM using polykernel and Pearson VII universal
kernel (PUK). The software used is WEKA which uses the Sequential Minimal
Optimization algorithm (SMO) to solve the quadratic programming (QP) problem
of SVM. At each time, the SVM will be updated to reproduce new optimal values
[64].

4.5.4 Decision Tree (DT)

The third and final classification method is the decision tree C4.5 algorithm. This
algorithm is an extension of ID3 algorithm. C4.5 is developed by Ross Quinlan in
1993 and handles continuous and discrete attributes [67].

Assuming there is a training set T and a set of classes {C1, C2, ..., Cn}. The
algorithm will perform the decision according the content of T. If T contains samples
that belong to the same class Ck, the decision tree for this training set will be a leaf
categorizing class Ck. On the other hand, if T contains samples that belongs to
different classes, T must be refined into subsets that are aiming to be single class-
groups of samples. A test is chosen, based on single attribute, that exclusive outcomes
{01, 02, ..., On}. T will be divided into subsets {T1, T2 ..., Tn} and for each Ti, an
outcome Oi of the chosen test will be obtained. T will be a node classifying the test
and one branch for each possible outcome. Moreover, C4.5 uses pruning method,
the algorithm will remove branches that do not affect the classification and replace
them with leaf nodes [64].

5 Experimental Results

The purpose of this thesis is to identify individuals using their ECG recordings.
To reach that goal, two experiments were set. The first experiment was done using
features extracted from detected peaks. Moreover three different classifiers were
tested. While the second experiment does not require peak detection as the extracted
features were obtained from the entire recording as is.
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The target of the first experiment is to conclude which of the classifiers is most
optimal for the application of personal identification using ECG. The second experi-
ment aims to provide a different feature extraction method that does not require peak
detection to avoid errors due to wrongly detected peaks.

In Sect. 5.1, we present the first experiment with fiducial features. In Sect. 5.2,
we present the second experiment that contains the non-fiducial features.

5.1 First Approach: Fiducial Features

In this section we are presenting the results of the first approach that contains the
fiducial features. In Sect. 5.1.1, we present the experimental protocol followed by
features selection in Sect. 5.1.2. In Sect. 5.1.3, we present the classification results.

5.1.1 Protocol

Thirteen fiducial features are calculated from the five peaks detected in the ECG
signal. The experiment is performed on 52 healthy subjects, 173 unhealthy subjects
with varied cardiac illnesses and a cumulative test on 239 subjects of hybrid healthy
and unhealthy. Examples of healthy and unhealthy ECG recordings are given in
Figs. 11 and 12, respectively.

5.1.2 Feature Selection

Kruskal Wallis test is applied after extracting all features. It returns the significant
features to be used as input to the classifiers. The interpretation of results should be

Fig. 11 Example of the 1000
healthy ECG recording
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Fig. 12 Example of the 2500
unhealthy ECG recording
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Table 5 p-values of fiducial

foatures Features P-value
I_r <0.05
QRS <0.05
RQ <0.05
RS <0.05
RP <0.05
RT <0.05
ST <0.05
PQ <0.05
PT <0.05
RS-amp <0.05
RQ-amp <0.05
TS-amp <0.05
PQ-amp <0.05

done according to the p-values. Each feature with a p-value less than 0.05 would be

significant. The obtained p-values for the extracted feature are presented in Table 5.

As shown in the table, all the features extracted are significant. Those features were

significant because their p-value was smaller than 0.05.

5.1.3 Classification

The Fig. 13 displays the results of 52 healthy and 52 unhealthy subjects for compar-
ison of the performance between those two categories, where as Fig. 14 displays the

results of a huge database of both categories combined.
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Fig. 13 Correctly classified instances for healthy control versus unhealthy subjects
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Fig. 14 The identification rate of entire database of 239 subjects

e All classification is performed using 10 cross folds.

e For a sample of same size of healthy and unhealthy subjects, the healthy achieved
better performance using all classifiers.

e MLP NN obtained least fall in rate between healthy and unhealthy subjects.

e The 239 subjects are distributed into 52 healthy subjects and 173 unhealthy subjects
with varied cardiac conditions.

e The MLP NN obtained the highest performance at 90%.

e There is a huge difference in performance between SVM kernals. The Polykernal
obtained 37.3% and puk obtained 74.2%.

e The decision tree came next in performance after MLP NN at 82.9% correctly
identified instances.
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5.2 Second Approach: Non-fiducial Features

In this section we are presenting the results of the second approach that contains
the non-fiducial wavelet features. In Sect. 5.2.1, we present the experimental pro-
tocol followed by features selection in Sect. 5.2.2. In Sect. 5.2.3, we present the
classification results.

5.2.1 Protocol

The DWT decomposed the signal into details and approximations. The decomposi-
tion level chosen is based on the dominant frequency components of the signal and
it is limited by the length of the signal. It is set to be six levels of decomposition. Six
mother wavelets are chosen:

e Daubechies 2 (db2)

Haar

Biorthogonal 6.8 (bior6.8)
Symlets 5 (sym5)

Coiflets 5 (coif?5)

Discrete Meyer (dmey).

5.2.2 Feature Selection

Kruskal Wallis test is applied after extracting all features. It returns the significant
features to be used as input to the classifiers. The interpretation of results should be
done according to the p-values. Each feature with a p-value less than 0.05 would be
significant. The obtained p-values for the extracted feature are presented in Table 6.
The test is performed for statistical features of all the decomposition levels. As shown
in the table, all the features extracted are significant. Those features were significant
because their p-value was smaller than 0.05.

5.2.3 Classification

The identification performance in this approach is displayed in Fig. 15 and Table 7.

Table 6 p-values of the statistical features of wavelet coefficients

Features Db2 Haar Bior6.8 Sym5 Coif5 Dmey
STD (A-D6) <0.05 <0.05 <0.05 <0.05 <0.05 <0.05
Absolute mean (A-D6) <0.05 <0.05 <0.05 <0.05 <0.05 <0.05
Band Power (A-D6) <0.05 <0.05 <0.05 <0.05 <0.05 <0.05
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W Healthy
W Unhealthy
Both
MOTHER WAVELET
Fig. 15 Graph of identification rate for the six wavelets used
Table 7 Identificationrate of ~ vy, ooy Healthy (%) | Unhealthy (%) | Both (%)
the six wavelets
Daubechies 2 97.70 84.45 81.02
Haar 95.50 84.18 75.24
Symlets 5 94.93 86.50 83.61
Coiflets 5 95.63 89.12 86.38
Discrete Meyer | 98.60 90.33 87.71
Biorthogonal 97.20 87.60 85.24
6.8

The classifier used in this section is MLP NN since it proved most effective in the

first approach.

e The healthy subjects obtained highest performance rate but the decrease between
them and unhealthy varied according to the wavelet.
e Discrete Meyer wavelet resulted in highest identification rate in all database cate-

gories.

o Coiflets 5 wavelet had the least drop when comparing results between healthy and

unhealthy subjects.

e All wavelets had identification rate in the range of 84-98%.
e The wavelet with the worst performance was Haar.

5.3 Discussion

This thesis proposed two techniques for individual identification using ECG record-
ings. It also provides a comparative analysis of the most effective classifier for this

application.
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The compared feature extraction approaches are 13 fiducial based features
obtained from detecting all ECG peaks and statistical features of the wavelet decom-
position coefficients. All the presented methodologies obtained high identification
performance further confirming the possibility of applying ECG for individual veri-
fication and identification. Nonetheless, the non-fiducial based features slightly out-
performed the fiducial features. Moreover this report presents a comparison between
the possible mother wavelets. Even though all mother wavelets had high identifica-
tion performance some outranked others with the Discrete Meyer (dmey) obtaining
the highest rate 98.6%.

Three different classifiers are studied. The SVM performance fell greatly when the
subject number was bigger. Moreover it resulted in a huge gap when using different
kernels. Puk is more appropriate for ECG classification and for small samples. In
contrary to expected the decision tree’s performance did not fall as significantly when
the unhealthy subjects were included but it also did not perform as high as the MLP
NN. The classification proved MLP NN being most suitable classifier for this task as
it gave the highest identification rate on all sample sizes and using both feature sets.

The results show a fall in performance when comparing healthy control to
unhealthy subjects. A certain margin of fall is expected between those two cate-
gories. A possible solution is to train the classifier of an unhealthy subject with more
vectors to overcome the difference. Even though including the unhealthy sample
caused a fall in the performance, the resulted rate was satisfactory.

As a conclusion, through this work and previous work ECG biometrics has proven
to have great potential. The work done in this thesis further proves that ECG signal
could be used for individual identification and verification. It goes to test the theory
on a sample that mimics the real life situation.

6 Conclusions and Perspectives

The need for a new biometric system that could be confidential is growing for security
reasons. Therefore the ECG signal is extremely fit for this purpose as itis confidential,
unique and tests liveliness.

This chapter investigates many aspect of ECG biometrics by using two dif-
ferent approaches. The first approach extracted fiducial features while the second
approach extracts non-fiducial features using wavelet transform. Discrete Meyer
(dmey) wavelet feature set coupled with the Multi-layer preceptron neural network
provided the highest identification rate using a database of healthy (98.6%) and
unhealthy subjects (90.33%).

For future perspective, there is a need to form a hybrid feature vector of fiducial and
non-fiducial features that is expected to further increase the rate. Moreover the used
techniques should be tested on a bigger database. To improve the identification rate
of unhealthy subjects the classifier should be trained on more samples. Furthermore,
the proposed system is aimed to be implemented in a device for real life identification
of individuals.
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Bacary Goudiaby, Alice Othmani and Amine Nait-ali

Abstract The purpose of this chapter is to explore the idea of using EEG signals
as a biometric modality to recognize individuals. Considered as a variant of Brain
Computer Interface (BCI), the concept presented in this chapter deals with a Multi-
Channel EEG using Emotiv Epoc system. Mainly, a special interest will be addressed
to EEG maps analysis for persons recognition. For this purpose, a generic schema is
considered, namely pre-processing, feature extraction, Matching/classification lead-
ing to a verification decision.

1 Introduction

Electroencephalogram has been a topic of great interest in the research community
since the last century. A discovery by Richard Caton in 1875 had shown that there
was fluctuating electrical activity on the surface of the mammalian cerebral cortex
(rabbit). A few years later in 1929, Hans Berger, a German physiologist, recorded
for the first-time electrical signals from the brain by placing electrodes on the brain
[1, 2]. He began to study the electrical activity of the brain in the 1920s and was the
first to amplify the signal obtained. In 1937, Berger continues his work on the nature
of alpha and beta waves in the human cortex. He also observed that signals from the
brain were dependent on the general mental state of the subject (attention, relaxation
or sleep) [2].

Berger’s work marked the beginning of the use of EEG in clinical and research
settings but nowadays, the EEG is used in several other fields. One of the most
recent application is Brain Computer Interface (BCI) which is an emerging field for
EEG. Nowadays with the development of neuroscience, we know more precisely
which areas of the brain are active when we perceive stimuli, when we prepare and
execute body movements, or when we learn and memorize things. By having all this
information about how the brain works, research has been conducted to develop EEG
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applications. Examples of applications such as controlling a wheelchair, driving a
drone, or moving the cursor of a screen.

The activity of the brain can be recorded in the form of a trace called encephalogra-
phy, and the electroencephalogram is the plot obtained by referring to the etymology
of the word. The signals generated are obtained from electrodes placed on the head
and near surface of the scalp. These data can be used by a neurologist to analyse
and detect possible neurobiological abnormalities. It is also practiced for epileptic
patients or those suffering from sleep disorders. In other cases, it can be also used
for a diagnosis of a brain death. The brain-dead state is characterized by two EEG
recordings showing a separate inactivity of four hours apart [3].

In the field of neurology, the electroencephalogram is used to establish certain
diagnoses. It also serves cognitive neuroscience to better understand the brain. An
EEG plot makes it possible to identify or characterize psychological states in funda-
mental neuroscience, or pathological states in neurology.

This examination is an aid to the diagnosis of epilepsy and serves in the follow-
up of epileptic patients. It also allows to study sleep disorders and disorders of
consciousness and alertness (coma, confusion).

One of the several approaches that have been developed to analyse the EEG
signal concern the biometrics field [4], and more specifically hidden biometrics.
Why hidden biometrics? Because the EEG signal is not visible and easily accessible
as it is the case with some common modalities (e.g. face, hands, etc.). Since the
EEG signal can be characterized and modeled, this modality becomes an interesting
potential candidate to be used for authentication (verification). In this chapter, a focus
on EEG biometric applications is highlighted, including the state of the art of EEG
authentication. In addition, a comparative study between the different approaches
and methods is provided.

The chapter is organised as follows: we firstly provide a description of EEG
characteristics as well as its the acquisition systems. Afterwards an outline of Brain
Computer Interface (BCI) is given by providing the different existing systems and
devices. In the last section, we will focus on EEG signals for biometrics usages
with a processing schema composed mainly of three steps (pre-processing, feature
extraction and classification) and for person’s verification applications.

2 EEG Acquisition and Characteristics

2.1 Brain Signals Acquisition

Research on how the brain works has helped a lot to understand EEG signals. The
brain is a very complex organ and is viewed as as collection of interconnected neurons
[5]. Related works to understand the complexity of the human brain are still ongoing
but some questions remain unanswered [6]. The brain is composed of two parts called
cerebral hemispheres. Each hemisphere is divided into four parts (see Fig. 1), called
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Fig. 1 Cerebral lobes [7] Central sulcus
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lobes.

Each lobe has a role to play.

the frontal lobe, which occupies an important place in the brain, is responsible for
resonance, problem solving, movement control, planning, and control of voluntary
movements,

the temporal lobe is involved in the processing of language, memory and the
auditory system functions,

o the parietal lobe is intervening in the treatment of sensory information,
e the occipital lobe which allows the recognition of shapes, colors and visual infor-

mation.

The recorded signals generally have amplitudes that vary from a few microvolts

to 100 wV approximately with frequencies ranging from 0.5 to 30—40 Hz [8].

EEG signal is characterized by:

Amplitude range: wake (Vpp = 100 wV), sleep (Vpp = 300 V)

Frequency range: from 0.01 to 100 Hz

Common EEG artefacts: Eye blinking (EOG), muscle activity (EMG), ambient
noise, electrodes movement.

Itallows to measure the cerebral electrical activity. The EEG rhythms are separated

by frequency range (see Fig. 6). The main five rhythms are:

Delta rhythms <4 Hz—These are slow waves. They are present when a subject is
in a state of deep meditation or a state of sleep without dreams.

Theta Rhythms (4—7 Hz)—These are waves observed during a deep sleep. These
waves play a role in the learning and consolidation of memories.

Alpha Rhythms (8—13 Hz)—These waves are present during a state of alertness
or light meditation. They are associated with the coordination of mental activity
and learning.

Beta Rhythms (14-30 Hz)—These waves are also observed during a waking state
when our attention is engaged by cognitive tasks that require making decisions or
finding solutions.
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Fig. 2 Example of EEG signal acquisition with electrodes placement. Each waveform represents
a signal coming from an electrode. There are 14 electrodes and 2 references CMS and DRL [9]

e Gamma Rhythms >30 Hz—These are the fastest waves. They are associated with
information processing by different regions of the brain. They are also present
during a state requiring a high level of attention or concentration.

Each rhythm has its own characteristics. In terms of amplitudes, the beta rhythm
is mainly observed in the frontal and central regions while the amplitude of the alpha
rhythm is the largest in the occipital regions [8] (Fig. 2).

2.2 Brainwaves Acquisition

The actions we lead come from the interaction of neurons and chemical reaction of
electrical impulses. There is evidence that every part of the brain has a role to play. So,
knowing the parts of the brain and their roles, it is then possible to make acquisitions
and measurements of impulses from different lobes. There are several methods of
acquisition. On one hand, there is the invasive technique for which the electrodes are
placed directly on the exposed surface of the brain to record brainwave activity of the
subject (e.g. Electrocorticogram) [10] and on the other hand there is the non-invasive
techniques for which the brain activity is measured with external sensors. For the
EEG acquisition system, the electrodes are placed on scalp based on the international
10-20 EEG placement system (see Fig. 3). The so-called International 10-20 is a
well-known method to describe and apply the location of electrodes on the scalp.

The distance between adjacent electrodes are either 10 or 20% of the total
front-back or right-left distance of the skull. The nomenclature uses for example,
1-3-5-7-9 for the left hemisphere which represents 10, 20, 30, 40 and 50% of the
union to nasion distance respectively.

There are different non-invasive devices that one can use for acquisition.

e EPOC Emotiv: it contains 14 channels (AF3, F7, F3, FC5,T7,P7,01,02, P8, TS,
FC6,F4,F8, AF4). and it has been used for the acquisition of several brain activities
(Excitement, Engagement, Relaxation, Interest, Stress, Focus) [11], Fig. 4.
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Fig. 3 The international
10-20 EEG placement
system F-frontal, T-temporal,
C-Central, P-parietal,
O-occipital
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Fig. 4 Example of Emotiv
EPOC headset for EEG
signal acquisition

e Emotiv Insight: it contains 5 channels (AF3, AF4, T7, T8, Cz) and it has been
used for the acquisition of signals generated by brain activity such as Excitement,
Engagement, Relaxation, Interest, Stress, Focus [11].

e Muse: it contains 4 channels (TP9, AF7, AF8, TP10) and it is designed for the
acquisition of signals generated by brain activity such as concentration, relaxation.

Each tool has its own characteristics and has been designed for specific application.
Each device also has its own advantages and disadvantages. The non-invasive one
has the advantage of not requiring an object implantation in the brain of the subject.
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Previously, EEG curves were plotted on graph paper rolls for re-reading by neu-
rologist physicians. Today, this signal is digitally converted to be processed by com-
puter. The signals coming from the brain are analogic and the use of the acquisition
devices will transform the acquired analog data into digital data for interpretation
and better visualization (see Fig. 5). The recorded data are represented in the form
of 1D signals (see Fig. 2) or in 2D form, commonly called “Brain map” (see Fig. 9)
which is a schematic representation of the activity of the brain zone showing physical
characteristics as a function of the interface used for visualization of brain activity
(Fig. 6).

The acquisition process can be realised by using the most common system used
in the medical field or a 14-channel referential montage-based commercial EEG
device, the Emotiv EPOC which is one of the best low-cost EEG devices in terms of
usability. The acquisition process is done in several stages (see Fig. 7).

Double blink| [Close eyes| [Alpha wave bursts

!

| e A R L ) | I e s S N T e e e e

Fig. 5 EEG signal plot. From the top to bottom: AF3, F7, F3, FC5, T7, P7, O1, 02, P8, TS, FC6,
F4, F8, AF4
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Fig. 6 Rhythms observed in EEG waveform. When we have high frequency rhythms with low
amplitude, this reflects an active brain associated with vigilance or dream sleep. Low frequency
and high amplitude rhythms are associated with drowsiness and uncontrolled sleep [8, 12]
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Fig. 7 The EEG acquisition process

2.3 EEG Characteristics

In Table 1, a comparison of EEG characteristics with other biometrics modalities
is given. Brain activity is neither exposed to the environment nor possible to be
captured remotely, so an individual’s brain patterns are robust to forgery, face, iris
and fingerprints. EEG is more effective against impostor attacks than other biometrics
and between different technologies to monitor brain function.

3 Brain Computer Interface

Brain-Computer Interfaces (BCIs) are systems that transform a user’s brain activities
into messages or commands. BCIs establish a communication channel between the
brain and a machine to execute tasks without the use of peripheral nerves and muscles
[15, 8]. The BCI system records brain waves and sends them to the computer system
to perform the intended tasks interpreted from spontaneous or evoked EEG. Hence
the BCI play the role of an interpreter and an executor that perform an action. Its
features can help people with paralysis or neuromuscular disorders to execute tasks
that require physical movement. The messages conveyed are also used to express an
idea or control an object [16].

It was initially designed for biomedical and clinical applications but over time
research community has oriented their research on BCI in several other areas. In fact,
itis a field of research which tends to develop and extend for various applications [17,
15]. Long remained in the theoretical or fictional field, this concept materialized over
time and gains more and more within the researcher’s community thanks to devices
allowing to make the acquisition and to algorithmic models for a more effective
treatment.

BCI is an emerging field that is increasingly developing with studies of brain
function. For example, when we want to perform movements that require muscle
intervention or when we perform meditation tasks, there are specific brain areas that
are active. This is why more and more EEG applications are becoming more efficient
using brain activities. This can, for example, help paralyzed patients navigate their
wheelchairs [16] or move a cursor on a screen [17].

The goal of the BCI is to be able to record signals from the brain and send them
into a machine so that it can interpret them to perform actions. The BCI can therefore
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Table 1 Comparison of EEG characteristics with other biometrics modalities [13, 14]

Univ.

Unigq.

Perm.

Coll.

Accep.

Perf.

Pros and Cons

Fingerprint

Pros: Easy to
use/non-intrusive, High
accuracy, Long-term
stability and ability to
enrol multiple fingers,
Comparatively low cost
Cons: Inability to enrol
some users, Affected by
skin condition, Sensor
may get dirty,
Association with
forensic applications

Iris

Pros: Potential for high
Accuracy, Resistance to
impostors, Long term
stability, Fast
processing

cons: Intrusive, High
cost

Face

Pros: Non-intrusive
Low cost Ability to
operate covertly
Cons: Affected by
appear-
ance/environment,
High false non-match
rates, Identical twins
attack, Potential for
privacy abuse

Retina

Pros: High accuracy,
Long-term stability,
Fast verification
Cons: Difficult to use,
Intrusive, Limited
applications

Brainwave

Pros: non-invasive
method is that it does
not require an object
implantation in the
brain of the subject,
robust again spoofing
attack. Good temporal
resolution

Cons: Noise on raw
data, artefact due to
blinks and eye
movements [28]

® o0 high, ee medium, e low
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be considered as an intention interpreter of signals from the brain. That is why work
has been done to enable people with disabilities to express themselves and to carry
out actions thanks to an actuator. The idea of the BCI can be illustrated by the diagram
of Fig. 4.

All intents come from one part of the brain [5]. So, knowing the parts of the
brain and their roles, it is then possible to develop diverse BCI applications. In the
Fig. 8, the main steps of Brain-Computer Interface system are described. The block
diagram of a BCI system consists of four main steps. They include signal acquisi-
tion, signal pre-processing, feature extraction, and classification. Signal acquisition
involves recording the brain waves and sending them to the pre-processing compo-
nent to improve the signal and reduce noise and artefacts. The feature extraction step
generates the discriminant characteristics for the enhanced signal, reducing the size
of the data applied to the classification component. The classification stage consists
of translating the produced features into device commands.

Some of the simple actions that are realised, for example with arms or legs are
possible to be interpreted with EEG signals recorded from the brain and then executed
through a BCI system. When we intend to act, the nervous system produces and
carries nervous messages to the organs, mainly the muscles. It is a process called
motor imagery that is identical to the process that causes a real physical movement.
For a BCI system to be able to perform specific actions, a well-structured process
with defined steps is required (see Fig. 3). The structure of a BCI includes a system
for acquisition and treatment of cerebral signals, a classification system and then
translation of these signals into command (take off a drone, write on a screen or
wheelchair movement, etc.). To translate these signals into command, during the
learning phase, the subject will emit the intention to carry out an action several
times. For each intention emitted during learning, a feature set is extracted from the
EEG signals and then submitted to a classifier to translate the motor imagery of the

Brain Computer Interface

Signal |_» Preprocessing | ) Feature | 5
acquisition extraction

Feedback

Applications

Fig. 8 Block diagram of a brain computer interface
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subject into commands. The commands are defined according to the application that
will be implemented. In recent work, several BCI applications have been proposed
such as brain typing system [17]. This approach was used in [17], the aim of this
work is to design an online brain typing system to convert users’ intentions into texts
and the results obtained gave an accuracy of 95.93 and 94.27% respectively on a
public dataset and local dataset acquired using the RNN and CNN models.

4 EEG Biometrics

There are several types of biometric data that can be exploited such as face, voice,
fingerprint, palmprint [13] and some hidden biometric data from dental radiography,
MRI brain imaging, full body X-ray scanner and Hand X-ray images [18]. One of
the main issues in biometrics is spoofing [19]. In the past several solutions have
been proposed such as multimodal. There are many related works in this domain.
However, it has been shown that some multimodal biometric systems are not robust
against spoofing attacks [19].

The EEG modality, like other biometrics modalities, has it own characteristics,
its own advantages but also its own disadvantages.

A biometrics system must satisfy a certain number of criteria, such as:

e Universality (the chosen biometric modality must be present in all human beings
and must be satisfactory for a larger group),

e Uniqueness (the biometric characters used for identification or authentication
must be unique),

e Permanence (the biometric character used must be stable over a period of time.
It must not be subject to significant variations),

e Collectability (the subject acquisition process should be easy to use and collect
easily),

e Performance (the biometric system must achieve the desired accuracy for which
it was designed),

e Acceptability (the biometric chosen for a specific application must be very accept-
able to the user. Some biometric characters are more easily accepted than others).

4.1 EEG Biometrics Versus Other Modalities

In this section a brief two different comparison. A comparison EEG characteristic
with other common biometrics modalities with the advantages and disadvantages in
Table 1. However, there are also emerging hidden biometrics modalities that need to
be explored in Table 2, a comparison between EEG and the other Hidden biometrics
modalities are given.
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Table 2 Comparison between hidden biometrics modalities
Hidden biometrics Pros Cons Characteristics
modalities
Dental Dental features are Requires ante-mortem Physiological
considered the best radiograph
suitable for postmortem | Not suitable for
identification non-cooperative
subjects
ECG In certain case ECG can | Vulnerability because Physiological
be used for continuous | of change of body or
authentication conditions e.g. effects
of disease, stress,
changing of heartbeat
Not suitable for
non-cooperative
subjects
EoG High recognition rate The variation of the Behavioral
Intrinsic physical blink latency may
characteristic affect the performance;
Not suitable for
non-cooperative
subjects
EEG High recognition rate, Noise on raw data, Behavioral

very secure,
non-invasive
acquisition system, less
expensive acquisition
method

artefact due to blinks
and eye movements;
Not suitable for
non-cooperative
subjects

4.1.1 EEG Biometrics Compared to Common Modalities

See Table 1.

4.1.2 EEG Biometrics Compared to Hidden Biometrics Modalities

See Table 2.
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4.2 EEG Signal Processing for Biometric Applications:
A Review

In the following, the main steps of EEG applications shown in Fig. 9 are detailed.

4.2.1 Pre-processing

The analysis of brain activities plays an important role in neuroscience. The cerebral
signals carrying information allow us to authenticate a person. Today it is possible,
thanks to the acquisition tools and with its non-invasive character and its high tem-
poral resolution, the signal EEG has many advantages but also has some defects.
EEG signals are complex and difficult to identify due to the fact that the signals are
likely to be contaminated by intrinsic and extrinsic factors, which does not always
facilitate the analysis or use of the latter. Generally, the causes of these noises are
multiple [20]. Acquiring signals from the scalp contains sources of noise that can
cause problems when analysing, displaying, and restoring EEG signals. Noise in the
signal produces errors that lead to a misinterpretation of cerebral signals. Hence the
need for pre-treatment. In the simplest cases, conventional artefact removal methods
are used such as lowpass, bandpass, or highpass. But these methods are not always
effective in the case where the frequency of the signal and the noise overlap [21].
Alternative techniques have been proposed to provide an answer to this problem,
such as adaptive filtering [22] and the wavelet transform [23].

Blinking eye is one of the sources of artefact presence in EEG signals. It produces
large electrical potential around the eyes known as EOG (Electrooculogram). Then
the EEG signal may overlap with artefacts, and one of the solutions proposed by [22]
is to use a cascade of three adaptive filters based on a least mean squares (LMS). The
ocular artifacts from EEG can be removed using adaptive thresholding of wavelet
coefficients [24] while the artefacts related to head movement are removed using an
accelerometer placed on the head and independent component analysis [25]. Sev-
eral solutions have also been proposed. One of the proposed solutions is wavelet

- Pre-processing Features
extraction
>-—

Acquisition

[ Matching ] [Verificalicn ]
EEG Dataset
strored

Fig. 9 Block diagram of EEG for person verification

Enrollment
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transformed to preserve the main information at best. Solutions have demonstrated
the benefits of using wavelet processing to cancel eye blinks without an EOG refer-
ence channel [23]. The wavelet transform was also used by Ngoc et al. design filters
to remove power lines and baseline noise from acquired signals by identifying the
characteristics of recorded EEG signals, the authors performed the wavelet trans-
formation and a threshold method is applied to detect and remove artefacts in EEG
signals with flashing eyes [26]. One method has also been used to detect the blink
zone based on Wavelet, which allows us to keep the necessary information. Different
approaches are based on wavelet transform for ocular artefact removing consisted in
using adaptive filter [22, 23]. Reddy et al. proposed a novel method of De-noising
EOG signals using Dual Tree complex wavelet transform (DT-CWT). However, the
DT-CWT method is best suitable for real time EOG based applications like human-
machine communication devices for disabled persons, eye movement analysis and
gaming applications [27].

The artefact from EEG could also come from interference with other tools that
emit in the same frequency bands or from a limb in motion, which can alter our
recorded signal and therefore a pre-processing step is needed [28]. The environment
also plays an important role during the acquisition so that the concentration of the
subject depends on it. There are different factors to consider when acquiring EEG
signals such as ambient noise, visual noise or background music [29]. Research
has also focused on the influence of music. Zhou et al. explored the influence of
background music on the use of BCIs [30]. In [30], they observed that different
performance measures reveal no significant difference when comparing background
music and lack of background. In this case, the data could be influenced by the effects
of its environment therefore the results obtained could be considered to be false.

Several methods to overcome problems on undesirable signals e.g. artefacts have
been proposed by the research community. There are lot of solutions that have been
proposed and we can see in [31], the authors gave a review of the most frequently
used EEG signal processing techniques. In [20], the author reviewed pre-processing
techniques such as the basic filtering of removing certain unwanted frequency bands,
AF which is used to attenuate the frequency bands containing the most artefacts and
used the Blind Source Separation for artefact removal. The pre-processing task could
also depend on the application to be implemented, for example, in [15] where the
goal was not to reduce the artefacts but rather to filter by selecting a frequency band
between 8 and 12 Hz.

4.2.2 Feature Extraction

The acquisition of EEG signal allows initially to obtain raw data. These data need to
be processed, then extract feature before the classification. The step of extracting the
feature is very important. There are different methods for extracting features. Each
method of feature extraction has it own particularity (see Table 3) and can be classi-
fied into three types: time-domain, frequency-domain, and time-frequency domain
feature extraction. To authenticate or identify people most effectively several models
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Table 3 Description of the advantages and disadvantages of several feature extraction methods

using EEG signal

Pros

Cons

PCA (Principal component
analysis)

Dimension reduction without
losing data

Unable to process
complicated set of data

ICA (Independent component
analysis)

Computationally efficient,
high performance for large
data sized

Require more computational
for decomposition

WT (Wavelet transform) Suitable for non-stationary Lack of specific methodology
signals, able to analyse signal | to apply to pervasive noise
in time and frequency domain

AR (Auto regressive) Require short duration of Not applicable to stationary

data, reduce spectra loss

signals

problems and give better
frequency resolution

have been proposed such as Auto-regressive coefficients (AR), Spectral Power (SP),
Inter-Hemispheric Power Difference (IHPD), Interhemispheric Linear Complexity
(IHLC) [32], Common Spatial Patterns (CSP) [33], Wavelet Transform (WT) [27].
The wavelet transform is often used for pre-treatment [22, 34] but it is also a technique
that can be used for the feature extraction indices and even for EEG classification.
This is the case in [35] where the reduction as well as the pre-processing of the
signals are done with the wavelet transformation.

The extracted features are different according to the acquired data and the designed
application. Palaniappan [32] proposed a multiple mental thought identification
modal where an Electro-Cap elastic electrode cap was used to record EEG signals
from positions C3, C4, P3, P4, Ol and O2 defined by the 10-20 system of elec-
trode placement. In this work the captured data features were extracted using AR
modelling. However, Altahat et al. [36] uses Power Spectral Density (PSD) instead
of autoregressive (AR) models very often chosen for greater accuracy. Thomas and
Vinod [37] take advantage of individual alpha frequency and delta band signals to
compose a specific characteristic vector. In this work PSD was preferred but only
perform extraction on a gamma band.

4.2.3 EEG Classification

Various research studies have established the feasibility of using EEG signals to clas-
sify data for verification purposes. Different approaches of signal processing, feature
extraction, and also classification have been proposed with a focus on performance
(accuracy) using single-channel or multi-channel EEG signals.

There are a multitude of algorithms that are used to classify and analyse EEG
signals. Classification algorithms can be classified into two groups (supervised or
unsupervised) depending on the application that will be implemented.
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The classification is a very important task for biometrics systems. The extracted
features would be used as input for the classification step. In the case of applications
using EEG data, several approaches have been proposed such as LDA, kNN, SVM,
etc. Palaniappan achieved 100% accuracy by classifying 5 subjects using a linear
discriminant classifier [32], as well as a zero false acceptance rate (FAR) and zero
negative rejection rate (FRR) using a two-level authentication process [32] while
Poulos et al. uses an artificial neural network to classify 4 subjects according to their
EEG signals [38].

4.3 EEG Biometrics: Protocoles (Previous Application
of EEG in Biometrics)

The EEG signal could be considered as a kind of “cerebral fingerprint” that can
also be used as a means of authentication. In this section, a study about the existing
state-of-the-art methods of EEG based user authentication schemas is given. How-
ever, different approaches for authentication based on EEG signals are proposed. In
fact, acquisition protocols, feature extraction and classification methods are different
depending on the application for which the system is intended.

Person authentication is the process by which the system assures the legitimacy
of a person’s request for access. Nowadays, authentication through computers has
become a daily problem. There are other biometric modalities such as iris, face,
retina, and cerebral signals (see Table 1) that have been proposed. EEG signals are
increasingly being studied for biometrics. However, in [37], the system is designed
so that the user will read numbers that are displayed on a screen while recording
the corresponding EEG signals. The captured signals are used to set up the system.
This approach focuses primarily on the combined alpha and beta frequency band
of 8-30 Hz across all EEG channels, as this is the most appropriate band for EEG
signals in Brain Computer Interfaces (BCIs). Common spatial pattern (CSP) values
were used as the main characteristics to drive the model. Linear discriminant analysis
(LDA) was used as a classification algorithm for a given set of user data with 12
subjects whose acquisition is done on Alpha and Beta rhythms. The approaches may
also be different on the choice of the number of electrodes placed on the scalp. It
can be seen in [33] where 14 electrodes were used whereas in [37] 2 electrodes were
used but the performance in terms of accuracy is the same.

When dealing with the authentication process, three main categories can be con-
sidered, such as: password-based, token-based and biometrics-based [39]. Each tech-
nique has its own advantages and disadvantages. The feasibility of authentication
method using brainwave has been considered in [40] where during the experimenta-
tion the purpose was to ask 32 adults’ participants to read silently a text. In another
study, the feasibility is also based on its inimitable characteristics and uniqueness [9].
Pham et al. showed in their work that an EEG based authentication system has the
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combined advantages of both passwords-based and biometric-based authentication
systems without the drawbacks of these ones [41].

Other approaches have been used to enhance the reliability like multimodal
approach [42]. The aim of this approach is to to combine EEG modality with other
modality to increase the performances. Blinking of the eyes is often considered as a
source of artefacts for EEG signals [31], however it could improve the performance
of EEG-based biometric authentication [43]. In [43], a new approach of authenti-
cation using EEG signals and EOG signals has been proposed with a database of
31 subjects collected with Neursky Mindwave headphone. The subjects are asked
to perform three different tasks of relaxation, visual stimulation and blinking. The
same approach has also been practised in a context of continuous authentication [44]
where the application is designed for trusted autonomous system. In this approach, a
multi-modal biometrics system that continuously verifies the presence of a logged-in
user is implemented. Two types of biometric data are used, face images and Elec-
troencephalography (EEG) signals. Both in [44] and [42], they get a significantly
good result.

Unimodal and multimodal [44, 42] authentication methods using EEG signals
gave good performance. However, it has been shown that the combination of the
two-step authentication method with the characteristics of the EEG and thought
activities has good potential as a biometric method [35]. The proposed method was
tested on five subjects using some reflection activities, a good result is obtained using
wavelet coefficients.

Current systems using conventional biometric data such as fingerprints, facial
recognition, iris, and retina may be at risk of identity theft and have some disad-
vantages [42, 45]. Zhang et al. proposed a solution using a multimodal biometric
authentication system called DeepKey [46] for better protection against these risks.
The goal of their work has been to use two different biometric modalities that are the
gait and EEG signal. In their work, two model have been proposed. The first model
uses a one-class SVM algorithm and a deep learning model based on a recurrent
neural network. The second model combines autoregressive coefficients, an RNN
structure and an SVM classifier. The experimental results achieved an overall accu-
racy of 0.983 with an overall false acceptance rate of 0.0 and a negative rejection rate
of 0.019 with a gait data set of 160,000 samples and an EEG dataset of 108,000 sam-
ples. To improve performance of authentication, new features have been proposed in
[12]. An open-access EEG database containing 109 EEG data signal is used. From
the EEG signals, 10 single-channel features (seven spectral and three non-linear)
were extracted by performing spectral and non-linear analysis. A distance-based
classifier was used to classify the extracted characteristics. They got an equal error
performance (EER) of 1%.

In other application, low cost and good performance are considered on designed
authentication based in EEG signal [47]. During data acquisition, the subject was
asked to perform four mental imaging tasks consisting of baseline measurement,
repository member movement, counting, and rotation for 150 s each. The 150 s of
data is divided into a second segment, from which the characteristics are obtained.
Three features extracted from each electrode: 6th order autoregressive (AR) coeffi-
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cients, power spectral density and total power in five frequency bands. Two additional
sets of features are extracted from interhemispheric data: interhemispheric power dif-
ferences and interhemispheric linear complexity.

The purpose of authentication is to secure access to a place, access to a multimedia
or digital platform. The signals being also biometric data allowed to carry out work on
the verification of person based on the EEG. In recent related work, an approach has
been proposed for border security applications with EEG biometrics. Currently there
are several traditional biometric identification methods used for authenticating people
in border security or humanitarian aid activities for example. Face or fingerprint are
widely used. EEG signals can also be used to identify both the actual intentions of the
applicants by analyzing emotions and identities by biometric analysis [48]. Nakamura
et al. has introduced a proof-of-concept for feasible, collectable and reproducible
EEG biometrics in the community with an unobtrusive, discret, and convenient to use
in-ear EEG device. A robust PSD (Power Spectral Density) and AR (Autoregressive)
features has been employed to identify an individual. They performed classification
rigorously, without mixing the training and validation data from the same recording
days [49]. Poulos et al. showed that lowest person verification error rate could be
achieved when each person performed his/her best motor imagery task. In their
experiments, they have used Gaussian mixture model (GMM) and support vector
data description (SVDD) methods were used for modelling persons. Based on their
acquisition protocol, two tasks in the experiments were performed. In the first task,
the same motor imagery task of left hand or right hand was applied to all persons. In
the second task, only the best motor imagery task for each person was performed.

In the recent years, the research community has interest on EEG based authenti-
cation. Several approaches have been proposed with different methods (see Table 4).

5 Study Case

5.1 Protocol of Data Collection

This session explains the protocol applied during data collection sessions. Two
datasets have been recorded in this project. The goal of this project is to study
and propose a scheme that would allow a subject to be authenticated with EEG sig-
nals. A small-scale experiment involving 10 participants first to learn how to proceed
before conducting a larger scale experiment is realised. The procedure is described
in Fig. 10.

In this experiment, the participants were informed about the experimental pro-
cedure and made images of the motor before starting the experimental recording.
Participants will imagine doing a task as a type of mental activity that involves
thinking of a movement without performing it and physically moving their limbs.
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Fig. 10 Protocol of EEG acquisition of this case study. Inter trial interval of 1 and 2 s interval for
a visual indication for action to be done. The record of each experience will take 3 s

All participants were invited to a session during which they performed motor
images of mental tasks one after the other, guided by visual cues. During the session,
the participant is guided by clues in text form. The participant’s task for each of these
periods was to imagine for example in the second dataset: (1) raising the left hand
(2) lowering the left hand; (3) Rise up right index finger; (4) Raise up right hand; (5)
Pull down right hand; (6) Open the door; (7) Move a glass from point A to point B,
(8) Close your eyes, (9) Think about red color, (10) Compute 11 x 12.

e Tools

The equipment that will be used for data acquisition is Emotiv EPOC. The acquired
data may be different depending on the type of device used and the application for
which it is intended. It is also important to know the characteristics of this tool. For
the summary of the characteristics of the apparatus used (see Fig. 2a). For placement
of the electrodes, the 10-20 system (Fig. 3) is used to describe the placement of the
electrodes on a human scalp knowing that the brain divided into several subparts.

e Tasks

For this project, data collection sessions will be organized. The goal is to collect
data from 10 volunteers. During the acquisition session, our volunteers will be put
in normal conditions. They will be asked to imagine doing some of the actions listed
below, but not physically doing them. Some of the actions requested of volunteers
require meditation, and others are motor.

e The place

The brain is a complex organ and tasks such as vision, motor movements and emo-
tions are treated in different places and so to avoid certain artefacts caused by certain
movements, the subject will be asked to sit comfortably and relax normally. with-
out also speaking. They will sit on a chair and in a room with less noise to avoid
influencing him. Therefore, it was important to keep the place as quiet as possible.
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Alpha Beta Delta Theta

Fig. 11 Example of “Brainmap” EEG signal acquisition with 4 differents rythmes

e Structure of the dataset

The dataset contains 10 different actions. Each action here is considered as a class.
During this session, 100 experiments per action have been recorded with 4 rhythms
such as Delta, Theta, Alpha, Beta as shown in Fig. 11.

5.2 Feature Extraction Method

The feature extraction method used here consist on detecting first the center of each
electrode by using Hough circle transform. Once the center coordinates C(x,y) are
obtained, the radius R can be changed and then extract features from three geodesic
disks defined by the center of the electrode C and a radius R. The features extracted
in the geodesic disc are the mean, standard deviation and variance of intensity for
data coming from each electrode.

5.3 Results of Experiment

In order to analyse the results of experiments (Table 5), the data are projected in an
LDA space (see Fig. 12).

Table 5 Accuracy with SVM and Random forest

Model Radius 7 (%) Radius 14 (%) Radius 21 (%) All combined (%)
Random forest 81 89 92 91.1
SVM 74 81 86 87.3

The feature is extracted with different radius. The accuracies are given based on the radius
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LDA

Actions

Raise up left hand

Compute 11x12

Pull down left hand

Raise up nght index finger

Raise up night hand

Pull down night hand

Open the door

- Move glass from A to B
Close eyes

A Think about red color

Loz
.
s+ rem

LDt

Fig. 12 LDA projection of the actions (intents) from one subject. In this example, there are 10
differents actions represented with a shape and a color

6 Conclusion

This chapter address a state of the art in EEG-based by reviewing the various tech-
niques used from the protocols of data acquisition to classification to build a bio-
metrics system for person’s verification. In the state of the art, we have seen that
different approaches have been used to address the authentication using EEG sig-
nals. The approaches can be different on the choice of number of electrodes used, on
the pre-processing, on the feature extraction method and/or on the model used for
the classification. EEG provides an answer to many applications.

We can also observe that the work that has been conducted to date gives very high
accuracy. However, the observation that we must take into consideration is the lack
of enough dataset available on this modality. It could allow a real comparison of the
different approaches on the authentication based on the EEG.
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Samer Chantaf, Lobna Makni and Amine Nait-ali

Abstract An emerging biometric method based on surface EMG (SEMG) signals
is considered. For this purpose, this chapter consists of two main parts. The first
part reviews the SEMG signals in response to a force of fixed intensity from which
frequencial parameters are extracted from the Power Spectral Density (PSD). The
second part considers the M-wave signals muscle response following an electrical
stimulation. M-wave signals are then characterized by extracting parameters using
wavelet networks. The radial basis neural network (RBF) method is then used to
classify these parameters.

1 Introduction

Generally speaking, Biometrics represent a secure alternative to traditional methods
of individuals identity verification such as passwords. Biometrics use anatomical,
physiological or behavioral features to determine the unique identity of individuals.
Within this context, biometrics community deals commonly with some classical
modalities such as fingerprint, palmprint, face recognition, iris, etc. However, due to
the development of the technology of falsification, these modalities are subject to a
potential spoofing. Therefore, the use of physiological signals such as the EMG is
not very widespread in biometrics, considering the fact that they are very specific,
distinctive and commonly used in the medical field. IN fact, Biometrics Research
Group of the Lab. LiSSi at the University of Paris-Est (France) was one of the first
groups who worked on this modality since 2009.

This chapter will be divided into two parts. In the first part, we present a method of
biometric identification/verification based on the EMG signals of surface (SEMG) in
response to a force of fixed intensity. In particular, we will first describe the SEMG,
then we will describe the different processing steps that may be used to verify the
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Fig. 1 Surface EMG signal

identity of individuals. In the second part of this chapter, we present an approach
based on motor responses M, resulting from the study of motor nerve conduction.

2 Electromyogram

Generally speaking, EMG signals (Fig. 1) are weak biosignals (microvolts) that can
be captured from contracted muscles. The muscles can be either neurologically or
electrically activated. The procedure of measuring this electrical activity from the
skin is called surface electromyography (SEMG) [1]. SEMG analysis provides various
information about the peripheral nerves and muscles. For instance, it can be used
to monitor the progress of some neuromuscular disorders. In other applications, the
SEMG can be used to control mechanical systems such as exoskeleton. The low
electrical signals generated by the active muscles, are detected by sensors placed on
the skin, at the muscle level.

3 State of the Art: EMG as a Biometric Modality

In the field of biometrics, several research works based on EMG signals have been
proposed using numerous processing approaches have been used. For instance,
Chantaf et al. [2-5] recorded EMG signals from BIOPAC system. Afterwards, seven
frequency domain features (e.g. average frequency, kurtosis, median frequency) are
extracted and classified using RBF network. The system accuracy in [6] was 80%. In
addition, Krishnamohan et al., used EMG signals measured at two channels (flexor
carpi ulnaris and wrist) [7]. Then, they employed the non-uniform filter bank in
order to extract frequency domain features which are reduced using vector quantiza-
tion modeling. The authors obtained a recognition rate of their biometric system of
about 83.94% [7]. Unlike Krishnamohan et al. [7] that used EMG signals from two
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channels, Kim et al. recorded signals from four channels (femoral rectus femoris,
vastus medialis, vastus lateralis, and semitendinosus muscles) [8]. In contrast to
[7]1, they extracted 12 time domain features (RMS, MAV, VAR, WAMP, ZC, SSC,
IEMG, MMAV1, MMAV2, MAVSLP, SSI, and WL). In the classification step, all
time domain features are classified using Artificial Neural Network. The identifica-
tion rate of the system was 99.7%. Recently, the authors in [9] generated a personal
feature vector that combines time (WL) and frequency (non uniform filter bank)
domain features. In contrast to Krishnamohan et al. [7] that used vector quantization
modeling for feature vector reduction, Kim and Pan employed PCA which reduced
the feature vector dimension by projecting data using the principal axis of all com-
ponents [9]. For classifier, they applied the LDA classifier in order to find the optimal
projection in the feature space. Their authentication system showed the performance
of 85%. Table 1 summarizes research works on biometric system.

In the same context, Yamaba et al. proposed a method that uses a list of gestures as
a pass-gesture (i.e., password) [11, 12]. In fact, they demonstrated that the patterns
of the same gestures of the same person are similar but they differ from those of
other persons [12]. To identify pass-gestures, Yamaba et al. extract four time domain
features which are maximum and minimum value of raw s-EMG and their associated
time t_min and t_max [10]. For classification, SVM classifier of each subject were
trained under these four features and tenfold cross validation was carried out using
the same raw data. Unfortunately, experimental results in terms of FAR and FRR are
not encouraging. Instead extracting features from EMG raw signal and use machine
learning techniques, Kurogi et al. propose another method that reposes on DTW
(Dynamic Time Warping) to compare pass-gestures and identify the specific pass-
gesture of the specific person [13].

4 1st Case Study: Biometrics Using Surface EMG

In this approach, the Power Spectral Density (PSD) is calculated from the EMG
responses. The PSD is then modeled and the extracted features are used as biometric
information through a classifier (Neural Network RBF), as shown in Fig. 2.

4.1 Enrollment/Training Phase

e Acquisition process

The SEMG signals used are recorded from a BIOPAC system in response to a force
of intensity of 40% of Maximum Voluntary Contraction (MVC). 10 healthy persons,
mainly 9 men and 1 woman whose ages ranged between 25 and 40 years served as
volunteers in this study. Our database includes 60 responses. The recorded responses
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Table 1 Representation of research works on biometric system using EMG as behavioral feature

Research works

Feature
extraction
method

Reduced feature

Classifier

Recognition rate

Chantaf [6]

Seven frequency
domain features
(average
frequency,
kurtosis, median
frequency,
decile,
coefficient
dissymmetry,
peak frequency)

RBFNN (Radial
Basis Function
Network)

80%

Krishnamohan
etal. [7]

The non
uniform filter
bank method
(frequency
domain
features)

vector
quantization
modeling

Gaussian
Mixture
Modeling
(GMM)

83.94%

Kim et al. [8]

12 time domain
features (RMS,
MAV, VAR,
WAMP, 7C,
SSC, IEMG,
MMAV1,
MMAV2,
MAVSLP, SSI,
and WL).

Artificial Neural
Network (ANN)

99.7%

Kim and Pan [9]

Non-uniform
filter bank
(frequency
domain feature)
and Waveform
Length (time
domain feature)

PCA and Linear
Discriminant
Analysis (LDA)

Euclidean
Distance (ED),
SVM, and KNN

85%

Yamaba et al.
[10]

Four time
domain features
(max and min
value of raw
s-EMG and their
associated time
t_min and
t_max)

SVM
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Fig. 2 General block diagram of the biometric approach by SEMG

consiste of 3 s of acquisition containing one contraction (SEMG signals) in response
to a clench force, and sampled at 2000 Hz.

The measurements are achieved as follows: three electrodes are placed on the
right hand as shown in Fig. 3. The subject exercises a clench force of intensity 40%
of MVC (Fig. 5) when a SEMG signal in response to this force of duration 3 s is
recorded.

e Feature extraction process

The estimate of the Power Spectral Density (PSD) of an EMG signal is very important
because it is calculated through the relevant parameters that should be used for the
identification of individuals. A reminder of PSD is given in the following sub-section.

The power spectral density (PSD) describes how the power of a signal or time
series is distributed with frequency. The goal of spectral density estimation is to
estimate the spectral density of the signal from a sequence of time samples of the
same signal. Conventionally, two estimation techniques exist: parametric and non-
parametric. In our method, we used the non-parametric approach. Nonparametric
methods are those in which the estimated PSD is made directly from the signal itself.
The simplest method is the periodogram. It consists of calculating the discrete-time
Fourier transform of sampled processes and then taking the magnitude squared of
the result [14, 15].

Fig. 3 Measurements of
SEMG showing clench force
and electrodes position
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In this study, the spectral density is estimated by periodogram using Welch’s
method mainly [1, 14-16].

Welch’s method is used to estimate the power of a signal versus frequency, thus
reducing noise. It is based on the concept of using periodograms that convert a signal
from the time domain to the frequency domain. This method is carried out by dividing
the time signal into successive blocks, then forming the periodogram for each block,
and finally taking the average of all the blocks.

Each block is divided as follow (1):

xi(n) =x(n+iD) (1)

suchthatn =0,1,... M —1landi =0,1,... L — 1

Where M is the length of the blocks after division, D is the shifting between blocks
and L is the number of blocks.

The periodogram for each block is given by (2):

2

M—1
S"(f) = ﬁ ;xi(n),w(n).e*ﬂnfn ?)

where U is the normalization factor of the window used to divide the signal into
blocks (3).

1 M—1
_ 2
U= g w?(n) (3)
The Welch PSD estimate is given by (4):
1 L—1
Sulh) =7 ZO S'(f) )

Once the PSD is estimated, we extract the necessary parameters to be used in the
classification and the verification of individuals. The extracted parameters are signal
power, kurtosis, median frequency, deciles, dissymmetry coefficient and frequency
peak.

e Power of signal

The power of a signal represents the distribution of energy M (order 0) on the
frequency axis (5).

M, = 2/ S (fdf ®)
0



Single Channel Surface EMG Based Biometrics 77

With S, the estimation of the PSD by Welch method.
e Average frequency

Average frequency represents the statistical average of the signal.

M,
MPF = 1 )
My

e Kurtosis

Kurtosis measures the degree of peakedness of a distribution, defined as a normalized
form of the fourth central moment w4 M, of a distribution (7).

M;

CA= 1

)

e Median Frequency

The median divides the spectral density into two parts: 50% of data are less than the
median, and 50% are greater.
The median is calculated by (8):

Fmed Fmax

/Sx(f)df= / Se(fdf ®)

0 Fmed
e Deciles

We’ve seen that the median divides the distribution of the spectral density into two
parts. We can generalize the division of this distribution into four, ten, one hundred,
or n parts. The obtained values are named quartiles, deciles, percentiles or quantiles

fr Fmax
fo(f)df=k f S.(f)df 0<k<1 ©)
fr=1 0

Figure 4 shows how the deciles allow the testification of the fine form of the
spectrum; the MPF represents its statistical average.

e Coefficient of dissymmetry

This parameter gives information about the shape of the spectral density from a
symmetrical point of view. It is given by (10):

M5

M3

CD =
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e Peak Frequency

The peak frequency is the frequency for which the spectral density function is max-
imal. These parameters extracts are presented at the entrance of the artificial neural
network RBF in order to identify the identity of individuals.

4.2 Test Phase

As described in the previous experiment (Section Acquisition of SEMG), the SEMG
signals acquired resulted in 60 responses that consisted of 3 s of acquisition containing
one contraction in response to a clench force and sampled at 2000 Hz. Once the PSD
estimated, the necessary parameters are extracted and used in the classification and
the verification of individuals. Figure Sa—d, show respectively the SEMG signal of
40% of intensity of MVC (Maximum Voluntary Contraction), estimated PSD in case
of 40% of MVC (Maximum Voluntary Contraction) and the SEMG signal of 60%
intensity of MVC (Maximum Voluntary Contraction), and estimated PSD in case of
60% of MVC (Maximum Voluntary Contraction).

Once extracted, these parameters are presented to the input of the artificial neural
network to be classified. Radial Basis Function (RBF) neural network is used in
supervised applications. They are embedded into a two-layer feed forward neural
network.

This network is characterized by a set of inputs and a set of outputs where a hidden
layer lies in between (Fig. 6). The neurons in the hidden layer contain Gaussian
transfer functions (Fig. 7). To train RBF networks we have to determine the number
of neurons in the hidden layer, the coordinates of the center of each hidden-layer,
and the weights applied to the RBF function outputs [2—4, 14—18].
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Fig. 5 a SEMG of 40% intensity of MVC b Estimated PSD of 40% of MVC ¢ SEMG of 60%
intensity of MVC d Estimated PSD of 60% of MVC

The training consists of optimizing the network parameters in order to fit the
network outputs to the given inputs [4].
The output of the network is:

N
o)=Y aip(llx —cill) (11)

i=1

The activation function used for the neurons in the hidden layer is the Gaussian
function. It is given by (12):

p(llx = cil]) = exp[—BlIx — cill?] (12)

where X is the input feature vector, N is the number of neurons in the hidden layer, ¢;
is the center vector for neuron i, and a; are the weights of the linear output neuron.
The weights a;, ¢; and § are determined in a manner that optimizes the fit between
¢ and the data.



80 S. Chantaf et al.
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In this work, the neural network inputs correspond to the parameters extracted
from the PSD (15 parameters) and the outputs correspond to each specific individual.

The training set is composed of 30 contractions for each individual and the neural
network was learned for 200 epochs. Then the neural network is tested using other
contractions from the same individuals.

The extracted parameters are presented to the input of the network to be classified.

Table 2 shows the classification of performances corresponding to each individual.
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Table 2 Results of the identification performance in case of clench force of 40% intensity of MVC

Number of Person 1 (%) | Person 2 (%) | Person 3 (%) | Person 4(%) | Person 5 (%)
contractions

10 60 50 50 50 50

15 73 67 67 73 67

20 75 75 75 75 75

25 76 76 76 76 76

30 80 80 77 80 77

Number of Person 6 (%) | Person 7 (%) | Person 8 (%) | Person 9 (%) | Person 10 (%)
contractions

10 60 50 50 50 60

15 67 73 73 67 67

20 75 75 75 75 75

25 75 76 76 76 76

30 80 80 80 77 80

Each performance is analyzed by using contractions in response to a force of 40%
intensity of MVC, and by modifying, each time, the number of contractions employed
to identify individuals (10, 15, 20, 25, and 30).

Results from Table 2 show that the highest identification performance for each
individual is obtained when using 30 contractions for the authentication process. The
performance increases up to 80% when using 30 contractions [5]. But this perfor-
mance remains constant (§0%) when using more than 30 contractions. Consequently,
the best results are achieved at 30 contractions.

Table 3 shows the classification of performances corresponding to each individual.
The performance is analyzed by using contractions in response to a force of 60%
intensity of MVC, and by modifying each time the number of contractions employed
to identify individuals (10, 15, 20, 25, and 30).

Results from Table 3 show that the highest identification performance for each
individual is obtained when using 30 contractions for the authentication process. The
performance increases up to 70% when using 30 contractions [5]. But this perfor-
mance remains constant (70%) when using more than 30 contractions. Consequently,
the best results are achieved at 30 contractions.

Therefore, we note from Tables 1 and 2 that the performance obtained in response
to a force of 40% intensity of MVC is better than the one obtained in response to
a force of 60% intensity of MVC. This difference in performance is explained by
the fact that at high currents, a phenomenon of fatigue is observed. Thus, the energy
produced by the muscle fluctuates producing a change in the frequency content of
the EMG signal [14].
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Table 3 Results of the identification performance in case of clench force of 60% intensity of MVC

Number of Person 1 (%) | Person 2 (%) | Person 3 (%) | Person 4 (%) | Person 5 (%)
contractions

10 40 30 30 30 40

15 47 53 47 47 47

20 55 60 60 60 55

25 60 64 64 64 60

30 70 67 70 67 70

Number of Person 6 (%) | Person 7 (%) | Person 8 (%) | Person 9 (%) | Person 10 (%)
contractions

10 30 40 30 40 30

15 53 47 53 47 53

20 60 55 60 55 60

25 64 60 64 60 64

30 70 67 67 70 67

4.3 Performance Evaluation and Analysis

The technique of biometric identification proposed is analyzed in the two different
cases: (1) Effect of fatigue (2) Effect of the movements of the electrodes on the
performance of identification obtained in response to a force of 40% intensity of

MVC.

o Effect of fatigue

In the first case, an individual are asked to execute many (push-ups).
Figure 8 shows that fatigue had no significant effect on the authentication perfor-

Fig. 8 Fatigue after
push-ups in case of 40% of

MVC
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mance since the curves were very close.
e Effect of the displacement of electrodes

In the second case, the electrodes were moved 3 cm from their position. As shown
in Fig. 9, we notice that such displacement had no effect on the performance.

5 2nd Case Study: EMG Biometrics Using Motor
Response M

5.1 Enrollment/Training Phase

Generally speaking, to examine the conduction properties of motor nerve fibers, a
mixed nerve is electrically stimulated with a single, short duration stimulus. The
action potentials are generated in alpha motoneurons axons which innervate extra-
fusal muscle fibers of skeletal muscle and are directly responsible for initiating their
contraction.

The evoked nerve action potentials propagate along the motor fibers and activate
the neuromuscular junctions of the stimulated motor axons. Synaptic transmission
at the neuromuscular junctions between motor axons and muscle fibers produces
muscle action potentials on innervated muscle fibers and triggers a twitch contraction
in them. In motor NCS, the M wave that precedes the actual muscle contraction is
measured.

The amplitude of this wave is proportional to the number of muscle fibers depo-
larized, and to the reflection of the extent of activation of muscle fibers which are
produced by motor nerve stimulation.
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Fig. 10 Block diagram showing the main steps required to verify individuals by their M-wave
response

As the current amplitude increases during motor nerve stimulation, more motor
axons are progressively recruited and a maximum twitch contraction is produced.
At this point, all the stimulated motor axons are excited, the maximum number
of neuromuscular junctions is triggered, and action potentials are generated on the
membranes of all innervated muscle fibers [19]. Any increase in stimulus amplitude
will not increase the amplitude of the M response.

In this part, the M wave is presented as biometric tool used to determine the identity
of individuals. This method consists of modeling the M-waves by wavelet network
in order to extract the significant parameters (translation, dilation and weight) from
different wavelets.

The different phases are described in the following sub-section (Fig. 10).

5.2 Acquisition Process

The M-waves are recorded from 10 healthy individuals (8 males and 2 females) by the
KEYPOINT system at the Rafic Hariri public hospital. The M-waves are obtained in
response to an electrical stimulation of 20 and 30 mA intensities at different moments
during nine months.

Our database is composed of ten sets for each person: five folders of M-waves
in response to a stimulation of each intensity (20 and 30 mA). Each set contains 20
simultaneous responses sampled at 1 Hz.

The signals are collected by the intermediary of three electrodes placed on the
right hand as shown in Fig. 11a. 20 electrical stimulations are successively performed
on the motor nerve of the hand (Fig. 11b). The response M is recorded from the thénar
(Fig. 11c¢).

5.3 Feature Extraction Process

The modeling of motor responses is the core of our method. The M waves responses
are modeled by wavelets networks.
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Fig. 11 a Position of electrodes; b Stimulation; ¢ Motor Response M

The wavelets networks are a class of neural networks. They are the result of the
combination of the theory of wavelets with multilayer neural networks of feedforward
type. The wavelets networks utilize the functions of the wavelets as functions of
activation.

The methods of construction of the wavelets network are developed using the
theoretical characteristics of the transformed wavelets. Each response is modeled by
8 wavelets. The used wavelet is the inverse Mexican Hat (Fig. 12).

The parameters (translation, dilatation and weight) are extracted from different
wavelets. These parameters are used to identify individuals (Fig. 13a, b).
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Fig. 13 a Motor response M; b Modeling of the response M

5.4 Test Phase

The classification is carried out by the network RBF. The input of the network is
comprised of the extracted parameters of different wavelets. Our network is driven
by 15 M wave for each individual. The identification is done by changing the number
of responses used: 5, 10 and 15 responses.

The RBF network consists of a layer of input containing 24 entries corresponding
to the parameters extracted from the wavelet, a hidden layer to 10 neurons and a
layer of output. The number of outputs of the neural network is equal to the number
of individuals to be identified (Fig. 14). The activation function used is the Gaussian
function (Fig. 7).
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5.5 Performance Evaluation and Analysis
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Table 4 shows the classification performances corresponding to each individual in
case of stimulation of 20 mA intensity. It shows that the highest identification perfor-
mance is obtained when using 15 responses for the identification. The performance
increased up to 100%. The performance is analyzed by modifying the number of
responses to identify individuals (5, 10 and 15 responses) each time.

Table 4 Results of the identification performance in case of stimulation of 20 mA intensity

Number of Person 1 (%) | Person 2 (%) | Person 3 (%) | Person 4 (%) | Person 5 (%)
responses

5 80 100 80 80 80

10 90 100 90 90 90

15 93 100 93 93 93

Number of Person 6 (%) | Person 7 (%) | Person 8 (%) | Person 9 (%) | Person 10 (%)
responses

5 80 100 100 80 80

10 90 100 100 90 90

15 93 100 100 93 93
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Table 5 Results of the identification performance in case of stimulation of 30 mA intensity

Number of Person 1 (%) | Person 2 (%) | Person 3 (%) | Person 4 (%) | Person 5 (%)
responses

5 80 100 100 80 80

10 90 100 100 90 90

15 93 100 100 93 93

Number of Person 6 (%) | Person 7 (%) | Person 8 (%) | Person 9 (%) | Person 10 (%)
responses

5 80 100 100 80 80

10 90 100 100 90 90

15 93 100 100 93 93

Table 5, corresponding to the case of stimulation of 30 mA intensity, shows also
that the highest identification performance is 100% and it is obtained when using 15
responses during the identification process. Consequently, the best performance is
obtained when using 15 responses for the identification regardless of the intensity of
the stimulation [5].

Therefore, according to the results obtained from Tables 4 and 5, we conclude that
the best performance is obtained when one uses 15 M wave in the identification phase.
This performance varies slightly with the intensity of stimulation. In fact, it is found
that the performance is slightly higher in the case of stimulation at 30 mA than the
one of stimulation at 20 mA. This is explained by the fact that when we increase the
amplitude of electrical stimulation, the number of motor axons stimulated increases
and therefore, the amplitude of the wave M increases. Also, the amplitude of the wave
M increases with the current of stimulation until a maximum contraction occurs. At
this level of stimulation, the amplitude of the wave M does not grow.

6 Conclusion

In the field of biometrics, the shape of the hand, iris, the fingerprint or the details
of the face are the most used techniques, among others. But once these character-
istics change, security is no longer assured. The approach proposed in this thesis is
highly specific and reliable since the recorded signals cannot be voluntarily modified
(unlike a fingerprint for which a simple wound cancels its validity). In the course of
this work, we have developed two methods of biometric identification based on the
physiological signals EMG and motor response M.

The first highlighted method uses the EMG signals in response to a force with a
fixed intensity of 40% of MVC and 60% of MVC to identify the different individ-
uals. This technique consists of calculating the power spectral density of the EMG
signals by the method of Welch and then extracting the frequential parameters, the
most significant to the biometric identification such as power, the kurtosis, median
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frequency, the deciles, the coefficient of asymmetry and the frequency peak. The
classification is carried out by the network RBF, Which is made up of an input layer
containing 15 entries corresponding to the extracted parameters of the PSD, a hid-
den layer composed of 5 neurons including the activation function used (Gaussian
function) and an output layer in which the number of outputs is equal to the number
of individuals to identify. 30 contractions are used for learning the network. This
technique is insensitive to noises and provides 80% performance.

The last method of biometric identification proposed uses the motor responses
M. The responses are obtained as a result of electrical stimulation of 20 and 30 mA
intensities. The modeling techniques and classification based on wavelets networks
and neural networks (RBF) were implemented. The parameters of classification are
extracted from the wavelets used in the modeling (namely translation, dilatation and
weight). The network RBF used is composed of a input layer containing 24 entries
corresponding to the parameters extracted from the wavelet, a hidden layer 5 neurons,
function of Gaussian activation and an output layer in which the number of outputs
is equal to the number of individuals to identify. 15 motor responses are used in
the learning phase and 95% performance was obtained which is considered as an
interesting recognition rate. In addition, the statistical studies show that our method
is not sensitive to any type of noise, thus making this technique particularly vital.
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and Amine Nait-ali

Abstract In this chapter, a case study using a specific wearable Multi-Channel EMG
device will be considered. In particular, eight EMG channels will be used through
Myo Armband system. The purpose is to deploy a verification biometric system using
EMG signals corresponding to hand gestures. More specifically, the idea behind this
concept is the capacity to generate a digital signature for each specific hand gesture.

1 Introduction

As we saw in the previous chapter, the purpose of the study was to explore a concept
of EMG (electromyogram) biometrics as a potential modality that can be used to
verify individuals using a single acquisition channel. As an extension to this basic
concept, multi-channel EMG acquisitions systems can have many advantages in
terms of accuracy and noise reduction. For example, in such systems, the Signal-to-
Noise (SNR) ratio can be improved using numerous signal processing approaches
such as: averaging, source separation, filtering and decomposition approaches, etc.

In this chapter, we will consider a case study using a specific wearable multi-
channel EMG device, called Myo Armband. The purpose is to discuss a verification
biometric system using EMG signals corresponding to hand gestures. In fact, the idea
behind this concept is to generate a digital signature for each specific hand gesture.
This signature can be used for both the enrollment phase and the verification phase.

This chapter is organized as follows: in Sect. 2, some generalities on Myo system
are presented. In Sect. 3, an EMG individual verification protocol using Myo Arm-
band device is described. This concept is then extended to a general purpose system
dealing with hand gestures recognition. Finally, a conclusion is provided in the last
Section.
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2 Myo System: A Multi-channel EMG System

EMG signal is an biosignal generated by muscle cells once they are electrically or
neurologically activated. These signals can be acquired through different sensors. On
the other hand, Myo device is a wearable bracelet that can be worn on the forearm,
just below the elbow. It has been developed by Thalamic Labs in 2014 [1].

This bracelet can expand between 7.5 and 13 inches (19-34 cm) forearm circum-
ference (see, Fig. 1). It weighs 93 grams which gives it the ability to be comfortably
be worn for a long time.

The structure of Myo consists of eight EMG (electromyography) sensors and an
Inertial Measurement Unit (IMU) which consists of a gyroscope, accelerometer and
a magnetometer. More specifically, the Myo can detect electrical activation (contrac-
tion) produced by the muscle. It detects the electrical activity in forearm muscles
below the elbow. In fact, the human forearm has different types of muscles. These
muscles control the movement of the wrist, such as moving fingers, making a fist,
turning left or right, etc.

Numerous applications have been developed using Myo device. Commonly, it
is employed in control applications. For example, it can be used to achieve simple
actions such as light control or door opening, but can be also employed in some
advanced control applications such as drones control and robotics, including in the
medical field.

By considering our context, Myo Armband device will be explored in biometrics
application to recognize individuals or to recognize gestures. This is the purpose of
the next two sections.

Fig. 1 A person wearing Myo device for biometrics application
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3 EMG Biometrics Modality for Person Verification:
Concept

3.1 EMG Verification Generic Scheme/Protocol

As in any verification system, the proposed system uses a generic scheme where two
phases are required, namely: (1) enrollment phase, (2) verification phase (Fig. 2).
The purpose of this application is generate a unique signature (as a password) for
each individual from successive hand gestures. Technically, the EMG signals are
recorded from Myo device, connected wirelessly to a computer in which a signal
processing algorithm is implemented. In the protocol we considered, each user is
asked to produce a number of successive hand gestures.

Each hand gesture will activate some muscles, and generates hence eight signals
corresponding to eight sensors (see Fig. 3). From the experiments, it is obvious that
similar hand gestures will not produce exactly the same signal patterns. This may due
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for many reasons. For example, the intensity for each muscular contraction will not
be perfectly identical for the same person. The fatigue factor, or even the posture can
impact the reproducibility of the patterns. However, by analysing the signals, one
can notice that intra-individual similarities are observed in some channels. These
similarities should be be identified before the enrollment phase to ensure a stability
property. On the other hand, inter-individual disparities can also be observed when
considering the same gestures which make the modality an interesting candidate to
be used for person recognition. From a collection of experiments, on can determine
a sort of dictionary of potential explotable gestures. In our case, we explored the
following gestures:

— Fist

— Double tap
— Hand in

— Hand out
— Hand down
— Three

A password is then created by a combination of these gestures.

3.2 Enrollment/Training Phase

In this phase, the user memorizes and reproduces successively a set of gestures as
if he was typing a password. For example, one can consider the following gesture
combination: Hand in, Hand out and Three. Since, the Myo device captures eight
EMG signals, each one is pre-processed (pre-processing phases) by a simple energy
calculation over a specific observation (activation) window. If the energy is lower
than a threshold, the signal is associated to a low level. However, if the signal energy
is above a threshold, the signal level is associated to a high level. Figure 4 shows
a hand-in gesture where the recorded signals are quantified (or converted) into two
levels signals (High-Low) according to a specific threshold. Once normalized, one
can notice that only energies above 70% are associated to a high signal level (Fig. 5).

Consequently, in the second step of the biometric scheme, the high level will be
associated to the digit “1”, and the low level to “0”. Therefore, a single gesture will
generate eight digits and the whole combination of gesture will generate 8xN digits,
where N is the number gestures used by the user to generate a specific password. For
instance, if the user generates a password from a combination of three hand gestures,
the corresponding length password will be 24 binary digits (Fig. 6).

In this case, it is important to mention that the observation window duration for
each gesture should be defined by the protocol itself. Users can either generate long
or short transition movements according to a given protocol. During the enrolment
process, the user can asked to produce many instance of the same combination of
the hand gesture. For example, collecting ten trials of hand gestures showed that the



Wearable Multi-channel EMG Biometrics: Concepts 95

MyoBand Sensors
s Sensor 1 Sensor 2
200 —— ==
100 1
-100 1
200
a 200 400 600 800 1000 1200 0 200 400 600 o 1000 1200
Sensor 3 Sansor 4
100 100 1
o ———MW— a Fﬂ———wwwmmi
-100 100 1
a 00 400 600 00 1000 1200 0 200 400 B0 1000 1200
Sensor 5 Sensor 6
100 100 1
ol e - T a - - dia .
100 100 I
a 200 400 600 800 1000 1200 L 200 400 600 830 1000 1200
Sensor T = — &nlwrl . -
100 100 1 4
o Q) frem e sy
100 100 il ! |
o 200 400 800 ano 1000 1200 L] 200 400 800 o 1000 1200

Fig. 4 Signals from eight sensors for hand-in gesture

09
08 -

E 0,7

§ 06
! 05
04
25,
0.2
01

Fig. 5 Normalized signal for hand-in gesture and thresholding process. Only energies above 70%
are associated to a high signal level

same gesture of the same person activates repeatedly the same muscles for which the
EMG is captured by an electrode.

The collection of the binary codes are saved in a database, or the most dominant
pattern is saved as a signature.
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Fig. 6 Example of encoding a combination of three hand gestures producing a 24 digits binary
code

3.3 Test Phase

During the test phase, the user who aims to access to a resource using the EMG based
biometrics system should claim his identity (i.e. login) then reproduce a combination
of hand gestures similar to the ones used during the enrollment phase (i.e. password).
Naturally, each hand gesture should previously have been encoded in the initial
dictionary. In addition, as specified, the duration for each movement should follow
the same rhythm as the one used for the enrollment. Usually, a well trained user can
be comfortable to reproduce approximately the same movements at the same rhythm
(Speed) for each trial.

Asin any verification system, the generated code is compared to the corresponding
code saved in the database. A matching rule should be defined in order to grant or
deny the access to the resources.

4 EMG for Gesture Recognition

In this section, the concept of using Myo device is restricted to a general purpose hand
gesture recognition. It differs from the previous concept in the sense that the aim is to
recognize the gesture regardless the identity of the user, as seen previously. Englehart
et al. [2] argued that the recognition of multiple hand gestures could be considerably
improved using the EMG multi-channel data rather than using a single-channel EMG
data. In fact, gesture recognition based on EMG signals is a challenging task due to its
broad applications in myoelectric control. It has been treated as a pattern recognition



Wearable Multi-channel EMG Biometrics: Concepts 97

8-channel
Myo armband

Support Vector Machine
Linear Discriminative Analysis .
) loody W 00011101 . g
: Open

EMG signals Binary code Classification in feature space  Gesture identification

Fig. 7 Gesture recognition system showing the path from a hand gesture until the classification
phase

problem in several research works [3—5]. Generally speaking, human motions can be
captured by EMG signals which can be intelligently recognized as control commands
in many myoelectric systems like prosthesis control [6—8], telemanipulation of robots
[9], etc. Since different gestures are the result of the cooperative movement of several
muscles, a machine-learning algorithm can be trained to learn and predict the gestures
based on those muscle co-activation patterns.

Regarding our concept, three processings steps are required, namely: preprocess-
ing, feature extraction and classification. The first two phases are similar to the ones
seen in the previous section except that the encoding of only one hand gesture is
required rather encoding a combination of gestures. The generated vector corre-
sponds to a code composed of 8 binary values. The conversion process of each EMG
signal into a binary code has been explained in the previous section. Finally, the clas-
sification consists of assigning a class label to features in the vector. In other word,
the linear/non-linear classifiers assign to the vector the gestures that most proba-
bly belong to. Based on the literature, different classifiers have been proposed [10,
2], including Euclidean Distance, Logic Regression, k-Nearest Neighbors (kNN),
Hidden Markov Model, Artificial Neural Network (ANN), Support Vector Machine
(SVM), Linear discriminant Analysis (LDA) (see Fig. 7).

Within our context, one can consider two protocols for gesture recognition. The
first protocol (one gesture against one subject) consists of detecting the gesture of
one subject for the training and testing data sets of the same subject. Whereas, the
second one (one gesture against M subjects) identifies the gesture of one subject for
the training and testing data sets of several subjects.

Subjects achieve multiple gestures such as: fingers spread, fist, double tap, hand
in, hand out, hand down and three. Each gesture is repeated N times by the same
subject.

4.1 Gesture Recognition for One Person in One Person
Gestures Dataset (One Gesture Against One Person)

The protocol is defined such that only one subject performs different sets of gestures.
Each gesture is repeated several times.
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Each single gesture registration generates a [L x N] matrix, where L is the regis-
tration length and N is the number of channels. This latter is transformed into binary
codes of size L x N as explained in the previous section. For M number of gestures
repeated T times, a [T x M x L x N] dataset matrix is collected.

4.2 Gesture Recognition for One Person in Several Persons
Gestures Dataset (One Gesture Against n Persons)

The protocol is designed such that different subjects S performed different gestures.
Each subject performs each gesture with repetitions. The challenging task is to iden-
tify the gesture of the associated subject.

Each gesture of each subject is transformed into binary code of size L x N. Within
our context, it is considered M gestures repeated T times. So, we obtain a [T x M x
L x N] dataset matrix for each subject. Consequently, the full dataset matrix of all
subjects is S x [T x M x L x NJ.

4.3 Classification Algorithm

The classification algorithm is a key element of the EMG gesture recognition. In fact,
its reliability and recognition efficiency have a great effect on the overall performance
of the whole system. Recently, several algorithms have been proposed to serve certain
scenarios [11, 12] like Linear Discriminant Analysis (LDA) [13—-15] and SVM [16,
17]. In this chapter, we describe these four popular classical classification approaches
that can be used to learn binary codes generated from EMG signals.

4.3.1 Linear Discriminant Analysis

LDA classifier consists of computing linear discriminant functions in order to select
the maximum one as the classification rule. It aims to find a linear combination of
the features in order to combine them into a single value. Its performance relies on
how the features are combined. In an ideal way, features should be combined in such
a way that if the classes are projected onto the axis they are seen as clearly separated
tight clusters.

LDA is one of the most robust classifiers and it is good in reducing the dimen-
sionality of features without separating the classes [18]. It showed high classification
performance in several research works [18, 19] using a 10-fold cross validation in
classification. Features were divided into 10 parts and each part takes turns to test.
At the same time, the remainder used for training. In recent research work, Too et al.
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demonstrated that the frequency domain features achieve a highest accuracy in LDA
comparing with time domain features [20].

4.3.2 Support Vector Machine

Support Vector Machine is a discriminative classifier that separate hyperplane. Clas-
sification decision boundaries are identified by maximising a margin distance of
training data. The training examples closest to the optimal hyperplane are called
support vectors. Recently, Yamaba et al. [17] used an SVM classifier to identify
gestures by s-EMG signals.

5 Conclusion

The purpose of this chapter is to highlight some concepts which consists in using
a multi-channel EMG device in biometrics and hand gesture recognition. When
considering biometrics in verification mode, the signals recorded through Myo device
represent the contraction of the muscles involved in each hand gesture, through
eight EMG signals. Once encoded, binary password can be generated to access any
resource. The multi-channel EMG acquisition overcome the limitations of a single
channel.

Even if the performance of such system has not been evaluated in this chapter, it
is obvious that this aspects depend on the size of the database used for the training,
including the number users, but also on the way the Myo armband is worn (i.e.
condition of acquisition). In other words, in order to ensure an effective accuracy, it
is important to make sure that the sensors are worn at the same position (landmarks
may be required) for each acquisition session. Otherwise, the captured signals will
wrongly be matched.

Another point that should be highlighted is the importance of using Machine-
learning in verification mode, but also for gesture recognition. It is obvious that if
the training is properly achieved, the performances increase.

As we will see in the next chapter, the idea of using a Multi-channel EMG biomet-
ics can be extended by using a High-Density SEMG acquisition. It may be another
promising concept.
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Towards High Density sSEMG m
(HD-sEMG) Acquisition Approach L
for Biometrics Applications

Mariam Al Harrach, Sofiane Boudaoud and Amine Nait-ali

Abstract This is the third chapter of this book dedicated to EMG biometrics modal-
ity. The purpose is to highlight a Multi-Channel technique based on a High Density
SEMG (HD-sEMG) acquisition. In fact, HD-sEMG recording systems can be used
to overcome the limitation of classical bipolar and monopolar sSEMG recording sys-
tems. Consequently, in the considered concept, HD-sEMG system generates 64 EMG
signals from which an EMG image is constructed and processed. Thereupon, it will
be explained how one can deploy this technique in a biometric scheme.

1 Introduction

From the previous chapters, we addressed the concept of using surface EMG signals
as an emerging biometric modality to verify person’s identity. Performances of such
biometric systems can obviously be affected by acquisition conditions. In fact, a
single channel can capture the activity of a muscle at a specific location of the muscle.
However, amulti-channel device allows a global representation of the muscle activity.
For instance, Myo device (seen in the previous chapter) includes eight sensors. This
type of acquisition is effective, but can probably be improved by increasing the
spatial resolution by increasing the number of sensors around a specific surface.
This concept is inspired from an existing solution employed basically in the medical
field, called High Density SEMG technique.

Consequently, we will be discussing in this chapter, the idea of using High Den-
sity SEMG (HD-sEMG) technique to improve EMG based biometrics approaches. In
fact, HD-sEMG recording systems have demonstrated their ability to overcome the
limitation of classical bipolar and monopolar sSEMG recording techniques. There-
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upon, we will try to explain how using this technique can be deployed in a generic
biometric scheme. The main addition to the sSEMG method will be the data fusion
step wherein we will combine the information from 64 SEMG electrodes in order to
extract the parameters that best describe each individual. This chapter is organized
as fellows: in the following section, the limitation of classical EMG acquisition is
presented. Afterwards, the HD-sEMG is described, then considered within a protocol
of biometric application. Some preliminary results are then presented at the end of
this chapter.

2 Limitation of Classical Surface EMG Recording
Techniques

There are several elements that affect the SEMG signal. These elements not only
disrupt the amplitude but also the spectral content of the SEMG [1]. A few of these
factors are [1]: the electrodes configuration (size, alignme, etc.), the electrode position
on the surface of the muscle, spatial filtering effect of the electrode, detection volume
and muscle anatomy (motor unit number, motor unit type distribution, conduction
velocity, etc.). All these factors can alter the SEMG signal properties. However, in
this claim we will be focusing on the extrinsic causative aspects that are related to
the electrode structures and their position on the skin.

The conventional SEMG recording techniques suffer from many limitations. One
of the main limitations of the classic SEMG techniques is the deficient spatial reso-
lution [2]. This can be explained by the difficulty of extracting the sources of activity
from the sSEMG signal. Therefore, it gives information about the activity of a group
of MUs but not a single MU. Notting that obtaining information about the activ-
ity of a single MU is substantially beneficial in many domains such as therapy and
neuromuscular disorder diagnosis and evaluation [2]. In addition, the SEMG signal
collected from a certain location with respect to muscle using a monopolar or a bipo-
lar configuration is not necessarily representative of the activity of the whole muscle
[3]. Other limitation and a major problem of the conventional SEMG recording would
be the electrode placement problem [3]. This parameter has direct influence on the
precision of the latter applications like force estimation [4] for example. Thus, the
placement of the electrodes with respect to the active MUs should be as constant
as possible between subjects and recordings [3]. The recommendations for sensor
placement for SEMG recordings are reported by Hermens et al. [5]. Finally, we
have the problem of destructive superposition of the APs from different MUs due to
their biphasic and triphasic nature which is known as auto-cancellation phenomenon
[6]. All the aforementioned limitations could be overcome by using the HD-sEMG
technique.
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Fig. 1 An example of a HD-sEMG grid (TMSi property)

3 What Is HD-sEMG?

This novel sEMG recording technique is based on a multi-channel electrode record-
ing system. It is composed of a two dimensional array of electrodes called a HD-
SEMG grid (see Fig. 1) that is characterized by being a spatiotemporal variant of
the usual single channel sSEMG techniques [7]. The HD-sEMG technique overtops
the classical singular and bipolar recordings by taking into account aspects of spatial
distribution of electrical potentials [8] and by overcoming their basic limitations such
as the electrode placement problem, the representativity of the recorded signal, the
auto-cancelation phenomenon and the spatial resolution. It was also demonstrated
through some researchers that it can improve force estimation [6, 8] and thereby
prosthesis control [9]. The HD-sEMG recording technique has become widespread
in the last few years, which is due to multiple reasons. Therefore, the HD-sEMG
found its way into many applications due to the fact that it provides rich information
about the muscle physiology and anatomy such as the MUs number [10] and prop-
erties [10] and the neural command by HD-sEMG decomposition [11]. In addition,
the HD-sEMG found its way into clinical applications such as fatigue studies, neu-
rogenic changes, myopathies and positive muscle phenomena [12]. Thus, becoming
a valuable clinical diagnostic tool. Not to mention, the improvement that this novel
technique has provided in force estimation [6].

4 HD-sEMG for Biometrics Schemes: Feasibility

In this section, we will describe a feasibility study using the HD-sEMG as a biomet-
ric modality in a generic identification scheme. Thence, we will basically present
the experimental context of the data acquisition as described in the experimental
protocol [13]. Afterwards, we will present the data fusion method based on image
segmentation based on the algorithm used presented in [14, 15]. Finally, extracted
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features will be injected in an Artificial Neural Network (ANN) in order to achieve
a classification for subject identification.

4.1 Experimental Protocol and Data Acquisition

In this section, we will report the details of the experimental protocol used in order
to collect the HD-sEMG signals used for the study.

For this preliminary experiment, a small database has been created wherein 7
healthy male subjects without any musculoskeletal pathology (mean =+ std, age: 24.6
=+ 1.1 years; stature: 175.7 & 3.1 cm; body mass: 70.9 £ 5.5 kg) participated in the
study respecting the declaration of Helsinki. All participants provided their written
consent before participating in the study and did not relate any history of muscular
or neurophysiological problem at the upper limbs.

The sEMG signals of the two dimensional adhesive array consisting of 64 elec-
trodes of circular shape with an inter-electrode distance of 4 mm and an electrode
diameter of 1.5 mm were recorded from the Biceps Brachii (BB), during isometric
voluntary contractions. The reference electrode and the ground were placed on the
elbow bone and around the wrist respectively [13].

The monopolar sSEMG signals were acquired using TMSI REFA 136 acquisition
system (Twente Medical Systems International, the Netherlands) with the dedicated
software (Polybench). The global force signal was measured simultaneously with the
SEMG signals using a strain gauge (Celtron STC SS S-beam, Stainless Steel, IP67),
and displayed in real-time on an oscilloscope as visual feedback to the subjects. This
protocol allowed us to obtain, for each subject, 64 signals of 5 s.

Subjects were seated upright in a chair with the forearm in a horizontal position,
and the elbow angle fixed at 90°. After skin preparation (shaving, abrading and
cleaning) the HD-sEMG grid of 64 electrodes was placed either proximally (~1.5 cm)
from the middle of the BB muscle according to the SENIAM recommendations
[13]. Isometric elbow flexion force was recorded synchronously with the HD-sEMG
signals. The protocol started by measuring the MVC. This was done in three trials,
each trial lasted 3 s with a 2 min rest period in between in order to avoid fatigue
accumulation. The MVC was chosen as reference for sub-level contractions. Three
trials of isometric contractions were recorded at 20, 30, 40, 50, 60 and 70% MVC
by providing a target to the subject with 1.5 min rest in between. The target signal
was displayed in real time on the oscilloscope along with the subject’s instantaneous
contraction level as a feedback. These force plateaus lasted 5 s wherein the subject
was trained to keep the force as constant as possible by watching the feedback signal
on the oscilloscope.



Towards High Density sSEMG (HD-sEMG) Acquisition ... 105

4.2 Data Fusion Technique

The HD-sEMG technique can be considered as an imaging tool [ 16] in complement to
sonography and Magnetic Resonance Imaging (MRI) for assessing muscle systems.
Therefore, we used an automatic and personalized channel selection method based on
image segmentation that was previously used and proven effective [14]. This method
is obtained using a previously validated HD-sEMG image segmentation method, the
Watershed (WS) algorithm [15]. This approach is a non-parametric unsupervised
segmentation method that selects an optimal threshold based on discriminant analysis
to maximize the separability of the classes in gray levels [17].

As mentioned before, using traditional bipolar electrodes cannot permit a loyal
illustration of the entire muscle activity, not to mention the positioning problem.
The use of a two-dimensional electrode network can improve the efficiency of later
applications [6]. In fact, this bi-dimensional recording technique allows us to obtain a
map of the electrical activity present on the skin surface. This map can be considered
as a picture, wherein the pixels represent a certain parameter values computed over the
signal of the corresponding electrode, such as an amplitude descriptor, computed for
a certain time span. However, the whole picture is not always meaningful; the area of
interest may change with the contraction level produced or by the subject generating
this force. Accordingly, it is important to develop an effective technique to draw
out the region of interest from these maps and subsequently fusion the information
contained within. Such a technique is called image segmentation. Many segmentation
algorithms exist in the literature. A recent work by Vieira et al. [15] presented an
automatic segmentation of SEMG signals in the objective of a better estimation of the
neuromuscular activity. They used a well-known segmentation algorithm, the WS,
and added some steps in order to enhance the segmentation results [15]. Afterwards,
they compared this approach with other segmentation techniques (h-dome and k-
means segmentation algorithms) and found that the WS technique is more robust
and accurate compared to the others [15].

The principle of this WS transformation is based on the idea that any grayscale
image can be considered as a topographic. And if this surface was flooded from its
minima without the merging of waters coming from different sources, this image
could therefore be divided into two different sets: the catchment basins and the WS
lines [15]. The algorithm consists on identifying the location of ridges (WSs) in
the grayscale image and labeling the catchment basins with different numbers. This
algorithm is presented below.

The Watershed Algorithm

(a) A setof markers, pixels where the flooding shall start, are chosen. Each is given
a different label.

(b) The neighboring pixels of each marked area are inserted into a priority queue
with a priority level corresponding to the gradient magnitude of the pixel.
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(c) The pixel with the lowest priority level is extracted from the priority queue. If
the neighbors of the extracted pixel that have already been labeled all have the
same label, then the pixel is labeled with their label. All non-marked neighbors
that are not yet in the priority queue are put into the priority queue.

(d) Redo step (c) until the priority queue is empty. The non-labeled pixels are the
WS lines.

4.3 Extraction of Parameters

The thresholding was done on monopolar Root Mean Square (RMS) value maps for
the studied contraction levels (20-70% MVC). We chose the RMS value instead of
the Averaged Rectified Value (ARV) based on its robustness to spatial aliasing.

RMS map generation

The HD-sEMG signals present a grid of small electrodes where each electrode can
be considered as a pixel of the EMG map or image. The RMS map was computed
for the EMG signals corresponding to a constant isometric force of 5 s using Eq. (1)
with an epoch of 1 s (2000 samples).

N nkK
RMS(@, j) = iz % Z EMG2(i, j, k) (1)

N n=1 k=1+(n—1)K

where i, j are the row and column numbers respectively, K is the epoch length and N
is the number of sample in each epoch. In this study K and N were equal to 2000 and
5 respectively. An example of the computed RMS image in grayscale is presented in
Fig. 2.

RMS map segmentation

In our case pixels with high RMS values would be perceived as elevated surfaces.
Therefore, applying the WS algorithm directly to the RMS map leads to WS line
comprising of pixels representing high neuromuscular activity (high gray intensity)
which is not desired (see Fig. 3). Instead, WS algorithm will be applied on the gradient
of the RMS map (G) which provides the degree of change in grayscale image [15].
The gradient map is computed as follow:

M N
G.(mn) = F~! (ST Z Z RMS(m, n)efzn(ki},erk';/m))

m=1 n=1

M N
Gy(mn) = F~! <S Z Z RMS(m, n)ejzmk;;u“;"))

m=1 n=1
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EMG signals from the first column of electrodes

[—
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Fig. 2 The grayscale image (bottom panel) created with the RMS values computed for an exper-
imental EMG recorded from the BB during isometric flexion at 30% MVC and the corresponding
EMG signals for the first column (upper panel)

6= /a2t G

where the inverse Fourier is transform operator, and are the spatial frequencies, M and
N the number of rows and columns in the HD-sEMG grid and S the bi-dimensional
Fourier transform of the zero-padded Sobel operator presented below:

+1 +2 +1
S=0 0 0
-1 -2-1

Since the number of clusters obtained by the WS segmentation depends on the
number of regional minima in the gradient (G), the problem of over segmentation
could be confronted by smoothing sharp transitions in G using image opening and
image closing operations [15]. These operations are operators from mathematical
morphology derived from the fundamental operations of erosion and dilation [18].
Opening and closing G using the structural element v are defined by [18]:
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Fig. 3 Schematic of the WS segmentation (bottom) applied to the grayscale image (Top) obtained
from the RMS map of simulated EMG signals with its topographical representation (middle)

Gov=(Gov)dv

G-v=(Gov)ov

where the e and o indicate the opening and closing respectively, and are the
Minkowski operators for addition and difference defined by [18]:

(G ®v)(p) = max.cp {G(p+2)}
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(Gov)(p) = min.cp {G(p +2)}

where is the Domain of the structuring element v, which was chosen as a square grid
(3x3)ofones (i.e.zo[1,0,1] x [1,0, 1]).

Figure 4 illustrates the clustering result of the WS algorithm applied to the gradient
and the smoothed gradient of the same RMS map presented in Fig. 3.

Also, we have to mention that we used the 4-type connectivity algorithm. This
means that each pixel has four connected neighbors (top, bottom, right and left).
The final step of this method is the thresholding which consists on removing further
pixels or channels by applying a threshold equal to some percentage of the maximum
RMS value in the RMS map (70% in our case).

After segmentation of the RMS maps we obtain a number of channels specific
to each subject. These channels are the channels that are most representative of the
muscle activation. Thus, we will compute the different parameters for these channels
and then we will average the values to obtain one value per parameters for each
subject at each contraction level and for 5 windows (window of 1s).

Thus, we started by estimation of the DSP using the periodogram method and then
we calculated the spectral parameters: Power, median frequency, mean frequency,

peak frequency, deciles and HOS.
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Fig. 4 Schematic of the WS segmentation results (e) and (f) applied to: a the gradient (G) of the
image and b the smoothed gradient obtained by opening and closing techniques respectively. With
their corresponding topographical representation (c) and (d)
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High Order Statistics (HOS)

The HOS parameters, the skewness (asymmetry) and the kurtosis (flatness), track
indirectly the PDF shape modifications of the sEMG [19]. We recall briefly the
definitions of both normalized parameters in the following equations for the sSEMG
amplitude:

E[(SEMG — p)’]
(E[GEMG — py?])*
E[CEMG — p)*]

(E[6EMG — p?])*

skew(sEMG) =

kur(sEMG) =

where E(.) is defined as the expectation operator, and L is the mean value of the SEMG
signal amplitude. It is important to note, that these high moments are invariant to
the mean value and variance variability. These parameters were computed for 5 s
of constant force plateaus by averaging the values obtained over ten epochs of 0.5 s
(sampling frequency, fe, fixed at 2048 Hz) in order to minimize the bias of the used
HOS estimators that employ empirical formula.

5 Classification Using Artificial Neural Network (ANN)
and Results

As previously mentioned, the signals were obtained from 7 healthy male subjects.
Thus, the experimental protocol allowed us to have a database of 210 samples of 17
parameters.

For the classification, we used a Radial Basis Function (RBF) neural network with
17 inputs corresponding to the computed parameters and 7 outputs corresponding to
the 7 individuals. As for the hidden layer, we tried different number of neurons. The
preliminary results of the identification are presented in Table 1.

By observing Table 1, we can see that we have the optimal result for 150 hidden
neurons.

Table 1 .The .performance of Number of hidden neurons MSE
the classification
10 0.122
50 0.089
100 0.055
150 0.020
200 1.386
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6 Conclusion

This preliminary study of HD-sEMG based biometrics allowed us to confirm our ini-
tial hypothesis that this technique can be beneficial in the SEMG based identification.
In fact, HD-sEMG adds spatial information to the temporal propagation captured by
classical SEMG methods. Thus, it adds more definition and subject specificity to
the extracted parameters especially the Probability Density Function (PDF) shape
descriptors, the HOS. Along these lines, it has been shown in a recent study [19] that
by studying the HOS profile variation following the contraction level increase; we
can obtain information about the MU type distribution in the muscle. In addition,
it has also been shown that by using these variations of HOS, the kurtosis and the
skewness, we can achieve a classification into group depending on the percentage
of MU types in their muscle. We have to note here that this parameter, the MU type
distribution, cannot be measured using noninvasive procedures. Therefore, we think
that the combination of HD-sEMG of 64 signals with the data fusion step allows us
to add uniqueness to each parameter extracted from an individual which permits to
improve the identification process.
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Age Estimation Using Sound Stimulation )
as a Hidden Biometrics Approach L

Muhammad Ilyas, Alice Othmani and Amine Nait-ali

Abstract In this chapter, it will be introduced a new hidden biometrics approach
of age estimation requiring the stimulation of the auditory system by an acoustical
modulated sine wave signal. After a quick review on different common approaches
used in the field of age estimation, and after presenting some generalities on the
auditory system, age estimation and age classification protocols will be considered.
This chapter describes also the concept of a simple identification/verification, as an
application.

1 Introduction

In the present era, the technological advancement covered almost every facet of
life. Biometrics is providing security to such environment to keep our privacy safe.
Biometrics is a set of unique human physical and behavioral features that are used
for identification and verification.

Human age is an important factor among biometric features as an effective sig-
nature. It is the center of attention for the scientific communities such as pattern
recognition, computer vision, and biometrics. The need for security and smart sys-
tem drove the interest of researchers for human age estimation in forensic science
analysis and human-computer interaction. Hence, the study of human age for forensic
and security tools is used by considering the physical and physiological appearances
or behavioral features of a human.

Most of the studies are focused on age estimation, mainly, either from the face
or voice analysis [1]. For efficient human age estimation physical, physiological and
behavioral biometric features have been used.

In this chapter, we introduce a new hidden biometrics approach of age estimation
requiring the stimulation of the auditory system by an acoustical modulated sine wave
signal. After a quick review on different common approaches used in the field of age
estimation, and after presenting some generalities on the auditory system, Sect. 4
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will describe age estimation and age classification protocols. Finally, the concept of
a simple identification/verification application is highlighted.

2 Review

In this section, different techniques and approaches of biometrics age estimation will
be briefly evoked. In particular three main categories will be considered, namely:
Physical Biometrics, Physiological Biometrics and Behavioral Biometrics.

Physical Biometrics for Age Estimation: Face is a physical biometric feature
which is widely used for age estimation. Indeed, face conveying a significant amount
of information such as the identity, ethnic group, gender, emotional state, and age.
Despite the fact that the age of a person is an important attribute that determines the
way we interact with a person, there has been less work focused on developing sys-
tems for automatic age estimation than for human identification from face photos [2].
From the technical point of view, different classifiers based on quadratic functions,
shortest distance and neural network are performed [3] while for age classification, a
dropout-SVM that avoids over-fitting is used [2]. While the error of estimation from
face image was around five years [1, 2], it appears that human still achieves better
results than machines on age estimation with an age estimation errors of 3.64 years
[2].

Physiological Biometrics for Age Estimation: In forensics, DNA or dental traits
is used to estimate the human age. The forensic individual age estimation with
DNA have surged in the last five years. For forensic age estimation, morphologi-
cal inspection or radiography was used before and later molecular approaches have
been adopted. Blood samples are used for age estimation, but recently scientist is also
using tissue samples for age estimation. The predictive accuracy has been increased
the potential of the system and its accuracy with an error value of +4 years [4]. For
children, the age is estimated through dental maturation while for adults, morpho-
logical and radiological techniques are used [5].

Behavioral Biometrics for Age Estimation: Voice is behavioral biometrics, used
for identification and authentication. Basically, voice recognition systems analyze
and extract features from the subjects speech signal. Voiceprints are used in many
forensic applications to identify automatically the gender, age, and language of a
subject. The automatic age is classified and estimated into a specific age group using
parallel phone recognizer, dynamic Bayesian networks, linear prediction analysis,
HMM-based classifiers [6] gaussian mixture models with MFCCs [7], Gaussian
Mixture Model (GMM) supervectors and Support Vector Regression [8]. Automatic
age estimation of a speaker is also proved possible with an absolute mean error which
varies from 4.7 to 10 years [1] and classification accuracy around 50% [6].

Gait signatures are also considered as one of the best behavioral biometric fea-
tures for human age estimation and classification. Using gait features, it is possible
to recognize gender (males, females), even in the same age group. For gait-based
age estimation, multi-label-guided (MLG) subspace is presented to correlate and
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characterize the gender and age of a person [9] and a baseline algorithm using Gaus-
sian process regression with silhouette-based gait features is used [10]. The mean
absolute error is from 6 to 8.2 years for the proposed approaches [9, 10].

Keystroke dynamics is also a perspective of age detection. With the help of
keystroke dynamics, the exact age of a subject cannot be estimated, but it can be
utilized to differentiate between kids and adults. A multi-layer perceptron shows that
the age can be detected with a probability that it is far from the uniform distribution
with a success rate of 72% for only two classes and 64% for four classes [11]. In
previous work, a new approach to distinguish between child and adult is proposed,
while the accuracy rates above 90% were achieved with a support vector machine or
linear discriminant analysis classifier [12].

3 Human Auditory System: Generalities

The human auditory system is the sensory mechanism for the sense of hearing. It is
having two sensory organs to hear the sound known as ears, which are connected to
both the sides of the head and connected to brain stem through a brisk nerve fiber.
The salient linking point of the brain is called brain stem which provides a bridge to
the human nervous system to the other parts of the brain. The auditory information
is processed through a temporal lobe called auditory cortex [1].

The human ear is extremely an intricate organ. This process is making furthermore
difficulty when the information from the two ears is collectively transferred through
a mystifying neural network called the brain. Here just a short story about the ear
is presented, many elusive possessions and poorly understanding marvels are still
found associated with human hearing.

Figure 1 explains the main processes and their structures that cover a normal
human ear. The outer ear which is the combination of two portions, the observable
flap of skin and cartilage attributed to the head side, and the canal of an ear, a tube

outer
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/ . car drum)
/ oval window cochlea ]
sound waves basilar
sound / in liquid eembrane
waves ys
10 air }ll |
H—’ N e, Ny el
hig high med.mm }_3«
ﬂndd‘le detecnon d.etzcncn detection

ear bones

Fig. 1 Functional diagram of human ear [13]
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nearby 0.5 cm in diameter ranging around 3 cm into the head region. These structures
forward the surrounding effects to the middle and inner ear organs located securely
inside the bone of the skull. Stretched transversely found at the ear canal end is a
tinny sheet of tissue named eardrum (tympanic membrane).

It causes vibration when the Sound waves stick to it. The middle ear is a combi-
nation of small bones that forward the vibration of the eardrum to the cochlea (inner
ear) to convert into neural impulses. The cochlea is a tube-like structure filled from
liquid about 2 mm in width and 3 cm in length. Though revealed straight in Fig. 1,
cochlea of the ear is curly in shape which looks like a small snail shell. In reality, the
cochlea is derivative of the Greek word used for a snail.

At that time, when a wave of sound efforts to cross air state to liquid, so only a
small portion of these waves are diffusing into surrounding whereas the remaining
energy is reflected due to truncated mechanical impedance (low acoustic pressure and
high particle velocity resulting from low density and high compressibility) of air as
compared to liquid having high mechanical impedance. It is concluded that mechan-
ical impedance difference mostly reflected the sounds waves in the air medium or
fluid.

The network function of the middle ear increases a portion of the energy of the
sound while entering the inner ear liquid medium. Mostly this impedance alteration
is coming from the difference in zone amongst the eardrum (sound received from
the air) and the oval window (see Fig. 1). The zone of the eardrum and oval window
is roughly estimated as 60 mm? and 40 mm? respectively. So, the applied pressure
is equal to force separated through a zone and this zone difference increases the
pressure of sound wave approximately 15 times.

There is a basilar membrane inside the cochlea works like supporting building
composed of usually 12,000 sensory cells which form the cochlear nerve. This mem-
brane is present in a solid form adjacent to the oval window and turns elastic form
towards the opposite end, permitting it to perform a role of the frequency spectrum
analyzer. Because of exposure to the high-frequency signal, this membrane vibrated
due toits rigid nature and exited the nerve cells to move near the oval window and vice
versa. This association which makes fibers specific in the cochlear nerve as a result
of to specific frequencies responses named place principle, which is well-preserved
through the aural path mad about the brain.

Volley principle is another information encoding scheme in the hearing of human.
And those electrical beats which are produced by nerve cells when transfer infor-
mation is term as action potentials. Action potentials are generating in responses of
every round of vibration when a nerve cell of the basilar membrane code auditory
materials. E.g., a two hundred Hz of sound waves can be produced through a neuron
generating an action potential of two hundred/sec at frequencies lower than 500 Hz.
It is the determined fraction of brain neurons to produced action potentials. So,
this problem is overwhelming through the human ear which permitting many nerve
cells to perform this type of task. A given an example will clarify this statement.
A three thousand Hz capacity might be signified by ten nerve cells consecutively
fire 300/s. This calculation covers the assortment of volley principle up to four kHz,
and above this figure, the place principle completely applies. Some Specific occur-
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rences responses make a precise fiber in the cochlear nerve, which is known as place
principle, preserved the auditory way to brain completely.

In Table 1, the interrelationship between perceived loudness and sound inten-
sity is briefly explained. To indicate the sound intensity on a logarithmic scale is
known as decibel SPL (Sound Power Level). 0 dB SPL has a sound wave power
of 10-16 W/cm?, about the lowest intensity of sound perceived by a human ear. A
typical speech is about 60 dB SPL, while severe damage can occur to the ear at nearly
140 dB SPL.

The difference between the faintest and loudest sounds is that human can hear
about 120 dB. A person can quickly detect the change in loudness of sound when
the signal is modified by about 1 dB (a change of 12% in amplitude). While there
are about 120 levels of loudness that a human can perceive from the low whisper
to the thunder. The human ear has an amazing sensitivity while listening to the
low-frequency sound, and the eardrum vibrates much lesser than the diameter of a
molecule!

The range of human hearing is usually considered between 20 and 20,000 Hz,
but the sensitivity to sound starts from 1000 to 4000 Hz. For example, a person can
detect sound as lower as 0 dB SPL at 3000 Hz but needs 40 dB SPL at 100 Hz (an
increased amplitude to 100). A person can judge that the two sounds are different if
the frequencies differ by more then 0.3% at 3000 Hz and increases to 3% at 100 Hz.
A good example is that adjacent keys of a piano differ by 6% in frequency.

Table 1 Sound intensity levels and intensities

W/cm? Decibel Effects/examples

102 140 Jet airplane at 30 m, severe pain, damage in seconds

1073 130

10~* 120 Loud rock concert, pneumatic chipper at 2 m, threshold of pain
1073 110 Damage from 30 min per day exposure

1070 100 Noisy factory, siren at 30 m; damage from 8 h per day exposure
1077 90 Inside a heavy truck; damage from prolonged exposure

10~8 80 Loud radio, classroom lecture

109 70 Noisy office, busy traffic

10-10 60 Normal conversation

10-11 50 Average office, soft music

1012 40 Average home

10-13 30 Quiet home

10-14 20 Whisper at 1 m distance

10-1 10 Rustle of leaves

10-16 0 Threshold of hearing at 1000 Hz

107" 107! Weakest audible

1018 1072
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The first advantage of having two ears is the capability of identifying the direction
of the sound. The human can detect the difference between two sources sound that
is put as far as three degrees apart, about 10 m to the width of the person. The
information about direction is received in two different ways. First, the frequencies
above 1000 Hz are strongly tracked by the head such that the ear near to the sound
source gets a stronger signal as compared to the ear on the other side of the head.
The second sign to directionality is, that ear which is far from the sound source side
hears the sound slightly later compare to the near ear, due to its more considerable
distance from the sound source.

While human hearing can quickly determine the direction of a sound source
and identification of the distance to the sound source is poor. The reason is that
very few signs are available in a sound wave that can provide such information.
Human hearing poorly perceives that low-frequency sounds are distant while the
high-frequency sounds are nearby [13].

4 Age Estimation and Classification: A Global Approach

Human perception is the ability to interpret information that our senses receive from
the environment. The auditory system is the sense that allows us to discern and
locate sounds. The capability to receive and explicate these sounds that reaches the
ears through sound waves transmitted through air or other means is called auditory
perception. While at the age of 16 years, our highest audible frequency is nearly
180,00 Hz. At the age 30 years, it decreases to about 150,00 Hz. This means that as
the age increases, the highest audible frequency decreases in parallel. Hence, there is
a strong correlation between the age and the audible frequency [14—17]. Therefore,
it leads to hearing loss that occurs over the time due to the damage of hair cells in
our auditory system [18-21].

Considering the factor of hearing loss, age can be estimated using the auditory
perception. Despite that in literature it is mentioned that human has the capability to
hear a sound of 12 Hz under favorable conditions, and the commonly stated range
of human hearing is from 20 to 20,000 Hz [14-16].

Human age estimation through auditory perception has been introduced for the
first time [17]. To better study the correlation between age and auditory perception,
two objectives have been presented:

1. Classification of the auditory perception responses into different age groups
2. Human age estimation based on the auditory perception responses.
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4.1 Protocol

A dynamic frequency sound is generated to stimulate the human auditory system
according to the following model:

x(t) = Agsin(2m . ¢(¢) . 1)
where p(t) = a .1 + ¢

Ay stands for sound amplitude, ¢ stands for time, ¢y is the initial frequency, and
« stands for the increasing/decreasing value of frequency.

Four different protocols with the speaker (S) and headphone (H) are considered
namely:

1. Bilateral Stimulation (S-BS),
2. Bilateral Stimulation (H-BS),
3. Right Stimulation (H-RS),

4. Left Stimulation (H-LS).

In the first protocol, the duration is set to t; = 20's, t, = 40 s, and #3 = 60 s,
protocol allowed the system to define the appropriate duration for stimulation. In the
remaining three protocols, headphones are used by considering Bilateral Stimulation
(H-BS), Right Stimulation (H-RS), and Left Stimulation (H-LS).

Therefore, a subject conduct six experiments as shown in Fig. 2. For each protocol,
the subject interacts with the system in real time. The sound is generated and the
subject should react with a manual action to stop the system. The experiment is
conducted conferring to two modes:

Control signal

Stimulation signal Action signal

System for Age
*) A4 &. A_. classification and ———— Y = {Age/Group}
2/ VAMMA Estimation

Bilateral Simulation  Bilateral Simulation Right Simulation Left Simulation
Using Speaker(S-BS) using headphones(H-BS) (H-RS) (H-LS)

Fig. 2 Flow diagram of our proposed approach
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— first mode: the sound is increased from the lower frequency (20 Hz) to a higher
frequency (20,000 Hz). The subject stops the stimulation (e.g. keyboard action),
once stop hearing,

— second mode: a second stimulation is generated automatically once the sub-
ject complete the first mode action. In this case, the generated sound frequency
decreases from the higher frequency (20,000 Hz) to the lower frequency (20 Hz).
The volunteer stops the stimulation once the sound is perceived.

4.2 Human Age Classification Using Auditory Perception

This section concerns the classification of the auditory perceived responses into
different age groups. For classification supervised learning method is used based on
Random Forest (RF). RF classifiers are widely used in the field of computer vision
and pattern recognition applications because of there proven output.

RF was proposed for the first time by Leo Breiman in 2001 [22]. RF is a set of
a large number of decision trees which are developed on bootstrap samples of the
training data, selecting the variables subsets randomly. To determine a sample’s class
each tree of the forest votes and a majority vote for a class makes the final decision.
For the age classification system, RF classifier is built with recommended values by
Breiman. The number of decision trees is equal to 500 while the number of features is
used to split the node in the decision tree growing process which is denoted by M.
It is fixed to a value of 0.10, which is closer to the recommended value proposed
by Breiman M,,, = ./p where p is the feature vector size and its value is 3. A
testified k-fold cross-validation technique is applied using RF classifiers with k =
10. Cross-validation is a strategy to quantify a predictive models by dividing the
original data into a training set for model training, and a test set to evaluate [23-25].
The performance of the classifier can be enhanced by optimizing the parameters of the
algorithm. Cross-validation performance is figured out and then the best performing
parameters inside the loop could be selected. Then, classification with best parameters
is applied to the original testing dataset [26, 27].

The classification performance of the auditory perception into three and five age
groups is performed using RF classifiers is shown in Table 2. The phenomenon is
repeated 100 times for ten-fold cross-validation. The best accuracy of 92% for three
age groups is achieved for Bilateral Stimulation using speakers #; = 20s dataset with
RF classifier. For five age groups, the highest accuracy of classification of 86% also
with the S-BS for #; = 20s dataset and the RF classifier.
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Cusicaion o res o e D225 | Random fore
age groups using RF Three age groups (%) | Five age groups (%)
S-BS(20s) | 92 86
S-BS40s) | 91 84
S-BS(60s) | 86 80
H-BS 86 81
H-RS 86 80
H-LS 84 81

4.3 Human Age Estimation Using Auditory Perception

A regression model has been designed for human age estimation using Regression
Forest (RF) as shown in Fig. 3.

Two types of techniques have been used: Regression Forests and Support Vector
Regression. Regression Forests (RF) is a combination of several regression trees.
They predict numbers at leaf nodes using several non-linear regression. While Sup-
port Vector Regression (SVR) uses the principle as SVM for classification by gen-
eralization bounds given for regression. A limit of tolerance (epsilon) is supposed in
the prediction of real numbers while a loss function is determined that avoid errors
which are stimulated within a specific distance to the true value.

The results of the regression analysis for human age estimation using RF and SVR
is given in Table 3. Thus, RF regression shows the best efficiency with the smallest
root mean square of error (RMSE) value 2.6 years for S-BS for the dataset and the
variance which corresponds to 4.14 years. SVR has a lower accuracy than RF for
S-BS for #; = 20s protocol in our case. Therefore, the regression model built using
RF in 10-fold cross-validation is the most efficient approach for age estimation using
the auditory perception.

8 = {Age}
Action mgni Al based age
JI|||||||||||||||||||“||||||||||”||||' 2 YN S 8
Y estimation system

Acoustical
stimulation signal User

Fig. 3 Auditory perception based human estimation system
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Table 3 Performance of age estimation

M. Ilyas et al.

Dataset Regression forest Support vector machine
RMSE Variance
S-BS(20 s) 2.6 6.6 4.1 27.1
S-BS(40 s) 2.8 6.7 4.3 259
S-BS(60 s) 3.8 5.8 5.1 15.7
H-BS 3.1 55 44 17.7
H-RS 3.8 6.9 8.7 28.8
H-LS 32 5.8 4.9 19.4

4.4 Comparison of Existing Biometric Modalities

In Tables 4 and 5 comparison have been presented of the existing biometric modali-

ties.

For human age classification, the existing modalities of biometrics are shown in
Table 4. The classification performance using face traites shows 66.6% accuracy for
seven age groups [2]. While voice trait shows 70% of accuracy for five age groups and
27-54% for seven age groups [1, 2]. Keystroke dynamic shows the highest accuracy

Table 4 Comparison of classification performances of different biometric modalities

Modality References | Two age Three age | Four age Five age Seven age
groups groups groups groups groups
Face 2] 66.6%
Voice [1,2] 70% 27-54%
Keystroke | [11, 12] 72% 64%
90%
Auditory 92% 86%
perception
Ta.bl'e 5 Comparison of Modality References Mean absolute error
existing approaches for
human age estimation Face [3] 4.87
5.82
3.64
5
Voice [1] 4.7-10
Gait [9] 6
[10] 8.2
DNA [4] 4
Auditory perception 2.6
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among all the previous existing approaches with an accuracy of 72-90% for two age
groups and 64% for four age groups.

As shown in Table 5, using auditory perception based approach has a smaller mean
absolute error for human age estimation than the other existing approaches based on
face [3], voice [1], gait [9, 10] and DNA [4] is obtained. While the auditory perception
based human age estimation approach shows the best results age classification and
estimation than existing biometric approaches.

5 Verification/Identification System

Several applications are possible to the proposed approach of age estimation based
on the auditory perception, one of these applications concern identity verification. A
control access web filter is proposed which is known as BiometricAccessFilter.

In Fig. 4, the pipeline of the BiometricAccessFilter system is explained, how a
user creates an account on the online web interface. It needs, some information to be
inserted manually like name, and password. After creating an account successfully,
on the Login page age verification system is designed to give the right to the user
to access the webpage if the user has the right age. If the estimated age of the user
is higher than the standard threshold of age (years) then the access is denied and if
the user’s age is lower than the standard threshold, the account will be created for
further use.

BiometricAccessFilter can restrain the access of adults to the virtual environment
of kids and on the other hand, it prevents child sexual abuse in the world of internet.
With the help of this web application, a ground is created to change the approach
and new ways of developing more secure web applications are presented using smart
biometric techniques. While it can help in a wide range of applications in detection
of cybercrime. It can reduce the loopholes of traditional identification systems.

Frequency test
Password [:] protacol Feature vector

Web account sign in

!

Regression model

Fig. 4 BiometricAcessFilter application

Access denied

Age

PR <18
verification

Estimated
age >18

Database
Access

granted
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6 Conclusion

A new hidden biometrics study is introduced corresponding to biometric age classifi-
cation and estimation based on the auditory perception. Several protocols have been
tested. The best protocol correspond to bilateral stimulation with a duration of 20 s.
A good classification rate of 92 and 86% is attained for three and five age groups.
A robust regression model is also built a root mean square of error of 2.6 years.
Considering the results for age estimation, a biometricaccessfilter is designed which
is entirely a new approach to access control systems in the field of biometrics. Bio-
metricAccessControl system is based on auditory perception and it can limit the
access of user within the specific age group. Furthermore, this proposal is sensitive
to attacks, a user can easily fool the system about their age.

References

Moyse, E.: Age estimation from faces and voices: a review. Psychol. Belgica 54(3) (2014)

. Eidinger, E., Enbar, R., Hassner, T.: Age and gender estimation of unfiltered faces. IEEE Trans.

Inf. Forensics Secur. 9(12), 2170-2179 (2014)

3. Lanitis, A., Draganova, C., Christodoulou, C.: Comparing different classifiers for automatic
age estimation. IEEE Trans. Syst. Man Cybern. Part B (Cybern.) 34(1), 621-628 (2004)

4. Freire-Aradas, A., Phillips, C., Lareu, M. V.: Forensic individual age estimation with DNA:
from initial approaches to methylation tests. Forensic Sci. Rev. 29(2) (2017)

5. Williams, G.: A review of the most commonly used dental age estimation techniques. J. Forensic
Odontostomatol. 19(1), 9—17 (2001)

6. Shafran, I., Riley, M., Mohri, M.: Voice signatures. In: 2003 IEEE Workshop on Automatic
Speech Recognition and Understanding, 2003. ASRU’03, pp. 31-36. IEEE (2003)

7. Metze, F., Ajmera, J., Englert, R., Bub, U., Burkhardt, F., Stegmann, J., Muller, C., Huber,
R., Andrassy, B., Bauer, J.G., Littel, B.: Comparison of four approaches to age and gender
recognition for telephone applications. In: IEEE International Conference on Acoustics, Speech
and Signal Processing, 2007. ICASSP 2007, vol. 4, pp. IV-108. IEEE (2007)

8. Dobry, G., Hecht, R.M., Avigal, M., Zigel, Y.: Supervector dimension reduction for efficient
speaker age estimation based on the acoustic speech signal. IEEE Trans. Audio Speech Lang.
Process. 19(7), 1975-1985 (2011)

9. Lu, J., Tan, Y.P.: Gait-based human age estimation. IEEE Trans. Inf. Forensics Secur. 5(4),
761-770 (2010)

10. Makihara, Y., Okumura, M., Iwama, H., Yagi, Y.: Gait-based age estimation using a whole-
generation gait database. In: 2011 International Joint Conference on Biometrics (IJCB), pp. 1-6.
IEEE (2011)

11. Tsimperidis, G., Katos, V., Rostami, S.: Age detection through keystroke dynamics from user
authentication failures. Int. J. Dig. Crime Forensics (IJDCF) 9(1), 1-16 (2017)

12. Uzun, Y., Bicakci, K., Uzunay, Y.: Could We Distinguish Child Users from Adults Using
Keystroke Dynamics? (2015). arXiv preprint arXiv:1511.05672

13. Smith, S.W.: The Scientist and Engineer’s Guide to Digital Signal Processing, p. 35 (1997)

14. Zwicker, E.: Subdivision of the audible frequency range into critical bands (frequenzgruppen).
J. Acoust. Soc. Am. 33, 248 (1961)

15. Stuart, R., Howell, P.: Signals and Systems for Speech and Hearing. 2nd edn., pp. 163. BRILL
(2011)

16. Rossing, T.: Springer Handbook of Acoustics, 1st edn., pp. 747-748. Springer (2007)

N —


http://arxiv.org/abs/1511.05672

Age Estimation Using Sound Stimulation as a Hidden ... 125

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

Ilyas, M., Othmani, A., Nait-Ali, A.: Human age estimation using auditory system through
dynamic frequency sound. In: IEEE 2nd International Conference on Bio-engineering for
Smart Technologies (BioSMART) (2017)

Stockwell, C.W., Ades, H.-W., Engstrom, H.: XCVII patterns of hair cell damage after intense
auditory stimulation. Ann. Otol. Rhinol. Laryngol. Suppl. 78, 1144-1168 (2017)

Manley, G.A., van Dijk, P.: Frequency selectivity of the human cochlea: suppression tuning of
spontaneous otoacoustic emissions. Hear Res. 336, 53—-62 (2016)

Paolis, A.D., Bikson, M., Nelson, J.T., de Ru, J.A., Packe, M., Cardoso, L.: Analytical and
numerical modeling of the hearing system: Advances towards the assessment of hearing dam-
age. Hear. Res. 349, 111-128 (2017)

Barbosade S4,L.C., Lima, M. A.M.T., Tomita, S., Frota, S. M.M.C., Santos, G.A., Garcia, TR.:
Analysis of high frequency auditory thresholds in individuals aged between 18 and 29 years
with no ontological complaints. Rev. Bras. Otorrinolaringol. 73, 2 (2007)

Breiman, L.: Random forests. Mach. Learn. 45, 123-140 (2011)

Guyon, L., Saffari, A., Dror, G., Cawley, G.: Model selection: beyond the bayesian—frequentist
divide. JMLR 11, 61-87 (2010)

Anguita, D., Ghio, A., Ridella, S., Sterpi, D.: K-fold cross validation for error rate estimate
in support vector machines. In: Proceedings of the International Conference on Data Mining,
USA, pp- 291-297 (2009)

Dietterich, T.G.: Approximate statistical tests for comparing supervised classification learning
algorithms. Neural Comput. 10(7), 1895-1923 (1998)

Statnikov, A., Tsamardinos, 1., Dosbayev, Y., Aliferis, C.F.: GEMS: a system for automated
cancer diagnosis and biomarker discovery from microarray gene expression data. Int. J. Med.
Inform 74, 491-503 (2005)

Scheffer, T.: Error estimation and model selection. Ph.D. Thesis, Technischen Universitit
Berlin, School of Computer Science (1999)



Multi-, Hyper-Spectral Biometrics )
Modalities oo

Mohsen Ardabilian, Abdel-Malek Zine and Shiwei Li

Abstract In this chapter, it will be introduced the different categories of multi-
hyper-spectral imaging approaches for biometric modalities. Afterwards, indirect
approach will be considered, namely: prerequisites concepts on physics and computer
graphics, physical theory for the light-skin interaction models and finally the related
applications of multi-hyper-spectral imaging.

1 Introduction

The multi-spectral modalities in biometrics refer to approaches that use other comple-
mentary spectral bands than those used in conventional RGB sensors. The motivation
is to reach discriminant characteristics, not visible to naked eye and necessarily to the
conventional RGB cameras. An extension is the hyper-spectral imaging that would
ensure higher performance and accuracy through an increase in the spectral bands
obtained by the sensor and analyzed thereafter. In the both cases, each pixel of the
image contains spectral information. Thus, a third dimension of values is added to
the two-dimensional spatial image, generating a three-dimensional data cube, also
referred to as hypercube data or as an image cube. The common RGB color image can
be considered as a simple example of a three-dimensional data cube. Usually, the data
cubes contain reflectance, absorption, or fluorescence information. To achieve such
a data cube more sophisticated sensors are required whose cost is often higher. But,
this obstacle to the development of more efficient but also safer biometric systems
dissipates with the progress in sensors.

The acquisition stage is then followed by the analysis one. Multi or hyper-
spectral analysis approaches can be split into two main categories, direct and indirect
approaches. Direct approaches rely on the application of a known pattern recogni-
tion method, i.e. feature extraction and selection followed by classification step, on
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acquired multi- or hyper-spectral data of an individual. An example of direct approach
is the vein pattern recognition. Indirect approaches, on the other hand, consist of esti-
mating of the physical or biological properties of the tissues. These properties are
often the parameters of a model of interaction between a source of energy and the tis-
sues. An example is the physical model of light interaction with skin tissues. The set
of parameters that, by using an interaction model, allows to reproduce an observation
is retained as the estimated properties of the observed tissues.

In the next sections we first introduce the different categories of multi-hyper-
spectral imaging approaches. Then we focus on an indirect approach: beginning with
prerequisites concepts on physics and computer graphics, we continue on physical
theory for the light-skin interaction models and the related applications of multi-
hyper-spectral imaging including three categories of algorithms implementing light-
skin interaction model. Finally, we conclude the chapter with related applications
and discussions.

2 Multi-Hyper-Spectral Devices

A multitude technical approaches for Multi-Hyper-Spectral Imaging (MHSI) have
been proposed [1-3]. These approaches can be categorized into multiple distinct
classes based on which axes of the data-cube are sampled at a given instant of time.
For example, to build up a full data-cube, dispersive approaches instantaneously
sample along the spectral axis and along one spatial axis, while the remaining spatial
axis is scanned in time.

More precisely, in a line scanning the light passing through a slit is dispersed by a
grating or prism before being imaged on a two-dimensional detector array. To cover a
scene, the line scanning process is sequentially displaced to cover and produce the full
data cube. Using wavelength-tunable filters, a first category of hyper-spectral sensors
acquires instantaneously the 2D spatial information within the specified wavelength.
For instance, wavelength-tunable filter can be designed based on liquid crystals [4,
5], holographic polymer-dispersed liquid crystals [6, 7], Fabry-Perot interferometer
[1], acousto-optical tunable filter (AOTF), or a motorized filter wheel.

“Snapshot” filters attempt to sample the full data-cube instantaneously [2]. For
a given image sensor area, a fixed tradeoff between spatial and spectral resolution
must be chosen. Cameras based on tiled or mosaic filter arrays are simply extensions
of the common RGB Bayer mosaic, and are already commercially available.

According to Spectral imaging based on Fourier transform spectroscopy, the entire
spectrum is sampled at different points of the Fourier space, producing an interfero-
gram that is Fourier transformed to give the optical spectrum. In general, this is done
using Michelson interferometry. To suit the application without compromising opti-
cal throughput, the Spatial/Spectral resolution power and imaging speed are traded
off by software.

Compressive spectral imaging [8, 9], for instance through deconvolution of over-
lapped spatial/spectral information [10], was also proposed for spectral multiplexing.
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High signal to noise is used to overcome the ill-conditioned problem of deconvolu-
tion.

In the following, we propose two approaches and HSI devices that could poten-
tially meet needs and requirements in biometrics. Indeed, these two devices are low
cost, operate in snapshot mode, are miniaturized or can be easily, possess sufficient
spatial resolution and a short acquisition time.

The first device is proposed by researchers from Vienna University of Technology
and University of Arizona [11]. They showed that by relaxing the requirement of
sub-second exposure times, and instead using standard High Dynamic Range (HDR)
image acquisition, one can perform CTIS spectral imaging using unmodified con-
sumer cameras. The other principal advantages of CTIS are maintained, i.e., avoiding
any opto mechanical components, requiring only a simple optical path, and having
all information recorded in one HDR image. In addition, other advantages of this
solution are its low cost and compact design. These features allow a fully portable
camera objective that can be cheaply constructed from off-the-shelf photographic
components, leading to drastically lower cost than any other spectral imaging device
while every component can still be used for its original purposes. Despite the severe
compromises made, the proposed solution offers a spectral resolution of 0.8 nm in
slit configuration, i.e. masking out all but a single pixel-wide column, and 4.89 nm
resolution (54 spectral bands) in a hyperspectral configuration of 120 x 120 pix-
els. These resolutions are competitive with non-imaging spectrometers as well as
dedicated CTIS devices, but at the expense of exposure times in the range of a few
seconds rather than milliseconds, depending on the dynamic range of the scene. Such
resolutions cannot be achieved with filter-based systems.

The second HSI device [12], proposed by PARC, takes advantage of the tunable
path delay between orthogonal polarization states of a liquid crystal variable retarder.
An interferogram is generated simultaneously at each pixel based on this varied path
delay between the polarization states. A data set consisting of a series of images is
recorded while varying the path delay; Fourier transforming the data set with respect
to the path delay yields the hyper spectral data-cube. This concept is demonstrated
with a prototype imager consisting of a liquid crystal variable retarder integrated
into a commercial 640 x 480 pixel CMOS camera. The prototype can acquire a
full hyper-spectral data-cube in 0.4 s, and is sensitive to light over a 400-1100 nm
range with a dispersion dependent spectral resolution of 450-660 cm™!. Similar to
Fourier transform spectroscopy, the imager is spatially and spectrally multiplexed
and therefore achieves high optical throughput. Additionally, the common path nature
of the polarization interferometer yields a vibration-insensitive device. This concept
allows for the spectral resolution, imaging speed, and spatial resolution to be traded
off in software to optimally address a given application. The simplicity, compactness,
potential low cost, and software adaptability of the device may enable a disruptive
class of hyper-spectral imaging systems.
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3 Light-Skin Interaction Based Skin Analysis

Skin is a complex organ but also the largest part seen first by others. Its appear-
ance is affected by many factors known as intrinsic (or genetic, endogenous) and
extrinsic (or environmental, exogenous) factors; from an individual’s appearance,
one can generally glean a large amount of information such as gender, ethnicity, age,
health condition, etc. It has been intensively studied in life, physical and computer
sciences, biometrics, because some medical diagnosis and treatments of dermatolog-
ical diseases are based on the measurement of the substance concentration in skin.
In cosmetic industry, some skin-related process simulations are required in product
development and evaluation. In computer science, skin appearance studies are also
very important mainly in realistic images and video synthesis. In biometrics, skin tex-
ture and other behaviors are used for identification, authentication, countermeasure.
In medicine, skin characterization and analysis are used for the diseases diagnosis
and surgery guidance.

Among all the extrinsic stimulus which produce observable responses, visible
light is a perfect choice for studying and modelling through light-skin interactions.
Because visible light is easy to produce for controlled conditions and has sufficient
optical penetration properties to provide enough subcutaneous information. Ana-
lytic light-skin interaction models in visible domain are widely studied in computer
graphics, and are combined with physical or biological theories for realistic images
or videos synthesis purposes. The light-skin interaction models can be roughly clas-
sified as believable or predictable [13]. Believable models are biophysically inspired
simulations, they aim to produce aesthetically realistic and plausible results; the
predictable models are derived from biophysical-based simulations, whose validity
and accuracy are evaluated through comparisons with measured data, from which
one can also extract skin biological properties, and can gain insight into the light-
skin interaction phenomena. Although predictable models is close to reality and is
expressed by biological parameters, that is not to say the predictable models over-
whelm believable models. Because errors may be introduced by approximations, or
by other processes during the simulation process. Sometimes believable models can
yield more satisfying results if the parameters are correctly set.

In the next section, we first provide physical background for light-skin interaction
modelling, including some basic concepts of optics and radiative transfer theory; then
the presentation is followed by a general introduction of several light-skin interaction
models.

3.1 Basic Optical Concepts and Radiative Transfer Theory

Light (refers to visible light in this chapter) is electromagnetic radiation, a form of
energy, which is distinguished by wavelength ranging from 400 to 700 nm. When a
beam of light hits the medium interface, as shown in Fig. 1, reflection and transmission
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Fig. 1 Geometric
parameters for light-material
interaction at interface

(or refraction), occurs, which is described by the Fresnel equations [1]. The Fresnel
diffuse reflectance can be separated into a s-polarised term and a p-polarised term.
The reflectance for s-polarised light is

R — 11 cos cosf; — n, coscos 6, 2 0

* 7 |nycoscos6; + nycoscost; |

while the reflectance for p-polarised light is

11 cos cos 6; — n, cos cos 6; 2

R, = . )
ny coscos d; + n, cos cos 6;
If the incident is unpolarised, the reflectance will be
R, + R

R = %. 3)

where n; and n, are the refractive index of the two related mediums, 6; represents
the incident angle, and 6; is the transmission angle which can be determined by the
Snell’s law:

n; sin sin 6; = n, sin sin 6;. 4

As a consequence of the energy conservation law, the transmittance is given by

T=1-R. @)
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Particularly, the incident angle is called the “critical angle 6,.”, if the transmission
angle becomes 90°, given by

n

6, = arcsin arcsin(—l). (6)

n;

In the case that incident angle is greater than 6, all incident light is reflected back
to the incident medium, known as internal reflection or total reflection.

Once the light penetrates into a medium, it interacts with particles of the material,
light will be either absorbed, scattered by the material or propagate further. Radia-
tive transfer theory [14] is derived from the energy conservation law, and describes
this physical phenomenon of subsurface energy variations. This theory has several
important physical quantities that are listed below:

¢ Radiance: the radiance L(x, ») describes quantity of radiation passes through or
is emitted from a surface at point x and falls within a given solid angle in specified
direction &, measured in (W m~2 sr1);

e Scalar irradiance: the scalar irradiance ¢ (x, @) is the power of electromagnetic
radiation per unit area incident on a surface, ¢ (x) = f 4r L (X, ®)d 2 is measured
in (W m2); .

e Vector irradiance: the vector irradiance E(x) represents the irradiance pointing
in the prevalent direction of the energy flow, E(x) = f ap L(X, ®)d 2 is measured
also in (W m~2);

e Phase function and anisotropy factor: the phase function p(x, @;, @o) signifies
the probability of light with propagation direction @; being scattered into solid
angle d2 around @y, and depends usually only on the angle between the incident
angle w; and scattered angle wy; the anisotropy factor g can be expressed as

g = [1, (@i - @) p(@; - @)dL.

In the definitions above, the integral over 47 signifies the surface integral of the
unit sphere. During the light propagation, the radiative transfer equation simply says
that as the light travels, it loses energy to absorption, gains energy by emission,
and redistributes energy by scattering (in-scattering and out-scattering), see Fig. 2.
The variation of radiance is the sum of these four cases, by dividing dS(x) on both
sides, we arrive at the radiative transfer equation in physics, also refers to the volume
rendering equation in computer graphics. In the case of homogenous medium, the
equation can be expressed as

(@-%)L(x,c?)) = —0,L(x, ®) +os/p(c7)’-&3)L(x,&3’)dQ’+ o, ®). (1)
4
where o, and o, are the absorption and scattering coefficients which describe the

medium optical properties. The extinction coefficient o; is defined as, o, = o, + 0.
QO(x, @) is the volume source distribution.
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Fig. 2 Radiative transfer theory

To gain insight into the volumetric behavior of light propagation, the integral
overall directions @ at point x yields

V.E(x) = —0,¢(x) + Qo(x). (8)

where Qgp(x) = f 4z Q% @)dS is called the Oth-order source distribution. If the
medium is a finite or semi-infinite region, the irradiant exiting the medium at point
X5 is equal to 72 - E(x,) [15]. Light that penetrates into the medium, will leave the
medium by reflection and transmission, or be absorbed by the medium. The energy
conservation indicates that the incident light power @; is equal to the sum of body
reflection @,, body transmission @, and body absorption @, power and specular
reflection @;.

D, =D, + b, + b, + D, )

3.2 Light-Skin Interaction Models

In computer graphics, although different light-skin interaction models are derived
from the energy conservation law and transfer theory of radiation; different assump-
tions or approximations, and different forms of energy conservation law (Eq. 9) lead
to various types of light-skin interaction models.
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(a) BRDF model (b) BSSRDF model

Fig. 3 BRDF model

There exist 2 types of models describing local or global light transports. The
local light transport models (refers to BRDF, bidirectional reflectance distribution
function) assume that light enters and leaves the medium at the same location as
entering, after interaction with the medium, see Fig. 3a. BRDF can be used to describe
how light is reflected at an opaque surface, it takes the negative incoming light
direction @;, and a outgoing direction @y as input; returns the ratio of reflected
radiance L, () exiting along @y to the irradiance incident ¢;(c;) on the surface
along ;. The BRDF f, is given by

dL, (a)r) _ dL, (5)0)

(@, @0) = [ (6:, @i 6o, = — = - .
fr(@i o) = 1+, i3 60, 90) do, (w;) dL;(w;)coscos6;d$2;

(10)

The global light transport models (refers to BSSRDEF, bidirectional subsurface
scattering reflectance distribution function) assume that light enters and leaves the
medium at different locations, see Fig. 3b. BSSRDF can be used to describe how
light transports in the subsurface of a translucent medium, it takes the entering point
x;, negative incident direction ;, outgoint point xo and the outgoing direction & as
input; returns the ratio of reflected radiance L(xg, @) at point xq in direction @y to
the incident irradiance ¢; (x;, @;) at point x; from direction ;. Generally, the BRDF
can be considered as a special case (for opaque materials) or an approximation (for
translucent materials) of BSSRDF.

Specular Reflection Model is the simplest reflectance model that all incident
light energy is reflected as specular reflection in a single direction, and is derived
from the geometric optics. The reflected light direction 7 and negative light direction
[ are symmetric to the surface normal 72, see Fig. 4. As there will be reflected energy
only if the negative view direction v is equal to the reflected direction 7, the specular
BRDF is simply a double-delta function

Sfr i, 0i5 60, 00) = 0, 8(0; — 00)8(@; + 7 — o). (11)

where «, is called the specular albedo and the reflected direction can be calculated
directly by

7= z(i.ﬁ)ﬁ ) (12)
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Fig. 4 Specular reflection
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Lambertian Model is the simplest diffuse reflectance model which is first intro-
duced in J. H. Lambert’s book [16]. He defines an ideal diffuse reflecting surface
(only diffuse reflection) called Lambertian surface (perfect diffuse reflector), which
either emits or reflects radiation into all directions of a hemisphere with constant
radiance obeying Lambertian’s cosine law shown in Fig. 5.

- -

[-7i=coscos0° [-7i=coscos30° [-ii=coscos45°
The Lambertian BRDF is simply a constant.

Aa

fr(ei, (Pi§9m (00) = (13)
T

Fig. 5 Lambertian cosine law
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The diffuse light intensity depends on the angle between the negative incident

direction / and surface orientation 7
L= a,ﬂ;(ﬁ : T). (14)

where a4 is the diffuse constant determining the percent of reflected light. Note that
the Lambertian BRDF does not take specular reflection into account, so it is usually
combined with specular reflection model.

Phong Model and Blinn-Phong Model [17] is an empirical local transport model.
It separates the source and reflected light energy into 3 parts: ambient light, diffuse
light and specular light. The intensity of a surface point I, can be computed by

I, :aala+otd(f-ﬁ>ld+as(7-ﬁ)mh. (15)

where «,, oy and o represent albedo for ambient, diffuse and specular reflection; /,,
1; and I; are the ambient, diffuse and specular light intensity respectively. m denotes
the shininess of the surface, very large m leads to mirror-like reflection. Vector
symbols are the same with that of specular reflection model, same as following in
this section. The term (7 - v)™ continuously changes when the light source or view
point moves, this value needs to be re-computed for every pixel. In most cases,
the relative position between light and viewer remains the same, or the viewer and
light source are at infinity; J. F. Blinn made a modification [2] by substituting the
computational heavy term (7 - )" by (ﬁ . E)m , where i = %g” is called the half
vector; and the shininess factor m by a larger value m’. This significantly reduces the
computation in the rendering process, and can be computed only once and used for
the entire frame. The Blinn-Phong BRDF is given by

m—+2
2

fi=a 3. (16)
where o denotes the albedo and (m2)/2r is the energy normalisation term, which
assures that 100% of the incident energy is reflected for ¢ = 1.

Torrance-Sparrow Model [18, 19] is a BRDF especially for rough surfaces. It
models the medium surface as symmetric, longitudinal, infinitely-long V-grooves at
a microscopic level, see Fig. 6. The Torrance-Sparrow BRDF is given by

)< F(i, 16 (1.3, H)D(E)' )

4(ii : i)(ﬁ )

7 (7, 5

where 71 is the macroscopic surface normal; F, G and D represent the Fresnel reflection
term, geometric attenuation term and microfacet distribution term respectively. The
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Fig. 6 Torrance-sparrow
model

Unblocked Shadowing Masking

geometric attenuation term describes how much light that escapes from the surface,
and is computed for each case in Fig. 6:

e Unblock: no interference, all light will be reflected, G, = 1; )
e Shadowing: some of the incident light is masked off, G; = %@,
2(ii-h) (i-9)
vho
The minimal value is chosen as the final geometric attenuation term G =
min(G,, Gy, Gp,).
The micro facet distribution term D (ﬁ) gives the probability density of microfacet

e Masking: some of the reflected light is intercepted, G, =

oriented along the direction h. There exist several distributions, but the Beckmann
distribution function is widely used in skin appearance modelling in computer graph-
ics, the Beckmann distribution Dyp is given by:

DB(E) SR (18)

where m is the root-mean-square slope of all microfacets, representing the roughness
of the surface.

Kubelka-Munk Model [20] was first developed for paint. It shows a simple
relationship between the optical properties of paint (absorption coefficient o, and
scattering coefficient oy) and its overall reflectance. This model assumes that the
scattering and absorbing media are uniformly distributed, and describes the subsur-
face light transport on the basis of two oppositely directed fluxes, as shown in Fig. 7.
Consider light of intensity /; incident on a slab of thickness d. At a distance x from
the top surface of the medium, there is a lamina of thickness dx. The scattered light
is incident on it, which is travelling both upwards and downwards through it with
intensities i, and i,, respectively. The effect of the medium in a thin element d, on
i, and i, is to:

e decrease i; by (0, + 0,)i;dx due to absorption and scattering;
e decrease i, by (0, + 0;)i,dx due to absorption and scattering;
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Fig. 7 Kubelka-Munk
Model 1 I r l [?,

z i

-——— %"'"-

e increase i; by oyi,dx due to scattering from i, ;
e increase i, by o,i,dx due to scattering from i,.

So we have:
di; = — (0, + 0y)i;dx + oi,dx, —di, = — (0, + 0,)i,dx + oi;dx. (19)

The overall reflectance and transmittance can be expressed by exponential func-
tions:

(1= £2)(eKd — eKd) 48
R(d) = . . T(d) = ; syt
(1+pB)ekd — (1 — ) e=Kd (14 p)ekd — (1 — ) e=Kd

(20)

where K = /402 + 80,0, and B = 2afiia; Although Kubelka-Munk models

the subsurface light transport, it assumes that there is no lateral scattering, it is still
a BRDE.

Monte Carlo method is a statistical approach to the solution of integral-
differential equations that occur in various branches of natural sciences. Modelling
light propagation with Monte Carlo is a flexible yet rigorous approach [21, 22]. The
main idea of Monte Carlo method is called importance sampling [8]. If we need to
evaluate the integral

b
I:/f@ﬂx 1)

But sometime f (x) is not analytic, in this case, we can rewrite the integral as



Multi-, Hyper-Spectral Biometrics Modalities 139

b
[ W
I= ;qzsfwx)dx. (22)

where P (x) represents the importance function, and needs to satisfy conditions:

e P(x) > 0 foreach x € [a, b], for which g(x) # 0;

o [PP)dx=1;

S
P(x)

) < oo almost everywhere.

A technique called warping [23] is often used to solve this problem. It consists
of generating uniform distributed random samples, denoted by &, in a canonical
space [0, 1]. These samples are then transformed so that their distribution matches
P. Assuming that a multi-layered material with optical properties: absorption o, and
scattering coefficients o/, anisotropy factor g;, and refractive index n for i-th layer.

A scheme for modelling photon flow in a medium with Monte Carlo method is
shown in Fig. 8.

In this simulation, random sampling is required in 3 steps: determining step size,
determining reflection or transmission, and scattering.

Fjlg. 8 Monte Carlo Start: Launching
simulation of light transport Photon

in multi-layered material
_ | Determine Step
= Size
N —_
| Step Size All |
Move Photon Covered? |
——

4

ﬁ

l

— |
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Hit Interface? Transmission
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Scattering

iR
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hoton?
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e Determining step size: the step size of the photon for one run is determined by

= ﬂ, where 0, = 0, + oy is called the extinction coefficient;

o Determfning reflection or transmission: if the generated random number £ is
smaller than the internal reflectance R;,, the photon is internally reflected; other-
wise it will transmit into the next medium;

e Scattering: the scattering phase function of i-th layer is described by Henyey-
Greenstein function, see Fig. 9, the deflection angle and the azimuthal angle are
determined by two random numbers & and 6,,:

¢ =2mé, and

o=+ 2+[ L-g
COS COS = {— —_—
73 I [T yres

2
H ifg>02 ifg=0. (23)

The Monte Carlo method becomes very accurate as the number of photon
increases, and is often compared to other light-material interaction models to verify
their accuracy.

Dipole BRDF and Multipole BSSRDF is introduced by Jensen et al. [15] to sim-
ulate exact subsurface light transport inside a highly scattering semi-infinite medium.
It solves directly the radiative transfer theory by applying the diffusion approxima-
tion. The diffusion theory says that the radiance L is considered to be largely isotropic,
by expressing L into a set of spherical harmonics, only the isotropic and 1st-order
anisotropic terms need to be used, this gives

102 : : : : . : T
—g:ﬂ
e =0.3
> g=0.5
10"k s §=0.7 | 5
_g=0,9
g=0.99
10°F E
= 4ol 4
= 10
102} 1
107 1
-4 I 1 1 L L 1 AL
t0 -4 -3 -2 -1 0 1 2 3 4

Deflection Angle (rad)

Fig. 9 Henyey-Greenstein phase function
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- 1 3. -
Lix,0) = —¢(x)+ —w- E(x). 24
4 4

This is true even if the light source distribution and the phase function is highly
anisotropic, because as the number of scattering event increases, the light distribution
tends toward uniform. By substituting 24 into 8 and 7, we obtain the classical equation

DV (x) = 04$(x) — Qo(x), (25
and a simple relation between the scalar and vector irradiance
E(x) = —DVé(x). (26)

where Q¢(x) = f4n QO (x, ®)dS is the Oth-order source terms. o/ =0,+0,(1—g)
is the reduced extinction coefficient and D = 1/30/ is the diffusion constant. The
diffusion Eq. 25 has a simple solution in case of a single isotropic point source in an
infinite medium, the well-known Green function

P e O

N =D

27

where @ is the power of point light source; 7 (x) is the distance between measuring
point x and the point source; o, = /30,0, is the effective transport coefficient.

If the medium is a bounded domain, the inward diffuse flux at the medium surface
is equal to the reflected outward flux

/ L(x, &) (71&®)dQ2 = Fy, / L(x, &) (ny.0)dS2. (28)

2m= 2nt

where the sign 27~ and 27t signify the hemi-sphere with normal pointing inward
7_ and outward 7, the medium at point x. By applying the diffusion approximation
(Egs. 24 and 26), we reach the diffuse BSSRDF Rd

(29)

[ Ve
Ratr) = D( d®; (x) )

where r = ||x, — x;| is the distance between incoming and outgoing point of light.
In case of a pencil beam light source, a dipole approximation is made. The light
source is approximated by a pair of light sources: a real source located below the
medium surface at distance z,, the other one, virtual light source located above the
surface at distance z,, as shown in Fig. 10a. The reflectance is simply the sum of
each point source distribution
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Fig. 10 Dipole and multipole approximation
o [z.(1+ Utrdr)eig"dr (1 + O—trdv)eimrd"
Ru(r) = — : + : . (30)
4 E P

where o’ = o,/0/ = o,(1 — g)/o] is the reduced albedo. z, and z, are distances
from the entering point to the light sources, which can be calculated z, = 1/0/ and
Zy = zr +4AD with A = (1 + Fy,)/(1 — Fy,) a function of average Fresnel diffuse
reflectance. d, and d, are the distances from the outgoing point x, to the real and
virtual light sources, respectively.

As the dipole BSSRDF works only for semi-infinite material, it fails in case of
thin layer, because no transmission is taken into account. Jensen et al. extended
this model to an arbitrary number of translucent layers with different thickness and
optical properties, called multipole BSSRDF [24]. In case of a finite medium with
thickness d, they substituted the contribution of 2 point sources by 2n + 1 pairs of
point sources, as shown in Fig. 10b. This results a reflectance and transmittance in
the following form:

. Zr,i (1 + Oitrdr,i)e_a”dr'[ Zv,i (1 + atrdv,i)e_mrdu'[
Ry = Z |: drd?, + 4nds. ’

i=—n

4nd3i 47rd3yi

i=—n

T(r) = i |:(d —201)(1 + 07pd, ;) e N (d —zvi)(1+ atrdvyl.)e—(r,,dv_[:|.

€1V
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where z,; = 2i (d + Zp0 + Zb,d) + 2z, and z,; = 2i (d + 2p0 + Zb,d) —2r — 220
with z, , = 2A, D the extrapolation distance is calculated separately for both top
(x = 0) and bottom (x = d) surfaces.

3.3 Skin Characterization Based on Light-Skin Interaction
Model

Skin is a complex multi-layered material consists of various components, see Fig. 1 1a.

In biophysical-based models (refer to Kubelka-Munk model and multipole BSS-
RDF here), the reflectance and transmittance are expressed by a function of biological
parameters of skin: o, and oy, d. And a multi-layered skin model is made as shown
in Fig. 11b. Skin is supposed to be a plane-parallel material with different optical
parameters, the black circles in the diagram represent normally distributed absorbing
and scattering constituents. For each skin layer, the optical parameters can be written
as the sum of contributions of each constituent:

o, = Zfiaé,as = Zficrsi. (32)

where o; and o; represent the absorption and scattering coefficients of constituent .
Generally, the skin is considered as a three-layered material, known as epidermis,
dermis and hypodermis, from the outmost to the deepest. We can select different
combinations of pigments that are distributed in each layer:

e Epidermis contains two types of melanins (eumelanin and pheomelanin), 8-
carotene, bilirubin etc.;

e Dermis contains two types of hemoglobins (oxy- and deoxy-hemoglobin), beta-
carotene, bilirubin etc.;

J L]
Swest gland :
(a) Anatomy of human skin (b) Abstract human skin model

Fig. 11 Diagram illustrating anatomy of human skin and abstract skin model
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Fig. 12 Light interaction R, T, £ T
with different layers of skin

e Hypodermis is considered as an opaque layer, all light transmitted into this layer
is absorbed.

Light in the skin will be reflected and transmitted between epidermis and dermis,
see Fig. 12, in order to take this into account, the following expression is used to
calculate the skin reflectance R and transmittance 7" for the upper 2 layers:

o0

; T\ RyT & ; T
R=Ri + Y Ti(RaR) RTy = Ry + — =20 7 = S Ty (RoR) Ty = — 12— (33)
= 1-RyRy = 1—-RyRy

where scalars Ry, R, T} and T; are overall reflectances and transmittances for layer
1 and 2, respectively. If the reflectance and transmittance of each layer is represented
by 2D functions, the skin reflectance and transmittance are also 2D functions, and
can be computed through the sum of 2D convolutions

R(x,y)=R{+T1 *Ry*« Ry *Ry+«T1 + Ty *Ry*x Ry * Ry x Ry x Rp xT1 +...T(x,y)

=TT +T1 *Ry xRy *Th +T1 xRy xRy s R x Ry xTp + ... (34)

where (f * g)(x, y) = f(x, ) g(x. y) = [ f(x'.y)g(x —x',y — y)dx'dy'.

One the biological parameters and the skin model is selected, Fig. 13 illustrates
a framework of the skin biological parameters extraction. The skin parameters are
selected by comparing the error between modelled reflectance R,,, between the
measured reflectance R,,., if the error is within the proposed threshold ¢, this set of
selected parameters is considered as the skin biological properties.

4 Multi-Hyper-Spectral Imaging Related Applications

In medical diagnosis, determining skin optical parameters has important meaning.
Some diseases, for example, the jaundice is a yellowish pigmentation of the skin,
which is caused by high bilirubin concentrations in blood [26]. Jaundice is often seen
in liver disease such as hepatitis or liver cancer. It may also indicate leptospirosis or
obstruction of the biliary tract. But yellow discoloration of the skin, especially on
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Fig. 13 Face images from
Laval University
multispectral face database
(visible, NIR—Near
Infra-Red, MWIR—Med
Wave Infra-Red and
LWIR—Long Wave
Infra-RED) [25]

palms and the soles, is due to carotenemia—a harmless condition [27]. This needs to
be differentiate from jaundice. Another example is the determining the differences
between skin cancer and lesions. In clinical diagnosis, there is still challenges in
precisely differentiate lesions and malignant melanoma. Most dermatologists still
rely on their practical experience in visual evaluations. Pavlova et al. [28] studied the
differences among healthy skin, skin cancer and lesions spectral reflectance. Their
study shows that there exist distinguishable differences between different state of the
skin. Computer-assisted diagnosis with skin biological parameters will significantly
increase the diagnostic accuracy.

Cosmetics Cosmetic industry is highly related to skin biology, as a great number
of products are developed to affect the skin appearance and make the skin looks
better. These cosmetics will change the concentration of certain skin constituents.
For example, the whitening cream, it contains chemical substances in an attempt
to lighten skin tone or provide an even skin complexion by lessening the concen-
tration of melanin. Specific zones of abnormally high pigmentation of skin, such
as moles and birthmarks may be depigmented to match the surrounding skin, after
applying these kind of products. The biophysical-based light-skin interaction models
provide a quantitative evaluation and study of cosmetics by comparing the melanin
concentration before and after a period of applications. In cosmetic development,
combinations of biological process simulations and light-skin interactions can pro-
vide a direct visual result for the case of application of certain chemical substances.

Still in search of more robust and effective biometrics approaches, the use of
MHSIs has been advocated. For instance, many studies proposed to use the infrared
spectra. Here, known techniques dedicated to visible 2D face recognition, such as
Eigenfaces or Fisherfaces, are also used with infrared images. In [22], based on ther-
mal face images, facial physiological information is extracted from high temperature
regions and used in IR face recognition. In [25], authors propose a comparative study
of Multispectral Infrared Face Recognition. They also introduce the use of non-linear
dimensionality reduction techniques and a probabilistic Bayesian based face recogni-



146 M. Ardabilian et al.

tion technique. Experiments conducted on Equinox Multimodal and Laval University
Multispectral Face Databases show a reduction of intrapersonal variation, leading to
interesting performance, see Fig. 13.

Pan et al. proposed the HSI for facial recognition [29]. They applied near-infrared
hyperspectral imaging to 200 subjects for the recognition of their faces. The hyper-
spectral images were collected using a CCD camera equipped with a liquid crystal
tunable filter to provide 31 bands over the near-infrared (0.7-1.0 wm). They argued
that hyperspectral imaging provides useful discriminants that cannot be obtained by
other imaging methods. They demonstrated experimentally that spectral measure-
ments over the near-infrared allow the sensing of subsurface tissue structure which
is significantly different from person to person, but relatively stable over time. Also,
they established that the local spectral properties of human tissue are nearly invariant
to face orientation and expression which allows hyperspectral discriminants to be
used for recognition over a large range of poses and expressions.

Soft biometrics like gender, ethnicity and age play an important role in various
domains. Human can easily distinguish people of different gender, ethnicity, and
age according to skin appearance; it is still a challenge for computer vision. Gender,
ethnicity and age classifications based on facial images have been widely studied,
features such as LBPs [30], SIFT [31] etc. show no explicit relations with skin
biological characteristics, and yield satisfying results only in gender classification.
Techniques based on light-skin interaction models are rarely investigated. Malskies
et al. [32] applied a 4-layered skin model consisting of epidermis, upper papillary
dermis, lower papillary dermis and reticular dermis. The epidermis contains melanin
and is supposed to be non-scattering; hemoglobin rations of the 2 papillary dermis
layers are related to the proportion of their thickness. By applying the Kubelka-Munk
model, the overall skin reflectance is expressed by a function of 5 biological param-
eters. The parameters are used directly as the input feature of ethnicity classification,
and reached an overall classification rate of 96.52%. Wei et al. proposed a classifica-
tion scheme [33] based on BRDF albedo. They selected 5 facial regions (philtrum,
forehead, nose, cheek and chin); then gender, skin type and age classifications using
albedo distribution histograms is performed; finally, a weighted sum fusion tech-
nique is applied to improve the classification rate. The classification results using a
biophysically based skin model reached 96.88, 95 and 90.63% for gender, skin type
and age respectively.

Although biometrics authentication and identification stand out with their reliabil-
ity and convenience, there are still drawbacks that allows circumvention of surveil-
lance with spoofing attacks. Spoofing attack is defined as a counterfeit biometric
that is used to circumvent a biometric sensor [34]. For instance, in order to achieve
authentication, one can display high-resolution photos on displaying medias in front
of a biometric sensor. Most spoofing attacks are based on displayed photos/videos or
printing artifacts, the success of the attacks is highly relying on their qualities and the
type of recognition system. While there are a multitude of anti-spoofing techniques,
the most effective of them are based on MHSI. A first category of approach, is based
on liveness verification. For instance, eye blink detection, depth verification. Simple
to implement, these approaches fail in case of spoofing attacks from videos, and
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high quality masks with eyes and mouth regions carved out. In fact, a 3D printed
wearable mask manufactured by That’sMyFace.com is a great success in spoofing
attacks, and claims to have a 100% success rate in attacking image-based face recog-
nition systems. In order to overcome this type of attacks, Kim et al. [35] and Zhang
et al. [36] both distinguished skin by applying directly skin reflectance obtained with
Lambertian model, where the materials are assumed to be opaque. This passes the
problem from colorimetry to radiometry, as different spectral energy distributions
can produce the same “color” to human perception as well as the RGB or grayscale
images. Although these methods can yield satisfying results in identifying materials
different from skin, the main drawback is that these methods take reflectance from
only a few distinguishable wavelengths mostly in NIR range, and are particularly
designed to classify skin from silicon and papers.

To distinguish skin from other materials, we examine in the next section three
different approaches [37, 38]. Two of them use directly the reflectance spectra while
the third one performs an indirect application.

4.1 Direct Application of Reflectance Spectra

The reflectance at 850 nm is highly discriminative and allows to separate the skin from
silicon or latex, while the visible spectrum range, 380-720 nm, is used for texture
based individual identification or authentication. In this case the whole is considered
as a direct application of multi spectral imaging. An alternative solution is to use the
reflectance in all visible spectrum range as the input for anti-spoofing and identifica-
tion or authentication. In the following, we introduce two direct applications and one
indirect application of the reflectance spectra for skin / non-skin classification. The
reflectance at 516, 540, 564 and 576 nm which produce discriminative signatures,
known as the “W” pattern can be recognized in a direct way. This “W” pattern is due
to absorption of oxy-hemoglobin, Fig. 14 illustrates some absorption coefficients of
pigments in human skin.

Also, as a second descriptor, V¢, only a few number of selected spectra describe
a 3 “true-false” patterns:

Vi = (v v2v3) = (is R(516 nm) > R(540 nm)is R(540 nm)
> R(564 nm)is R(564 nm) > R(576 nm)) 35)

4.2 Indirect Application of Reflectance Spectra

The indirect application of the skin reflectance spectra consists of estimating intra
structural parameters of the skin tissues, for instance a simple 2-layered skin with
different pigments, for skin non skin classification: the epidermis contains 2 types of
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Fig. 14 Comparison of pine and different types of skin reflectance

melanins (eumelanin and pheomelanin), and has a constant thickness of 0.25 mm;
the dermis contains 2 types of hemoglobin (oxy- and deoxyhemoglobin), and is
considered to be infinitely thick. The absorption coefficients o, , 04¢™ of epidermis
and dermis are given by:

0" = fue(bneo + (1= bu)af™) + (1 = fme)o,” 36)

0™ = fug (bon" + (1 = bo)od") + (1— fhg)a?

where f,,. is the volume fraction of 2 types of melanin in the epidermal layer,
b controls the ratio of eumelanin to pheomelanin, fj, is the volume fraction of
hemoglobin in the dermal layer, r,, represents the ratio of oxy- to deoxyhemoglobin
and is fixed to 0.75. The 0", 04", 02", 09" and P refer to absorption coefficients
of eumelanin, pheomelanin, oxy-hemoglobin, deoxy-hemoglobin and depigmented
skin tissue respectively, as illustrated in Fig. 15.

The epidermal scattering coefficients o;”' can be calculated by the sum of
Rayleigh and Mie scattering coefficients, the dermis is thought to have 1.5 times
higher scattering coefficients than epidermis. The overall reflectance profile can be

expressed as follows by accounting for inter-layer reflections:
R=R+T/"«Rf T +T" xRS« Ry xR =T ... (37)
where R; and T; represent reflectance and transmittance profiles of i-th layer, the

superscript + and — indicate that the profile is in the case of downward or upward
propagation respectively, and can be computed simply by swapping the refractive
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Fig. 15 Spectral absorption coefficients of hemoglobin, melanins and depigmented skin tissue

index of the upper and lower materials. The parameters are extracted by finding the
set of parameters that minimizes

&= Z |Rmeasured()\) - Rmadeled()\” (38)
s

At last the parameter set ( fie, bme, fng) forms the descriptor. To evaluate the
proposed approaches, the reflectance spectra measured in [39], have been used. This
database contains 170 reflectance spectra: 30 of which are human skin reflectance
spectra, the others are from various natural and man-made objects such as rocks,
plants, and hair, and fabrics. In the first experiment, the skin classification with RBF-
kernel SVM has been implemented. The classification is evaluated by a 5-fold cross
validation, each sample is classified only once and will not present in both training
and testing samples at the same time. Figure 4 show some misclassified reflectance
spectra of skin (dot) and non-skin materials (line). The misclassified skin reflectance
spectra samples have very similar shapes, they show no obvious “W” pattern; and
for the misclassified non-skin materials, their spectra have significant increase in
range 550-620 nm. Also the performance of the “W” pattern descriptor has been
evaluated. A sample is classified as a skin, if and only if all values of the descriptor
are true. The accuracy in classifying non-skin material reaches 100%, this could have
important meaning in anti-spoofing attacks. As this descriptor offers a simple yet
accurate method in classifying non-skin materials with only a little loss of accuracy
in detecting human skin comparing to using the whole visible spectra, the reflectance
spectra measures of 4 discrete wavelengths are needed. The final evaluation uses the
synthesized optical parameters by fitting the measured reflectance spectra to the
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Fig. 16 Misclassified skin samples

proposed 2-layered skin model. In the fitting step, all parameters fi.., by and f,
are assumed to vary in interval [0, 1]. The classifier and experiment setup remain the
same with the first experiment. As expected, the overall classification result reaches
an accuracy of 96.4%, and Fig. 5 shows the output of descriptors. Here the data
is orthogonally projected onto the two dimensional f,,. — fj, plane, that are most
discriminative parameters. We can notice that most of the skin samples (circles)
are centered at the bottom-left region, while the non-skin samples (plus signs) are
distributed mostly at the top and bottom line. The reason may quite simple, because
the light-material interaction model, where the reflectance spectra are fitted to, is
intended to explain the light-skin interaction only, which cannot precisely describe
interactions with non-skin materials. Human skin consists of various compositions
can be found only in vivo such as melanin and hemoglobin, non-skin materials
consequently cannot fit well to the proposed skin model, even if it is a very simple
one (Figs. 16 and 17).

5 Conclusion

In this chapter, we examined hyperspectral imaging and analyzing approaches ded-
icated to biometrics. Also, we introduced basic concepts of optics and radiative
transfer theory, then presented several light-skin interaction models allowing indirect
characterization of the skin. Skin estimated features can be used for applications in
biometrics such as identification, authentication, soft-biometrics (sex, age and ethnic
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classification), and skin/non skin classification as countermeasure to anti-spoofing
attacks.

None of the models is perfect, each model has its own advantages and disadvan-
tages. The specular reflection model and Lambertian model consider only one form
of reflection, but this results its simplicity and low cost in computation, which can
be widely used in computer and video games. The Blinn-Phong model can describe
different types of surfaces ranging from smooth to rough, and considers ambient
light into account. The Torrance-Sparrow model can yield plausible results under
different conditions, this model can be combined with dipole or multipole BSSRDF
by replacing the surface Fresnel reflectance by a Torrance-Sparrow reflectance. This
allows these two models to express skin oiliness by a roughness parameter. But the
parameters of both Blinn-Phong and Torrance- Sparrow models cannot be measured
directly, users need to experiment until they get a satisfying result; in some angles,
these two models do not obey the energy conservation law, this results unrealistic
outputs. Although the Kubelka-Munk model describes the subsurface light transport,
and can be extended to multi-layered materials; it is restricted to one-dimensional
tasks, no lateral scattering is occurred. The Monte Carlo method is very accurate,
and is often used to evaluate other models. But it needs a very large amount of simu-
lations to acquire accurate results, which is very time and computational consuming;
and is very difficult in modelling complex scenes or inhomogeneous materials. The
dipole BSSRDF describes accurate subsurface light transport, but it fails when the
material is not semi-infinite. The multipole BSSRDF can obtain very accurate results
comparing with Monte Carlo simulation, and is much less time consuming and com-
putationally expensive; it fails when being applied to very thin materials.
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Finally, at the last part of this chapter, we detailed some applications or per-
spectives of applications of these light-skin interaction models. Except in computer
graphics, applications of these models are rarely investigated. Comparing with other
non-invasive techniques such as OCT, MRI etc., approaches based on light-skin inter-
action models have great potential. Because the acquisition devices are relative at
low cost, and some devices introduced in the previous section can yield high spatial
or spectral resolution to extract accurate biological parameters.
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Abstract In this chapter visible biometrics is highlighted though a classical review
on face recognition, including some known approaches from the literature. Therefore,
it will be evoked some multispectral approaches such as Near Infrared (NIR) and
Infrared (IR), and in the same context, deep hidden biometrics using X-ray imaging
will be considered. Finally, a promising and safe MRI biometrics is described through
some recent advances in brain biometrics, considered as a robust and safe modality.
The purpose of using some hidden biometrics imaging techniques consists basically
into preventing potential attacks.

1 Introduction

Biometrics in the visible light has been highly investigated in the literature. In fact,
this conventional biometrics does not require sophisticated equipment to represent
the region of interest since, generally the information is captured through a simple
RGB camera. As an example, face recognition, gait analysis, hand shape recognition
or ear recognition may be classified in this category. The problem with this kind of
modalities is their sensitivity to acquisition conditions, in particular, to illumination.
Very often, illumination cannot be controlled. Therefore, this may directly impact the
performance of the biometric system. When it comes to biometrics in the visible light,
another problem can raise, namely, the sensitivity of this modality to attacks. If we
consider for example face recognition, spoofing can be easily achieved through some
simple techniques (e.g. photography, video, etc.). Of course, specific recognition
algorithms can be designed to detect some attacks attempt, but the performances of
such systems may be drastically limited.

Within this context, hidden biometrics can be employed to overcome this type of
issues. For instance, instead of using the visible light, one can use the multispectral
imaging such as Near Infrared (NIR) or Infrared (IR) to visualize some hidden
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layers of the skin. This strategy can even be pushed further through other imaging
techniques, including X-ray and MRIL

This chapter is organized as follows: in the next section, visible biometrics is
highlighted though a classical review on face recognition, including some known
approaches from the literature and commercial softwares. Therefore, we evoke some
multispectral approaches such as Near Infrared (NIR) and Infrared (IR). By keeping
the same logic, deep hidden biometrics using X-ray imaging is presented. Finally, a
promising and safe MRI biometrics is presented by describing some recent advances
in brain biometrics, considered as a robust and a safe modality.

2 Biometrics in the Visible Light: A Review on Face
Recognition

In this section, some common face recognition approaches will be reviewed. Basi-
cally, these approaches have been used for face recognition acquired in the visible
light, while such algorithms can be adapted for other acquisition systems, including
those requiring specific types of imaging.

2.1 PCA/EigenFaces Based Approach

One of the classical approaches of face recognition techniques consists in extracting
nodes or landmarks from an image using PCA combined to Eigenfaces, in order to
reduce the dimension of the features to orthogonal and uncorrelated components.
The result is a dramatic downsizing of the raw data size into a 1D weighted feature
vector, which makes the algorithm convenient to process when the face has to be
compared to a large set of images. Methods may combine in a first step the detection
of local positions of the facial keypoints on the image, then a cascade of convolutional
neural networks to compute the extracted features.

The main limitation of this technique is that it requires a full frontal face to be
acquired and compared to similar frontal images. Affine transformation and other
automatic shape alignment step may compensate this limitation.

2.2 Discriminant Analysis

The popular Support vector Machine (SVM) is a binary or multi-class algorithm in
the category of the maximum margin classifier. It has been formulated to distinguish
the disparities between faces of different people, or disparities between images of the
same person. A single feature vector represents the whole face image before getting
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processed for recognition and identification. The classification can be made robust
to face rotation changes up to 40% when combined with local facial component
classification.

Other traditional algorithms, such as Linear Discriminant Analysis (LDA or Fish-
erface) and Quadratic Discriminant Analysis (QDA), are unsupervised classifications
for linear problems that maximize the distance between the clusters that are found,
while minimizing the distance within each cluster. For face recognition the pro-
jected image is compared to each projected projection in the training data. The face
identification can be performed using KNN.

PCA can also be combined with LDA in a two-step analysis method, first with
PCA for the projection of the face image, second with LDA to obtain a linear classifier
when only a few samples per class are available.

Similarly to PCA and Eigenfaces in terms of dimensionality reduction, the results
can be subject to overfitting, are limited to frontal faces and require approximately
normal densities of clusters.

A full review and comparison of SVM and discriminant analysis with five linear
methods has concluded that SVM was to be chosen over other methods.

2.3 EBGM Based Approaches

Elastic Bunch Graph Matching, or EBGM, is based on Gabor wavelet transform with
nodes describing pixels on an elastic grid. A convolutional Gabor filter detects shapes
while taking into account differences in illumination of the image and changes in
face pose and expression. Its limitation lays in its dependency to accurate localization
of landmarks on the face, requiring a combination with PCA/LDA.

2.4 Convolutional Neural Networks Based Approaches

Traditional computer vision algorithms have been increasingly supplanted by deep
learning techniques and artificial neural networks. The main benefit of deep learning
based algorithms is that they completely bypass the feature extraction and dimen-
sionality reduction steps. We will focus on Convolutional Neural Networks (CNN)
as a subset of feedforward neural networks used for computer vision. A CNN learns
hierarchical features through multiple layers of convolutions and max-pooling lay-
ers, acting as a complex feature extractor. Convolution means not all the nodes in all
the layers are connected to each other, in order to reduce the number of parameters
(or weights) to calculate and optimize for each filter.

The higher level layers, or the final layers, are fully-connected in order to act as the
final non-linear classifier. Transfer learning consists in using pre-trained CNN and
in re-training only the highest layers, to detect specific objects or faces not present in
the pre-trained model for example. CNN have been used in standalone mode (VGG-
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Table 1 Face recognition on LWF, Results, Taigman et al. [1]

Approach Error %
1 Principal Component Analysis (Eigenfaces) 60.2
2 Local Binary Pattern (LBP) 72.4
3 Deep CNN (AlexNet) + Eudid (Ladzy DL) 71
4 DeepFace by Facebook (Standard DL) 97.25

16, VGG-32, GoogleNet), in combination with Gabor filters or in combination with
Local Binary Patterns Histograms (LBPH, or LP+HOG).

Face recognition has been such a focus for both the industry and research labs that
tremendous progress has been made over the last 5 years. Today more than 60 2D-
and 3D-databases can be found online for face recognition testing. As an example,
the following results were found on the LFW database when testing Facebook’s
DeepFace algorithm [1] (Table 1).

2.5 Commercial Face Recognition

Commercial face recognition applications have developed tremendously and it may
be puzzling to know what algorithm was used behind the mainstream applications.
The very latest results of tests conducted in March 2018 and published in May
by the US Homeland Security Science and Technology Directorate, known as the
Biometric Technology Rally held in Maryland (MdTF), provides the latest list of
the top facial algorithms. Face and combined face and iris recognition systems were
put in competition in a setup reproducing a standard security checkpoint. Criteria
included a processing time of less than 5 s and a 95% user satisfaction rate.
Among the competing face recognition algorithms, we can mention:

e DeepFace or FaceDB, developed by Facebook: uses the triplet loss method, with
anchor image (stored in a reference database), one positive (same person with a
different angle), one negative (a different person). The training set needs only 10
positive pictures of each person, even hard to recognize (hat, glasses, etc.).

e Academia: developed in 2014 by researchers at Hong Kong University, it achieved
facial identification scores of 98.52%.

e FaceNet/OpenFace, developed by Google, using a HOG face detector and artificial
neural network reaching up to 100% accuracy.

e Face++, developed by Microsoft, IBM and China-based Megvii, made the head-
lines in 2018 after a MIT study pointed out its biased facial recognition results.

e Rekognition, developed by Arts Technica and Amazon, is able to recognize a
hundred faces in a single group picture, however may suffer from an insufficient
accuracy.

e LFIS, developed by Gemalto.
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Fig. 1 Facial landmarks. Courtesy of Luxand, 2019

An additional focus of the industry has been on adapting the systems to mobile
devices. Efforts are currently being made to adapt the algorithms to the limited
processing power of a phone. In the future we may imagine such hidden biometric
analysis performed through drones or mobile portals. Among the companies working
in this field we may cite:

BiolD Facial Recognition

True Key (created by Intel using Eigenfaces)
FaceLock

Luxand Face Recognition

As an example, Luxand FaceSDK (Fig. 1) is a face recognition library working for
mobile, desktop and servers, that can detect facial features according to the images
below. It employs a convolutional neural network of 2.7 million parameters, trained
on a few million of faces, and resulting in a 256-dimensional vector for a specific
facial image. The vector matching uses a cosine similarity.

3 Imaging Techniques for Hidden Biometrics

Although, face recognition is an acceptable common biometric modality, its perfor-
mance can drastically decrease in low acquisition conditions such as: pose, illumi-
nation, ageing, facial expressions, etc. Moreover, face recognition can be vulnerable
regarding attacks. For this reason, regardless of the ethical or the economic aspects,
spoofing issue can be overcome though hidden biometrics which may use specific
imaging techniques to characterise the whole face or a part of it or even some hidden
anatomy including brain tissues. This may be achieved using spectroscopy (ultra-
sound, infrared, fluoroscopy, etc.), Computerized Tomography (CT), X-ray, MRI,
etc.
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3.1 Spectroscopic Techniques

Spectroscopy is the experimental subject concerned with the absorption, emission or
scattering of electromagnetic radiation by atoms or molecules. The result is a spec-
trum, or a plot of measured electromagnetic radiation intensity versus wavelength.
Within this context, one can highlight:

Optical spectroscopy: it includes luminescence (fluorescence, phosphorescence),
infrared, Raman, UV.

Ultrasound: It is mostly known for their use during pregnancy to give parents a peek
inside the womb. Other utilization of this technology have developed to evaluate and
diagnose a range of medical conditions in cardiac, Ob/gyn, ophthalmic, vascular,
abdominal, breast specialities and more. Ultrasound relies on sound waves to produce
internal images of internal organs, soft tissue and blood vessels in a non-invasive way.
In addition, the ultrasound technology relies on the skills of the sonography operator
in order to correctly position the patient and record accurate images. This modality
hasn’t widely been used in security biometrics since the acquisition requires using
gels between the sensors and the skin in order to ensure an optimal signal conduction.

Infrared (IR): it has been used in vein matching, or vascular pattern recognition
(VPR) using thermal cameras. Primarily used in combination of the more established
technique of fingerprinting or hand palm authentication, the vascular information
revealed in our blood vessels provides a large volume of differentiating features for
personal identification, enabling a high level of accuracy.

Near-infrared (NIR): light absorption by the red blood cells of the vein system is
recorded as dark lines by a CCD camera behind a glass. A physical contact with the
scanner is not needed. Vascular scanners are not affected by external light conditions
or modifications outside the body.

If we consider face recognition, Near-infrared and infrared imaging have been
used in numerous research work. For instance, the reader can refer to a review of
methodologies and databases, provided in [5]. Figures 2 and 3 show respectively
some samples from Terravic Facial IR and Databases and CBSR NIR Database.

3.2 X-Ray Imaging Approach

X-ray imaging is a candidate modality that has intensively used in the medical field
and forensics, but rarely considered in biometrics. The main reason is the risk of
radiation generated by associated systems and the impact that can have on health is
still not under-control. In addition, this modality may impact users acceptability as
well as the ethical aspect. Despite these limitations, recent applications deal with X-
ray imaging when a high level of security is required. For instance, in some airports,
full body scanners have been deployed for detection purpose. This concerns the
following categories, namely:
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Fig. 3 Samples of CBSR NIR database

— Millimeter wave scanners: this scanner is the less invasive in its category. It uses
non-ionizing radiations (Fig. 4).

— Backscatter X-ray: this scanner uses low dose radiation since it uses less
than 0.0001 mSv/scan compared to a natural background radiation of around
3.1 mSv/year. It allows accurate detection of hidden objects (Fig. 4). In order
to compare this amount of radiation with

— Through body X-ray: this category of scanners uses more radiation than the pre-
vious ones. It provides detailed body images.

Technically speaking, the scanners cited above may be adapted to biometric appli-
cations for person identification, but since the application requires the exposure of
the whole body, strict regulations should be respected before any deployment. In fact,
if the radiation concerns only one part of the human body, the radiation is consider-
ably reduced. For instance, dental biometrics can be used for identification purposes.
Using this modality, a routine exam requires only 0. 005 mSv. From each image,
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Fig. 4 Left/Imaging using a wave millimeter body scanner [2]. Right/backscatter X image [3]

features are extracted by considering geometry information (e.g. contours, shapes,
etc.) (Fig. 5).

In the same context, hand X-ray imaging has successfully applied as a robust anti-
spoofing human authentication system (Fig. 6) [8, 9]. In this work, safety aspects have
been considered in order to define the optimal dose exposure. In fact, the National
Council on Radiation Protection & Measurements (NCRP) recommendations, state
that general-use systems should adhere to an effective dose of 0.1 wSv or less per
scan, and can be used mostly regardless the number of individuals scanned or the
number of scans per individual per year. Once the image acquired, the identification
of an individual from the characteristics of the hand skeleton, requires the applica-
tion of a few image processing operations to extract relevant features and therefore,
characterize the hand phalanges, used as signature.

Fig. 5 Dental biometrics [4]. A radiation of about 0. 005 mSv is required
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(@) (b)

Fig. 6 X-ray hand imaging. On the left, an image acquired in the visible light. On the right, an
image acquired through X-ray imaging

3.3 Magnetic Resonance Imaging (MRI) Approach

While X-ray imaging approach requires particular attention regarding safety aspects,
Magnetic Resonance Imaging (MRI) does not use ionizing radiations which makes
it potentially a good biometric modality candidate. Generally used in medical appli-
cations, MRI uses a strong magnetic field to visualize the inner human body. If this
modality has been widely used in forensic applications, its use in biometrics for
identification or verification is still under consideration. In fact, the main limitation
of such modality is its cost and the required time to construct the inner image.

Many tentatives have been considered in MRI biometrics. for example, as an alter-
native to the conventional face recognition, MRI provides a full 3D image allowing
not only the visualization of the face, but also the whole inner structures, including
brain structures. Consequently, with this type of imaging, several 2D planes can be
processed separately, namely: the sagittal section, the coronal section and the axial
section. More specifically, if we focus only on the brain as a region of interest, studies
showed that geometric shape of the cerebral cortex is unique for each individual. In
fact, three types of cortical folding can be distinguished, such as: (1) the primary
folding, characterized by a weak inter-individual variability, visible from the 16th
week of gestation, (2) the secondary type of folding, characterized by an intermediate
level variability which appears at about the 32nd week of gestation establishing the
Gyrification degree of the cerebral cortex, and (3) the tertiary folding types, char-
acterized by a high inter-individual variability, developed at about the 36th week of
gestation.
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When considering biometric applications, it has been shown in 2011 that folding
patterns clearly describe individual variability, making the generated signature very
interesting to identify individuals [10]. In this study, an accuracy up to 98.25% has
been reached using Gabor wavelet for feature extraction of the brain codes [11, 10]
(Fig. 7).

As an advanced approach, an extended work has been achieved for which a 3D
processing schema has been used (Fig. 8), requiring the following main steps.

1. Curvilinear slices extraction: curvilinear slices are used from volumetric brain
scans. Once projected as two-dimensional images, curvilinear slices allow planar
representation of the cortex as well as the cortical folds as a texture image.

Fig. 7 Brain imaging showing Cerebral cortex surface 2D projection on coronal, axial and sagittal
[6, 7] views

Fig.8 Three Computed curvilinear slices for the same brain at three different depths (Up). Related
2D images obtained after planar projection of curvilinear slices (Down). These images obtained
from the same brain at different positions spaced by 10 voxels (1 cm)
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2. Gabor features extraction: this transform is used to extract textural features from
projected curvilinear slices.

3. ACP: commonly used for dimensionality reduction by keeping only the most
relevant characteristics of the Brainprints.

4. Performance evaluation: different classifiers have been used in order to highlight
the uniqueness of human brain.

Through this research the representation of brain folds using curvilinear slices
rather than standard planar slices produces symmetrical views of the cortex and
allows low variability to be detected. In terms of performance, a promising correct
classification rate of 99.64% has been reached. This rate can easily reaches 100%
when using fusion techniques which consist of combining the results with those
obtained by other modalities. For instance, brain features can be combined with the
corresponding face features in the visible light or even using other multi-spectral
imaging.

4 Conclusion

Providing a repeatable and efficient system to measure and extract features without
interferences is a challenging task. Facing pose, illumination, expression and tempo-
ral variability as it is the case with face recognition systems, led to the consideration
of hidden biometrics as a robust solution. For example, multispectral imaging such
as IR and NIR are potentially interesting, but not as robust as X-ray that allows fast
and relevant body inner imaging. However, X-ray imaging for biometrics should
deeply be considered, and safety aspects should seriously be addressed through an
optimal dose control. As an alternative, MRI is considered as a safe modality and pro-
vides high-resolution inner images. However, huge efforts should be made in order
to make the imaging system more practical and suited for security applications. This
may reduce automatically the cost of the acquisition process.
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1 Introduction

Traditionally, the recognition of individuals is done either by the knowledge of pass-
words or answers to secret questions, either by an access badge or a Custom smart
card. However, each of these methods suffers from a set of problems such as loss, for-
getfulness and reproduction. Nowadays, the use of biometric recognition has become
more and more a requirement for dealing with growing insecurity problems.

Generally, biometric characteristics are classified into three major modalities:
behavioral, biological and morphological. The morphological modality may be based
on specific physical traits such as fingerprint, face, palm print, retina, etc. The biolog-
ical modality may be based on the analysis of biological traces such as odor, saliva
or DNA. While the behavioral modality is based on the analysis of certain behaviors
of people like the voice, the signature, the manner of walking, etc.

In this chapter, we are interested in one of the most morphological modalities, par-
ticularly, Retinal image processing in Biometrics. Indeed, Retinal is one of the safest
modalities because of its protection inside the eye. Moreover, the retinal vascular net-
work is a unique model of each individual and does not change throughout the life of
the person. In addition, the retina offers a high level of recognition, which makes it
suitable for high security applications thanks to its universality, its invariability over
time and its difficulty to falsify.
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Fig. 1 Retina anatomy

The anatomy of Retina (Fig. 1) has arich structure containing many characteristics
and retinal components such as the optic disk, the cup, the macula and the fovea. In
addition, the retina is traversed by blood vessels. The optic disc, where blood vessels
converge, is characterized especially by the brightest area called Cup. On the other
hand, the macula has the darkest part (fovea) of the retinal image. It is surrounded on
each side by the vascular system from both upper and lower arteries. As illustrated
in Fig. 1, the segment FD connects the fovea and the boundary of the optic disc. It is
located on the line called the Raphe of the retina, which separates the inferior retinal
region and the superior one. According to the retina anatomy (Fig. 1), the slice FD
is equal to two Optic Disc diameters.

At first, Retinal Imaging plays a key role including the diagnosis and treatment
of the ocular diseases [1]. It is in this area where much of the retinal capture devices
developed both in field of research and in companies. Scientific and technological
innovations in the design of retinal capture devices can contribute significantly to
develop the Retina based identification systems.

The Retina based identification is perceived as the most secure method of authen-
ticating an identity. Every eye has its own pattern of blood vessels. Thus, the retinal
vasculature is a reliable biometric parameter, since each person’s eye is known to
have a unique arrangement of blood vessels in the retina [2, 3].

Moreover, retinal based identification provides a high level of accuracy. It is well
suited for high-security applications. It is reputed to be very reliable and difficult to
falsify. Figure 2 shows the different processing stages of the retina-based identifica-
tion system.

The rest of this chapter is organized as follows: Sect. 2 presents an overview
of existing Retinal imaging and capture devices. Retinal features for biometry and
related works of existing retinal recognition systems are described in Sect. 3. In
Sect. 4, we present some ocular pathologies affecting retinal components in biometric
field. Finally, conclusion is drawn in the last section.
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Fig. 2 Main steps of retina-based identification system

2 Retinal Capture Device

The retina is the sensory layer of the eye that allows vision. It is captured using a
biometric scanner that uses a visible beam of light to trace a circular path on the retina
to the back of the eye. Once the eyes are illuminated, a scan is performed to capture
the features of the retina. So, in the beginning, this process is therefore invasive,
uncomfortable, and difficult to implement. As a result, the acquisition systems have
been improved over time. A near-infrared light source replaced the visible light
source. The amount of energy radiated by this source as well as the acquisition time
have decreased more and more with each new retinal capture device system. We
present in this section, an overview of existing Retinal imaging and capture devices.

2.1 Retinal Imaging Modalities

Retinal imaging devices are primarily used in the earlier screening and diagnosis of
ocular (retinal) diseases. The principal imaging technologies for the retina, are scan-
ning laser ophthalmoscopy (Scanning laser ophthalmoscope—SLO) [4] and Optical
Coherence Tomography (OCT) [5] and fundus camera imaging [6].

In the following, we present the main characteristics of these imaging modalities.

2.1.1 Scanning Laser Ophthalmoscope—SLO
The ophthalmoscope was introduced by Hermann Ludwig Ferdinand von Helmholtz

in 1851. The Scanning Laser Ophthalmoscope (SLO) produces images at low light
level using light of specific wavelengths. SLO creates a 2D image by scanning a laser
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Fig.3 EIDON’s SLO system (https://www.centervue.com/) with 60° field in a single exposure and
confocal view of the retina

beam across the 3D retinal surface instead of using a bright flash of white light, thus
It acquires high contrast 2-D in-face retinal images with for example a resolution
between 10 and 15 pwm (Fig. 3).

Let us remember that the first Optical Coherence Tomography (OCT) system was
designed at MIT Lincoln Laboratory in 1993.

2.1.2 Optical Coherence Tomography—OCT

OCT modality is a non-invasive imaging technique relying on low coherence inter-
ferometry to generate a cross-sectional volumetric image of ocular tissues. In 2001,
ultrahigh resolution (UHR) OCT improves image quality and enables definitive visu-
alization of individual retinal layers. Imaging can be performed with few pm (<7 pm
resolution in [7]) and deep penetration (up to few millimeters). Some retinal diag-
nostic instrument can combine two (OCT and SLO—Confocal Scanning Laser Oph-
thalmoscope) or three functions (OCT, SLO and MP—Microperimetry, also called
Fundus related perimetry). Microperimetry allows for exact topographic correlation
between fundus details and its light sensitivity (Fig. 4).

2.1.3 Fundus Camera Imaging

The fundus camera Topcon TRC-50 V was conceived in 1983 by Tokyo Optical.
Fundus camera is an optical system capable of illuminating and imaging the retina
simultaneously. An image-capture device such as a digital camera is mounted on
top of the optical system. The fundus camera provides a color photograph of retinal
(Retinal Photography) surface with resolution between 7 and 20 pm (Fig. 5).


https://www.centervue.com/
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Fig. 4 Topcon 3D OCT-2000 (https://www.mediconsult.ch/) with digital non-mydriatic retinal
camera—OCT structural image showing: layers and ONH anatomy, rat central retinal artery (CRA),
choroidal microvasculature

Fig. 5 Non-mydriatic auto fundus camera AFC-330 (http://www.nidek.fr/site/fr/)—image fundus
of ONH and blood vessels

Fundus camera imaging generates a two-dimensional (2D) image is performed
with a system that consists of a specialized low power microscope and an attached
camera. After completing camera positioning the operator presses the shutter-release
to fire a flash and creates the image. This image is an upright, magnified picture of
the fundus with typical angles of view (30°, 45° or 60°) and with a desired magnifi-
cation, depending on the system optics. Some modifications to these parameters are
achievable through zoom or auxiliary lenses. For example, a 15° lens can provide
35 magnification, whereas a 140° wide angle lens captures a larger area of the fun-
dus. A larger field of view (FOV) can be achieved by composing multiple images
acquired at different fixation points. Most commonly, the retina is illuminated by
white light and examined in full color. However, the imaging light can be filtered to
remove red components, creating a red-free image with improved contrast of retinal
and choroidal blood vessels and other structures.

The ever-increasing development of Fundus camera technology and its cost make
the use of the non-mydriatic fundus cameras very appropriate in the field of retina
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identification. In this context, the choice of such device requires to us consider the
main technical and inherent characteristics of each fundus camera such as field of
view, View magnificence, View optical resolution, Minimum pupil diameter, Image
resolution, etc.

2.2 Specification and Operation of the Retinal Capture
Device

2.2.1 Working Principle of Fundus Camera

As proposed in [8], the fundus camera consists of an illumination system and an
imaging system. The imaging system includes eyepiece, Beam splitter, analyzer,
relay lens, objective lens and CCD. From annular source (i.e. light source) to the Beam
splitter the path includes the linear polarizer and Condensing lens. The illumination
system and imaging system share a common eyepiece and are connected by a beam
splitter. The working principle is based on the emission of the beam from the annular
source through the illumination system and the edge of pupil to the fundus tissue.
Figure 6 shows a diagram block of the optical system with a light source (green LED)
forming an annular light pattern, which was focused on the pupil and crystalline lens
and defocused on the retina. The pupil imaging is sued for setting the subject’s eye at
the central position. The Retina Imaging part consists of two lenses. The first focusing

Beam Focusing Beam Focusing

Eye Retinal
Splitter Lens Splitter Lans ccp
S ———> " = \
=x N —
NN E s FEY

lllumination

Retina Imaging

I = | EsrRseRehRs Pupil Imaging

Fig. 6 Example of functional block diagram of fundus photography
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lens provides a magnified secondary image in front of the second lens which in turn
forms a further magnified image onto the retinal camera.

2.2.2 Main Specifications of Fundus Camera

Conventional fundus imaging, with a fundus camera typically utilizes a 30° or 35°
field of view. This allows optimal visualization of the posterior pole, but the more
peripheral retina is not captured. However, recent advances in optics have greatly
extending the field of view, known as ultra-wide field (UWF) imaging. Non-mydriatic
retinal camera provides ease of use, it is a non-contact, non-invasive technique for
imaging the retina and optic disc using fundus camera. Non-mydriatic retinal cameras
use infrared light to image the retina without requiring chemical dilation of the pupils
(mydriasis). In addition, latest technologies of the Non-mydriatic retinal cameras are
portable and easily transportable. Typically, a fundus camera will cover 45-60 degrees
in one exposure. It is possible to combine multiple frames to achieve coverage of
up to 140°, while ultra-wide field retinal capture imaging can cover up to 200° in a
single exposure [9] (Fig. 7).

The Field of View (FOV) is the portion of the object that fills the camera’s
sensor. The Working Distance (WD) is the distance from the front of the lens to
the object under inspection. The Resolution is the minimum feature size of the
object that can be distinguished by the imaging system. The Depth of Field (DOF)
is the maximum object depth that can be maintained entirely in acceptable focus.
The Sensor Size is the size of a camera sensor’s active area, typically specified
in the horizontal dimension. The PMAG is the Primary Magnification of the lens
is defined as the ratio between the sensor size and the FOV. [Imaging Resource
Guide: Eo Edmund-optics—worldwide (https://www.edmundoptics.fr/resources/
application-notes/imaging/understanding-focal-length-and-field-of-view/)] (Fig. 8).

Thus, it is important to establish an automatic mode for centering, autofocusing,
capturing and monitoring the eye movement (from right eye to left eye). 3 fixation
points such as Optic Nerf Head, central point and Macula and other fixation points to
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Fig. 7 Illustrations for some specifications of the camera device


https://www.edmundoptics.fr/resources/application-notes/imaging/understanding-focal-length-and-field-of-view/

174 R. Kachouri et al.

1 imm

Fig. 8 Automatic detection of the pupil (with angle of 45°) and angle of 30° (with digital zoom)

take the peripheral images. For example, the TRC-NW400 has these characteristics
and provides a “small pupil mode, with diameter of 3.3 mm.

2.2.3 Related Work and Fundus Camera Devices

The works related in [ 10—12] provide an exhaustive synthesis of digital fundus camera
used in the context of ocular diagnosis [10, 11] and the technological advances [12].

This synthesis highlighted the advances of fundus photography for retinal screen-
ing as well as discusses the advantages, disadvantages, particularly by considering
the impact of quality of image on the intended application.

The fundus camera devices described are: The iCam [fundus camera designed
by Optovue, Inc. (Fremont, CA)], 3nethra (portable fundus camera designed and
developed by Forus Inc), DIGITAL RETINOGRAPHY SYSTEM (Designed by
CenterVue (Padova, Italy), digital retinography system (dRS), nonmydriatic fun-
dus camera, requiring a pupil size of 4 mm), EasyScan (retinal imaging system
developed by iOptics (Den Haag, The Netherlands), which works on the princi-
ple of scanning laser ophthalmoscopy), VISUCAM 200 (nonmydriatic fundus cam-
era from Zeiss (Oberkochen,Germany)), NONMYD7 (nonmydriatic fundus camera
from Kowa (Torrance, CA), magnification over 20° FoV to image the optic nerve
head), CANON CR-2 (non-mydriatic digital retinal camera from Canon (Tokyo),
low-power LEDs for illumination and photography, with autofocus, autofundus,
and autocapture modes and a digital filter processor. Canon CR-2 provides 45°
and 35° viewing angles in small pupil mode (pupil size, 3.3 mm). The California
ultra-widefield retinal imaging device from Optos (Dunfermline, Scotland, United
Kingdom) covers as wide as 200° or up to 82% of the retina capture in a single image.

2.2.4 Example of the Main Specifications of the ZEISS CLARUS 500’s
Fundus Camera

This fundus camera device captures true color imaging, high-resolution fundus aut-
ofluorescence (FAF) images—FAF-Blue and FAF-Green—and external eye images.
The ultra-widefield mode captures a high-resolution image down to 7 um and high-
resolution details from the posterior pole to the periphery. All True Color images can
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be separated into red, green and blue channel images to help enhance the visual con-
trast of details in certain layers of the retina. The Field of View (measured from the
center of the eye): Widefield (one image) 133°, Ultra-widefield (two images) 200°,
Montage (up to six images) up to 267°. The other characteristics are: Resolution:
Optical (7.3 pm), Minimum Pupil Diameter (2.5 mm), Working Distance (25 mm,
it’s patient’s eye to front lens) and Light Sources: Red LED (585-640 nm), Green
LED (500-585 nm), Blue LED (435-500 nm) and Infrared laser diode (785 nm).

2.2.5 Non-mydriatic Camera: Portable Device—Device-Based
Smartphone

There as several type of non-mydriatic as the systems described in [13, 14]. Some of
them are based-Smartphone camera devices, as for examples: PEEK Retina (Peek
Vision, London), D-Eye (D-Eye; Pasadena, Calif. with undilated pupils, a field of
view of 5-8° and the optic disc detection with pupils as small as 2 mm), HFC
MicroClear is handled-portable with 45° field view, the ZEISS VISUSCOUT 100—
Handheld Fundus Camera has a non-mydriatic operation, with color and red-free
images and 40° field of view. The Bosch handy Fundus camera is Mydriatic and
Non-Mydriatic camera with 40° wide field of view. Other Non-mydriatic camera
devices are Canon CR2, Cobra CSO-272, Kowa 900, Nidek AFC330, and Topcon
TRC-NWS. In 2013, the price of the fundus camera devices is 18,200 and 25,200 £
(Fig. 9).

In [12] the view and the main components of the optical system of the D-Eye
module are described. “Retinal images are acquired using coaxial illumination and
imaging paths thanks to a beam splitter (C). The blue arrow depicts the path of the
light; red arrow depicts the path of fundus imaging. Device components are glass
platelet (A) with imprinted negative lens (A), photoabsorbing wall (B), beam splitter

Retinal artery
and vein

Ophthalmoscope —+

Fig. 9 Positioning the non-mydriatic camera device relative to the eye
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() (b) (d)

Fig. 10 Some non-mydriatic and portable fundus camera devices: a Horus DEC 200 hand
held fundus camera (https://www.bibonline.co.uk/) with 40° manual focus portable fundus cam-
era)—($3,995), b ZEISS VISUSCOUT 100—handheld fundus camera (https://www.zeiss.com/) ($
9,950.00), ¢ Volk iNview—iPhone fundus camera (https://www.foresightintl.com/) ($995), d the
D-EYE retinal camera (https://www.d-eyecare.com/) ($435)

Fig. 11 The main components of the optical system of the D-Eye module [14]

(C), mirror (D), plastic case (E), diaphragm (F), polarized filters (G, H), flash and
camera glass (J, I), and magnetic external ring (K)” [14] (Figs. 10 and 11).

3 Retinal Images in Biometrics

The retina is a safe biometric characteristic, where it is very difficult if not impossible
to defeat. According to the evaluation criteria for biometric modalities, the Retina
is Universal (present in all individuals); The arrangement of the Retinal vessels is
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Unique from one individual to another, different between twins and stable during
the life of individuals; Retina provides also a good Reliability and high Robustness
against fraud, since it is an inner layer of the eye. In addition, it is also minimally
exposed to injury, which minimizes errors of false acceptance or false rejection
between individuals.

Biometric methods are always based on extracting and exploring retinal compo-
nents in order to extract from them a feature set that allows person authentication.
In this section, we are interested on which components and characteristics are aimed
by biometric methods.

One approach has consisted in extracting blood vessels in the retinal fundus images
and detecting characteristic points that serve as a biometric signature in order to
authenticate a person’s identity. In this approach, the person identification is based
on the measure of similarity between blood vessel image generated from the Retinal
fundus image as an input and reference images [15, 16].

Several research works rely on many different methods for automatic detection
of the retinal vascular structure (vascular segmentation/Retinal vessel segmentation)
in fundus camera images. Vascular segmentation allows the vessel detection, vascu-
lar branching points extraction and the measurement of parameters such as vessel
diameter, bifurcation geometry and vascular tortuosity [17-20] (see Fig. 12).

In [21], the authors indicate that the number and the angles of major blood vessels
in the area of the optic disc, their way to emerge from the optic nerve, the branching
characteristics of the blood vessels and the size of the optic disc are unique. The
proposed method leads to segment blood vessels in the region near to OD in order
to generate unique identification code. Hence, it extracts the OD and then segment
the blood vessels inside where result is modelled in binary image, as indicated in
Fig. 13.

The work described in [19] aims to extract features related to the ridge endings
and ridge bifurcations of the retinal vessel tree. In the first step, the level set extrinsic
curvature (LSEC) is applied to the vessel tree in order to extract invariance properties
which are ridges or valleys. After OD extraction, the method identified a set of points
that are the ridge endings and bifurcations.

The work described in [22] informs that every bifurcation points and angles formed
between each bifurcation point are different in every human being. This work leads
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Fig. 12 Retinal fundus image, its segmented vessels and the bifurcation points
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Fig. 13 Blood vessel
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to apply an algorithm for bifurcation point detection, as illustrated in Fig. 14, in order
to provide features related to the bifurcation angle.

In [16], the method leads to extract the OD in order to extract the blood vessel tree.
The provided result allows identifying the person where the authentication consists at
providing the same tree with an acceptable similarity. In [23], an angular partitioning
mask is defined (Fig. 15) which leads to split the retina into angular sections using
a defined degree. Thereafter, radial partitioning is performed by providing several
concentric circles. Then, the vessel tree is segmented and then a morphological algo-
rithm is applied for thinning vessels to preserve thicker and more significant vessels
for identification and eliminating thinner ones. The authentication is performed by
iteratively comparing vessel for each angular and radial sections.

In [24], the authors affirm that ending points and bifurcations are the key of retina
recognition. However, there are certain vascular structures which contain invalid
bifurcation and ending. The proposed method presents a new windowing technique
for feature point validation in order to improve the accuracy of retinal vascular
pattern recognition. The processing pipeline leads to segment vessel tree and applying

(a) (b)

Fig. 14 a Segmented vessel tree; b vessel tree with bifurcation points
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(a) (b)

Fig. 15 a Angular partition; b radial partition; ¢ processing pipeline of [16]

thinning. Thereafter, it eliminates spurs, breakages and short vessels in order to
identifying ending point and bifurcation point.

Several supervised methods of blood vessels have been recently proposed. This
kind of segmentation is generally based on the classification of pixels. Ricci and
Perfetti [25] used the machine vector support classifier (SVM) to decide if a pixel
belongs to the vascular network or not. They used two gray-level orthogonal line
detectors from the target pixel to construct the characteristic vector. To improve the
segmentation of the retinal blood vessels, we find methods based on neural networks
that are more efficient and faster. Marin et al. [26] used a multi-layered neural network
for the detection of retinal blood vessels, and Alonso et al. [27] used a faster type of
neural networks: Deep Learning (CNN).

Figure 16 illustrates a synthesis of the results of some supervised (Fig. 16c) and
unsupervised (Fig. 16d—f) retinal blood vessels segmentation methods. It shows a
visual and qualitative comparison between manual expert segmentation (Fig. 16b)
and the other automatic segmentations. Visually, we find that unsupervised methods
based on the growth of regions as well as the adaptive filter allow extraction of
the details of the finest blood vessels. These methods may result in the presence of
a few redundant and irrelevant crossing points. While the Neural Network Based
Segmentation (KNN) method extracts an incomplete vascular tree with some major
retinal vessel discontinuities as shown in Fig. 16c¢.

We can see that most existing identification methods are based on the extraction
of the Retinal blood vessels. However, these approaches may suffer from some dis-
advantages. First, information from the vascular system may be incomplete due to
the discontinuity of some retinal segments in bifurcations and crosses. Otherwise,
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(b)

(d) (e)

Fig. 16 Results of retinal blood vessels segmentation using different existing methods [28]: a the
original retinal image, b the image segmented manually by experts, ¢ using the supervised method
KNN, d using mathematical morphology, e using the matched filter and f using a method based on
the growth of regions

some diseases and ocular pathologies of the eye, can modify vascular characteristics
or reveal microvascular, which cannot be extracted effectively.

4 Pathological Retinal Images in Biometrics

Biometric methods pretend always that the used retinal components are unique and
hence allows person authentication. However, there are several ocular pathologies
that may affect retinal components and features and hence distort biometry, such
as cataract, glaucoma, diabetes, DMLA, hypertension and arteriosclerosis, etc. This
may cause abnormalities and lesions like exudates and hemorrhages in the retina. In
this section, we present several ocular pathologies that are characterized by a higher
patient numbers, where disease grade retinal components used on biometry.

The glaucoma is a chronic ocular pathology that damage progressively the optic
nerve head. It consists at significant rise of intraocular pressure. The patient num-
ber will achieve 76 million in 2020 and 111 million in 2040. It leads to damage
nerve fibers and hence an excavation in the optic nerve head, such as modelled in
Fig. 17a. Hence, the glaucoma leads to a progressive reduction of the neuro-retinal
rim. Moreover, it occurs to clustering vessels in the border of OD. Those modifica-
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Fig. 17 a Glaucoma impact to the optic nerve head [29]; b healthy fundus image; ¢ glaucoma
fundus image

tions are deduced from the healthy and the glaucoma-diseased fundus images that
are illustrated respectively in Fig. 17b, c.

Consequently, the glaucoma disease leads to shift blood vessels in the optic disc
region. Moreover, bifurcations and their angles are adjusted with respect to the exca-
vation. In addition, grouping vessels leads to superimpose them where may be mod-
elled as unique vessel in the fundus image.

The diabetic retinopathy is a microvascular complication that may lead to vision
lost. The World Health Organization indicates that 366 million persons can be
affected by DR in 2030. Late stage in diabetic retinopathy is characterized by adding
new abnormal vessels due to the lack of oxygen, as indicated in Fig. 18a.

Furthermore, Age-related macular degeneration (AMD) is an eye disease that pri-
marily affects the elderly. The number of AMD patients could reach 196 million in
2020 and 288 million in 2040 [22]. It appears after the age of fifty and causing an
alteration of macular retinal function and therefore central vision. Age-related Mac-
ulopathy (ALM) represents the early stage of the disease. It is characterized by the
presence of alterations in the pigment epithelium of the macula or retinal complaints
called exudates. At the back of the eye the exudates appear as whitish round lesions,
of varying shape and size. The presence of an ALM carries a risk of developing AMD

(a) (b)

Fig. 18 a DR neovascularization; b neovascularization in wet AMD
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at 5 years. There are two forms of age-related macular degeneration: an atrophic form
(80% of cases), and an exudative form (20% of cases) [30].

The atrophic shape (cuttlefish shape) is in the form of large white lesions on the
macula. In addition, the exudative form (wet form) is characterized by the appear-
ance of choroidal neo-vessels in the macula, which are responsible for edema and
exudation or retinal hemorrhages. The Wet form leads to a choroidal neovascular-
ization. It consists at abnormal vessels that appears in the macula and then progress
to neighbors’ regions, as shown in Fig. 18b.

In both cases, those vessels emerge from main vessels and propagate in the whole
retina. They are characterized by thin and torturous shapes, such as indicated in
Fig. 18a, b which correspond respectively to the DR and the AMD. Moreover, neo-
vascularization may bring to hemorrhage that are modeled as great red lesions in
fundus images.

Accordingly, the neovascularization leads to modify vessel tree. Further, new
vessels correspond to new bifurcation points where angles are diversified with respect
to the tortuosity. Even biometry methods proceed to segment thick vessels, the higher
density of added vessels avoid detecting thick ones correctly.

We find that generally all these retinal abnormalities presented attack the main ele-
ments of the retina namely the optic disk and the macula, which affects the description
of the retina. As a result, they can interfere with differentiating between individuals
and increasing false recognition rates in biometric field. One solution to overcome
these problems of pathological retinal images may be to find the most stable region,
even where retinal pathologies appears.

5 Conclusion

The retina is the sensory layer of the eye that allows vision. It is captured using a
biometric scanner that uses a visible beam of light to trace a circular path on the
retina to the back of the eye. The acquisition systems have been improved over time.
We have presented in Sect. 2, an overview of existing Retinal imaging and capture
devices.

Based on described works in Sect. 3, most biometry method based on retinal
images proceed to segment OD and blood vessels. the vessel tree is considered as
unique component which is used to authentication [16, 21, 23]. Other works extract
bifurcations and ending points from blood vessels which are considered as personal
unique features [19, 24]. To avoid noising and difference between segmentation
methods, several methods proceed to thinning vessels before extracting biometry
features, in order to preserve only main vessels [23, 24]. Others works aim to filter
bifurcation and ending points to ensure a performant identification process [24].

These Biometric methods pretend always that the used retinal components are
unique and hence allows person authentication. However, there are several ocular
pathologies that may affect retinal components and features and hence distort biom-
etry. In Sect. 4, we have presented several ocular pathologies that are characterized by
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a higher patient numbers, where disease grade retinal components used on biometry.
The challenge here is to ensure efficient biometrics regardless of ocular pathology.
In this context, Retinal Imaging plays also a key role including the diagnosis and
treatment of the ocular diseases [1].
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From Motion to Emotion Prediction: )
A Hidden Biometrics Approach L

Fawzi Rida, Liz Rincon Ardila, Luis Enrique Coronado, Amine Nait-ali
and Gentiane Venture

Abstract In this chapter it will be discussed the capability of using motion recog-
nition in order to predict the human emotion. Considered as a behavioral hidden
biometrics approach, a specific system has been developed for this purpose wherein,
several Machine-Learning approaches are considered, such as SVM, RF, MLP and
KNN for classification and SVR, RFR, MLPR and KNNR for regression. The study
highlights promising results in comparison to the state of the art.

1 Introduction

In early 1990s, the concept of Emotional Intelligence (EI) was introduced by the
psychologists Jack Mayer and Peter Salovey. This concept is built on Social Intelli-
gence which is the ability to understand one’s own and other’s internal state, motives,
and behaviors to act toward them optimally on the basis of that information [1]. EI
is related to a set of mental processes involving emotional information. These men-
tal processes include: Appraising and expressing emotions in the self and others,
regulating emotions in the self and others and using emotions in adaptive ways.

Appraising and expressing emotions are components of EI and a minimal compe-
tence of these skills is necessary for adequate social functioning allowing an appro-
priate socially adaptive behavior.

Emotional communication occurs through non-verbal channels like body move-
ments and gestures, expressing emotions and recognizing emotions conveyed by
these channels play a fundamental role in EI, as demonstrated by the experiments
in [2]. Words and languages are not the only one of the communication channels
that people use. Facial expressions, hand gestures, eye contact, voice tone and other
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cues can convey much more information than just words [3]. These elements are part
of what it is known as nonverbal communication and are mostly uncontrolled and
spontaneous. They can emphasize a verbal message, contradict it, call attention to
important details and sometimes even distract from it. The ability to use and under-
stand non-verbal cues seems to be a trait which is gradually developed from human
birth, with very young children finding it difficult to read nonverbal cues that are
easily read by older toddlers and children [4].

Biometrics rely on physical and behavioral characteristics. Lately researchers are
more interested in hidden biometrics because of their characteristics of not being
visible to outside world without scanning devices. Hidden biometrics are strong
shields for spoofing attacks. Several works are made such as identify individuals from
their MRI brain imaging [5] and from hand X-ray images and phalanx processing [6,
7]. In this chapter we introduce emotion as a hidden biometric related to behavioral
characteristics, as claimed before about the importance of information driven by
non-verbal communication, it is used to identify a person’s motion and then predict
the related emotion.

Emotion estimation and prediction has been a hot topic, where several machine
learning technics have been used. We can distinguish three major emotion computing
models: discreet theory for categorical models, dimensional theory for dimensional
models and appraisal theory for componential models [8]. Discrete models describe
an emotion state as discrete labels using the basic emotions as described by Ekman
[9] some adjectives such as: “sad”, “happy” etc. It is intuitive and simple but cannot
express complex affective states. Introduced by Mehrabian and Russel [1], dimen-
sional models consider an emotion state as a point in a continuous space. Therefore,
dimensional theory can model subtle, complicated, and continuous affective behav-
ior. Typically, an emotion state is covered by three dimensions: arousal (indicating
the level of affective activation), valence (a measure of pleasure) and dominance (a
measure of power or control). However, the three dimensions are enough for describ-
ing so many emotion states. At the same time, getting high quality dimensional labels
is difficult. According to Plutchik theory [10], Appraisal theory attempts to detail the
mental processes underlying the elicitation of emotions. It views an emotion state as
a set of stimulus evaluation checks.

Emotion estimation and emotion prediction can be distinguished from (EI) as
classification and regression problems, respectively. Usually, when it is a classifica-
tion task the emotions are represented using the categorical model (using the basic
emotions) several works have been made in [11-14] using different modalities such
as face expression, speech signals, physiological signals and body movements.

The dimensional representation (values) is used to illustrate emotions while deal-
ing with a regression, for instance in [15] they did a speech-based Continuous Emo-
tion Prediction by Learning Perception Responses related to Salient Events which
was a study based on Vocal Affect Bursts and Cross-Cultural Affect. In [16] Han
et al. made a Prediction-based learning for continuous emotion recognition using
speech signals. In [17] Baveye et al., made a comparison between deep learning and
kernel methods to deal with the performance of emotion prediction in videos. In [18]
Gunes and Piccardi made an automatic temporal segment detection with affect recog-
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nition from face and body display. In [19], Nicolaou et al. studied the spontaneous
affect from multiple cues and modalities in valence-arousal space for a continuous
prediction.

This chapter is organized as follow:

e A section for Emotion Prediction in which a large state of the art is made covering
the most used modalities such as face expression, speech signals, physiological
signals and body movements. Moreover, a brief definition and presentation of
Self-assessment manikin and Pleasure, Arousal and Dominance models are made
for better comprehension.

e The next section is about our proposed method for predicting Pleasure, Arousal and
Dominance parameters from body movement in which we explain our approach
and the followed procedure with the obtained results.

e The last section is a conclusion of our work and future perspective.

2 On Emotion Prediction

2.1 Facial Expression

Facial expressions are one of the most intuitive elements to analyze for Emotion
Recognition (ER), especially in case of short distance from the subject. As a conse-
quence, automatic facial gestures recognition has been studied in different researches,
with excellent results.

In 1978, a work by Ekman and Friesen [20] established the Facial Action Cod-
ing System (FACS): a taxonomy, inspired by Hjortsjo [21], which describes facial
movements by means of its elementary units, called Action Units (AUs). The first
researches were based on static features. For example, [12, 13] have successfully
trained neural networks with images to classify facial expressions. The use of
dynamic features, such as facial movements, have overcome the limitations of meth-
ods based on static features, leading to better Correct Classification Rate (CCR)
[14]. The necessity of performing the task in real-time has then focused the attention
on video-based approaches. Dornaika and Davoine proposed an approach which
allows the simultaneous retrieval of facial actions and expression using a particle
filter adopting multi-class dynamics that are conditioned on the expression [22]. In
[11], ahead poses independent algorithm which relies on dynamic warping technique
is presented. Despite the high CCR and robustness of different existing algorithms
for facial expression recognition, this may not be the best approach for catching
the actual emotion the analyzed subject is feeling. In fact, facial expressions can be
controlled to some extent and no project addresses the problem of distinguishing
between genuine and simulated facial expressions.
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2.2 Speech Signals

Another branch of Emotion Recognition (ER) focuses on some parameters of the
audio signals in verbal communication, such as tone of the voice and pitch: features
related to these parameters are used as inputs to the emotion classification system.
In [2], Luengo et al. has proposed approaches based on different features of prosody,
spectral envelope and voice quality with features based on spectral envelope outper-
forming the prosodic ones. An attempt to create a speaker independent system has
been proposed in [23] through an Iterative Feature Normalization (IFN) approach.
Mao et al. have proposed a 2-learning-stage approach in which affect salient features
for Speech Emotion Recognition (SER) are learned by using Convolution Neural Net-
works (CNNs) [24]. In [25], a multi-view supervised dictionary learning approach
has been suggested where two techniques are proposed and application to SER using
two feature sets are investigated. Correlation coefficient as the evaluation measure in
predicting the continuous dimensional affects, the proposed methodology achieves
the highest performance among the other methods. Recent researches demonstrated
that multimodal approaches in which audio features are used along with facial fea-
tures and body gestures overcomes the performances of mono-modal audio-based
approaches [26].

2.3 Physiological Signals

The inner emotional state of a person can be identified also thanks to signals other
than audio-visual ones. Recent researches address the problem of ER by analyzing
physiological signals due to their direct or indirect relation with the emotional state
of a person. Some example of physiological signals are Electromyogram (EMG) sig-
nal, Respiratory Volume (RV), Skin Temperature (SKT), Skin Conductance (SKC),
Blood Volume Pulse (BVP) and Heart Rate (HR). Electroencephalogram (EEG) is
one of the most studied physiological signals to effectively identify the emotions of
aperson [27]. Selection of physiological signals which are immediately linked to the
internal state of a person like Fingertip blood oxygen saturation (OXY), Galvanic
Skin Response (GSR), HR and breath gas are used by scientists in the field of Affect-
ing Computing (AC) [28, 29]. The measurement of physiological signals, such as
SKT and SKC, is also becoming extremely simple thanks to a new generation of
portable sensors, like the Q sensor from Affectiva [30], allowing to collect data in
real-life situations.
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2.4 Body Movements

Since facial expressions and speech dominate during face-to-face interaction, these
are the modalities that have been predominantly studied for automatic extraction of
affect information, as discussed in the previous paragraphs. Nevertheless, considering
body movement as a modality for AC is particularly suitable in situations where the
affective state is estimated from a distance [31], to retrieve expressions which are
less susceptible to social editing [32], and to communicate affective states which are
easier conveyed through movement [33]. A possible emotion-aware categorization
distinguishes:

Communicative movements show different emotions according to the specific gesture.
They belong to daily life movements category that are meant to express an affective
state [18, 31, 34, 35].

Functional movements are performed to accomplish a specific task, unrelated to the
expression of affect [36, 37]. Many works have been done in the literature such
as: Karg et al. [38] built automatic recognition models to examine the differences
between inter-individual and person-dependent recognition accuracies for emotion
categories using affective whole-body gait patterns. Same problem has been dis-
cussed by Bernhardt and Robinson [39] and by Gong et al. [21] where personal
biases removed and remaining shown very interesting results where systems with
personal biases are more accurate in correctly recognizing the involved emotion.

Moreover, Pollick et al. [40] have compared automatic affect recognition model
performance with human recognition performance in distinguishing between angry
and neutral state in knocking, lifting, and waving actions where a Multi-Layer Per-
ceptron has been used to distinguish between anger and neutral status in the different
motions. The results shown that MLP outperforms humans in affect recognition.
Furthermore, Bernhardt and Robinson have studied the automatic recognition of
happiness, anger, sadness and neutral status in non-stylized motions by using Sup-
port Vector Machines (SVMs) with polynomial kernel.

Artistic movements contain two categories known as: choreographed [41] and non-
choreographed dancing [42]. This type of movements shows excess of expressions
and can consist of a majority of movement types which that do not occur during
daily life. Camurri et al. [43, 44] examined motion cues, such as Quantity of Motion
(QoM) and Contraction Index (CI), in emotion expression in dance in four affective
states: anger, fear, grief and joy.

Abstract movements for instance lifting the arms [45], this category differ from the
previous categories because they are used neither to explicitly accomplish a task nor
to communicate a meaning.
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3 Predicting Pleasure, Arousal and Dominance Prediction
from Body Gesture

3.1 Pleasure, Arousal and Dominance and Self-assessment
Manikin Model

3.1.1 PAD Affective Model

Affective states can be represented using a set of distinct categorical labels, or a
dimensional model. Categorical labels describe affective states based on their lin-
guistic use in daily life. Different sets of categorical labels can be chosen depending
on the study. Most frequently, happiness, sadness, fear and anger are included, a
subset of the basic emotions [46]. A basic emotion is defined by a set of neural
correlates in the brain, a specific set of bodily expressions, and a motivational com-
ponent for action tendencies [46]. A popular set of basic emotions contains anger,
happiness, sadness, surprise, disgust and fear [9, 47]. A common model applied
in Affective Computing (AC) is the PAD-model, with the dimension’s pleasure (or
valence), arousal and dominance [45]. The PAD emotional state model is a psycho-
logical model developed by Albert Mehrabian and James A. Russell (1974 and after)
to describe and measure emotional states. PAD uses three numerical dimensions to
represent all emotions.

The PAD (Pleasure, Arousal, Dominance) model has been used to study nonverbal
communication such as body language in psychology [20]. It has also been applied
to consumer marketing and the construction of animated characters that express
emotions in virtual worlds [45, 48]. Arousal corresponds to the level of activation,
mental alertness, and physical activity. Dominance represents the amount of control
over others and the surroundings versus feeling controlled by external circumstances.
Categorical labels can be mapped to the continuous PAD space, for example, happi-
ness, amusement and contentment are related to high pleasure, whereas anger, fear,
and sadness are related to low pleasure [1, 49, 50]. A dimensional representation may
relate more to the underlying physiological changes and Barrett suggests that cate-
gorical labels are a result of subjective categorization of emotions using conceptual
knowledge, e.g. similar to color perception [51].

3.1.2 Self-assessment Manikin Model (SAM)

Picture-oriented instrument called the Self-Assessment Manikin (SAM) [52] was
devised by Lang and Bradley to directly assess the pleasure, arousal and dominance
associated in response to an object or event. SAM was originally implemented as an
interactive computer program, and later was expanded to include a paper and pencil
version for use in groups and mass screenings. Figure 1 depicts the paper and-pencil
version of SAM illustrating its nonverbal, graphic depiction of various points along
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Fig. 1 The self-assessment manikin (SAM) used to rate the affective dimensions of valence (top
panel), arousal (middle panel) and dominance (bottom panel). Source [52]

each of the three major affective dimensions. This figure is used in the experiments
as well for measuring the emotions that the participants think robot may have. SAM
ranges from a smiling, happy figure to a frowning, unhappy figure when representing
the pleasure dimension, and ranges from an excited, wide-eyed figure to a relaxed,
sleepy figure for the arousal dimension.

The dominance dimension represents changes in control with changes in the size
of SAM. The SAM scale has been used to evaluate the degree of emotion conveyance.
It is a visual questionnaire composed of three scales, each one corresponding to a
dimension of the PAD space. It eliminates the problems related to verbal measures,
and due to its visual nature, the participants can write their responses fast and intu-
itively.

3.2 Motion Measurement Device

In order to catch the motion data we used The Nintendo Wii which is a home video
game console by Nintendo. It is characterized by a very intuitive interface that facil-
itate its use for a broad variety of people. One of the possible input devices of
this console is the Wii Balance Board: a contact force measurement device which
uses Bluetooth technology to communicate with the Nintendo Wii. The Wii Bal-
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Fig. 2 Nintendo Wii
balance board. Source [57]

ance Board is a board controller which measures 511 mm long (X), 316 mm wide
(Y) and 53.6 mm thick (Z). It can support up to 136 kg or 150 kg according to the
considered version. It is equipped with 4 pressure sensors and the reference frame
is described in Fig. 2. It has been used mainly for motion analysis in rehabilitation
applications [53-55]. they’ve proven that. In [53], Clark et al. used the CoP position
provided by the Wii Balance Board to study impaired standing balance. In [54], Shih
et al. used data provided by Wii Balance Board to assess whether two persons with
multiple disabilities would be able to control environmental stimulations using body
swing (changing standing posture). In [56] they proposed an algorithm for motion
recognition using the feature vector from force data obtained during a daily exer-
cise program. They’ve concluded that there is a similarity of the clustering even for
different candidates. The previous works have proven that the Wii Balance Board is
a precise and reliable tool for assessing Center of Pressure (CoP) displacement, as
well as the force along the vertical axis and the moment of force about the horizontal
plane axes. Thus, this board can be used as an inexpensive and portable alternative
to the classical force plates, since the performances are comparable.

3.3 Study Cases

In order to create a system that predicts emotions from movements we made a
study about non-stylized motions. The human body has evolved not only to perform
sophisticated tasks, but also to communicate affect and interpersonal attitudes. One
possible distinction can be made between affect communicated through non-stylized
and stylized motions. In a stylized motion the entirety of the movement encodes
a particular emotion. Stylized motions normally originate from laboratory settings,
where subjects are asked to freely enact an emotion without any constraints (even
the motion itself is unspecified). They also arise from stylized dance. This research,
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however, concerns itself with the subtler aspects of non-stylized motions. How affect
is communicated by the manner, in which every-day actions, such as knocking or
walking, are performed is examined. This work focuses on the study of four different
daily life motions: clapping, drinking, throwing and waving. These non-stylized
motions fall into the category of functional movements because all of them have the
primary goal of accomplishing some function or task.

The performances of the four motions listed above are studied when the subject
is happy, sad, angry or neutral in order to be able to automatically recognize these
four emotions from the execution of the motion.

Happiness, sadness and anger have been selected among the wide range of existing
emotions since are considered to be a subset of the basic emotions 4 [46]; the neutral
status, defined as the emotional status in which there is no predominant emotion,
has been considered in order to offer an intermediate option in which no emotion is
strong enough to affect the performance of the motion.

The experiments were conducted in an open space. A desktop computer was
connected to a Nintendo Wii Balance Board (wireless Bluetooth connection). In
order to acquire data for all the four motions (clapping, drinking, throwing and
waving) performed in all the four emotional status (happy, sad, angry and neutral),
acting school students has been enrolled as it shown in Fig. 3. Data related to 5 male
actors between 23 and 26 years old has been collected. Table 1 shows the information
about each single actor. The value of Handedness field in Table 1 indicates which
hand (right or left) the subject prefers to use in a continuous scale 2 [—1.0, 4+1.0]
with 1.0 indicating «totally right handed» and —1.0 «indicating totally left handed».
The given values are the result of the “Edinburgh inventory” [93]. Each actor has
been asked to perform all the analyzed motion in all the selected emotional status.
For each motion 60 samples were recorded, the total is 240 samples data were all
samples are labeled as (motion, P, A, D).

Fig. 3 Representation of the throwing motion given through five frames taken from the video of
one sample in the dataset. Source Original
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Table 1 Gender, ago, handedness and nationality of the actors enrolled for the experiments

Subject Gender Age Handedness Nationality
Actorl Male 23 +1.7 Japanese
Actor2 Male 24 +0.9 Japanese
Actor3 Male 23 +0.8 Japanese
Actor4 Male 26 +1.0 Japanese
Actor5 Male 23 +0.7 Japanese

3.4 Methodology and Experimental Results

In order to establish the hoped system, a multistage algorithm is made. The main
parts of our system are the following: (i) Data acquisition, (ii) Data Processing, (iii)
Segmentation, (iv) Motion Classification and finally (v) Emotion prediction.

3.4.1 Data Acquisition

The Nintendo Wii Balance Board sensor is used to acquire the data. This sensor can
provide the displacement along the x and y axes of the CoP and the vertical force
along the z axis.

3.4.2 Data Processing

Feature scaling is used in order to bring all the values between the range [0, 1]. The
normalized input X is then computed as

A X — Xmin

X=————
Xmax — Xmin
with x the input vector, x,,,, and x,,;, constants representing the minimum and the
maximum of the input vector respectively.

Interpolation and resampling are needed to deal with the difference in the sampling
frequency.

Feature extraction: using PCA the number of principal components has been
selected in such a way that the new coordinates keep 99% of the variance of the
original data.
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Fig. 4 Intuitive representation of data window’s creation; each square represents the data related
to one-time step. All the data arrived in the interval [t, t + At] are gathered in the same window.
Source [41]

3.4.3 Segmentation

The data are segmented such that the portion related to the specific motion is isolated
from the rest. Using this technic, we distinguish between data related to motion and
data related to idle time. So instead of analyzing each time step separately, it is
convenient to use overlapped moving window to regroup all the data within a certain
time interval At [58] as it show in Fig. 4.

3.4.4 Motion Classification

In order to make the recognition of motions, popular classifiers are used such as:
SVM, RF, KNN and MLP. Moreover, Uniform grid-search and CV have been used
to explore the hyper-parameters space.

Motion Classification Results
The obtained results for motion classification are shown in Table 2.

All classifiers’ performances go above 0.89 of accuracy (89% of CCR). The best
performance among the off-line algorithms is obtained by MLP with a score of (0.97)
and a standard deviation of (0.0504). By analyzing the misclassification cases, each
classifier performs great on different motion.

3.4.5 Emotion Classification

Same as in classification we tried several affective regressors offered by scikit-learn
[59] such as: SVR, RFR, KNNR and MLPR to predict jointly the values of three out-

Table 2 Summary of the results obtained for motion classification task with the different classifiers
Algorithms KNN SVM RF MLP
Accuracy 0.89 0.96 0.96 0.97
Standard deviation 0.06 0.05 0.05 0.05
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puts (Pleasure, Arousal and Dominance) and exactly same procedure in classification
was followed.

Emotion Prediction Results

The results obtained for emotion prediction, where we compared all the previous
algorithms are shown in Table 3. Furthermore, we made a comparison between the
best regressors and human’s predictions. The used metric to evaluate the performance
of our regressors is the explained variance. We can clearly see from the results in
Table 3, among the considered regressors, the easiest motion to analyses remains
“throwing”, while the most difficult ones seem to be “drinking” and “waving”. The
difficulty of “ clapping “ seems to be medium and not relevant enough. The KNN
regressor outperform the prediction rate of the other methods in “clapping” with
0.7281 explained variance score. MLP regressor outperform the others in “drinking”
with 0.5183 explained variance score. Random Forest Regressor outperform the rest
of the methods in “Throwing” with a score of 0.8574 of explained variance score.
For “Waving” the best score is obtained with MLP regressor with 0.6225 explained
variance score.

Human Baseline

In order to be able to interpret in the best way the results obtained in this project
for emotion prediction task, a baseline is determined by asking a group of people to
recognize the emotion from the videos of the motions. 20 video samples of motions
have been processed by blurring the face of the actors both to preserve their pri-
vacy and for avoiding people to recognize the emotions from facial expressions. 10
people have been asked to fill a questionnaire made in Power-point Microsoft office
(see Fig. 5) which contains the blurred video samples along with a self-assessment
manikin pictures model with PAD values from [—1, 1].

After filling the values of PAD, they were asked some questions:

— Their knowledge about SAM and PAD models?
— What they think about their PAD estimations?

The results of these experiments are shown in Tables 4, 5, 6 and 7. The used
metrics in this task are the Mean Absolute Error (MAE) and the Mean Squared Error
(MSE). A comparison of Human Prediction ss Al methods is made. To calculate
the errors rate between humans, we made 2 groups of 5 persons (5 vs. 5) and we
compared their predictions using the previous metrics (MAE, MSE). In “clapping”

Table 3 Summary of emotion prediction, using the explained variance score

Motion RF KNN MLP SVR

Clapping 0.6358 0.7281 0.7158 0.6038
Drinking 0.5164 11.1 0.5183 0.4604
Throwing 0.8574 0.6631 11.5505 0.7136
Waving 0.6042 0.5625 0.6225 0.5447
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Fig. 5 A sample from the questionnaire. Source Original

Table4 Summary of emotion prediction results KNN Regressor versus Human in Clapping motion,
the used metrics are MAE and MSE

PAD Pgnn AKNN Dgnn Pruman AHUMAN Druman
Mean absolute error 0.15 0.15 0.23 0.30 0.32 0.34
Mean squared error 0.03 0.04 0.07 0.16 0.17 0.19

Table 5 Summary of emotion prediction results MLP Regressor versus Human in Waving motion,
the used metrics are MAE and MSE

PAD Pyrp | Amep | Dyrp | Pruman | Anuman | Dauman
Mean absolute 0.29 0.16 0.25 0.38 0.30 0.38
Error mean squared error | 0.12 0.04 0.13 0.26 0.15 0.23

Table 6 Summary of emotion prediction results RF Regressor versus Ifnman in Throwing motion,
the used metrics are MAE and MSE

PAD Prr ARr Dgr Pruman | Amuman | Dauman
Mean absolute 0.16 0.10 0.10 0.37 0.34 0.33
Error mean squared error | 0.05 0.016 | 0.017 | 0.22 0.193 0.18

Table 7 Summary of emotion prediction results RF Regressor versus Human in Drinking motion,
the used metrics are MAE and MSE

PAD Pyrp AmLp Dyrp Pruman AHUMAN Druman
Mean absolute error 0.32 0.21 0.28 0.30 0.32 0.34
Mean squared error 0.13 0.07 0.09 0.16 0.17 0.19
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(see Table 4) for humans, pleasure and arousal scored a high error rate MAE ~ (.31
for both and MSE ~ 0.16 and 0.17 respectively, higher error rate in dominance with
MAE = 0.34 and MSE = 0.19. For the KNN method the error rate is very low for
the 3 outputs for pleasure, arousal MAE = 0.15 and MSE = 0.03, dominance MAE
~ 0.23 and MSE ~ 0.07.

For “waving” (see Table 5) for humans the error rate is high with MAE = (0.38,
0.30, 0.38) and MSE = (0.26, 0.15, 0.23) for pleasure, arousal and dominance. for
Multi layers perceptrons MLP method the error rate is lower with MAE = (0.29,
0.16, 0.25) and MSE ~ (0.12, 0.04, 0.13) for pleasure, arousal and dominance. Also,
for “throwing” (see Table 6) for humans the error rate is high with MAE =~ (0.37,
0.34, 0.33) and MSE ~ (0.22, 0.193, 0.18) for pleasure, arousal and dominance. For
RF method the error rate is low with MAE =~ (0.16, 0.10, 0.10) and MSE =~ (0.05,
0.016, 0.017) for pleasure, arousal and dominance.

Finally, in “drinking” (see Table 7) for humans the error rate is high with MAE ~
(0.30,0.32,0.34) and MSE = (0.16, 0.16, 0.19) for pleasure, arousal and dominance.
for MLP method the error rate is higher in pleasure with MAE = 0.32 and MSE ~
0.18 and for arousal and dominance it is lower MAE ~ 0.21 and 0.28 and MSE ~
0.07 and 0.09.

According to these results, the average humans MAE is ~ 0.3 while the average
in Artificial intelligence Al methods prediction MAE is ~ (.2, at the same time, the
average humans MSE is ~ 0.19 while the average Al methods prediction MSE is ~
0.1. These results reveal and show that the proposed algorithm outperform humans
in the task of emotion prediction by MAE = 0.1 and MSE ~ 0.09 for the selected
study cases and confirms the relevance of the obtained results.

4 (N —1). Conclusion

In this work we developed a system with the capability to predict the emotional status
of humans in four daily life motions (non-stylized motions) which are clapping,
drinking, throwing and waving, by analyzing the body movement.

As claimed before about the importance of body gestures as non-verbal commu-
nication channel for carrying information the internal state of the subject, this topic
has not been exhaustively explored in the literature especially with the use of contin-
uous model for emotion representation. This fact is the main motivation of this work
in which a novel approach of emotion prediction through body gesture analysis has
been presented.

Three main stages can be identified as the main steps that bring to the final emotion
prediction: motion segmentation, motion classification and emotion prediction. To
accomplish the classification and regression tasks four popular Machine Learning
techniques, SVM, RF, KNN and MLP, have been used. The results of the motion
classification task show good results (above 0.9 of accuracy), while the results of
emotion prediction for clapping, throwing and waving show medium and poor results
and good results for drinking (0.86 explained variance).
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Even if the proposed methods outperform the human perception, these results still
not satisfying in the emotion prediction task which show the hard task of emotion
prediction and the need of a higher level of abstraction algorithms such as deep
learning methods for instance RNNs that deal with the temporal data.

The use of a deep neural network like RNN, allows a higher level of abstraction, it
is crucial for accomplishing the complex task of emotion prediction which is shown in
our new proposed paper in which we present a complete sophisticated system based
on a robot that react to human motions, the environments and its internal states.
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