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ABSTRACT 

The Internet of Medical Things (IOMT) and recent advancements in communication 

technology have revolutionized artificial intelligence (AI)-enabled smart healthcare. Due to the 

growing concerns about data privacy and the great scalability of contemporary healthcare 

networks, traditional AI techniques may not be effective in real-world healthcare scenarios 

where centralized data collecting and processing is required. As a new distributed collaborative 

AI paradigm, federated learning (FL) is especially appealing for smart healthcare since it 

allows numerous clients (like hospitals) to coordinate AI training without requiring them to 

share raw data. Consequently, we offer an extensive assessment of federated Learning's 

application in smart healthcare. Numerous insightful studies on Federated Learning have been 

published in credible publications between 2014 and 2024. The study employed a bibliometric 

approach, as the author discovered that it may be utilized to discern patterns in research themes, 

publication patterns, and citation behavior within a specific field or discipline. 

Keywords: Federated learning, Health care, cardiac data, systematic literature review, 

machine learning 
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INTRODUCTION 

The level of collaboration in training machine learning models across various enterprises and 

nations has reached an unprecedented height due to the proliferation of big data, the swift 

advancement of machine learning, and the growing worldwide connection (Huang et al, 2022). 

Data privacy concerns are the main obstacle to collaborative training in healthcare, as they 

restrict the sharing of data and the practical use of technically feasible interventions. As a result, 

privacy-preserving techniques like generative adversarial networks, blockchain technology, 

and federated learning (FL) are receiving more attention. It is becoming more and more popular 

in the medical industry as a desirable, privacy-enhancing substitute for conventional 

centralized training (McMahan HB et al, 2023). It has been demonstrated that federated 

learning is resilient to a variety of data sources, including imaging data such as magnetic 

resonance imaging (MRI) used to segment brain tumors, Chest X-ray for predicting the 

COVID-19 clinical outcome; EMR for forecasting hospitalization; colored photos, like skin 

photos for diagnosing skin lesions and retinal fundus photos; and histology slides for the 

Internet of Medical Things, genomics, and cancer diagnosis. 

Federated learning has not yet been widely adopted in clinical practice, despite its benefits, and 

attempts are still being made to improve clinical translation. Research evaluating federated 

learning's robustness over a wide range of clinical domains and comparisons with current 

machine learning frameworks are still under progress, in addition to federated learning being a 

relatively younger privacy-preserving approach (Huang et al, 2022). Furthermore, even if 

federated learning offers better privacy protection, sharing model updates still poses a risk to 

privacy. As a result, modern federated learning models incorporate additional privacy features 

including differential privacy (Sheller et al, 2020) and cryptographic techniques like 

homomorphic encryption(He et al, 2019), secure multi-party computation(Price et al, 2019), 

and blockchain(Wiens et al, 2019). 

The rest of this work is organized as follows, following a brief introduction to federated 

Learning and its application in the healthcare industry is described in section 2. The research 

approach used to carry out this study is described in Section 3. Additionally, the author presents 

the search results from published works in Section 4. The benchmark medical dataset, data 

partitioning, data distribution features, data privacy concerns, and safeguards, open challenges 

employed in federated learning for medical applications, and more are covered in Section 5.  

LITERATURE REVIEW 

Federated learning, a novel approach to AI training, is quickly taking the lead in complying 

with several new privacy requirements. Federated learning provides a method to access the raw 

data coming from sensors on satellites, bridges, machines, and an increasing number of smart 

gadgets at home and on our bodies by processing data at their source (Zhao et al, 2018). A lot 

of these AI programs were trained using data that was collected and processed in one location. 

However, the direction of AI nowadays is moving toward decentralization. Collaboratively, on 

the edge, with data that never leaves your phone, laptop, or private server, new AI models are 
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being developed. While federated learning models can be used with various machine learning 

methods, context, and data type are crucial. A few possible uses include the education of 

smartphone users, driverless cars, and wearable technology's ability to predict health hazards. 

Some major areas where federated learning is used are Mobile applications, Health care, 

Autonomous vehicles, and manufacturing-predictive maintenance. 

In smart healthcare applications, deep learning technology has demonstrated encouraging 

outcomes in supporting clinical data-driven medical diagnosis and therapy. For example, deep 

learning helps with brain tumor segmentation and classification from magnetic resonance 

imaging (MRI) (Ge et al, 2022), text identification of medical laboratory reports (Xue et al, 

2020; Harerimana et al, 2019), and cancer diagnosis and prediction (Noreen et al, 2020). A 

large and diversified set of training data is essential for the deep learning model to perform 

well on smart healthcare applications (Sultan et al, 2019). These training data came from a 

variety of clinical observations, including biological sensors, specific patients, hospitals, 

clinical settings, pharmaceutical companies, and health insurance providers. Moreover, as 

demonstrated in the Figure below, Zech et al. (2018) demonstrated that deep learning models 

trained on a single institutional dataset are susceptible to institutional data bias. Research using 

data from the same clinical institution has demonstrated the great accuracy of this institutional 

data bias. It is less effective, though, when used to data from a different organization or even 

within divisions within the same organization (Li et al, 2019). Concurrently, patient privacy 

and regulatory constraints regarding clinical data make it impractical to train deep learning 

models in a centralized data lake, as shown in Figure below. Therefore, to construct a single 

deep learning model while protecting patient privacy and confidentiality, many healthcare 

institutions must collaborate to improve both the diversity and quantity of training data. 

Figure I Federated Learning Framework 

 
Source: Zech et al. (2018) 
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In the federated learning environment, there are two ways to safeguard data privacy which are 

perturbation and encryption. Data leakage and attackers can use these strategies. By 

incorporating controlled random noise into the training data or the machine learning model 

parameters while the model is being trained, the perturbation approach protects the privacy of 

both the private data and the model. In the federated learning studies published in medical 

applications, for example, the perturbations approaches employed include hybrid exchange 

parameters (Cui et al, 2021) and differential privacy (Zhang et al, 2021; Yan et al 2021). In 

contrast, the encryption technique, like the homomorphic encryption algorithm, protects 

private information and model privacy in the federated learning environment by encrypting the 

parameters that are shared and the gradients throughout the aggregation process (Li et al, 2019; 

Wu et al, 2022). 

There are several challenges in the case of the adoption of federated learning some of the 

challenges has been described below: 

• Data partitions: By combining the data of several clients, the federated Learning 

approach seeks to address the issue of restricted sample size when training a secure 

collaborative machine learning model. Selecting a horizontal or vertical data partition 

for federated Learning is crucial to address the issue of restricted sample size, limited 

sample features, or both. 

• Data distribution (statistical challenge): Training data are centrally stored and balanced 

during training when creating a machine learning model in a centralized manner. 

Federated learning, on the other hand, allowed each client to generate the training data 

locally, stay decentralized, and prevent access to the data of other clients. 

• Data security and privacy are important concerns for medical applications. Since 

hundreds or maybe millions of clients are anticipated to participate, it is not feasible to 

assume that every client in Florida is trustworthy (Wu et al, 2022). As a result, privacy-

preserving measures are required to shield medical data from unscrupulous patients or 

outside hackers. 

• Standardized medical dataset: The quantity and quality of medical datasets have 

frequently hindered the creation of a strong federated Learning algorithm solution. The 

dataset utilized in federated Learning studies might vary widely for different types of 

study (Chen et al, 2022). For example, whereas some datasets concentrate on network 

communication performance, others concentrate on medical picture classification and 

segmentation performance. 

Numerous insightful studies on Federated Learning have been published in credible 

publications between 2014 and 2024 as a result of the field's constantly evolving developments. 

Thus, the purpose of this study is to present a current overview of federated learning in the field 

of healthcare.  This paper specifically outlines the Federated Learning approaches that are now 

in use for resolving issues with medical data as well as potential directions for future Federated 

Learning research in the field of healthcare applications. 
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RESEARCH METHODOLOGY 

The study employed bibliometric approach, as the author discovered that it may be utilized to 

discern patterns in research themes, publication patterns, and citation behavior within a specific 

field or discipline. This can be used by researchers to find out about current knowledge gaps 

and new topics of interest (Paul et al, 2021). Citation counts and other bibliographic indicators 

can be used by researchers to assess the effect of particular papers, authors, or journals 

(Ellegaard and Wallin, 2015). This underlines the importance and influence of academic work. 

Through bibliometric study, readers can obtain a comprehensive understanding of a field. The 

author additionally visualized data using VOSviewer. Based on bibliometric data such as co-

authorship or co-citation relationships, researchers can use VOSviewer to construct and show 

author, keyword, or document networks (Cheng et al., 2021). Knowing the connections and 

organization within a research field is made simpler by this visual representation (Zhavoronok, 

2022).In this study, data has been derived from the year 2014 to 2024 from Scopus database. 

The keywords used for data extraction are "Federated learning" and "Health care". A total of 

46 articles have been extracted the language has been filtered to English for this study.  

 

DISCUSSION 

Number of Articles published in a year (Scopus database) 

A total number of articles are evaluated in this study where maximum articles are published 

after 2020. It can be seen that interest in federated learning, particularly in the healthcare area 

is developed among the researchers worldwide. In the last year 2023 maximum number of 

articles published by researchers worldwide was between 7 to 10. 

Figure II Articles published in Scopus 

 
Source: Author Compilation 
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Types of Articles Published in Scopus 

Among the researcher's conference papers is most preferred type of document where federated 

learning in healthcare is discussed. It can be established that federated learning in health is a 

prominent theme or topic in the conferences held worldwide. 

Figure III Document type published in Scopus 

 
Source: Author Compilation 

 

Keywords Co-occurrence 

In bibliometric studies, co-occurrence of keywords refers to the frequency at which specific 

keywords appear together in academic papers within a given dataset. This approach can be used 

to identify themes, interdisciplinary linkages between different disciplines of study, and 

patterns of research subjects. In this study, the keywords most used by the various authors are 

artificial intelligence, cardiology, diseases, data privacy, medical, deep learning, heart, transfer 

learning, image segmentation, and medical imaging. 

Figure IV Keywords used by authors 

 
Source: Author Compilation 
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Co-Authorship 

In bibliometric studies, co-authorship analysis refers to the process of analyzing patterns of 

researcher collaboration through co-authored publications. Gaining an understanding of co-

authorship networks can help in diffusion of knowledge, scientific productivity, and 

collaboration in research. One essential element of scholarly communication is co-authorship. 

The figure below shows the co-authorship channels. In this study also many prominent 

researchers working on the topic federated learning in healthcare are working closely and co-

authoring many projects and articles together. 

Figure V Co-Authorship 

 
Source: Author Compilation 

 

Journals most preferred by the researchers 

An overview of the present status of federated Learning research in healthcare is given by this 

systematic review. A minority of 21.6% of the research was discovered in medical journals, 

while the majority were in engineering and science journals. Notably, just 5.2% of research 

included actual clinical application of federated Learning, indicating that federated Learning 

clinical use is still relatively new in the healthcare industry. This is corroborated by the 

exponential increase in health-related federated Learning studies throughout time Figure below, 

indicating a growing trend of federated Learning's appeal in the medical field. 
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Figure VI Journals most preferred by authors 

Source: Author Compilation 

Clinical application of federated Learning is not yet widely used, based on the small number 

of studies on its real-world clinical application. The therapeutic implementation of federated 

Learning faces several obstacles that need to be overcome. 

Firstly, federated Learning models continue to be vulnerable to privacy violations. While 

federated Learning protects the privacy of raw data, sensitive health information may still be 

revealed through model updates shared during training. Federated Learning models are 

vulnerable to membership inference attacks (in which attackers use model predictions to 

determine if a certain individual data record was part of the training dataset) and reconstruction 

attacks (in which model parameters are used to infer original datasets) (Nguyenet al, 2022). 

Second, model performance may be harmed by the usage of non-IID health data as well as the 

difficulty of directly inspecting and "cleaning" in a federated Learning framework. Machine 

learning model performance is recognized to be significantly influenced by the quality of the 

data, particularly in real-world scenarios, when it comes to large, diversified, and well-labeled 

datasets(Nikolaidis et al, 2023). Third, to train models and share model updates, the federated 

Learning framework mandates that all local participating sites have access to the 

communication network and the requisite computational power and infrastructure(Huang et al, 

2022; Liu et al, 2023). Unreliable infrastructure and networks can cause nodes to purposefully 

go down, and in a federated Learning scenario, the central server has no control over individual 

nodes. 

CONCLUSION 

In terms of popular keywords, co-authorship, number of articles published, and types of articles 

published on Scopus database, we showcased the progress of federated learning growth during 

the last ten years in the area of healthcare applications. Our ultimate goal is for this study to 

serve as a catalyst for further investigation on federated Learning in healthcare applications 

and to serve as a set of recommendations for managing private health information. We see a 

rise in the use of federated Learning for medical applications shortly, leading to the 
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development of more sophisticated protocols that ensure privacy and security as well as the 

actual application of federated Learning technology to address pressing issues in the healthcare 

sector. A few things go well with this study. First of all, it offers a thorough systematic 

evaluation of federated Learning that includes a sizable number of papers. Second, various 

federated Learning models intended for the healthcare industry were discovered in the database 

search, which covered not only medical journals but also engineering, scientific, and general 

magazines. With federated Learning still in its infancy and the vast bulk of its publications 

being technical, this is especially crucial. 
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