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Abstract 
AllergenAlert’s upcoming summer research initiative aims to develop an AI-driven system that 
can detect food allergens from visual inputs such as product packaging, restaurant menus, and 
cooking video stills. By combining computer vision (for both text and images) with advanced 
multimodal AI, the project seeks to automatically identify ingredients like peanuts, shellfish, 
dairy, and other common allergens from images. The goals include improving the accuracy of 
label reading with OCR, leveraging GPT-4 and similar models to interpret ingredient text and 
context, and detecting allergenic ingredients directly from food imagery. This high-level yet 
technically detailed report outlines the initiative’s motivation, research questions, methodology, 
system design, timeline, and expected outcomes. The impact of this work will be safer and more 
accessible food choices for consumers with allergies, showcasing how AI can advance health 
and food safety. 

Background: Allergen Labeling Challenges and Visual 
Data Importance 
Food allergies affect millions of people worldwide, with common allergens including peanuts, 
tree nuts, milk, eggs, wheat, soy, fish, shellfish – and, as of 2023 in the US, sesame. 
Regulations in many countries require that these major allergens be clearly labeled on 
packaged foods. Despite such regulations, significant challenges remain in practice: 

● Complex Labels and Terminology: Ingredient lists can be lengthy and use technical 
terms or obscure names for allergenic ingredients. For example, milk may be listed as 
“casein” or “whey,” and peanuts might appear as “arachis oil.” This makes it hard for 
consumers to spot allergens at a glance. Research has shown that allergens are often 
“hidden” within the ingredients list or under unfamiliar names, requiring careful reading. 
 

● Visual Accessibility: Packaging labels often have small fonts and poor contrast, 
making them difficult to read, especially for individuals with impaired vision or in a hurry. 
Restaurant menus may not always clearly indicate allergen information, and when they 
do, it could be via icons or fine print that is easy to miss. Visual data like photos of 



menus or product packages can capture this information, but need interpretation. 
 

● Dynamic Food Content: In contexts like social media cooking videos or food blogs, 
allergen information might not be written at all – instead, it’s implicit in the visuals (e.g., a 
video shows the cook adding peanuts to a sauce). Visual analysis is needed to flag such 
allergen presence when formal labels are absent. For example, AI object recognition 
could identify peanuts or shellfish in a dish from a photo. 
 

● Why Visual AI Matters: An AI that can “see” and read like a human can bridge these 
gaps. By analyzing images, we can extract text and symbols from product labels or 
menus and interpret them for allergen content. We can also analyze the food imagery 
itself for signs of allergenic ingredients. This multimodal approach (combining text and 
image understanding) can provide real-time alerts to users – whether it’s scanning a 
snack’s ingredient list or a picture of tonight’s dinner. Industry experts envision AI-based 
menu scanners that instantly highlight dishes containing allergen-rich ingredients and 
systems that scan packaging to flag allergen content for consumers. These 
advancements would greatly enhance food safety and accessibility, reducing the risk of 
accidental allergen exposure. 
 

In summary, the background motivation for AllergenAlert’s initiative lies in the critical need to 
improve allergen information accessibility. With a growing toolbox of AI techniques – from 
Optical Character Recognition (OCR) to multimodal models like GPT-4 that can interpret text 
and images – we now have the opportunity to tackle these challenges in a way that is both 
high-tech and highly impactful. 

Research Goals and Key Questions 
The summer 2025 initiative is driven by several research goals and questions aimed at 
advancing the state-of-the-art in visual allergen detection: 

1. Robust OCR for Allergen Labels: How accurately can current OCR engines extract 
ingredient text from various sources (packaging labels, printed menus, digital displays), 
and what enhancements are needed to handle real-world conditions (e.g., curved 
bottles, low lighting, decorative fonts)? We will benchmark tools like Tesseract and 
EasyOCR on allergen-related text and explore improvements such as custom training or 
image preprocessing to boost recall of allergen keywords. 
 

2. Contextual Understanding with AI: Once text is extracted, how can we best interpret it 
to determine if an allergen is present? We aim to utilize GPT-4 or similar multimodal 
models to analyze ingredients in context. For instance, if OCR reads “contains casein 
and albumin,” the AI should infer these are milk and egg proteins (major allergens) even 
if the word “milk” or “egg” isn’t explicitly present. Can a large language model reduce 
false negatives by recognizing synonyms and cross-reactive ingredients? This question 



will guide our use of GPT-4’s knowledge and reasoning on the OCR output. 
 

3. Multimodal Allergen Detection: Can visual cues in an image (beyond text) signal 
allergen presence? We will explore computer vision models to detect allergenic 
ingredients directly from images – for example, recognizing peanuts or almonds in a 
photo of a granola bar, or identifying shrimp in a dish from a cooking video frame. We 
are inspired by recent research like Allergen30, which used object detection on food 
images to find allergenic items. A key question is how to fuse this visual detection with 
text-based detection for a more robust system. 
 

4. Dataset Creation and Annotation: What data is needed to train and evaluate such a 
system? We plan to assemble a diverse dataset of food product images, menu 
snapshots, and cooking imagery annotated with allergen information. Key questions 
include: How to source enough images that contain allergen labels or visible allergenic 
ingredients? How to accurately annotate them (e.g. marking allergen words in text, 
bounding boxes around allergen ingredients in images)? We also consider multilingual 
and multi-regional data, since allergen labeling varies worldwide. 
 

5. Prototype Efficacy and User Experience: Finally, we seek to measure the 
effectiveness of our integrated prototype in real-world use. How precise and recallful is 
the system in flagging allergens? And equally important, how do users interact with it? 
This involves questions of user interface (e.g., highlighting allergen words on screen, see 
Figure below) and gathering feedback from individuals with allergies: Does the tool 
make them feel safer and more informed? What false alarms or misses occur, and why? 
 

Answering these questions will guide the project through iterative development and evaluation, 
ensuring that our research stays focused on practical outcomes that matter to end-users 
(consumers with food allergies, their families, and possibly food industry stakeholders). 

Technical Methodology 

System Architecture Overview 

Figure: Proposed AllergenAlert system architecture combining text and image analysis for 
allergen detection. 
 The AllergenAlert system will integrate multiple AI components in a pipeline to analyze visual 
inputs (see Figure above). An image (whether a photo of a product package, a snapshot of a 
menu, or a frame from a video) is first processed by an OCR engine to extract any text present. 
In parallel, an image analysis module processes the same image to detect visual features or 
objects (like specific food items). The OCR output – typically an ingredient list or dish description 
– then goes through an Allergen Text Analysis stage, where an NLP or multimodal model 
(e.g., GPT-4) interprets the text and identifies any allergen-related terms. Meanwhile, the image 
analysis yields any detected allergenic ingredients (for instance, the model might detect the 



presence of “peanuts” or “shrimp” in a food image). A multimodal fusion step combines 
insights from text and image: for example, if the text mentions “contains milk” and the image 
detector also saw a dairy symbol, the system cross-confirms the allergen. Finally, the system 
produces a user-facing alert/output highlighting the identified allergens and any warnings. 
This could be presented by overlaying highlights on the image (e.g., marking “Peanuts” in a text 
list, as shown in a sample output) or as a summary list of allergens found. By designing the 
architecture in this modular way, we can tackle each component with specialized techniques 
and then bring them together for a cohesive solution. 

OCR Benchmarking and Enhancement 

Accurate Optical Character Recognition forms the foundation of our approach, since much 
critical allergen info is in text form. We will benchmark two leading open-source OCR tools, 
Tesseract and EasyOCR, on images of ingredient lists and menus. Tesseract (an OCR engine 
by Google) has a long track record and often excels at clean, printed text, but it can struggle 
with noisy images or unusual layouts. EasyOCR is a deep learning-based OCR that tends to 
handle a wider variety of image conditions (like skewed or low-quality scans) with higher 
robustness. Our plan is to create a test suite of images (photographs of product packages, 
screenshots of menus, etc.) and measure each engine’s accuracy in extracting the text exactly. 
Key metrics will include word recognition rate and allergen keyword recall (i.e., does the 
OCR successfully capture words like “peanut” or “gluten” if they are present?). In previous 
studies, OCR approaches have achieved around 90% accuracy on average for ingredient text, 
but allergen-specific terms can be missed if the text is small or stylized. We will identify common 
failure modes (e.g., certain fonts or backgrounds that cause OCR errors) and experiment with 
enhancements: 

● Image preprocessing: applying contrast enhancement, de-noising, or edge detection to 
make text more legible to the OCR. For instance, we might reduce glare on glossy 
packaging by image filtering. 
 

● Focused region OCR: Many packages have multiple text regions (ingredients, nutrition 
facts, marketing text). We might use computer vision to first locate the ingredients 
section (perhaps by keywords like “Ingredients” or known layout patterns) and run OCR 
only on that region to reduce confusion. 
 

● Benchmarking and iteration: The OCR component will be evaluated on our dataset’s 
ground truth text. If neither Tesseract nor EasyOCR meets our needs out-of-the-box, we 
will consider fine-tuning an OCR model or using an ensemble (for example, using 
EasyOCR as primary but falling back to Tesseract for certain characters or vice versa). 
The goal is to reliably extract all relevant text from an image, as any missed or misread 
allergen word at this stage could lead to a dangerous oversight. 
 

NLP and Multimodal Analysis (GPT-4 Integration) 



Extracting text is only half the battle – understanding that text in context is the next crucial step. 
We will leverage advanced language AI, specifically GPT-4 with vision capabilities, to interpret 
the OCR output along with the image. GPT-4 is a state-of-the-art large multimodal model that 
can accept both text and image inputs. In our project, GPT-4 (or a similar model) can serve 
multiple roles: 

● Allergen Text Parsing: We will feed the extracted ingredient text to GPT-4 (as plain 
text) and prompt it to identify which ingredients are allergens. This involves NLP tasks 
like recognizing synonyms (e.g., “albumin” -> egg, “shellfish” might appear as “crab” or 
“shrimp”), understanding ingredient group names, and even handling negations or 
qualifiers (distinguishing “Contains no nuts” from “Contains nuts”). GPT-4’s knowledge 
base and reasoning ability should help reduce false negatives by catching less obvious 
cases. For example, GPT-4 can infer that “whey protein concentrate” is a milk derivative 
(thus a dairy allergen), or that “gram flour” (in some cuisines) indicates a legume that 
could be a peanut alternative. We will test GPT-4’s responses against a list of known 
allergen indicators to measure its precision and recall in correctly tagging allergen 
ingredients. 
 

● Visual Context Understanding: With GPT-4’s vision input, we can also input the image 
(or portions of it) directly to ask questions like “Do you see any allergy warning icons or 
labels on this package?” Some packaging or menus use symbols (like a peanut icon, or 
a “GF” for gluten-free) which an OCR might not capture as text. GPT-4’s visual analysis 
could detect such icons or even read text that OCR missed (since GPT-4’s vision is 
effectively another OCR, with integrated understanding). Additionally, for a cooking video 
still, we could ask GPT-4 to describe the image and look for mention of allergenic foods 
(e.g., “The image shows a salad with shrimp and walnuts” – GPT-4 might output that 
description, from which we extract “shrimp” and “walnuts” as allergens). 
 

● Combining Modalities: The strength of a multimodal model like GPT-4 is in combining 
textual and visual cues. We plan to experiment with prompts that give GPT-4 both the 
raw OCR text and a description of the image (possibly from an image recognition model 
or GPT-4’s own analysis) and ask it to make a judgment: “Given this product’s 
ingredients list and image, which of the common allergens are present?” By doing this, 
we hope GPT-4 can cross-verify information – for instance, if the text says “may contain 
traces of peanut”, and the image analysis sees actual peanuts, we get a high confidence 
alert for peanuts. On the other hand, if text and image conflict (perhaps text says 
“peanut-free” but image shows a peanut icon crossed out), GPT-4 could resolve that 
nuance. 
 

Throughout these steps, we will use GPT-4 in a controlled, experimental manner, evaluating its 
outputs carefully. We’ll also compare GPT-4’s performance to simpler rule-based NLP as a 
baseline (e.g., using a dictionary of allergen terms and regular expressions to find them in text). 
This will show us the value added by the AI’s reasoning. Another consideration is using 
open-source multimodal models (like BLIP, CLIP, or LLaVA) if needed for certain tasks, 



especially if API access or costs for GPT-4 are limiting. The outcome of this NLP/multimodal 
analysis stage will be a list of detected allergens (if any) for each image, along with possibly 
explanatory context (like “found peanut (as Peanut Butter) in text” or “image shows shrimp”). 

Dataset Creation and Annotation 

A critical component of our methodology is building a dataset that reflects real-world scenarios 
of allergen detection via vision. We outline the dataset creation process in three categories of 
visual inputs: 

● Product Packaging Images: We will collect images of food product packages, focusing 
on those that contain known allergens. This includes items like snack bars, cereal boxes, 
condiment bottles, etc., especially where allergen information is present on the label 
(either in the ingredients list or a “Contains: X” statement). Sources for images include 
public datasets, online product images, and photos we take manually (e.g., capturing 
supermarket items with a smartphone). For each image, we will annotate the ground 
truth allergen information. This involves transcribing the ingredient list and then 
labeling which allergens are present. For example, an image of a candy bar wrapper 
might be annotated with “peanuts, soy” if the ingredients or warnings include those. If 
available, we will leverage existing datasets or databases for cross-reference – such as 
the FDA or Open Food Facts data – to validate our annotations. We will ensure a variety 
in the dataset: different languages (to test multilingual OCR), different packaging 
designs, and cases with and without allergen presence (to test false positive handling). 
 

● Menu Images: We will gather images of restaurant menus, both printed (photos of 
physical menus or menu boards) and digital (screenshots of menu PDFs or graphics). 
The annotation for menus will be slightly different: we’ll mark dishes that contain each 
allergen. For instance, a menu page image might be annotated with a list of allergens 
per dish if known (some menus explicitly list allergens or have symbols like a peanut 
icon next to certain items). In cases where the menu text itself lists ingredients (e.g., 
“Salad – lettuce, pecans, blue cheese (milk), etc.”), our annotation will capture those and 
the corresponding allergen (pecans -> tree nuts, blue cheese -> dairy). This portion of 
the dataset helps us test the system on unstructured text in sentences and also how it 
handles multiple items in one image. 
 

● Cooking Video Stills / Food Photos: For the most open-ended case, we will create a 
dataset of images showing food preparation or plated dishes that contain allergens. We 
can take still frames from cooking videos (for example, a frame showing a chef adding 
peanuts on top of a dish) or use existing food image datasets focusing on allergenic 
ingredients (like images of dishes containing eggs, nuts, etc.). The Allergen30 dataset is 
a great starting point, as it contains thousands of images labeled with presence of 30 
common food items that often cause allergies. We plan to use Allergen30 as well as 
augment it with our own collected images for any gaps (for instance, Allergen30 covers 
many items like various nuts, seafood, etc., but if we need more examples of something 



like “sesame seeds on food,” we will add those). Annotation here will typically be at the 
image level (“contains peanuts and shellfish”) and possibly with bounding boxes on the 
image to indicate where the allergen ingredient appears (e.g., drawing a box around the 
peanuts visible on a cake). These annotations will help train and evaluate the object 
detection models and also serve as ground truth for end-to-end system tests. 
 

Across all these data types, quality control in annotation is important. We will double-review 
annotations, especially for subtle cases (like whether “soy lecithin” counts as a soy allergen – it 
does, for labeling purposes – or whether cross-contact warnings should trigger an alert). We 
also plan to include negative examples: images of products or dishes that truly have no major 
allergens, to ensure our system doesn’t cry wolf on allergen-free items. The compiled dataset 
will be split into training, validation, and test sets for our models. By the end of June, we expect 
to have the bulk of this dataset ready (see Timeline) so that model development and testing can 
proceed in July. 

Model Development: Object Detection and Fusion 

With data in hand, we will train or fine-tune models for the image analysis part. For object 
detection of allergenic ingredients in images (especially relevant for the cooking stills and 
possibly for package images that have photos of ingredients), we plan to use a modern 
detection framework like YOLOv5/YOLOv8 or Detectron2 with a backbone pretrained on 
ImageNet or a food dataset. The detection model will be trained on images annotated with 
bounding boxes for allergens (when available). For example, we will train the model to draw 
boxes around peanuts, tree nuts, eggs, shellfish, etc., and label them accordingly. Success in 
prior work (like the Allergen30 paper) suggests that deep learning models can indeed learn to 
spot certain foods like peanuts with reasonably high accuracy. We will measure our detector’s 
performance with metrics like mAP (mean average precision) for each allergen class. Given 
the limited timeframe, we might not achieve perfect detection for all 14 EU allergens or 9 US 
major allergens, but we aim to cover the most common and visually distinguishable ones (nuts 
and shellfish are good candidates, whereas something like gluten is not directly visible unless 
we interpret context). 

The outputs of the detection model (e.g., “found a peanut in this image”) will then be combined 
with the OCR/NLP outputs. The fusion logic can be implemented as a simple decision rule 
system or within the GPT-4 analysis as described. For instance, if either the text analysis or 
image analysis confidently detects a particular allergen, the system should include that in the 
alert. If one source is uncertain, the other could confirm. We will likely design a weighting or 
priority scheme – for example, text evidence of an allergen (explicitly written “Contains peanut”) 
might be considered very reliable, whereas visual detection might have a confidence score and 
could be cross-checked (if the model thinks it sees almonds in a dish, but the text or known 
recipe doesn’t mention nuts, we might flag it but with a lower confidence warning). 

We will also prototype a lightweight knowledge base of allergen identifiers (similar to an 
allergen database used in other projects). This will include lists of ingredient terms mapped to 



allergen categories (including common synonyms and translations, e.g., “anhydrous dextrose” is 
not an allergen, but “ghee” implies dairy). This knowledge base can assist both the text parsing 
(regular expressions or lookups to catch things an AI might miss or to double-check AI 
suggestions) and provide user-friendly names in the output (“casein (milk protein)” so the user 
immediately knows it means milk). 

Prototype Development and User Testing 

From the start, we intend to keep the end-user in mind by developing a working prototype of 
the AllergenAlert system. The prototype will likely be a mobile app or a web application, since 
the use-case involves users taking photos with a smartphone or uploading images. Key 
development tasks here include: 

● User Interface: A simple interface for the user to capture or upload an image and then 
view results. We plan to implement visual highlighting of detected allergens on the 
image. For instance, if an ingredient list image is processed and “Peanuts” is found, the 
output image will show that word highlighted in color to draw the user’s attention (as 
illustrated below). Similarly, for a food photo, we could overlay bounding boxes labeled 
“Peanut” or “Shrimp” on the identified items. 
 

● Integration of Components: The front-end will send the image to a back-end service 
where our pipeline runs: first OCR, then text analysis and object detection, then fusion. 
We might use a step-by-step approach initially (for debugging and evaluation, keeping 
intermediate results visible), and later streamline it. Efficiency is a consideration – 
running a large model like GPT-4 on every image might be slow or costly, so part of our 
research is to see if we can achieve good performance with optimized methods (e.g., 
only call the GPT-4 analysis when simpler rules are unsure, etc.). 
 

● Feedback Mechanism: We will include a way for users to give feedback on the results. 
For example, if the system misses an allergen or flags something incorrectly, the user 
can report it. This feedback is invaluable for evaluating real-world performance and 
would be part of user testing. 
 

Figure: Sample output from the prototype highlighting allergen ingredients (in this example, 
“Peanut” and “Peanuts”) detected in a product’s ingredient list. 
 In Figure above, we show a mock-up of how AllergenAlert might highlight allergen terms in an 
ingredient list for easy visualization. The prototype will be iteratively improved throughout the 
summer as we gather feedback. 

For user testing, we have plans to conduct both controlled tests and field trials: 

● In controlled tests, we will use a set of known products and menus (with known allergen 
content) and have the system analyze them. We’ll compare the system’s outputs to the 
expected correct results (ground truth) to compute precision (what fraction of reported 



allergens were truly present) and recall (what fraction of true allergens did the system 
catch). We are aiming for high recall especially – missing an allergen is a more serious 
error than a false alarm – so we’d prefer the system occasionally warns unnecessarily 
rather than stays silent on a hidden allergen. Targets might be set, for example, at >95% 
recall for packaged food text detection of major allergens, and precision >90%, based on 
preliminary results from earlier OCR-based studies and the capabilities of modern AI. 
 

● Field trials involve real users with allergies using the prototype in their daily routine or a 
simulated shopping/dining scenario. We intend to recruit a small group of participants 
(perhaps from a local allergy support group or colleagues with dietary restrictions) to try 
the app on a set of tasks: e.g., scan 5 grocery items and 1 restaurant menu that they 
would normally consume. We will then interview them or have them fill a short survey 
about the experience: Did the system correctly identify the allergens of concern? Was it 
easy to use and understand? This qualitative feedback will guide any final tweaks, 
especially on the user interface and how information is presented (for instance, some 
might prefer a simple text list of “Allergens: Milk, Soy” rather than highlighted image, so 
we might provide both). 
 

The culmination of the prototype development will be a demo day or presentation for 
stakeholders (and possibly a recorded video demonstration for grant purposes). We’ll showcase 
how a user can take a picture of a product or menu and get an “Allergen Alert” within seconds, 
thereby validating the summer’s research efforts in a tangible way. 

Timeline (June – August 2025) 
We have structured the project into three phases aligned with the summer months, each with 
specific milestones: 

● June 2025 – Exploration and Data Gathering: This first month focuses on groundwork. 
We will complete a thorough literature review and technology scan (some of which is 
reflected in this report) to ensure we leverage existing knowledge. By mid-June, the 
team will finalize the system design and evaluation plan. Concurrently, we kick off 
dataset creation: collecting images of packaging and menus, and possibly writing scripts 
to scrape some online sources for ingredient lists and allergen info. We aim to have a 
preliminary dataset and annotation guidelines by end of June. Also, initial OCR 
benchmarking will start: we’ll run sample images through Tesseract and EasyOCR to 
identify any immediate hurdles and familiarize ourselves with their outputs. Milestone: 
Complete dataset v1.0 and baseline OCR results. 
 

● July 2025 – Model Development and Integration: This is the intensive development 
phase. In early July, we will train or fine-tune the object detection model for visual 
allergen recognition (using Allergen30 and our images). Mid-July will likely see iterative 
improvements to the OCR + NLP pipeline – for instance, implementing the GPT-4 



analysis and testing it on various examples. By this time, we will integrate components 
into a prototype application (even if rudimentary). We expect a working pipeline (taking 
an image input through to allergen output) by end of July. Any necessary adjustments to 
the dataset (e.g., adding more samples where the model is failing) will also be done. 
Milestone: Alpha prototype ready – capable of end-to-end allergen detection on 
test images. 
 

● August 2025 – Testing, Evaluation, and Refinement: In the final month, the focus 
shifts to evaluation, user testing, and polishing the system. Early August will involve 
running our test set through the system and computing metrics (precision, recall, F1 
score for allergen detection). We’ll also conduct the user testing sessions around this 
time, gathering feedback. Any critical issues uncovered (say the OCR fails on a certain 
label color, or the UI confuses users) will be addressed with quick iterations. We will also 
work on robustness – e.g., ensuring the system doesn’t crash on unusual inputs, and 
that it handles cases like no text found or multiple languages gracefully. By mid to late 
August, we will compile results, prepare demonstration materials, and finalize 
documentation. The project will conclude with a presentation of outcomes to 
AllergenAlert stakeholders and potentially a public blog post or whitepaper summarizing 
our findings for the community. Milestone: Project wrap-up with evaluated results and 
final report (and demo). 
 

Throughout each phase, we have regular checkpoints and team meetings scheduled to monitor 
progress. Given the ambitious scope, effective time management is key, but the phased timeline 
ensures we build a strong foundation first and leave ample time for testing and refinement, 
which are crucial for a project impacting health and safety. 

Expected Outcomes and Evaluation Metrics 
By the end of the summer initiative, we anticipate delivering both concrete artifacts and valuable 
findings: 

● Working Prototype: A functional prototype (mobile app or web interface) that can take a 
user’s image input and return identified allergens. This prototype will serve as a 
proof-of-concept for future development or potential productization. It will demonstrate 
the integrated workflow from OCR to AI analysis to user feedback. We expect this 
prototype to handle at least the top allergens (the “Big 8” or “Top 9”) reliably in common 
scenarios (packaged foods, common restaurant dishes). 
 

● Dataset and Annotations: A curated dataset of labeled images for allergen detection, 
which could be one of the first of its kind to combine packaging, menus, and real-food 
images. This dataset (if sufficiently robust) can be released as an open resource to spur 
further research in this domain, similar to how Allergen30 provided a benchmark for 



visual allergen detection. 
 

● Model Performance Metrics: We will report detailed metrics from our evaluation. Key 
metrics include: 
 

○ OCR Accuracy: e.g., character error rate or word accuracy on ingredient text. We 
might say Tesseract vs EasyOCR performance (for instance, EasyOCR might 
achieve >90% accuracy on clear images, whereas Tesseract slightly less, but 
specific numbers will be documented). 
 

○ Allergen Detection Precision/Recall: For each allergen category, how often did 
we correctly identify it (recall) and how often were our identifications correct 
(precision). We target high recall; an ideal outcome would be recall around 
90-95% for packaged goods allergen identification, and perhaps 80-90% for more 
challenging cases like ambiguous menu descriptions or video stills. Precision 
might be a bit lower if the model errs on side of caution, but we aim for over 85% 
in most cases. These numbers will be backed by test data results. 
 

○ Multimodal vs Single-Modal Comparison: We plan to quantify the advantage of 
using the combined text+image approach. For example, perhaps text-only 
analysis misses X% of allergens that the image model catches (and vice versa). 
An expected outcome is that the fusion approach outperforms either alone, 
illustrating the benefit of multimodal AI. If GPT-4 is used, we might also compare 
its outputs to a purely rule-based approach to highlight improvements (e.g., 
GPT-4 might catch ~10-15% more obscure allergen references that a keyword 
list misses). 
 

● User Feedback and Usability: We will summarize feedback from user testing, 
potentially including qualitative anecdotes or ratings. An expected positive outcome 
would be users reporting increased confidence in identifying safe foods using the tool. 
We will also note any pain points – for instance, if users found the interface confusing or 
if there were complaints about speed (we expect some operations like image analysis to 
take a few seconds, which is usually fine). This will inform future development to move 
from prototype to a polished application. 
 

● Research Findings: Beyond the tool itself, this initiative will produce insights into what 
works well and what doesn’t in visual allergen detection. For instance, we might discover 
that certain allergens are consistently harder to detect (perhaps because they’re often 
not visible, like gluten, requiring reliance on text). Or we may learn about the limitations 
of OCR/NLP – e.g., if the language model sometimes hallucinated an allergen that isn’t 
there, we would document scenarios that cause that. These findings could be written up 
as a technical report or even a publication, emphasizing AllergenAlert’s thought 
leadership in applying AI to food safety. 
 



In numeric terms, one of our goals is to demonstrate a reduction in allergen identification errors 
compared to the status quo. Currently, a user manually scanning labels might miss things due to 
human error or unfamiliar terminology. If our system can achieve near-perfect recall on known 
allergen presence, it effectively means no allergen will go unnoticed in the tested scenarios, 
which is a huge win for safety. Precision being high means minimal false alarms, so users don’t 
become desensitized to warnings. We expect a balanced outcome where the system’s alerts 
are trusted and meaningful. 

Future Applications and Broader Impact 
While this summer project is time-bounded, we envision it as a springboard toward larger goals 
in food safety, accessibility, and health. Some future directions and impacts include: 

● Consumer Health and Safety: The immediate application of AllergenAlert’s research is 
a tool that helps individuals avoid allergens. In the long term, this could be expanded into 
a widely available mobile app that anyone with food allergies can use while shopping or 
dining out. By simply pointing their phone at a label or menu, they could get an instant 
read on safety – effectively having an AI assistant that knows all the alias names of their 
allergens and can read the fine print they might miss. This could significantly reduce the 
incidence of accidental allergen exposure, which is a major health risk (for instance, 
avoiding that one candy bar that had undeclared peanuts could prevent a trip to the 
emergency room). 
 

● Accessibility for the Visually Impaired: Another important impact is making allergen 
information accessible to those with visual impairments or reading difficulties. Integrating 
this system with assistive technology (like speaking out the detected allergens or 
working with screen readers) could empower visually impaired users to independently 
identify allergens in products. This aligns with the broader goal of AI for accessibility, 
where computer vision acts as eyes for those who need it. 
 

● AI in Food Industry Compliance: Beyond individual use, the technology could assist 
restaurants and food manufacturers. For example, a restaurant could use a similar 
system to verify that their menu’s allergen indications are correct – by scanning the 
menu and cross-checking with recipe ingredients. Food manufacturers could employ 
computer vision on their packaging lines to automatically ensure that allergen labels (like 
“Contains: milk”) are present and correct on products, avoiding costly recalls. Essentially, 
this research could contribute to quality control systems. 
 

● Cross-Industry Extensions: The approach of scanning text and images for critical 
health-related information can extend to other domains. One could imagine scanning 
cosmetic products for allergens (some people are allergic to certain chemicals, and 
reading those labels is just as tedious) – indeed, earlier projects have touched on this. 
Another area is medication: scanning pill bottles or medical instructions for allergens or 



interactions. The success of our initiative could inspire similar solutions in those fields. 
 

● Technical Innovation in Multimodal AI: On the AI research side, our project is a case 
study in multimodal learning (combining vision and language) for a specific, high-stakes 
application. The lessons learned could inform other multimodal AI systems. For instance, 
our approach to fusing OCR text with image context could be applied to document 
understanding (where an AI reads a form and looks at logos or stamps simultaneously) 
or to dietary tracking (where an app could identify foods and log nutrition info). By 
sharing our findings (possibly open-sourcing parts of our code or dataset), we contribute 
to the community’s understanding of how to build reliable AI assistants. 
 

● Food Allergen Databases and AI: The project may also produce an enriched allergen 
knowledge base (with many synonyms and cross-reactive mappings) that could be 
useful broadly. We could collaborate with organizations like Food Allergy Research & 
Education (FARE) or regulatory bodies to align our system with the latest allergen lists 
and maybe help update databases with new terms found “in the wild.” The AI could even 
discover if certain allergen disclosure is inconsistent (e.g., if a product’s image shows a 
peanut but the text doesn’t list it, that’s something regulators would want to know). 
 

Overall, the broader impact of AllergenAlert’s initiative is encapsulated in the idea of “AI for 
Good” – using cutting-edge technology to solve real problems that affect quality of life and 
health. By making food allergen information more transparent and accessible, we are 
contributing to a safer food ecosystem. In the long run, we imagine a world where nobody has to 
skip a meal or fear a snack because they aren’t sure about what’s in it; a quick scan with an AI 
assistant will give them confidence in their choice. Furthermore, the cross-pollination of 
computer vision and health can pave the way for more innovations, such as detecting spoilage 
or contamination from images, thereby broadening the horizon of food safety interventions. 

In conclusion, the summer 2025 AllergenAlert research initiative is poised to produce not only a 
functional prototype that addresses a pressing need, but also lasting knowledge and tools for 
the community. By integrating OCR, computer vision, and multimodal AI, the project pushes the 
envelope of what’s possible in automated allergen detection. The success of this project could 
lead to real-world deployments that save lives and improve daily experiences for people with 
food allergies, demonstrating a clear societal benefit and justifying further investment and 
research in this direction. 
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