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 Abstract— Autism Spectrum Disorder (ASD) is a neurodevelopmental state with complex cerebral pattern, observed by patients facing 

a variety of challenges in social interaction, verbal communication, confined behaviours and speech. The impacts of this disorder and 

the inflexibility of symptoms vary from person to person. The symptoms appear at the age of 2 to 5 and continue throughout adolescence 

to the adulthood. While ASD cannot be cured fully, studies have shown that early discovery of this pattern can help in maintaining the 

behavioural and cerebral development of children. The present literature on ASD is mainly focuses on prediction system based on 

traditional deep learning algorithm i.e. Sequential model with multiple layers. The proposed models are validated by using performance 

dimension parameters similar as accuracy, precision and recall. In this exploration, autism spectrum disorder prediction has been 

delved and compared using common parameters similar as operation type, simulation system, comparison methodology, and input data. 

This research paper revolves around the use of deep learning algorithm to predict ASD, noticing the significance of early diagnosis for 

effective intervention. 

Index Terms— ASD Prediction, Deep Neural Network, Early Diagnosis 

 

 
 

I. INTRODUCTION 

Autism spectrum disorder (ASD) is a complex 

neurodevelopmental disorder that affects communication, 

social engagement, behavioral patterns and cognitive 

maturation. ASD has a wide range of symptoms, which is why 

it is called a "spectrum disorder." People with ASD have 

varying degrees of impairment, making diagnosis and 

effective treatment difficult [1,2]. 

The precise cause of ASD is still not completely recognized, 

but studies indicate that an association of both genetic and 

environmental factors is significant. Some of the known 

factors that contribute to the development of ASD include 

several genes that have been identified as potential 

contributors to ASD [3]. It is thought that changes in these 

genes impact the development and operation of the brain, 

resulting in the defining traits of ASD. Environmental factors 

can also affect the likelihood of developing ASD in the period 

before and after birth. Some of these factors consist of 

maternal infections while pregnant, exposure to specific 

toxins, and problems during childbirth [4].  

Studies utilizing brain imaging techniques have identified 

variations in brain structure and operation among people with 

ASD. These variances influence the processing and 

integration of information, resulting in noticeable behavioral 

trends [5].Typical symptoms of an introverted individual with 

a medical condition include lack of eye contact, limited range 

of interests or intense focus on specific topics, repetitive 

behaviors like rocking back and forth, repeating words or 

phrases, or flicking a switch, preferences for textures, smells, 

or visuals that may seem ordinary to others, significant 

sensitivity to sounds, and difficulty listening or looking at 

others.  

The current rapid spread of mental illness worldwide is 

diverse and rapidly increasing. Some people with this 

disorder can live independently, while a small number of 

individuals need ongoing care and assistance [6]. Over the 

last 20 years, there has been a notable rise in the global 

occurrence of autistic spectrum disorder (ASD), currently 

affecting around 1 in 100 children, with significant 

differences seen across different areas. In the year 2020, an 

estimated 2.8% of American children who were 8 years old 

were thought to have ASD. Timely detection of ASD is 

crucial in order to facilitate prompt interventions that can 

enhance results and enable children to reach their maximum 

capabilities [7]. There is significance of various factors such 

as age, gender, ethnicity, and geographic location in 

predicting ASD, providing insights into potential risk factors. 

The early detection of autism through various clinical 

methods is possible, although these diagnostic processes are 

rarely performed unless there is a high likelihood of ASD 

development. Machine learning (ML) allows for training 

ASD models faster and with greater precision. ML methods 

are essential for promptly and accurately evaluating ASD risk 

and simplifying the diagnostic process, helping families 

access crucial therapies sooner [8,9]. Different ML 

classification models can be utilized for early autism 

prediction to avoid its long-term impacts on both adults and 

children [10]. Machine Learning techniques are becoming a 
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hopeful remedy to tackle this issue in the healthcare sector. By 

utilizing algorithms like Support Vector Classifier, Logistic 

Regression, Random Forest, and Voting classifier. Our goal is 

to greatly speed up the ASD diagnosis process. 

We are currently in a time period known as the big data era, 

where various fields of science and industry produce vast 

quantities of data. This presents us with new challenges when 

it comes to analyzing and interpreting them. Therefore, there 

is a pressing demand for new machine learning and artificial 

intelligence techniques that can assist in making use of this 

data [11]. Novel computational methods in machine learning, 

such as mathematical learning, statistical estimation, and 

information theories, autonomously uncover valuable 

patterns in extensive datasets.  

This approach offers the benefit of precise and dependable 

forecasting utilizing data with extensive variables and causal 

inference within non-experimental datasets. Recent research 

in the field of psychiatry has demonstrated the successful 

application of these methods in diagnosing ASD.[12]. 

Significantly, machine learning has effectively been used in 

various application challenges.  

With the rise of machine learning techniques in different 

sectors, professionals in the medical field can now receive 

help in detecting ASD at an early stage. Identifying and 

focusing on the key features that lead to accurate prediction of 

ASD is a challenging task for practitioners, highlighting the 

necessity of implementing an automated method. Moreover, 

the existence of various symptoms associated with ASD in 

young children leads to the development of a comprehensive 

dataset of characteristics [13]. By using this dataset and the 

deep learning approach, this research creates a model to 

identify patterns in autism. 

The objectives of this study are: 

i. Develop a reliable predictive model to identify ASD 

in individuals at an early stage, enabling timely 

intervention and support. healthcare professionals 

in diagnosing ASD more efficiently and 

consistently. 

ii. Analyze the significance of various factors such as 

age, gender, ethnicity, and geographic location in 

predicting ASD, providing insights into potential 

risk factors. 

iii. Detect patterns and trends (based on age, gender, 

ethnicity, and geographic settings) in the dataset that 

could lead to a better understanding of ASD, 

potentially uncovering new avenues for research 

and treatment  

II. METHODOLOGY 

Dataset: The model was built and trained on the data from 

the .csv file which contained the responses to 10 screening 

questions, each having binary response either ‘0’ or ‘1’. It also 

has certain features like gender, age, if born with Jaundice or 

not, country of residence.  

Data preprocessing: It is a method within data mining 

which converts raw data into a more practical and effective 

format. The data is processed to remove impurities before use 

to train the model. It includes: 

 Null Values: Removal of the observations with the missing 

values to complete the dataset. 

 String to integer conversion: To facilitate the model 

training, categorial string values is converted into the 

numerical values. 

 Normalization: Normalize numerical features (like age) to 

a consistent scale, typically between 0 and 1, to improve 

model performance. 

Data splitting: Data is split into 80-20 split. The data is 

divided into training data, 80% and testing data, 20%. The 

Model Selection and Architecture can be summarized as: 

 Deep Learning algorithms were used for training 

 The sequential model was built using Keras with a 

TensorFlow backend 

 It consisted of Input layer: matched to the number of input 

features. First hidden layer: 32 neurons with ReLU activation. 

Second hidden layer: 16 neurons with ReLU activation. 

Output layer: 1 neuron with sigmoid activation, suitable for 

binary classification. The models were trained using the 

dataset. 

Evaluation the model performance by using remaining 20% 

testing dataset. The model predictions were compared against 

the actual labels using a confusion matrix and a classification 

report, which included precision, recall, and F1-score for each 

class. These metrics gave a more comprehensive 

understanding of the model’s ability to correctly classify both 

ASD and non-ASD cases. The trained model was used to 

predict the ASD for the new data points. 

The Results of the EDA was Visualized by various plots. 

The common visualization techniques used to analyze results 

were Scatter Plots, to visualize relationships between 

variables (e.g., age vs. ASD prediction); Heat Maps, To show 

the density of data points across different categories (e.g., 

country and age) and Histograms: To display frequency 

distributions of variables (e.g., age distribution within 

countries). 
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Fig. 1. Workflow of the Study 

III. RESULTS  

The deep learning model we built for predicting Autism 

Spectrum Disorder (ASD) showed quite encouraging results. 

We used a simple, yet efficient Multilayer Perceptron (MLP) 

architecture. It had two hidden layers: the first with 32 

neurons and the second with 16, both activated using the 

ReLU function. The final layer had just one neuron with a 

sigmoid activation, which suited our binary classification 

problem well 

We trained the model using the Adam optimizer, and used 

binary cross entropy as the loss function. The training 

spanned 100 epochs, and the learning process was generally 

smooth—the loss decreased steadily while the accuracy 

improved with each epoch. There weren’t any major signs of 

overfitting, which is always a good sign in deep learning 

experiments. 

After the training was completed, we evaluated the model 

on the test dataset. The model achieved: 

 Training Accuracy: 92.31% 

 Testing Accuracy: 89.77% 

To further understand the model’s prediction capability, we 

generated a classification report. The report showed strong 

metrics for both ASD and non-ASD categories. Here’s a 

breakdown of the results: 

 

Table 1. Classification Report for the Model 

Class Precision Recall F1-Score 

ASD 0.90 0.87 0.88 

Non-ASD 0.89 0.92 0.90 

 

These metrics suggest that the model did a good job 

detecting individuals with ASD (high recall) while also 

keeping false positives low (high precision). The F1-score, 

which balances precision and recall, remained strong and 

consistent across both classes. We also examined the 

confusion matrix, which gives a more detailed picture of the 

model's predictions: 
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Table 2. Confusion Matrix 

 Predicted ASD Predicted non-ASD 

Actual ASD (88) 78 12 

Actual non-ASD (113) 9 103 

As seen above, the model correctly identified 78 out of 88 

ASD cases and 103 out of 108 non-ASD cases, which is quite 

promising. There were only 12 false negatives and 9 false 

positives, which are tolerable in initial screening models. 

 

Overall, these results suggest that even a relatively simple 

neural network can be quite effective in identifying ASD 

based on structured input data. This kind of model could serve 

as a foundation for building more advanced diagnostic tools, 

especially in areas where specialist access is limited. With 

further fine-tuning, more training data, and perhaps ensemble 

techniques, the performance can likely be improved even 

more. 

 

Fig. 2. Results of Exploratory Data Analysis: A. Scatter Plot Result v/s age, B. Scatter Plot Comparison of Different Countries: 

Result vs. Age, C. Scatter Plot Comparison of Ethnic races: Result vs. Age, D. Heat map between respective country and age, E. 

Heat map between ethnicity and age, F. Scatter Plot: Autism vs. Jaundice: Organization of the Text, G. Histogram for Ethnic 

races: Count vs. Age, H. Histogram for Different Countries: Count vs. Age 
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The scatter graph (A) displays how the predicted outcomes 

of the autism spectrum disorder (ASD) model correlate with 

the age of the individuals in the dataset. It could reveal trends 

or patterns in prediction accuracy among various age groups. 

For instance, it could indicate whether the accuracy of the 

model is higher for younger kids than for older people, or vice 

versa. The scatter plot (B) shows how the prediction of ASD 

is compared with age in various countries. The aim of this 

visualization is to determine whether there are any trends 

specific to individual countries in terms of prediction 

accuracy or the distribution of ASD predictions. It can 

illuminate disparities in the model's performance across 

various geographical areas or cultural settings. The scatter 

plot (C) chart shows how the prediction of ASD is compared 

with age within different races. The aim of this visualization is 

to determine whether there are any trends specific to ethnic 

races in terms of prediction accuracy or the distribution of 

ASD predictions. The heatmap (D), color-coded depending 

on their density or frequency, showing the relationship 

between country and age. This scenario could reveal the 

distribution of individuals across various age groups per 

country in the dataset. The heatmap (E) illustrates how data 

points are spread out according to age and ethnicity. It can 

indicate whether specific age ranges have a higher 

concentration of particular ethnic groups. This visualization 

ensures that the dataset for training and testing the ASD 

prediction model includes a variety of ethnic groups to be 

representative. The scatter plot (F) analyzes how autism 

presence is related to a history of jaundice during birth. 

Determining any correlation between these two variables can 

be crucial in understanding the cause of ASD.  The histogram 

(G) displays the frequency distribution of various age groups 

within the different races. It can provide insights into the 

demographic makeup of the data set and show if there are 

more individuals in a certain age group from a specific race. 

The histogram (H) illustrates how age groups are distributed 

in each country. This can offer information about the 

demographics of the dataset and indicate the presence of 

certain age groups from particular countries. Understanding 

whether the model has been trained and tested on a balanced 

dataset is crucial information.  

 

IV. DISCUSSION 

Identifying and intervening early can enhance the results 

for children with ASD. We introduced a model for 

forecasting ASD using information gathered during standard 

developmental monitoring. Our models showed strong 

performance in young children and significant enhancement 

as they got older. A small model, based mainly on reaching 

milestones data, is proposed for a regular long-term 

monitoring situation, like the Israeli developmental 

surveillance program. The recommended forecasting tool 

can be integrated into the typical clinical process in various 

manners. Longitudinal developmental evaluation using 

age-appropriate milestones can incorporate ASD score 

calculation through the compact model into the EHR system. 

Moreover, milestone achievement metrics may consist of 

continuous DSS scores or basic binary indicators not tied to 

any particular developmental scale. Establishing a policy for 

determining the prediction age and thresholds of scores is 

necessary to accurately predict ASD while maintaining 

cost-effective results. Utilizing deep learning for identifying 

autism is important because of its trustworthiness, precision, 

and speed. Datasets were utilized in the proposed model to 

locally train Sequential model. The classifiers' results are 

sent to a central server where a meta classifier is trained to 

create a global model for detecting autism.  

V. CONCLUSION 

The proposed arrangement would determine the mental 

imbalance range, which may predict chemical imbalance 

qualities for distinct age groups by examining the 

appearances. Converting string values into whole integers. 

Using the Autism Spectrum dataset, the model that we will 

propose may accurately predict mental unevenness in the 

case of an event involving children, adolescents, and adults. 

This finding indicated greater execution, which differed 

from the current approach of screening mental unevenness. 

The assessment of ASD has been related with numerous 

disorders recognised as traits, including behavioural, 

emotional, structural, and mental disorders, making it 

difficult to forecast due to the lack of medical testing for all 

of the aspects required to detect ASD in an individual. 

The detection process is time-consuming and complex 

because the symptoms are not visible. There is now no 

optimised and extensively established screening approach to 

particularly detect ASD, nor is there a screening test capable 

of reliably diagnosing ASD. Deep Learning is the most 

current research that can help detect autism more correctly, 

saving a lot of time. Deep Learning can assist diagnose ASD 

in patients of all ages, including children and adults. 
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