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Deliberating Over Danger
The creation of H5N1 bird !u strains that are transmissible between mammals has thrown the
scienti"c community into a heated debate about whether such research should be allowed and
how it should be regulated.

The ScientistThe Scientist Sta!
Mar 31, 2012

n September 2011, Ron Fouchier of Erasmus

Medical Center in Rotterdam, the Netherlands,

presented some shocking results at the annual

conference of the European Scienti"c Working Group

on In#uenza: he and his colleagues had created a

mutant version of the H5N1 avian #u virus that could

be transmitted through the air between ferrets. Not

long a$er, news began to circulate of a similar creation

in the lab of Yoshihiro Kawaoka of the University of

Wisconsin, Madison. Fouchier and Kawaoka submitted

their studies for publication to Science and Nature,

respectively, sparking a heated debate over the

potential consequences of publishing such research,

whether the risky viruses should have been created at

all, and, of course, how comparable work should be

regulated going forward. In the following article,

scientists and policy experts on both sides of the divide

discuss their opinions.

Post your questions to our expert panel by April 13,Post your questions to our expert panel by April 13,

and selected contributors will respond to yourand selected contributors will respond to your

comments. Please note that panelists will not be ablecomments. Please note that panelists will not be able

to speak about the details of the yet-unpublishedto speak about the details of the yet-unpublished

H5N1 papers by Kawaoka's and Fouchier's groups.H5N1 papers by Kawaoka's and Fouchier's groups.

 

The H5N1 Threat

At a time when regulation is generally controversial, a new and especially ominous burden has emerged.
Researchers in Rotterdam and Wisconsin supported by the US National Institutes of Health have manipulated the
highly virulent H5N1 strain of avian in#uenza virus to render it more contagious. They did so by inducing a small
number of genetic mutations and then passing the altered strains through generations of ferrets, thereby
generating additional variations. The resulting virus is spread between the animals through aerosol droplets
expelled by a cough or a sneeze. Ferrets are considered a good model for humans as far as the dynamics of
infection are concerned.While the fatality rate of people sickened a$er exposure to H5N1-infected animals has
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been high—roughly 50 percent—only about 500 people worldwide are known to have contracted the disease. Up
to this point, the naturally occurring H5N1 strain has not been readily transmissible between humans. If the
Rotterdam and Wisconsin variations allow the virus to approximate the remarkable transmissibility of milder
in#uenza strains while retaining anything like its current virulence, hundreds of millions and even billions of
people would be at grave risk, and the global economy would be vulnerable to yet another devastating blow.This
possibility demands that certain questions must be answered: When is such research permissible? How should it
be regulated? And how should the results be shared to ensure global security while maintaining the level of
openness within the scienti"c community necessary to further our understanding of the disease?
—John Steinbruner is a professor of public policy at the University of Maryland and Director of the Center for International
Studies at Maryland.

QUESTION 1: To Research or Not to Research?

The uproar surrounding the two recent H5N1 studies spotlights the issue of whether or not research on potentially

dangerous lab-generated pathogens should have been conducted in the "rst place. What are the bene"ts, and do they

outweigh the risks?

There are several reasons why it is important to probe whether the H5N1 viruses can be modi"ed to

allow mammalian spread. The "rst is that we do not necessarily understand which of the viral gene

products can be modi"ed in ways that facilitate human-to-human spread. There’s also the issue of whether the

particular genetic modi"cations that allow the switch to a di%erent host are in some sense unique. If that (probably

unlikely) scenario were to be the case, knowing the location and identity of the changed amino acids could potentially

lead us very rapidly to a much deeper understanding of key structural events determining virulence for di%erent

species. Then, of course, the rapid sequencing techniques that have recently been incorporated into well-organized

and globalized in#uenza surveillance e%orts would allow us to screen readily for those mutations.

The question of “why do?” the Fouchier et al. and Kawaoka et al. experiments has, in some senses, already been

answered. There had been a vigorous debate for years as to whether the H5N1 viruses could ever change in a way that

would allow them to spread readily between mammals. We now know that answer, at least for ferrets. Also, we

understand that such change will not necessarily lead to diminished pathogenicity. In addition, it seems likely that

just a single mutation in one protein will not be su&cient to allow a switch in host range for the H5N1 viruses, and

that di%erent combinations of changes may bring us to the same end.

—Peter Doherty

I believe it was irresponsible to have performed this research in the absence a risk-bene"t assessment.

The research is likely to have no, or essentially no, practical bene"ts. Claims that the lab-generated

transmissible H5N1 strains will provide potential bene"ts in terms of improved surveillance and response are hollow.

First, there is no basis to believe that sequences of these strains will match sequences of potential future naturally

transmissible H5N1 strains arising from natural selection in natural hosts. Second, even if the sequences did match,

they would have minimal practical utility. There is no infrastructure for e%ective, comprehensive, sequence-based

surveillance of H5N1 in#uenza virus strains, and in the absence of an approved, manufactured, and stockpiled

vaccine, wild-type H5N1 in#uenza virus, there is no infrastructure or mechanism for e%ective response.  The failure

of surveillance and response in the 2009 H1N1 pandemic amply demonstrates that infrastructure and mechanisms

for sequence-based surveillance and response are inadequate. The risk/bene"t ratio is essentially in"nite—high risk

relative to zero or near-zero bene"t.

Decisions not to perform speci"c proposed research projects, or to perform them only a$er modi"cations to mitigate

risk, are routine. Every research project that involves vertebrate animals or human subjects undergoes a review in

which risks and bene"ts are enumerated and weighed, and a decision is made whether to approve the project, to

approve with modi"cations, or to deny approval. Research projects that involve the enhancement of a potential
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pandemic pathogen’s virulence, transmissibility, or ability to evade countermeasures should be subject to an

analogous system of prior review.

—Richard H. Ebright

Nature is full of surprises. Those surprises will inevitably comprise threats such as deadly new

pathogens. Without preparation, we will be unable to understand or respond to new threats. So, yes,

unequivocally, we must pursue research into pathogens in order to understand both the organisms and their

interaction with immune systems.

—Rob Carlson

Fundamental research cannot reasonably be prohibited simply because it enables potentially dangerous

application. It almost always simultaneously enables bene"cial results as well.

—John Steinbruner

The most critical question about any inherently dangerous research is not, “What are the bene"ts?” It is

rather, “Do bene"ts outweigh risks?” In this case, the answer to this question is “No.” The risk that an

accidental escape could seed a pandemic with millions of deaths make a man-made pandemic seem much more

likely than a natural one. Indeed, it would take extraordinary bene"ts and signi"cant risk reduction with

extraordinary biosafety measures to correct such a massive overbalance. So until adequate security measures are

taken, such research should be discontinued.

—Lynn Klotz and Ed Sylvester

Research on H5N1 viruses is essential to preparing for a natural pandemic. Since 1997, when the "rst

human infections with H5N1 viruses occurred, there has been concern about the virus acquiring the

ability to transmit from human to human. When this did not happen, many questioned the investment in H5N1

vaccine stockpiles and other countermeasures. To provide scienti"c evidence to inform policy on this issue, our goal

in doing this research is to determine the pandemic potential of H5N1 viruses. By simulating evolutionary changes to

the virus in the laboratory—safely under contained conditions—we can evaluate which changes enable H5N1 viruses

to transmit in mammals. H5N1 virus transmission studies are considered research priorities by the World Health

Organization and the National Institute of Allergy and Infectious Disease.

We discovered only a few mutations are needed to enable a virus with an H5 hemagglutinin (HA) to transmit between

mammals, that antivirals and vaccines would be e%ective controls, and that the transmissible virus was not highly

pathogenic. Importantly, we found that a subset of mutations responsible for transmission is already present in

naturally occurring isolates. This means there is a signi"cant risk that H5N1 viruses can acquire the additional

mutations that may enable human-to-human transmission.

Preparations to prevent a pandemic or an epidemic could now be made based on these data. Vaccines are e%ective

controls for these transmissible viruses, and the mutation data will help identify and evaluate candidate viruses to be

used for stockpiled vaccines. Antivirals are also e%ective against the transmissible viruses, and public health o&cials

in regions with circulating viruses known to have these mutations should seek to obtain antivirals and develop

distribution strategies.

Another immediate bene"t to public health is using the mutation data to compile an “alert list” for global surveillance

teams. With additional research, we will be able to identify other naturally occurring mutations that confer this

transmissible phenotype so that we have a comprehensive list for surveillance purposes. Statements in the news

media regarding the extent of surveillance activities for animal in#uenza viruses in countries where the H5N1 viruses

are currently circulating are inaccurate—surveillance teams in these countries are capable of detecting mutations,
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and the mutation data provided in both Dr. Fouchier’s study and in ours will enable on-the-ground monitoring for

potentially threatening viruses. However, we agree that the surveillance and response infrastructure could and should

be improved in these countries so that the information in our papers and other relevant data can be fully utilized.

Regarding the risks of this research, individuals quoted by the media have irresponsibly commented on “risks”

without knowing the precautions and regulatory oversight in place at my lab and the lab in the Netherlands. Our

research is conducted with the strictest attention to biosafety and biosecurity following the United States Select Agent

guidelines. This was acknowledged at the recent WHO meeting in Geneva. Technical advisory boards that de"ne

these research requirements will be making recommendations to ensure that all researchers adhere to similar 

stringent standards.

—Yoshihiro Kawaoka

It is a matter of trust, and research is based on trust. We trust the student who carries out the

experiment; we trust the PI responsible for the studies; and we have to trust that the information that is

obtained will be used for the greater good. Many times we have to convince other countries to be open, to share

information, to trust us. If we stop trusting others, we will lose our ability to anticipate catastrophic events and to

accumulate the information that we still very much need in order to minimize the consequences of such

catastrophes. It’s been said that we cannot prevent the emergence of pandemic in#uenza strains, but we could

certainly learn a lot about these viruses in order to anticipate and minimize the e%ects of such strains.

—Daniel Perez

What’s the real risk?

Whether it arises naturally or as a result of lab manipulation, a mutated form of the #u virus that combines high
transmissibility and high lethality could constitute one of the deadliest threats mankind has ever seen. “Only a
highly transmissible pathogen [such as a mutated H5N1 virus] can put large numbers of people at severe risk in a
short period of time,” Steinbruner says. “At the moment, the in#uenza virus poses the predominant danger and is
essentially in a class by itself in that regard.”

The two laboratory studies under debate have demonstrated the potential of arti"cial selection to create such an

in#uenza strain. Much di%erence of opinion exists, however, over the dangers that this research poses. One

specter frequently raised is the threat of bioterrorism: could terrorist groups replicate the work? “Performing

serial passages of a virus in experimental animals—a strictly unsophisticated approach, essentially unchanged

since the time of Louis Pasteur—is well within the reach of many organizations and most nations,” Ebright says.

“Bioterrorism, biowarfare, and biothreats are real concerns.”

Others disagree. “It would take a sophisticated molecular virology operation to recreate the avian #u transmission

results,” say Klotz and Sylvester. “To our knowledge, no terrorist groups have anywhere near the capability to

recreate the virus, nor could they acquire the capability in the foreseeable future.”

Most believe weaponization to be the least likely path to a deadly pandemic. “Accidental release or malfeasance by

someone with authorized access appear to be greater dangers,” says Steinbruner. There is precedent for both

scenarios, researchers say, most notably the accidental release of SARS—which has escaped several times from

Biosafety Level (BSL) 3 labs, the same level as the labs studying the transmissible H5N1 virus—and the 2001 US

anthrax mailings.

There is also concern that nations could develop biological weapons loaded with lethal strains of the virus to

threaten their enemies, à la Cold War face-o%s. “At least some nations are likely to view the viruses as a fast and

easy route to obtaining a potentially e%ective WMD deterrent—a weapon not to be used, but to be brandished,”
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Ebright says.

“A rogue nation able to carry out such an attack, however insane, might make a credible threat to release a [virus

like H5N1],” agree Klotz and Sylvester. “Just the threat could provide enormous political or blackmail leverage

because it could ignite overwhelming global fear—the original meaning of pandemonium.”

—Jef Akst, The Scientist

QUESTION 2: To Publish or Not to Publish?

Whether or not H5N1 work continues as it has, the two studies in discussion are already complete. The question now

is how to communicate those data. In December 2011, the National Science

Advisory Board for Biosecurity (NSABB) recommended that certain details be removed before publication to limit

access to such potentially dangerous information. In February, a World Health Organization committee decided that

the work should be published in full, and the NSABB was taking a second look at the issue when this article went to

press. The scienti"c community remains torn. Will redacting details of the studies help prevent sensitive information

from falling into the wrong hands—or is it, at this point, already too late?

Having closely followed the reactions prior to and following publication of the NSABB perspective, I

remain in full support of the NSABB position to redact the details of the recent H5N1 studies. We failed to

properly prepare for the current problem set in the wake of the 2004 National Research Council committee report

entitled Biotechnology Research in an Age of Terrorism, commonly known as the “Fink Report” a$er committee chair

Gerald Fink of the Whitehead Institute for Biomedical Research, which made recommendations pertaining to the

review of research of concern—now we are reacting to a crisis. Risk cannot be eliminated, but it can o$en be better

managed, mitigated, and reduced. If so, as in this instance, the “advantage” goes to “the good guys,” at least for a while.

Redacting is really about making it more di&cult for those seeking to do high-impact harm by limiting access to the

knowledge and materials that would enable them to achieve their goals and objectives. It is about “raising the bar” for

them while pursuing legitimate science and other security measures that will better protect nations and societies.

As it is in science, security is not “all or nothing” or static, either in viewpoint or in practice. All useful perspectives

must be thoughtfully engaged, considered, and balanced. The life science research community does not

fundamentally understand, nor has it likely ever had to contend with, how the darkest adversaries think, plan,

resource, and operate. Maximizing the likelihood that only responsible scientists have access to such discoveries and

use them only for the advancement of global health is one “tool in the kit” to reduce risk. The misuse of new avian #u

science might be low probability (at least for the short term), but the potential consequences could be massive. I

suggest that we had better get it right; there will be no “do overs.” Selective redaction is not a total or perfect solution,

but it could contribute to risk reduction if leveraged with other precautionary steps. Further, what is missing from the

debate thus far are the “responsibility” and “accountability” issues, i.e., who will be held responsible and accountable

if published science such as this is misused to enable a global health catastrophe? If we are counting solely on full and

comprehensive global public-health preparedness—an essential and noble pursuit—we are, in reality, not even close

to adequate protection from nature as well as from dark forces.

Author’s Note: I write from my own perspective, not from membership on the NSABB. I have formal training in the practice and

management of life and physical sciences and engineering. I also have more than 30 years of actual operational and technical

experience in national and global security, including with catastrophic terrorism, WMD terrorism, and biosecurity.

—Randall Murch
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Restrictions on the publication of biomedical research are unprecedented. They also are unworkable, at

least for research such as this that has already been completed and reported. The primary risks are

accidental release through infection of a lab worker who then infects others or deliberate release by a disturbed or

disgruntled lab worker. E%orts to restrict publication will do nothing to address these risks.

—Richard H. Ebright

To be e%ective, rules regarding the publication of such research would have to be globally applied and

thus would have to be developed and implemented by a globally representative organization. That

arrangement is far beyond the current state of practice and the current horizon of prevailing attitudes. It is inherently

feasible, however, and is ultimately likely to be necessary.

—John Steinbruner

With the recommendation to withhold some details from publication, the NSABB is presently

operating under the mistaken assumption that information, once created—and once advertised, as in

this case—can be contained. Unfortunately, the proposal to allow secure access only to particular individuals is at least

a decade (if not three decades) out of date.

Any attempt to secure the data would have to start with an assessment of how widely it is already distributed. In

addition to the computers and e-mail servers at the institutions where the science originated, the information is

sitting in the computers of reviewers, on servers at Nature and Science, at the NSABB, and possibly on the various e-

mail servers and individual computers of the board members as well. And let’s not forget the various unencrypted

phones and tablets all those reviewers now carry around. At this point, it would be remarkable if the information had

not already been stolen.

But never mind that for a moment. Let’s assume that all these repositories of the relevant data are actually secure.

The next step is to arrange access for selected researchers. That access would inevitably be electronic, requiring

secure networks, passwords, etc. But think back over the last couple of years: hacks at Google, various government

agencies, and universities. Credit card numbers, identities, and supposedly secret Department of Defense documents

are all for sale on the Web. Hackers are always testing, and breaking, computer security systems.

That’s not to say that a case can’t be made for attempting to maintain con"dential or secret caches of data, whether in

the public or private interest. But in such instances, compartmentalization and encryption must be implemented at

the earliest stages of communication in order to have any hope of maintaining security. In the present case, it is far

too late. In fact, the hue and cry over the results from Kawaoka and Fouchier has only highlighted the value of the

information, creating a perverse incentive to access those results.

Moreover, if that is true, then restriction of access serves only to slow down the general process of science and the

development of countermeasures. Science is inherently a networked human activity that is fundamentally

incompatible with constraints on communication. Any endeavor that relies upon science is, therefore, also

fundamentally incompatible with constraints on communication. Censorship threatens not just science, but also our

security.

The only way that potentially dangerous results can be e%ectively secured is either not to do the research or to refrain

from discussing it publicly in the "rst place. Choosing not to do such research would leave us unprepared for

emerging threats, while doing such research in secret leads to di&cult questions about who should be in the know.

Our only course is to do the research and to discuss it openly.

A di"erent and longer version of Carlson's thoughts can be found on his blog.

—Rob Carlson

https://web.archive.org/web/20200225180655/http://www.synthesis.cc/2012/01/censoring-scientific-publication-is-detrimental-to-security.html
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NO The recommendation to redact part of a scienti"c manuscript was not something that was arrived at

without serious deliberation about the potential bene"ts and risks of making the information widely

available. The authors made two signi"cant changes to the virus: they altered its transmission from fecal-oral to

respiratory, and changed its host range. We know from recent experience that exposure of BSL-3 lab workers to other

pathogens, although infrequent, happens. In addition, the experience with the post-9/11 anthrax mailings shows that

it is possible someone may misuse this virus to cause fatalities. Finally, it is common knowledge that terrorist groups

such as Al Qaeda are interested in biological agents. Combined with the fact that the technology to repeat the

experiments is widely available—making in#uenza viruses from DNA clones, while not simple, is not beyond

someone with basic knowledge of molecular biology and cell culture techniques—it seems prudent to follow the

precautionary principle: given the uncertainties, it is better not to proceed. Redaction is not permanent, but allows us

to stop, think, and release the details only when appropriate.

—Michael J. Imperiale

QUESTION 3: How to Regulate?

A global issue that stems from the ongoing H5N1 debate is how to regulate such research. Who should be in charge of

granting approval for potentially dangerous studies? At what biosafety level should they be conducted? Who should

have access to the full results? And how should all of this be organized and monitored?

A critically important question is, “Should the committee’s oversight decision on research proposals simply be a

guideline or be backed by binding regulations?” Scientists, who are committed to maintaining considerable freedom

in their activities, abhor regulations. But for research on live potential pandemic pathogens (PPPs), we support

regulations.

Guidelines are o$en ignored. By researching PPPs in Biosafety Level 3 labs, many labs have ignored two sets of

guidelines: the NIH guidelines on biosafety levels for pathogen research and the Fink guidelines for “experiments of

concern.” The NIH guidelines clearly state, “Biosafety Level 4 is required for work with dangerous and exotic agents

that pose a high individual risk of aerosol-transmitted laboratory infections and life-threatening disease that is

frequently fatal, for which there are no vaccines or treatments, or a related agent with unknown risk of transmission.”

And the Fink guidelines call for the implementation of a review system for experiments of concern, which include

those that “would enhance the virulence of a pathogen...would increase transmissibility of a pathogen…would alter the

host range of a pathogen.” The guidelines could not be clearer.

—Lynn Klotz and Ed Sylvester

Obviously there is some research that is more risky than others; however, fear of what could be done with the results

should not be part of the research agenda if the research itself has the ultimate purpose of bene"ting humankind. If

we start scrutinizing the type of research that can be done, and weighing whether the research itself can be used to

cause harm, then terrorists have already won; they have already succeeded in instilling fear in all of us.

—Daniel Perez

We should understand as we discuss this issue that human beings tend, like water, to follow the available, easy path.

The more rigorous the safety constraints, the more cumbersome the procedures, the less science will be done. Of

course, when working with dangerous human or veterinary pathogens, we operate with an absolute obligation to

minimize risk. At the same time, it is important that the level of security imposed should be appropriate and not

excessive.

—Peter Doherty

For lines of research that entail extreme levels of potential danger, it is appropriate, and indeed urgent, to impose

https://web.archive.org/web/20200225180655/http://www.cdc.gov/biosafety/publications/bmbl5/BMBL.pdf
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mandatory oversight rules to assure that informed judgments are made regarding social consequence as well as

scienti"c merit. It is natural to hope, but unrealistic to believe, that the danger revealed by the recent H5N1

experiments will immediately inspire signi"cant o&cial initiative. Major governments are already beleaguered by

obviously defective regulatory practices involving more widely recognized sources of danger—"nancial transactions

and nuclear explosives among them. They will predictably focus on natural evolution of the H5N1 strain and might

marginally improve disease surveillance and epidemiological response measures already developed.

But that is not a valid excuse for complacency. Some prudential oversight of highly consequential biological research

is currently practiced, but prevailing procedures are largely voluntary in character, are not consistently or

comprehensively applied, and do not have global scope. For pathogens like a highly transmissible H5N1 virus, this is

not su&cient.

There is good reason to fear that nothing will be done until some massive misfortune belatedly compels attention.

Indeed, a few leading research scientists understand the implications of the situation, but most are categorically

opposed to any mandatory intrusion into basic research. But it is also prudent to assume that protective regulation

will ultimately be imposed. There is too much at stake for the impediments to prevail inde"nitely. Whether

comprehension evolves naturally or is forced by disaster, mandatory oversight will eventually be indispensable. The

sooner and the more gracefully that is realized, the better o% we all will be.

—John Steinbruner

It is tempting to suggest that restricting publication, or delegating responsibility to an international organization,

could ensure that the details of research on H5N1 do not circulate widely. But globally, there is no international body

that can e%ectively enforce such a requirement. That approach might therefore do little more than lend a false sense

of security that the problem is being addressed, with less attention paid to building international consensus on best

practice.

Indeed, lessons from the past have suggested that international regulation of genetic research would be a lengthy

process and could even fail to come to easy agreement on veri"cation procedures.  More than 30 years of discussion

on policies regarding biological weapons failed in the early 2000s to develop an internationally binding veri"cation

protocol under the Biological Weapons Convention. We do, however, have an opportunity to begin a process that

could contribute to a solution.  If and when consensual best practice guidelines are developed for this emerging

science, voluntary and responsible adherence to best practice for legitimate research is within the realm of possibility.

Such was recently demonstrated by the 39 researchers from around the world that agreed, in an open letter to the

journals Science and Nature, to a voluntary 60-day pause on any research involving highly pathogenic in#uenza H5N1

viruses that could lead to greater transmissibility, and by the World Health Organization, which convened discussions

on this topic in mid-February. Discussions on best practices developed by such a group would take much longer to

develop than the 60 days, but could eventually lead to consensus on internationally accepted best practice that could

serve as a point of reference for guiding genetic research on the H5N1 virus.

And of course, though H5N1 is the present concern, the discussions should be broadened to all microbial research

because it is clear that researchers are using similar techniques to modify and engineer other pathogens.  In addition

to de novo synthesis of a poliovirus early in this millennium, and the publication of the reconstructed genetic

sequence of the 1918 pandemic in#uenza virus, genetic manipulation of viruses is a tool used for research aimed at

developing new vaccines to prevent infections such as H5N1 and other as yet unknown pathogen threats.

—David L. Heymann

Beyond H5N1
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While the debate rages on over whether the H5N1 avian #u strain is potentially transmissible in humans, another
severe problem looms that is receiving almost no attention—the many laboratories researching live SARS and live
1918 #u viruses. We can only infer high human pathogenicity in the new H5N1 strain. It is frighteningly real in the
SARS and 1918 viruses. These three viruses should be considered of immediate, serious concern because all are 1)
extremely deadly, 2) highly contagious or potentially highly contagious in humans, and 3) not currently present in
human populations. Any microbe possessing this triad of risks we label PPP, an extremely dangerous potential
pandemic pathogen.

And the risk of such a pandemic is not trivial. Based on the historical probability of escape of 1 percent, we

employ a conservative probability of escape from a single lab in a single year that is three times lower (0.3

percent), from which we calculated that there is an 80 percent chance of escape of virus in about 500 years. Factor

in the estimate that at least 42 labs are actively working on live PPPs, and that 80 percent probability of escape will

take only 12.8 years.

Given that the average time period between natural in#uenza pandemics is about 30 years (pandemics occurred

in 1918, 1957, and 1968, and no other through 2011), we are creating a man-made pandemic risk much greater than

what we face from nature. Anecdotal evidence suggests that it could happen. In 2003, during the "rst and only

natural outbreak of SARS in Asia, one victim #ew from Hong Kong to Toronto, where she seeded some 400 SARS

infections with 44 deaths in Canada. A global pandemic likely was averted only because public health o&cials in

Asia and Canada took rapid preventive action, including quarantine. In 2004, a$er the sole natural outbreak was

contained, two people became infected with SARS while working in a Biosafety Level 3 facility in Beijing, and one

of them infected seven others outside the lab, including her mother, who then died. A nurse caring for the lab

worker also spread the virus to others.

The data are clear. Collectively, labs researching PPPs, including H5N1, are playing Russian roulette with the lives

of many people.

Authors' Note: We wish to thank Richard H. Ebright for his valuable comments and edits of earlier dra#s. A variation of these

ideas appears in Nature (481:258, 2012).

—Lynn Klotz and Ed Sylvester
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